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ABSTRACT

Hydrologic modeling allows the prediction of the impact
of changes within the watershed (e.g. in meteorological,
morphological, geological or pedological conditions) on soil
moisture and streamflow, or the development of practical
watershed management prescriptions for improved water
resources utilization in a specified river basin.

Although numerous models exist, few afe capable of
handling the distributed nature of changes and their impacts.
Furthermore, existing models cannot be rigorously applied to
watersheds of low relief in which surface slopes are small
and sometimes interrupted by extensive local depressions.
Infiltration and evapotranspiration are the dominant
hydrological processes in such watersheds and in most
existing models, these processes are given cursory treatment.

The.objective of this treatise is to develop and asses a
hydrological model from the physical perspective. The model
is a distributed type so that wide variation in conditions
within the watershed can be simulated.

To apply the model the watershed is considered in
segments, these segments being sub~basins bounded at the top
by a water divide, at the base by a stream and at the sides
by lines drawn normal to the contours. The required inputs
for each segment are precipitation and other meteorological

data necessary to calculate potential evapotranspiration, the



nature and extent of vegetatior, and soil hydraulic
properties.

The partial differential equation for vertical, single-
phase, unsaturated flow of wéter in soils is used as the
mathematical model governing infiltration, groundwater
recharge and evapotranspiration. The kinematic and diffusion
wave approximations to the equation of unsteady surface flow
are used for modeling the overland flow and the flow in the
channel network. The Dupuit-Forchheimer equation is used to
model the saturated flow. The control volume formulation is
used to obtain the solution of these equations for realistic
initial and boundary conditions. The solution of the .
unsaturated flow, the overland flow, and the groundwater flow
equations are coupled with channel flow equation to form a
runoff model for the watershed. Sirce computer cost is a
' limiting factor in numerical modeling, Fourier analysis has
- been used to minimize computational time. The model is tested
by comparison with data from the Spring Creek experimental

watershed in Alberta, Canaaqc..
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1.1 Introduction

The science of hydrology consists of many components and
the physical scale of hydrologic cycle is very large, e.g.
water evaporated near the equator may be moved by winds to
become precipitation in the temperate zones. However, the
séale of hydrological processes in a narrow sense is much
smaller. Usually it is possible to isolate on the surface of
the earth an area in which the precipitation having
contributed to evaporation and storage is eventually returned
to the sea through a single channel. That area represents a
catchment or watershed or basin within which water is
conserved, permitting the balance between incoming and
outgoing fluxes.

In a catchment it is possible to distinguish several
processes such as (1) the processes of evaporation,
transpiration, infiltration and percolation; (2) subsurface
flow processes which includes groundwater and unsaturated
flows; (3) and the procesées of surface runoff including open
channel flows. These processes are in turn dependent on the
following watershed characteristics such as physiography,
vegetation, soilé, geology, topography etc.

Physiography: The physical features of the watershed on
which precipitation falls influence the rainfall-runoff
relationship. Chow (1959) has tabulated these factors. The

effects of the factors whose relationships are more or less



obvious are shown in the Table 1-1, however, those which are
more complex are discussed in the text.

Vegetation: Vegetative cover exerts its influence on
runoff and water yields through its infiltration capacity,
water storage and detention, and evapotranspiration and
interception. In addition to its effects on the soil surface,
dense vegetation extracts water from the lower soil layers at
a much higher rate than sparse vegetation. Thus a much
greater water deficit in the subsoils allows greater
infiltration capacity.

Soils: Soils play a significant role in the rainfall-
runoff relationship. Vegetative cover, evapotranspiration,
soil water storage capacity, and infiltration rate are
intimately related to soil properties. Sandy or gravelly
soils may have enormous infiltration capacities but low
storage capacities, and finer textured soils may have low
infiltration capacities with greater storage for comparable
soil depths. Coarse-textured soils may have low 'surface
runoff and high groundwater.recharge rates. Fine-textured
soils tend to yield high surface runoff and low groundwater
recharge under similar conditions.

Geollogy: The geology of a watershed affects soils,
topography, land aspects and slopes, vegetation,
permeability, and the presence or absence of groundwater
aquifers. These factors in turn affect the water yields and

the relation of precipitation to them.



Topography: The topography of watersheds affects the
efficiency of the channel systems as conveyors of water from
the water;hed. Topography also affects overland flow
velocity, and the amount of depression storage. In cases of
flat catchments, detention time and storage is greater than
those of steep slope watersheds.

Channel: Channel size, shape, roughness, slope, and
densities affect the rainfall-runoff relationship. Any factor
in the channel which tend to slow the movement of water acts
as storage component and increases the duration of runoff.
Any factor in the channel which accelerates the velocity of
flow in turn decreases the duration of runoff period. Thus,
channels as conveyance systems greatly influence the rinoff
and water yield from a watershed.

Table 1-1. Factors affecting watershed response (adapted
after Chow, 1959).

Factor Kind of relationshi:

Size of catchment Direct

Shape Affect lag time, time to peak

Slope Direct proportiisn to peak
yield

Drainage density Inverse relation

Storage capacity Duration proporticnal to
storage

It is necessary to (1) manage natural waters as
resources for social welfare, environmental protection and
economic development and (2) control floods for protection of
life, man-made structures, and property. To meet these needs

a quantitative relationship between incoming water such as



precipitation and catchment water yield such as streamflow is
essential. This relationship is important not only to predict
when and how much water will be available to cope with, but
also to predict the effect of the inevitable interference
(due to those activities e.g. construction of different water
management structures) with the aforementioned factors which
through complicated interactions among themselves determine
this quantity and timing of occurrence.

The problem of quantifying river flow from evaporation,
rainfall and other Zactors, mentioned above, occupies a
central place in the technology of applied hydrology. Most
studies of representative and experimental kasins and a large
part of the effort of classical hydrology have been directed
towards obtaining at least a partial solution of this
problem.

Despite the attention which this problem has attracted
over many years, the present position is far from
satisfactory (Nash, 1983). Many different models of runoff
processes are being developed. No'single approach has been
proved satisfactory in applications to both gauged and
ungauger Eatchments and not all new models represent
improvement on previous ones. This a direct reflection of
both complexity of the class of system under study and nature
of modeling process.

Because of the complexity of the hydrologic processes,
hydrologic models developed so far have used more-or-less

coarse idealization of hydrologic system. The general



categories of approach that have been employed to formulate
input-output relations in hydrology are (1) system synthesis,
and (2) system analysis.

In system synthesis, a conceptual knowledge of the
various physical processes involved in the system is
presupposed. Each component process is governed by particular
laws, and is linked to the others to form a model of the
total system. Such a model is called a conceptual model.
Conceptual models may recognize explicitly the points at
which system specification is imprecisé.

In system analysis, the function or functions describing
the overall system operation are determined from concurrent
input and output sequence alone, without explicit use or
knowledge of the physical laws involved. As a result of such
simplification in the design of this type of model, it is
expected that the operation of the model will not be error
free. In addition such models are not unique, and a great
many equivalent formulations are possible.

In the following sections, conceptual models of
catchment response are reviewed with special attention to the
problems of catchments with 1limited hydrological data
available that will help choose the methodology in this
study.

1.2 The Concepts of the Conceptual Models

O'Connell (1988) provided a general review of the
rainfall-runoff modeling approaches. An account‘ of

distributed modeling of watershed hydrology is given by



Chanasyk (1980). Here, to begin with, the model of Horton
(1933, 1939) is considered. Horton (1933, 1939) proposed the
concept now known as rainfall excess or effictive rainfall to
represent rainfall exceeding the infiltration capacity
(defined in section 2.2) of the soil and remaining on the
surface. After filling the depression storage, additional
rainfail excess would travel downslope as overland flow.
Infiltrated water was thought to have no immediate
contribution to storm discharge in the stream. All the
infiltrated water would pass into groundwater and was the
sole source of the baseflow part of the hydrograph (Chorley,
1978). If soil conditions wexe taken as nearly homogeneoﬁs
over the basin and that, as a first approximation, additional
amounts of rainfall excess would contribute linearly to the
amount of storm runoff. This model still underlies a great
deal of hydrologic methodology although its validity appears
to be limited to areas of very low infiltration capacities or
very high rainfall intensities (Kirkby and Chorley, 1967).
There is evidence that the response to increaéing amounf
of rainfall excess exhibits nonlinearity at some or all flow
stages (Amorocho, 1967b; Pilgrim, 1966; Hewlett et al.,
1977; Hewlett, 1982). Hewlett (1961) proposed that this is
partly a result of variable soil moisture conditions
occurring over the catchment prior to the onset of rainfall.
In particular, downslope drainage of soil moisture would lead
to generally higher soil moisture content close to the

channels. Since infiltration rates tend to decrease with



increasing moisture content, overland flow would be expected
to occur first close to the channel (Calver et al., 1972).
The area contributing overland flow would generally comprise
only part of the catchment, and even on a homogeneous soil,
would expand and contract depending on rainfall intensity and
duration. This variable 'partial contributing area' (Betson,
1964) or ‘'dynamic watershed concept' (Tennessee Valley
Authority, 1965; East China Ccllege of Hydraulic Engineering,
1977) was held to account for some at least of the observed
nonlinearities in storm runoff production.

Hortonian 'infiltration excess' overland flow does not
always occur (Chorley, 1978; Burt, 1989). Even allowing for
the effects of swelling of the soil, the‘papking of the
surface by raindrops, the effects of entrapped air and the
dislocation of fine particles (Horton, 1933), infiltration
capacities of soils, particularly in vegetated humid
temperate areas, are often high in comparison with the
highest observed rainfall intensities (Kirkby, 1969; Freeze,
1972b) . Two interrelated concepts were proposed to account
for the production of storm discharge under such conditions;
'saturation exce- overland flow (Kirkby and Chorley, 1967)
and 'throughflow' within the soil mass cofresponding to the
'subsurface stormflow' of Hursh (1944) and 'interflow' as
defined by Hewlett and Hibbert (1967) and 'piston flow' of
Anderson and Burt (1982).

When the soil profile becomes completely saturated,

saturation excess overland flow will occur (Zaslavsky and



Sinai, 1981; Burt, 1986). Then additional water will be
forced to remain on the surface. This saturation may be due
to the local 'water table' rising to the surface (Dunne and
Black, 1970a; Carson and Sutton, 1971) or to vertical
drainage in the soil being limited by a horizon of lower
permeability (Weyman,' 1971; Wilson and Ligon, 1973;
O'Loughlin, 1981, 1986). Saturation may be maintained both by
downslope flow of water through the soil and by rainfall or
ponded water at the ground surface. It has been shown that
the zone of saturation grows in both vertical and upslope
éxtent during a storm (Weyman, 1971; Bernier, 1982). The
incidence of surface saturation will be increased by
convergent flow conditions in the soil produced by contour
cavities and decreaéing soil depth in the direction of flow
(Dunne and Black, 1970a; Dunne, 1978). Areas of overland flow
produced in this way may be limited in extent and need not be
directly connected to the stream channel network (Amerman,
1965; Kirkby and Weyman, 1974; Mosley, 1979). However, it
appears that this process occurs commonly in the concavities
associated with channel heads, such that the effective length
of channel may vary considerably during a storm (Weyman,
1971). Saturation excess overland flow may occur at much
loﬁer rainfall intensities than might be expected under the
Horton model and has been observed after rainfall has ceased.

Usually two forms of throughflow are considered:
movement through structural voids or macropores in the soil

(Coles and Trudgill, 1985; Germann, 1986) and laminar
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capillary flow which may be approximated by Darcy's law
(Eagleson, 1970). Flow through macropores may be turbulent
with velocities of the same order of magnitude as overland
flow may consequently be an important mechanism in storm
runoff prediction (Beven and Germann, 1982). Ragan (1967) has
demonstrated that significant amounts of hillslope storm
discharge may derive from flow through the litter layer,
while others have raised the possibility of major
contributions from water-conducting natural pipes in the soil
(Jones, 1971; Gilman and Newson, 1980; Jones, 1981; Bonell et
al.} 1984)). Flow in macropores will, however, depend on the
maintenance of an immediately surrounding saﬁurated layer and
may require the initial satisfaction of 1local storage
deficits before continuous flow commences. Hydraulic
conductivity discontinuities in the soil profile may again be
very important in the creation of saturated conditions.

- Soil water flows under the influence of a gradient in
both saturated and unsaturated states of the soil. However,
velocities of soil water flow may fall markedly with
decreasing moisture content and are always much lower than
those for either overland flow or pipe flows. Increases in
the area of saturation, however, has been found to result in
rapidly increasing flow (Carson and Sutton, 1971; Bernier and
Hewlett, 1982). This in part is due to the fact that the
movement of water through a fully saturated zone, including
seepage, responds almost instantaneously to changes at the

boundaries of the zone. Effectively, water entering the
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saturated area causes an immediate displacement of water at
the seepage face (Anderson and Burt, 1982) . Peak seepage flow
will, however, be delayed from the time of peak rainfall
(Freeze, 1972b) as a result of the time delay beforé
infiltrated rainfall reaches the saturated zone. It follows
that the amount and timing of peak seepage flows will be
heavily dependent on iricial conditions of soil moisture
(Weyman, 1971). In layered soils, saturated conditions may
build up above conductivity discontinuities, and seepage from
different layers in the soil may exhibit different flow rates
and time rates and time delays (van't Woudt, 1954).

Where the response of the soil mass is slow compared
with storm duration, and surface flows are not significant,
initial storm discharge may be almost entirely generated by
rainfall directly into the channel and immediately adjacent
areas. Then seepage flow will contribute largely to the
recession limb of the hydrograph and ultimately will be
indistinguishable = from groundwater flow (Sklash and
Farvolden, 1979; Nash, 1983).

It should be noted that once the spatial variability of
catchment response, even to a uniform rainfall, is
recognized, all thé components of storm discharge generation
specified above be included in a general model. Infiltration
excess overland flow should not be viewed as mutually
exclusive concepts, but both may occur and depend on the
instantaneous conditions of the soil and rainfall intensity.

Instead, all the processes of channel precipitation, surface
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flow and saturated/unsaturated flows in the soil may occur
concurrently so that the total basin response will be
continually va;iable in both space and time. This tendency
will be reinforced by spatial variation in system inputs and
characteristics (Sharon, 1970; Sugawara, 1970). There is
rarely sufficient evidence to detefmine the relative
importance of individual processes in thé operation of the
catchment system and thus separation of flow components from
the discharge hydrograph, commonly used in hydrologic
analysis, does not make sense.

1.3 Modeling Approaches

A plethora of approaches for modeling hydrologic systems
has evolved over the years. These approaches are so diverse
and hybrid that it is hardly possible to group them into
disfinct groups (Singh, 1989). In the following sections,
several general approaches to the problem of modeling
catchment responses are examined with reference to conceptual
knowledge of the  system. Categories of models are
distinguished on the basis of assumptions made about the
system.

1.3.1 I.umped. catchment models

The use of a lumped hydrological model is justified in
theory only if the response of the system is instantaneously
similar throughout the watershed area (Eagleson, 1967).
Mathematical procedure for the identification and solution of
lumped parameter models are much simpler than for those in

which response is allowed to vary spatially, and ‘the fact
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that a basin is not a random assembly of different parts, but
a geomorphological system whose parts are related to each
other by long common history encourages the hope that
simplified concepts may be found adequate to describe the
operation of this basin in converting rainfall to runoff’
(Nash and Sutcliffe, 1970).

Lumped models may be separated by systems analysis and
systems synthesis methods. The former are essentially black-
box impulse-response methods relating input to output without
reference to the internal structure or processes of the
system. The latter incorporate some assumptiohs, generally
empirically derived, about the physical nature of the system.

System analysis

The earliest model that took into account the
instantaneous distribution of storm runoff over time as well
as its total volume was based on the unit hydrograph concept
(Sherman, 1932). This.is closely related to the Hortonian
surface flow model of catchment storm responses (Horton,
1933), with the assumption that, for a given basin, similar
rainfall excess characteristics would yield similar
hydrograph shapes. The discharge hydrograph for any arbitrary
amount of effective rainfall can be obtained by superposition
of the unit hydrograph (Chow, 1964). Calculation of the unit
hydrograph requires that the river discharge hydrograph be
separated into ‘'base flow' and 'surface runoff' components

and that the rainfall hydrograph be separated into '‘'effective
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rainfall' and 'infiltration loss' components (Linsley et al.,
1958).

A later development of unit hydrograph theory was the
introduction of the concept of instantaneous unit hydrograph
(IUH). The TUH is the hydrograph due to an infinitely small
duration of effective rainfall (Nash, 1957; Nash, 1983), and
has the advantage of being independent of the 1limiting
assumption of a uniform distribution of rainfall excess over
time. The IUH, as an impulse response function can be
calculated from known rainfall excess and storm runoff by one
of the several systems theory techniques (Nash, 1983).

The unit hydrograph method may be applied to a catchment
with limited data available since a predictive model can be
derived from estimates of effective rainfall and storm funoff
for a single storm. Attempts have also been made to correlate
the parameters of the functional models of the unit
hydrograph and IUH with physical parameters of catchments
with known storm response characteristic, so that estimated
parameters can be derived for ungauged catchments (Linsley et
al., 1958; Nash, 1959b; Nash, 1960; Hudlow and Clark, 1969;
Nash, 1983). This approach has had but limited success.

The primary criticism of unit hydrograph methods rest in
the assumption of linearity. Several studies have shown that
catchment response exhibits non-linearity (Nash, 1960;
Amorocho, 1963,.1967; Dooge, 1977).

The necessity of hydrograph sgseparation has also been a

criticism of the unit hydrograph method (Nash and Sutcliffe,
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1970) . In this subjective procedure, and in the calculation
of an estimate of effective rainfall, persists the belief
that the storm response of a catchment is partially uniform,
dominated by overland flow, and that there is a sharp
threshold between the processes of storm runoff and those of
base flow, with a difference in velocity of an order of
magnitude or more. Undoubtedly there are many catchments for
which the Hortonian model is a good approximation, but where
overland flow is relatively 1less important in catchment
response the use of separation techniques can not be
justified physically and will lead to érror.

Some attempt has beea made to deal with the general
problem of non-linear response through the use of models that
consist of fundamental series of increasing order (Amorocho,
1967b; Diskin and Boneh, 1973). Linear systems are included
as a special case. All these studies have treated the
catchment system as spatially lumped although in theory
distributed inputs may be included in the analyses. This
approach also removes the necessity of hydrograph and
hyetograph separation.

"Despite the mathematical sophistication which in the
last twenty years has been applied to it, the unit hydrograph
concept is nothing but a ci:ude tool and we must always
remember that the defects in its origin (i.e. the lack of
adequate definition and identification of the quantities
which it relates) can not be overéome by any algebraic

manipulation no matter how clever" (Nash, 1983).
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System synthesis

Linear systems synthesis models evolved as an extension
of the unit hydrograph methods. An instantaneous unit
hydrograph can be derived by routing an instantaneous input
of effective rainfall through a conceptual model of the
operation of the catchment response system. These models
recognize that the catchment performs both storage and
transfer functions and have been essentially composed of
linear reservoir and channels {Nash, 1957; Dooge, 1959). The
output from a particular model can be defined by mathematical
functions, the parameters of which are derived by matchiné of
predicted response with observed storm runoff records.
Application of these models remain subjeét to criticism of
the assumption of linearity, spatial uniformity of the input
function, and the subjective definition of ‘'effective
rainfall' and direct storm runoff. Other conceptual elements
may, however, be included in these models. Mandeville and
O'Donnell (1973) review and extend the theory of time variant
linear elements, while Prasad (1967) developed :elationships
for nonlinear storage elements. One of the most widely used
models has been the Standford Watershed Model and its
derivatives (Crawford and Linsley, 1966; Crawford,-1969a).

The simulated hydrographs which appear in the literature
show that many different models reproduce the behavior of the
catchment systems with reasonable accuracy. However, the
degree of mathematical equivalence with the prototype

achieved by these models must not be taken as physical
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equivalence, particularly in the analysis of watershed
changes. Several characteristic features of this approach
serve to reinforce this view. These models axre subject to the
criticisms pertaining to all lumped models ia tﬁat spatial
variability demonstrated in many catchments may Le such that
physical reality may not be adequately represented by a
spatially averaged model. It would appear that the success of
this approach depends markedly on the optimization processes
by which the model is calibrated for a particular catchment.
Most models are sufficienfly complex to preclude trial and
error optimization and Dawdy and O'Donnell (1965) advocated
the use of more objective automatic methods. Such methods
still involve, however, the use of a subjectively chosen loss
function (also commonly referred to as an error function);
usually a measure of agreement between simulated and observed
discharges. )

_Increasing study has shown that hydrological simulation
models are not suited to existing automatic optimization
methods. In particular, problems are caused by the inclusion
of 'a priori' constraints on parameter values, interactions
among parameters, threshold parameters, which may 6perate
only occasionally, and a finite, and often short calibration
period resulting in a limited range of conditions over which
" the model may be optimized. These characteristics are
manifest as multiple optima of the 1loss f»nction and
insensitive parameters (Ibbitt, 1972). In addition different

loss functions may yield different optimum parameter values.
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(Dawdy and Thompson, 1967). These problems are a suitable
reflection of the complex interaction in the prototype but it
does seem unlikely that the effects of individual processes
or changes in catchment characteristics can be satisfactorily
isolated by this type of model.

It seems necessary to reduce the emphasis on the
physical significance of this type of model when
identification of model parameter values is dependent upon
optimization. Certainly optimized parameter values have been
shéwn to exhibit significant sampling wvariance (Ibbitt,
1972) . A better approcach would be to view these models as a
structure of linear/nonlinear storage/routing elements, the
form of which may be suggested by past studies of hydrologic
processes (Onstad and Jamieson, 1970). The possibility of
mathematical equivalence is retained but parameter values
should not be taken as having significance outside the model
strﬁcture (Nash and Sutcliffe, 1971).

Most non-linear system synthesis models are not suited
for application to a catchment direciLly, since a considerable
and continuous length of record is required for satisfactory
calibration (Haan, 1972b). However, attempts have been made
to simulate the response of ungauged catchments with some
limited success. One approach has been to calibrate the model
on a neighbouring catchment and use the derived parameter
values as estimates of those for the ungauged catchments. The
other approach is to calibrate model for a number cf

catchments, then correlsted the :derived parameters with
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physical characteristics of the basins (Jarboe and Haan,
1974; Nash, 1983). These relationships could the be used to
predict the parameter values for a wider range of ungauged
locations.

1.3.2 Distributed catchment models

Distributed models attempt to take int» account at least
some of the demonstrated areal variability in the catchment
hydrological system. There are practical limits to the degree
of distribution that can be included in the model, if only as
| a result of data and computational limitations, and some
spatial averaging of catchment characteristics will be
necessary. It is difficult to determine 'a priori' what
degree of lumping will prove accepiable but it will depend on
the scale of the phenomena modeled.

The simplest models are the extensions of the lumped
non-linear synthesis approach. The catchment is broken down
into a system of several sub-areas, such as ‘unit-source'
areas of Amerman (1965) or 'hydrologicai response zones' of
England and Stephenson (1970). These sub-areas are defined on
the basis of soils, topography and land use to be relatively
homogeneous. Total storm discharge may be estimated by the
summation of contributions fror the individual elements
(Amerman, 1965) but fails to allow the interactions between
the sub-areas. Increasing subdivisions, however, leads to a
rapidly increasing number of parameters and difficulties in
model calibration. Ultimately identification by automatic

optimization will be limited by computational requirements
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and either resort must be made to trail and error methods
based on experience, or the distributed parameters must be
derived from physical characteristics of the catchment
(Ibbitt, 1972b). It is true that with relatively homogeneous
sub—-areas, measurement or 'a priori' estimation of some
parameters, such as the coefficients of infiltration
functions, may prove satisfactory. However, the practice of
deriving some distributed parameter values, such as
storage/flow coefficients for all sub~areas from the
catchment discharge records still persists (Holtan, 1970).

Distributed models may also be based on the physical
laws governing the individual flow processes in the catchment
hydrological system. The following section deals with the
physically based distributed models.

Physicaliy-based distributed models

The development and application of physically-based
distributed models in hydrology has been very fragmented.
There have been numerous papers on the theoretical aspects of
modeling vérious hyérologic processes independently using
both analytical methods for simple cases and approximate
numerical methods of increasing sophistication. There is a
much smaller body of literature on models involving more than
one process and on the application of distributed models to
real world problems. In this section attention will be given
on some general features of distributed modeling with
appropriate illustrations from a small number of specific

studies.
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A catchment is a full& distributed system continuously
variable over time and three dimensional space. It is
possible to write down general partial differential equations
for the processes of mass and energy transfer within the
catchment continuum, together with boundary conditions for
those equations, based on physically realistic assumptions
compatible with current knowledge of hydrological processes.
These equations comprise the general distributed model of
catchment hydrology (Freeze and Harlan, 1969). The complete
system of non-linear equations is impossible to solve
analytically for any case of practical interest and resort
must then be made to approximate numerical solutions (Freeze,
1978) . A considerable amount of research, mostly concentrated
on studies of single process, has been aimed at developing
solution methods that are sufficiently accurate but remain
efficient in terms of computing requirements and the
discretization of catchment into nodes.

The earliest solution technique, and still the most
commonly used, is the finite difference method pioneered by
Richardson (1910). Finite difference techniques were first
applied to groundwater flows by Shaw and Southwell (1941),
unsaturated flow by Klute (1952) and channel flow by Stoker
(1957). Finite difference mezhods are now applied quite
routinely to steady state and transient problem in
groundwater and channel routing studies. More recently,
however, several other methods have been used in hydrology

including finite element methods (Pinder and Grey, 1977),



22

integrated finite difference methods (Norasimhan and
Witherspoon, 1976), the method of characteristics (Amein,
1966; Wiggert and Wylie, 1976), and the boundary element
method (Brebbia, 1978).

Application of a three dimensional complete catchment
model solved by finite difference methods has been
demonstrated on limited hypothetical problems by Freeze
(1971, 1972a, 1972b). Beven and Kirkby (1. 1) adopted a
physically-based approach (in the sense that the parameters
are measurable in the field) which takes into account the
distributed effects of channel network topology and dynamic
contributing areas. Recently SHE (Systeme Hydrologique
Europeen) model appeared in the literature of physically-
based distributed type of modeling approaches (Jonch-Clausen,
1979; Abbott et al., 1986).

From the short literature (Beven, 1985) on physically-
based models and from the inability of traditional models to
serve the purpose, it is evident that further attempts in
modeling hydrologic systems should cover the physical aspects
of the system. There are four (related) areas for which
physically-based spatially distributed hydrological models
can fulfil the need of practical applications: catchment
changes, spatially variable inputs and outputs, the movements
of pollutants and sediments through a catchment, and
forecasting the hydrological response of ungauged catchments
(Bresler, 1973; Surkan, 1974; Jarboe and Haan, 1974; Selim,
1978).



23

1.4 On the Presen: Approach

The process of 1linking rainfall and runoff is a
deterministic one, in that it is governed by definite
physical 1laws which by and large are known. It might,
therefore, seem that solution of the problem in any specific
case involves only the applications of these laws to the
measured rainfall and boundary conditions - the physical
description of the catchment and the initial distribution
within it. However, many hydrologists consider this
impractical. The deterrent is the comblexity of the boundary
conditiors rather than any essential difficulty in the
physical laws. As there is little point in applying exact
laws with approximate boundary conditions, it is acceptable
to use simplified empirical relations.

The fact that a basin is not a random assembly of

different parts, but a geomorphological system : ' se parts
are related to each other by a 'common his . Some
.empiricism is unavoidable; fewhwould quarrel with - se of
Manning's equation for channei resistance, i%s”+v A, . §ore
exact treatment through the Navier-Stokes equat .. RN

traditional hydrological methods have, however, tende-. T
very empirical. Little use has been made of the estab... -*
physical laws; instead an empirical, analytical, or a cur:
jargon 'parametric' approach has been adopted (Nash, 1283).
For the present study, a physically-based distributed
approach has been chosen for modeling watershed hydrology. It

is recognized that such models are computationally expensive
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and data requirements are great. But it is felt that this
approach potentially offers advantages over the other
techniques that justify further evaluation and with the
availability of low cost computing machines this disadvantage
will fade away.

The advantages that a physically-based model can offer
are: (1) it allows direct inclusion of a great deal of
readily available physical information, such as topography,
soil and channel characteristics for catchment under study;
(2) it is dependent on the paramefers that can be measured or
estimated directly, and does not require identification by
optimization or extrapolation of parameters from other
basins, although it can be done so; (3) this type of model is
capable of handling spatial variability of system inputs,.
catchment characteristics, directly.

It is intended to use this model to evaluate the
applicability of a physically-based model in real time
simulation problems, using only measured or a priori
estimates of parameter values. Also it is hoped that this
simulation may help find the relative importance of different
processes and the effect of watershed relief in streamflow
generation.

1.4.1 Outline of the model

The hydrologic cycle is continuous. However, the
expressions describing the components have been developed
independently by workers in many different fields. To asses

the 1level of sophistication that is possible with present
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methodology, it is still convenient to break down the
hydrologic regime, using the nomenclature of Flg. 1-1, into

the following components.

Unsaturated flow

The unsaturated flow process includes infiltration,
redistribution of infiltrated water, deep percolation or
groundwater recharge and evaporation. These are modeled using
the soil water flow equation. The form of this equation in

the vertical direction reads

cwF =2 knyY-E NS

where

capillary pressure head

<
i

t - time

z -~ vertical coordinate, pqsitive downwards

K - hydraulic conductivity as a function of VY

C - specific moisture capacity (defined in section
2.2.2) as a function of ¥

When computing evaporation an estimate of potential
evaporation is required. To obtain this estimate the Penman-

Monteith equation is used as given by
PE=f— T2 [1-2]

where

PE - potential evaporation rate



26

:-"'—-..__.__-- e

: L o |

' -------"-‘—-..,_...

* Tia
ch .o

(2a) An element (plan view) Bja?"'ja%'q-

Q..AE?3{5' Q

E E

v 9 ﬂ).aﬂﬁ
e R ‘_

Stream

(b) Section through A-A

Fig. 1-1. Hydrological processes modeled in this study;
p - precipitation; E - evaporation; f - infiltration;
q, - surface runoff; q; - groundwater flow; R -

groundwater recharge; Q - channel flow; the terms in the
equations are defined in the text.
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£ - unit conversion factor

Rhpec — net radiation absorbed by the plant

A - slope of the saturation vapcur pressure curve
p - air density |

Cp — specific heat capacity of dry air

de - vapour pressure deficit

A - latent heat of vaporization

Y - psychrometric constant

r, - aerodynamic resistance

Saturated flow
The saturated flow flow component of the hydrological
cycle is modeled by the Dupuit-Forchheimer equation (1-D)

which is

3 _ 3 [, ,oh
s, 2=2 ‘K,h-a;) £ R [1-3]

where

Sy - specific yield or drainable porosity
h - phreatic surface elevation
x - horizontal coordinate

K, - saturated hydraulic conductivity in x-direction

R - groundwater recharge or evaporation rate

Overland <flow
Kinematic wave approximations are used to route runoff
over the land surface to the channel system. Following

Lighthill et al. (1955) the equations are
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wave

where
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-aT'l'-a; =p'f and g=aym [1‘4]

- depth of flow
overland flow

- rainfall rate

Hh U Q N
1

- infiltration rate

3
!

exponent

o - coefficient, function of surface roughness and slope

Channel flow
Flow in the channel network is modeled by the diffusion

approximations. These are expressed as

B% +%%— =q
23 [1'5]
Q= A%—V S¢
Q - discharge in the channel
A - cross-sectional area of the channel
R - hydraulic radius
n - Manning roughness

S¢ - friction slope
B - top width of the channel
h - water surface elevation

q; - lateral inflow into the channel
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Additional information regarding all these equations are
provided in the respective sectionms.

To allow for spatial and temporal variations of the
different components, they can be specified, computéd or
assumed at different points in the watershed. These points
are referred to as ‘nodes' in this treatise. Some assumptions
in representing the complex physical system are required.
These are with regard to the boundary conditions and
assumptions made in the derivation of these differential
equations and are giscussed later.

Chapter 2 deals with the soil-water realm, Chapter 3
concerns modeling of the groundwater component, Chapter 4 and
Chapter 5 deal with the overland and channel flow processes.
Chapter 6 contains an analysis of the numerical method used
in this study and Chapter 7 contains application of the model
to Spring Creek watershed and the simulation results. Finally
the conclusions are provided in Chapter 8.

It will be seen that the flow processes dealt with in
‘Chapter 2 through Chapter 5 pose quite similar problems and
are solved using the same core technique. Therefore, a
general description of the solution method and its
accessories aré given in the section that follows.

1.5 On the Solution Methods

A mathematical model represeriis the prototype system by
a set of algebraic formulas. A physically-based approach (as
the one of this study) to modeling results in differential

equations. The solution requires that the geometry of the
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one, two or three-dimensional region, in which flow is
considered, be specified as well as the conditions that apply
at the boundary of the flow domain. If at the boundary the
value of the dependent variable is given, the boundary
condition is known as the Dirichlet condition and flux or
Neuman conditions refer to the situation for which the flux
normal to the boundary is specified.(Richtmyer and Morton,
1967). In cases where different parts of the boundary have
different types of boundary conditions, the system is known
as the mixed boundary value problem. The use of vanishing
derivative boundary conditions for solution of steady state
flow problem requires that the net flow out of the flow
domain is zero. To arrive at a unique solution for a Neuman
problem an additional parameter is required. Well-defined
boundary conditions are sufficient to obtain a particular
solution of a steady state flow problem. But for the solution
of a transient flow problem, initial conditions as well as
changes in boundary value with time need to be specified.
When these conditions are properly defined, the solutions of
the differential equations may be obtained using either
analytical or.nume:ical methods.

Analytical methods

The relationships that describe the flow of water in a
watershed are nonlinear equations. Since the coefficients in
these equations are functions of dependent variables, exact
analytical solutions, for specific boundary conditions, are

extremely difficult to obtain. Analytical methods to solve
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the nonlinear governing equations search for the exact
solution in terms of analytical functions. Such an exact
solution, if it exists, requires transformation, separation
of variables, and usually a series of functions. The commonly
used Boltzman transformation reduces the partial differential
equations to ordinary differential equations. The Laplace
transformation results in removing the time variable. The
gsolution of an equation modified in this way yields a
dependent variable as a function of the space variable
(Gardner, 1958). The nonlinear mass conservation equation can
be 3olved using various relaxation tedhniques such as
linearisation, quasi-linearisation and transformation of the
steady state. Analytical solutions which are found completely
by mathematical analysis cannot be obtained for a transient
flow in practical situations, unless some nonrealistic
assumptions are made (Polubarinova-Kochina, 1962; Philip,
1969) . For solving.problems, as encountered here, resort must
then be made to approximate numerical methods. In fact, the
evaluation of some compiex‘analytical solutions may take more
computer time than approximate methods of same accuracy
(Javandel and Witherspoon, 1969).

Numerical methods

At present, numerical approximations are possible for
any complex flow regions having various boundary conditions.
Numerical methods are based on subdividing the flow region
into finite segments bounded and represenﬁed by a series of

nodal points at which a solution is obtained. This solution
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depends on the solutions of the surrounding segments and on
an appropriate set of auxiliary conditionms.

In recent years, a number of numerical methods have been
introduced. The most commonly used numerical methods for the
solution of flow problems are finite difference (F-D) methods
(Remson et al., 1971). However, lately finite element (F-E)
and boundary element (B-E) methods are being used in some
instances as well.

In E=D methods the finite differences are derived by
expanding the derivatives, usually, in Taylor series over a
small interval of space and time, and truncating the series
after a small number of terms (Remson et al., 1971). A grid
has to be defined with dimensions depending on the number of
independent variables that appear in the bractical
differential equatién. If the one-dimensional diffusion
eqn. [1-1] is used as an example, the grid will have two co-
ordinates: distance x and time t, as shown in Fig. 1-2 (page
36). Every point in th;s finite difference grid corresponds

to a specific point in space at a specific instant in time.

It is convenient to choose a regular yrid with constant At

and Ax but this is by no means a re¢quirement. If the co-

ordinates in the x-t plane are indicated by j,n respectively,

the solution at any given grid point or node (3j,n) is an~
For n=0, initial values for ¥ have to be given and if the

flow domain is divided into m equal intervals, boundary
condition for j = 0 and j = m have to be specified for each

time level n. The F-D approach replaces the derivatives of
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differential equation by their finite difference analogue.
This may lead to an explicit or implicit F-D scheme. An
explicit scheme is obtained if the time derivative is
replaced by a forward difference approximation between n and
n+l time level and the space derivatives are replaced by
their F-D analogues at the n time level. Applied to eqgn. [1-1]
this yields

c "’J"M -V = Kiin (‘l’?l } ‘l’?) -Kn (‘l’;‘ ' ‘|’?+l) . Kip - Khap [1-6]
Y: Az Az

which can be written as
i ""l’?’“z‘z“g K2 (vh¥]) - Kan(W-¥i) - Kan- Khap (1]
§

In eqn.[1-7] the unknown value of the dependent variable at
-time level n+l1 is explicitly expressed in terms of known
values at the time level n. To solve eqn.[1-7] Dirichlet
conditions have to be specified. Flux conditions involve an

extra equation. For instance, if at the boundary x, the flux

qh" is specified an imaginary node is induced as follows

o = K (W1 - Vi) [1-8]
2Az
to be written as
Yme1 = W + ZKA,‘;" qh (1-9]
m

With the introduction of imaginary nodes when the flux
conditions are specified at the boundary, Y can be solved at
the end of the first time increment through a repeated
application of egn.[1-7]. Once these values are computed,

eqn.[1-7] is used again to move the solution forward by
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another time step. As in this example, explicit schemes are
simple straightforward techniques, easy to formulate and easy
to program; However, these schemes are often subject to a
certain condition that is expressed as a 'mesh ratio' (ratio
of time step to distance step) to produce stable F-D schemes
(Richtmyer and Morton, 1967) . Stability refers to the
ability of the scheme to prevent numerical errors from
growing in an unbounded or unconcrolled manner. In practical
applications, this requirement limits the size of the time
step and consequently these schemes are computationally
inefficient.

Because stability and convergence criteria imposed on an
explicit F-D scheme often lead to unécceptable restrictions
on the choice of Ax and At, an implicit scheme is usually
preferred. According to this scheme, the difference equations
are written such that the new values of the dependent
variable are not given directly in terms of ‘known' values,
but as a function of ‘'unknown' values at the adjacent
positions as well. If this scheme is applied to eqn.[1-1] the

resulting equation

¥V Kt v K vi) KhsoKhs g
At Az Az

contains three unknowns. If for the first time level eqn.[l-

10] is written for each node, this results in (m-1) equations

with (m-1) unknowns. Through a simultaneous solution of this

set of equations, values for ¥ at the first time step are

obtained. There are a number of methods to solve the set of
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equations, such as linearisation, predictor corrector or
iteration methods. A complete review of these methods can be
found in Remson et al. (1971). One of the advantages of
implicit schemes is that they are generally' not subject to
the restrictive mesh ratio condition for stability. Of
course, stability of the scheme does not always ensure
correct solutions.

In addition to the above two types of schemes, there are
some special methods. The method of characteristics is one of
them. It is quite 6ften used in channel flow problems. The
method of characteristics is less 1limited in respect of
computational stability than explicit schemes, since the
solution is designed to follow the characteristic directions
of the equations, along which they can be transformed to
ordinary differential equations; Hyperbolic equations of
second order have two characteristic equations at every point
in the flow domain, and for eqns.[5-1]] and ([5-3], the slope

of the characteristics is given by
s}‘lti=v:|:1/§y‘ [1-11]
and the equations of the characteristic lines by

L v£2/E) =g (So- 89 [1-12]

Four of these characteristics are shown in Fig. 1-3. One of
the forward characteristics, as shown in the figure, is
emanating from x = 0, t = 0, and one of the backward
characteristics is shown to emanate from x = L, t = 0. A

disturbance introduced at point Q will travel through
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Fig. 1-2. F-D grid for egn.[1-1] with distance
x and time t.

x=0 Q x=L

Fig. 1-3. Forward and backward characteristic
directions of channel flow equations in the solution
domain x,t. The shaded area A represents that part of
the domain on which the solution at point P is
dependent; the shaded area B represents that part of
the domain in which the solution is influenced by the
condition at point P.
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characteristics C, and C., with velocity given by eqn.[1-11].
Thus the values of the dependent variable, y, at point P, in
the solution domain (x,t) are only dependent on their known
initial values at a given time, say t=0, in the shaded area
'‘A' of Fig. 1-3. A diffusion wave has only one forward
characteristic i.e. the wave front or any perturbation
propagates only in downstream direction. And the speed of the
diffusion wave is given by the kinematic wave speed as
provided in Chapter 4. The method of characteristics makes
use of the fact that along the characteristic directions,
integration of the equations is much simplified. The
characteristic equations are usually solved numerically. They
may be expressed in explicit or implicit forms using
rectangular space-time grids or characteristic grids.

The characteristic grids scheme is theoretically and
physically more appealing and perhaps more direct and
accurate in many cases. It is useful in determining physical
characteristics as the characteristic grids are more dense in
the areas in which more rapid change in the flow is taking
place. This scheme was used by Amein (1966) and Fletcher and
Hamilton (1967) to demonstrate flood routing and by Liggett
(1968) to simulate the unsteady flow hydrographs matching
with experimental runs in laboratory flumes. With this
scheme, however, not only the dependent variables but also x
and t have to be determined at each grid point of the
characteristic network. In order to arrange the outputs in an

orderly and useful format a good 2-D (or bivariate)
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interpolation scheme is necessary. In the case of multiple-
reach, or network flow computations, in which many internal
boundary equations have to be solved simultaneously at
junctions, or at prescribed times and 1locations, the
characteristic grid scheme is a very unsuitable, inconvenient
scheme to use.

With the space-time grid schemes, x and t are
predetermined and the dependent variables are to be computed
at each unknown point. This scheme has been applied to rivers
and estuaries by Lai (1969), Baltzer and Lai (1968); to dam-
break problems by Chen and Armbruster (1980); and to flood
routing through}storm drains by Yevjevich and Barnes (1970).
As in characteristic grid schemes, this scheme also requires
interpolation, but it is a simple and straightforward 1-D
interpolation. The interpolation, however, is performed
during the computation (i.e. interpolation is a part of the
numerical solution) instead of being done separately in‘order
to extract more meaningful output data. Hence, the accuracy
of computation ﬁay sometimes suffer numerical dissipation
(Lai, 1986).

In contrast to the finite difference procedure which
involves a number of local approximations, the finite elemenz
method relies on looking at a problem from a global point of
view. Firstly, it is recognized that any analytical solution
might be expressed as an infinite sum involving a complete
set ©of basis functions. Analytical solutions typically

involve series of orthogonal functions. However, in finite
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element analysis, functions are selected that are intended to
be used, typically polynomials of some sort, and require that
the solution be expressed as a sum involving these
polynomials. Each polynomial in the sum has a coefficient and
the solutien of the problem thus reduces to solving for these
coefficients. Since the solution has been approximated, the
differential eguation is not necessarily satisfied exactly
but may contain an error. Thus solutions are obtained for the
coefficient in the summation by requiring the error in the
approximation to have certain properties. For instance, it
may be desired that error at certain points be zero, or some
weighted integral over the entire domain be zero. Sufficient
congtraints are imposed such that the solution can be
obtained for all the coefficients in the series
approximation.

To apply a F-E method, the flow region is sub-divided
into small parts, called the elements. The size or shape of
the element may vary from one another. The independent
variable in the interior of the element is expressed in terms
of its value at the enmd (or corner) points (called nodes).
Application of this method results in a set of simultaneous
equations. Various techniques are available, as mentioned
previously, to solve sets of simultaneous equations.

The F-E method is a recent development in the field of
hydrology (used especially in subsurface flow problems)..Its
relative fwerits or demerits have yet to be established. As

evident from Gray (1982):
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... finite element and finite difference methods
are numerical procedures which arise from different starting
pcsitions but which have similarities in final
applications.... In fact, discussions which argue that one
method is better than the other often reflect that the author
has merely utilized and programmed one method better than he
has the other ..."

The most recent approximate method applied to solve
unsaturated flow problems is the boundary element method {e.q.
Brebbia and Walker, 1980) which is also known as the Boundary
Integral Equations. The integral of the domain is eliminated
by a set of basic functions and therefore reduces the problem
to a so-called boundary problem. The reduction of the order
of differentiation results in considerably 1less computer
storage of matrix coefficients. Taigbenu and Liggett (1985)
used this method to solve a problem characterised by time
dependent governing equations and boundary conditions. For
the present studies, F-D.(weighted implicit) schemes are used
to solve all the flow problems involved. It should be noted
that selection of the F-D method has been made arbitrarily
without any formal analyses of its relative merits or
demerits over the other existing methods. Detailed F-D
formulations of the flow equations ére described in the

respective chapters.
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2.1 Scil and Moisture

Traditicnally the science of hydrology has consisted of
two main branchés: surface water hydrology - dealing with
water flowing or stored above the soil surface or in streams
and lakes; and groundwater hydrology - concerned with the
flow and storage below the water table. In between the two
realms lies the unsaturated zone of the soil, a realm too-
often neglected by hydrologists probably because it is too
complex to deal with. A succinct description regarding the
phases of this zone can be found in Chanasyk (1980). One of
the phases is the soil moisture regime (only liquid water is
considered here). Usually this regime is partitioned into
three segments such &s hygroscopic water, available water,
and gravity water. Hygroscopic water is the moisture held on
the soil particle by very strong electric force of the order
of 10%? Pascal, (de Marsily, 1986); plants find it very hérd
to utilize this water and hence it is also called unavailable
water. Thus the moisture content below which plants can not
extract water is termed, specially in agricultural
literature, the wilting point. Available water is the water
still subjected to a non-negligible attractive force and
stays immobile; plants are able to extract this water at
ease and hence it is available. The gravity water which is
also called free water can be drained by the force of
gravity; since it runs away it is not available to plants

either. The moisture content above which water drains away is
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called field capacity. This is a rather a vague term and it
is difficult to assign any numerical value, however, it is a
useful concept and widely used in the agronomical aspects of
soil water. Fig. 2-1 shows the above definitions
schematically (Edlefsen and Anderson, 1943).
The volume of solid material and the total void space
| will vary from soil to soil, depending upon the soil texture
and structure. Hence the water holding capacities of soils
can be appreciated from information on soil texture. Commonly
the range of values normally experienced for any given
texture is rather narrow. Chanasyk (1980) presented the
following values for the representative soil moisture
storages for various soil textures.

Table 2-1. Water holding capacity of different soils.

Soil texture Gravity water Available water
(cm/m) (cm/m)
Coarse sandy loam 15.8 8.7
Sand 19.0 . 13.3
Loamy sand 26.9 10.1
Fine sandy loam 23.5 13.1
Loam 14.4 15.6
Silt loam 11.4 19.9
Sandy clay loam 13.4 11.9
Clay loam 13.0 12.7
Silt clay loam 8.4 7.8
Sandy clay 11.6 7.8
Silty clay 9.1 12.3

Clay 7.3 11.5
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In the continuum o7 natural hydrological p..oc:sses, the
unsaturated zone occupies a significant position. It fo:.as
the lower boundary of a dominantly liquid-gaseous system and
is a domain of transition to a dominaﬁtly liquid-solid system
(van Bavel, 1966). Furthermore, this zone is amenable to
manipulations for agriculture, supports forestry, and
provides the physical foundation for inaustrial, commercial
and social activities. The environmental associations from
part of the soil moisture complex modify the temporal and
spatial pattern of the hydrological process. The role of this
zone and the influence on the moisture in retention,
detention, transmission, or rejections of rainfall or
snowmelt provides an important focal point for hydrological
synthesis.

This chapter deals with the unsaturated zone in that
moisture movements to and from this zone are an integral part
of the recharge of groundwater, evaporation, crop moisture
demands and runoff formation. Section 2.2 concerns with the
process of infiltration and section 2.3 deals with the
process of evaporation.

2.2 1Infiltration

A large fraction of the water falling as rain on the
land surface moves through the unsaturated soil during the
subsequent processes of infiltration, drainage, evaporation,
and the absorption of soil water by plant roots. Most
research on this topic has been done by soil physicists,

concerned ultimately with agronomic or ecological aspects of
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hydrology; but their colleagues in engineering hydrology have
exhibited an increasing interest in this field in recent
years.

Infiltration, as defined in this context, is the process
of entry into the soil of water made available (under
appropriately defined conditions) at its surface. The surface
may be a natural, more or less horizontal upper surface of
the soil; or it may be the bed of natural or artificial
furrows or streams, or the walls of a natural or artificial
tunnel or cavity (Philip, 1967). Absorption is a particular
case of infiltration when the effect of gravity may be
neglected, as in horizontal systems, in the early stage of
infiltration, and in fine-textured soil in which the
influence of moisture gradients dominates that of gravity.

The following sections consider the theory and
calculation of infiltration which is wvital in the runoff
formation process in a watershed.

2.2.1 Mathematical models of infiltration

The first mathematical descriptions of infiltration were
empirical formulas developed to describe the results of
infiltrometer tests. The earliest infiltrometer was basically
a ring driven into the ground, and infiltration rate was
measured as the rate of application needed to maintain a
constant level of ponded water within the ring. This method
has now been largely replaced by a sprinkling application,
using a larger bounded area. In either case, the resulting

empirical equations describe a rate of infiltration
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decreasing from an initial maximum rate to a final minimum

rate.

The earliest of the infiltration equations was proposed

by Green and Ampt (1911). Their equation is

f=f, +{,1 [2-1]

where f. and b are the characterizing constants (parameters),
with f. being the asymptotic final infiltration flux obtained
when t (time) is large in this sense; f. identifies with the
near-saturated hydraulic conductivity. And F is the quantity
~ of water infiltrated in time t per unit cross section of sil
surface, such that dF/dt=f (infiltration rate). At t=0, F is
also zero, so from eqn.[2~-1] f is infinite but decreases
asymptotically to its final value f..

Later Kostiakov (1932) proposed another equation which

is

f=Bt-N | [2-2]

wher¢ B and N are constants. This essentially empirical form
do@s provide an infinite initial £, but asserts that it
approaches 2zero as t increases, rather than a constant
nonzero f£.. This might have relevance to purely horizontal
water absorption, in which gravitational potential does not
have any part to play. The absence of a constant f term is a

serious weakness of this equation.
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The third equation is, a popular one developed by Horton
(1940),
f=£f +(f,-f)e-kt [2-3]

where f., £, and k are the parameters. Unlike the previous two
equations, at t=0 infiltration capacity (infiltrability) is
not infinite but takes on the finite value f,. The constant k
determines how quickly f, is reduced to £f. from f,, and it is
a best fit parameter that has 1little or no physical
significance.

The fourth equation is that of Philip (1957) and is

expressed as

i=St124At [2-4]

where i is the cumnlative infiltration, t is time, S is the
sorptivity (a parameter), and A a second parameter which is
related to the analysis developed by Philip (1957). Once
again, the infiltration capacity is infinite at time t equal
to zero.

A somewhat more general formula was proposed by Holtan
(1961) and Holtan et al. (1967) to describe infiltration and

redistribution. This is defined as
f=f.+a(S-F)" [2-5]

where, £, a, S and n are constants. S is further specified as

the water storage potential of the soil above the first
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impeding layer (tota: porosity minus the antecedent soil
water, expressed in units of length), but the meaning of S
for a so0il withouwt an impeding layer is not clear.
Furthermore, what is usually not specified explicitly about
eqn.[2-5] is that it can only be understood as holding for
the range 0<F<S, since f=f. can only occur at the single point
F=S. It is evident that when F exceeds S, the quantity (S-F)®?
becomes either positive and increasing, negative and
decreasing, or imaginary, depending upon whether n is even,
odd or fractiocnal, respectively. It is a nonlinear storage
type time dependeant formula, fitted empirically to
infiltrometer or watershed data. |

These few examples should be sufficient to demonstrate
the limitations of algebraic—-empirical infiltration models.
Firstly, many of them consider only infiltration from a
ponded surfa:e, which is a poor model for rainfall. Even when
sprinklers are used, the data are good for only that rate of
application, and assumptions must be made for other rainfall
rates. Rainfall seldom falls at a given rate for a long time.
Secondly, as pointed out, the parameters developed have
little or no physical meaning, in that they can not be
determined or estimated from knowledge of the soil, surface
cover, etc. Finally, most equations cannot account for
changes in initial soil water content and therefore cannot
accurately predict the time of beginning cf runoff and are

not applicable for intermittent rainfall.
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To account for the effects of the above mentioned
conditions, it seems useful to use transient flow equations
of soil moisture flow.

2.2.2 Moisture flow equations

The development and nature of the fundamental transient
equations of saturated/unsaturated water flow in porous media
are described in detail by, amongst others, Bear et al.,
(1968), Eagleson (1970), Corey (1986), and Bear (1988). For
the purpose of the present study, it 1is necessary to make
simplifying assumptions ¢to facilitate the solution of the
equations. The assumptions are as follows: (a) The fluid is
assumed to be of constant unit density and viscosity. (b) The
flow is assumed to be laminar and of low velocity in an
isothermal and non-deformable porous medium. (c) The flow is
assumed to be adequately described by Darcy's law, with time-
invariant parameters. (d) Only single phase water flow in
response to hydraulic pressure grédient are counsidered, the
effects of air and water vapour flows, temperature, osmotic
and other forces being neglected.

Within these constraints the governing equations are
Darcy's Law and the Continuity Equation.

Darcy's law states that the flux of water (gq) is
proportional to, and in the direction of, the driving force
which is the effect of the potential gradient. Mathematically

it can.be stated as

q=-KV¢ [2-6]
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where ¢, the hydraulic potential, is the algebraic sum of the
matric potential (y¥) and gravitational potential (z).
Expressing in head units (free energy per unit weight), the

hydraulic potential can be written as
d=y-z [2-7]

where z is the gravitational level expressed as depth below
the soil surface. K is the hydraulic conductivity which in an
unsaturated soil is a function of the volumetric water
content, 0.

The continuity equation, states that the time rate of

change of water content in a volume element of soil must

equal the divergence of the flux (q)

0 _
-a—t- =- Vq [2-8]

These two relations are combined to givé

00
5=V .(kv¢) [2-9]

which in three dimensional form can be written as

Q

O 9/, 06} 9 [, S|, 0 [, 90
IR RIS RIS I
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If a function d6/dy, called the specific moisture capacity
(Klute, 1965, 1972), can be defined, it is convenient to
develop an equation with ¥ as the dependent variable. Thus,
substituting ¢ = Yy - z into eqn.(2-10] with C(y) = dO/dy
and K = K(y) or K = K(0) the non-linear, parabolic, partial
differential equation of moisture flow is obtained as

c%"-ti=§;(1<, 3—%)+%—(K%)+%(K% ] %ZK—Z [2-11]

This is a more general form of the unsaturated flow equation
presented by Richard (1931). It should be noted that the
relationships C(Yy) and K(y) may not be single valued but may
exhibit hysteresis so that the values of K(y¥) and C(Y) at a
point will depend on the past history of wetting and drying
of the soil (Childs, 1972). For saturated flow C(y) = 0, the
term involving the time derivative disappears, and the
hydraulic conductivity will be approximately constant. Then
egn. [2-11]) reduces to a quasi-linear elliptic equation.
Perhaps this is the right place to mention that the two
and three dimensional soil water Ilow problems that arise,
for example, when water is supplied from a source of finite
areal dimensions on the surface, present more difficult
problem for solution. However, the flow in the unsaturated
soil water zone is predominantly vertical, as the lateral
component of the hydraulic gradient (especially when the
surface slope is small) is much much less than the vertical

one. Hence attention has been focused, ia this study, on
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obtaining solutions to Richard's equation for one dimensional

vertical flow. That is the following equaticn

S ETR =

is used in modeling unsaturated flow in the soil matrix.

In view of the analysis to follow, it is convenient to
adopt, from this stage onwards, more practical units for some
of the quantities appearing in equations of unsaturated flow.
Hydraulic potential ¢ (=z-Y) is expressed in cm of water, the
unsatiarated flow coordinate directions is expressed in cm. As
it is intended to use time in hr, K most conveniently has the
unit cm hr-i.

2.2.3 Boundary conditions

Very often subsurface flow is treated in two parts
separately: the unsaturated and saturated flow. Accordingly
an interface between both flow systems is defined. For this
purpose the 1level in the soil where the pressure is
atmospheric, known as free water level, water table or
phreatic surface is most commonly used. It has the advantage
that it is easily measured in the field and constitutes a
flow line when there is steady flow without accretion from
the overlying unsaturated zone. The actual saturated zone
extends to a little above the free water level due to
capillary rise. The region of complete saturation above the
water table is termed capillary fringe. The height of the

capillary fringe depends on air entry value, i.e. the
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negative pressure at which the soil begins to desaturate.
Gradually a less well-defined definition has come into use to
include the height above the water table at which
desaturation becomes significant or even to include the
entire region of unsaturated flow. For solving saturated
groundwater problems, the phreatic surface is usually taken
as the upper boundary of the flow domain, disrecarding water
movement in the overlying unsaturated zone. Since the
conductivity in the region just above the water table is
approximately equal to the saturated hydraulic conductivity,
some authors (e.g. Youngs, 1966) include the capillary fringe
in the saturated flow domain. However, the height of the
capillary fringe is generally small compared to the saturated
thickness of the aquifer &nd for practical purpnses the
phreatic level is taken as the lower boundary of unsaturated
flow and upper boundary of the s=aturated flow region.

Hence, in this treatise, the unsaturated zone |is
considered to extend from the ground surface to the water
table, and the vertical flow is determined by the boundary
conditions at each end of the zone.

The condition at the surface must be specified in order
to determine infiltration rate. One of the two possible
conditions, when infiltration occurs, is the flux condition
(also known as Neuman condition). At the onset of rainfall,
depending on the soil moisture status, it is usually

considered that infiltration will take place at the rate of
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rainfall and the subsequent moisture distribution is

calculated using

Fr-K3E+K [2-13]

If the rainfall continues and 1f the saturated
conductivity times (1-8y/8z) is less than the rain intensity.
after some time, soil will attain saturation and ponding of
excess rain water will occur. Then the surface boundary

condition can be taken as a pressure boundary such that

0=0;, or y=V, [2-14]

where @, is the saturation moisture content and Y, is the

corresponding maﬁiic potential.

The bottom boundary condition can be taken as a pressure
head type as determined by the water table elevation. When
groundwater does not affect the flow in the unsaturated zone,
the flux condition is applied. In which cases groundwater
response is very slow, and for instance over relatively short
period, zero flux or no flow boundary may be assumed.

2.2.4 Hydraulic properties of the soil

The solution of eqn.[2-12] depends on a knowledge of

two basic hydraulic relationships for the soil involved.

These describe the relationships among 0, Yy, and K, expressed

as K(0) and y(0), or K(y) and O(y).
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It has been known for some time that during moisture
uptake each soil exhibits a unique relation between 8 and Vy
(Green and Ampt, 1911; Moore, 1939; Laliberte et al., 1966)
(Fig. 2-2). Unfortunately this curve is not generally
determined as a basic soil property. Several investigators
have attempted to describe this relation by empirical
equations, but the parameters involved generally have no
relation to physical, measurable so0il properties. This
relationship is complicated by the fact that soils exhibit
(mentioned earlier) a varying amount of hysteresis between
wetting (imbition) and drying (desaturation) processes. If
only one or the other process is concerned, this hysteresis
can be neglected. Partly due to the experimental difficulties
involved in determining imbition curves, many more analyses

of desaturation curves for soils are available in literature.

Brooks and Corey (1964) plotted 1n(0,) as a function of
ln (y), where 6, = (0-90,)/(0;~0,). They found that if they
omitted data for Y<y,, the data plot on a straight line,
provided that a suitable value of 9, is used to compute 6,
from measured values of 0. In fact, Brooks and Corey (1964)
determined 0, as that value of 0 which made the plot a nearly
straight line. Accordingly their observation data for all
relatively homogeneous isotropic samples provided a linear

relationship on a log-log plot. They suggested the following

empirical relationship

_[vel? ]
9,—‘W [2-15]
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for y>Y. and 0>0,. In this relation Y, is called the bubbling

pressure. Soil scientists define the parameter as the air-
entry pressure. Be that as it may, what the term really means
is the pressure at which first desaturation in the drainage
cycle occurs. According to Bresler (1987) the typical value
of A in egn.[2-15] is 0.25-0.5.

Another expression, as suggested by Su and Brooks
(1975), is
VRALTLY 'b"s]h? [2-16]

in which a, b, and m are constants. The constant m is roughly
equivalent to 1/A in the Brooks-Corey relationship. Su and
Brooks described the physical interpretation of the constants
'a' and 'b' in their paper. No matter how physically
significant these parameters are, this type of function is
too expensive (requires evaluation of two exponentiations) to
use in computations.

Gardner (1958) proposed a rather simple expression,

defined for all ¥, which is

o(y) =—D— 2-17

V) Bty [2-17]

where A, B, and n are parameters and must be evaluated from
observations.

From the above review it is apparent that there is no

theoretical expression to uniquely Jdescribe soil



characteristics. Therefore, with the present state of
knowledge of soil physics, this -y relation should be

considered a basic soil property to be determined for each

soil by experiment.

Determination of soil moisture characteristics (i.e. O-y
relationship) by measurement is straightforward. On the other
hand unsaturated conductivity, K(8) or K(y), is very
difficult to measure. Even saturated conductivity poses
experimental difficulties due to air blockages, leakage
between the samﬁle and the cohtainer, and the disturbance of
the structure in the process of measuring conductivity. It
was therefore of interest to infer permeability from a
knowledge of pore space geometry by which it would be
uniquely determined. As a consequence, there are several
formulas expressing permeability in terms of pore size. The
best known is perhaps that of Kozeny (1927). Also, similar
expressions have been derived by Terzaghi (1925) and Zunker

(1933) . Kozeny's formula may be written in the form

c d2 p 3
(1-p)2

k= [2-18]
where k is the permeability (alsc called specific or
intrinsic permeability) which has the dimension of length? (K,
hydraulic conductivity, has the dimension of velocity), p is
the porosity (ratio of pore volume to total apparent volume),
¢ is an empirical constant, and d is a measure of particle

size, which is not clearly defined.
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Childs and Collis-George (1950) showed that Kozeny's
formula (or this type) does not comply with experimental
measurements. They developed a relationship connecting
unsaturated Eonductivity and pore-size distribution. Their
method was later modified by Marshall (1958). Nielson et al.
(1960) compared these two methods with laboratory data and
found that the Childs and Collis-George method was in better
agreement with experimental data. Millington and Quirk (1961)
made further refinements to the pore-size distribution model
by considering pore interaction. Jackson et al. (1965)
compared the results from all three methods with laboratory-
measured conductivity values, and their findings indicate
that the Millington-Quirk method fits the experimental data
the best if used with a matching factor. The matching factor
value may be any measured conductivity value divided by the
corresponding calculated conductivity. When known, the
saturation conductivity is a convenient value to use for
matching purposes. The Millington-Quirk modified equation is

written as

= Ks 3002 0 ¥ [(9:41.21) L 2.
K(@) = g -3 .nzg,[(zjn 2i) \v%] [2-19]

for i =1,2,..,n;
where K(0); = calculated conductivity for a specific moisture
content or pressure class (cm/min), K,/Kgc = matching factor

{ (measured saturated)/(calculated saturated) conductivities},

O = surface tension of water (dynes/cm), p = density of water

(g/cmd), g = gravitational constant (cm/sec2?), TN = viscosity
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of water (g/cm sec), O = water-fillec vorosity (cm3/cm3), r =
total number of pore classes, and Y = pressure, suction
head (cm).

If the moisture characteristic curve is divided into n
equal segments or divisions on the moisture content scale,

the average pressure for each division constitutes a pressure

or pore class. The Vy; and Y, are ;epresentative of the first
and second pressure classes, respectively, and VY, would be
the nth pressure class, represented by the largest negative
pre:ssure value. As the soil is drained 0 is reduced and
succ:ssive pressure classes are eliminated from the
calculations.

Beside this theoretically developed equation, some

empirical formulas are also available in the literature, that

relate permeability with matric potential (Y¥). Gardner (1956)
proposed a function, K(Yy), which is expressed as eqn.[2?17]
and has three parameters that must Dbe evaluated from
experimental data. Later, Gardner (1958) proposed a somewhat

simpler expression which is
K(y)=Ke 3V [2-20]

where ‘a’' isva constant. Both the functions are smooth

functions that predict finite decrease in K(Y¥) with any
finite increase in Y. In this respect, they do not agree with

experimental observations, because K(y) remains invariant
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over a significant range of Y. Arbhabhirama and Kridakorn

(1968) gave a similar expression as follows

K(y) = (2-21]

in which n is a constant, Y, is usually defined as air entry
value of Wy,

With a proper choice of constants, however, the
functions can be made to approach actual behaviour very
closely. Moreover, the use of a smooth function is convenient
for computations. Neither eqn.[2-17] nor eqgn.[2-20] are
dimensionally homogeneous so that the constants used depend
upon the units in which the variables are expressed. But
eqn. [2-21] is dimensionally consistent.

Another dimensionally homogeneous relationship is that

of Brooks and Corey (1964). Their formula is

Ye |
k=K(¥" o yew.
[2-22)
KWy =K, for y2v,

According to Corey (1986) this function is realistic to the

extent that it predicts a finite range of ¥ over which K(y)
is invariant and it comes closer than the other relationships
in describing K(Y¥). Bresler (1987) reported that the value of
N is 2.0-3.5. Brooks and Corey (1964) also provided a formula

for expressing M in terms of A, which is
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n=2+3\ [2-23]

Thus, Brooks and Corey describe the soil hydraulic properties
by the four constants, 0,, 6;, K;, M or A.

In this study the Brooks and Corey relationships is
used. Other.types of relationships could be used as well.

2.2.5 Solution of flow equation

It has been mentioned in section 1.5 that to obtain an
analytical solution, if one exists, for Richard's equation,
is extremely difficult. Therefore, numerical approximation
methods are often considered as the only means for its
solution. Klute (1952) golved this equation numerically,
using t;ansformation of variables and constant upper boundary
saturation. Later, Philip (1957) showed a method for applying
similarity solution techniques to the vertical case, using a
series of successive approximations. With a hand calculator,
this method was quite laborious. Again, a given saturation at
the surface for t>0 was used as the upper boundary condition.

With the advent of high speed computers, the method of
F-D was applied to this equation, and researchers have
developed methods to solve eqn. [2-12] for boundary conditions
that better approximate situations for a variety of
applications. Several of the important contributors to the
solution techniques for the problem of vertical downward floQ
of moisture from surface input and the major features of

their numerical methods are listed in Table 2-2.
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Table 2-2. Review of numerical solutions of unsaturated flow

problems .

Type of problem

Solved by

l-dimensional
infiltration and
drainage

l-dimensional
drainage with
evaporation

2-dimensional
partially saturated
flow

3-dimensional
partially saturated
flow

Solution involving
hysteresis

Klute, 1952; Nielsen et al., 1961; Hariks
and Bowers, 1962; Rubin and Steinhardt,
1963; Green et al., 1964; Remson et al.,
1965; Klute et al., 1965; Wang and

winarayana, 1968; Staple, 1969;
Fre: 2., 1969; Watson, 1971; Whisler et
w4 :1372;; Hillel and van Bavel, 1976;
...nham, 1976; Havekamp et al., 1977;
Hornung, 1977; Hayhoe, 1978; Dane and
Mathis, 1981.

Whisler et al., 1968, 1972; Hanks et
al., 1969; Nimah and Hanks, 1973;
Feddes, 1985.

Rubin, 1968; Hornberger et al., 1969;
Verma and Brutsaert, 1970; Brutsaert,
1971; Freeze, 1972a, 1972b; Stephenson
and Freeze, 1974; Neuman et al., 1975;
Vauclin et al., 1975; Cushman et al.,
1979; Fayer and Hillel, 1982.

Freeze, 1971a, 1971b; Rovey, 1975.

Whisler and Klute, 1965, 1967; Rubin,
1967; Ibrahim and Brutsaert, 1968; Dane
and Weiringa, 1975, Hillel, 1977.
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2.2.6 Finite difference formulation

Generally F-D equations are derived by approximating the
derivatives in the differential equations via a truncated
Taylor series. For a grid point 2, midway betﬁeen points 1
and 3, such that Ax = x; - x; = X3 - X, some function, ¢, can
be expanded around point 2 using Taylor series. Truncating
the series after the 3rd term (which yields second order
accuracy), and by addition and subtraction of the two
egquations, one can obtain the following expressions for

evaluating the first and second order derivatives of the

function, ¢, at point 2.

(9_41 !
dx /2 2Ax

( _dz_q) o1+ ¢3 - 20;
dx? /; (Ax)2

Howevzr, it is not necessary that always three points have to
be used to evaluate first and second derivatives. The above
example, uses the scheme called centered difference scheme,
is. just one of the many possible cases. The substitution of
such expressions into the differential equation leads to the
finite.difference equation.

The other way to formulate a differential equation is
the gontrol volnme method (Patankar, 1980). The bésic idea of

the control-volume formulation is easy to understand and
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leads itself to direct physical interpretation. The
calculation dcmain is divided into a number of non-
overlapping control volumes such that there is one control
vélume numbering each grid point. The differential equation
is integrated over each control-volume. Piecewise profiles
expressing the variation of ¢ between the grid points are
used to evaluate the required integrals. The discretization
equation obtained in this manner expresses the conservation
principle for ¢ for the finite control volume, just as the
differential equation expresses it for an infinitesimal
control-volume. Nevertheless, there is ncthing magical in
this formulation, and in fact it can be shown that this
formulation is equivalent to centered difference F-D
equations for certain choice of linear interpolation.

The present problem of solving unsaturated flow
equations has been formulated using the control volume
method. In this case, it will be easy to follow the steps in
F-D formulation if eqn.[2-8] is considered in lieu of eqn. [2-
12]1. The one dimensional form of eqn.{2-8] in F-D form can be
written as

A9 .41 [2-24]
At Az

Referring to Fig. 2-3, for an interior control volume, 3,

with A@/At substituted by C(Y¥)(Ay/At) (see paragraph preceded

by egn.{2-11]), eqgn.[2-24] takes the form
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Fig. 2-3. F-D grid in the z-t plane showing location of grid
points and counter, n, Jj; actaul (dashed line) and F-D
approximate (low intensity line) profiles of matric potential
(y) at a particular time; q - vertical flow across control
volume boundaries; 1, j, N are computational i.odes.
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c &Y _%1n-Gun
} =

[2-25]
At Az

where qy.;, and Qy;;,, are the inflow to and outflow from the

control volume, j (of thickness Az), and is defined by

Qj-lfz = - KJ_IIZM
Az [2-26]

¢j+12= - Kjrip 2'—;'%'&

Substitution of @=W-z, Qj-1,2, and gy, in eqn.[2-26] yields

AV Cg, WiV A2 WitV +Az

+ - 2-27
Ta T (g (a2)? o

The weighted implicit F-D form of eqn.[2;27] over one time

step is

1
Cjn+l/2 M Az =

At
A+l 1 1 1
ofpip U VE 02 eun ¥ W "Az) [2:28]
: Az Az
Wi -y, + Az v -y +Az
+(1-0) (K}‘II‘/% ~ = ""i*z‘ - -Kpf & ~ )

where ® is a weighting factor.

In the above equation the subscript j refzrs to the
spatial increment and the superscript n refers to the time
increment. The hydraulic conductivity K is centered in space

and time by using the arithmetic mean:
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Kn+1/2 ( )

ka2 o ( P+ ‘I’"+1)

1
s [2-29]
i
2 ]

n+1/2 +1/2
Kn+ll 2 _ (K + K. 1
j+

g - o[ 1)

Rearranging eqn.[2-28] the following expression is obtained

Gj = pC,n+ll2 (\v!_H-l . ‘l’n)
-of ,+1’2[\v"+1 4 A - K:;-m[wgfll Syl Az)
-(-o){ ¥ ,:%/’zz[w;-‘-w‘,-‘n +Az) - KR [ - i + A7)~ 0 [2-30]

where p = (Az)%/At, G is just a name given to the equation.

Egn.[2-30] involves 3 unknowns at time n+l and 3 known values
at time n for each node. Writing for all nodes with reference
to Fig. 2-3 a system of N-2 equations with N unknowns is
obtained. Adcditional two equations are provided by the top
and bottom boundary conditions. The precipitation and
constant moisture content conditions at the top and bottom

boundaries givec

Cn-g-l/z‘li'l WAZ (D(Rn+l K:n+ll2\|’rl ‘Vg +AZ)
At Az
+(1-m)(Rn-K';1}/,§-__——“’" “"2'*‘“)
Az

or
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Gy = pCi™*12 (y&* 1_ ve)- m(R“*l . Iq:lll;é [wllul ) \Ifzwl + Az]) )
Y [2-31]
- (-0 (R - KE31B [vi - v + o))~ 0

and

Gn=y}!-yfi=0 [2-32]

Then the system of N algebraic equations, for the sake of

convenience, is written in the Zuoru

G 1( 1+1’ wgﬂ) =
G z(wﬂ; vi*, W’:}*l) =0
Galug™, w3+, vi) =0
Ce [2-33]
G J{w::il’ V}”l, wﬁl) =0
OnAwi], wi™! =0

Since the coefficients VY's i.e. K's and C's are

functions of the dependent variable W, the system of

equations is nonlinear. The Newton-Raphson (N-R) iterative
method is adopted to solve this system of nonlinear
equations.

The iterative method

According to the N-R method, computation for the
iterative procedure begins by assigning a set of trial values
tc N unknowns !, for j =1, 2, 3, ..., N. Substitution of

the trial values into eqn.[2-33] yields the residuals r(G,).
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New values of Yy™! are estimated for the next iteration to make

the residuals approach to zero. This is accomplished by

Ay,

differentials of the functions G, areiequal to the negative of

computing the corrections such that the total

the calculated residuals,

i.e.

3G: aG: 0G;
—L Ayl —L Ayt 4 —L Ayl =-1G)

™ a‘l’}”l

Eqn. [2-34] written for j =

linear algebraic equation in N unknowns,

2, 3,

j+1

[2-34]

N forms sets of N

Ay,

nctation, this linear system of equations is

In matrix

aa\l;?;:l ac;l 0 0 0 I'Aw‘l”{ AGy) |
aa‘:n:fl a(:fl ai;:fl 0 0 ;A%M -HGa)
0 2 a a | L
o 0 o o aG:; 3\?,‘;‘;1 svit] |0
0 0 0 0 0 if‘j‘;ﬂ LAqf;‘;‘ﬂ L-x(GN)

Numerous techniques exist for the numerical solution of
the systems of linear equations such as the ones given above.
One of the most widely used methods for solviag simultanecus
equations is Gaussian elimination. (The term ;elimination' is
derived from the process whereby unknowns are successively

eliminated by combining equations.) Gaussian elimination is a
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two—-step method. By successive combinations of equations, all
of the coefficients in the matrix below the diagonal are
eliminated to form an upper triangular matrix. After the
upper triangular matrix has been formed, the unknowns such as
Ay are determined by back substitution of the lower equations
into those higher in the matrix. The equation used to
eliminate the unkriowns in the other equations is called the
pivot equation.

Matrxix solution

It is evident from eqgn.{2-35) that the coefficient
matrix has a banded structure. Because of the control volume
type of formulaticen (equivalent to centered finite difference
scheme) it involves three sequential nodes. As a result this
banded matcix turned out to be a tridiagonal one. A similar
form will be encountered in cases of saturated flow and
overland flow. However, the story is a quite different one,
when the flow in the channel network is considered (Chapter
5). Due to the presence of multi-channel ijunctions in the
network the coefficient matrix loses its banded ‘structure.
Consequently a different ploy needs to be adopted and is
described in the respective sections.

Returning to the present tridiagonal case, which allows
solution for the column vector Ay, which is an algorithm for
Gauss elimiration, the computational procedure is discussed
now. To conserve storage in the computer, the tridiagonal
matrix of coefficients is coﬁpressed together with the right

hand terms, into an mx4 matrix. Column one holds the
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coefficients to the left of the diagonal, column two holds
the diagonal terms, column three holds the coefficients to
the right of the diagonal, and column four holds the right
hand side terms. The ith and (i-1:th rows of the compressed
matrix correspond to elements in the uncompressed matrix, as
shown:

Aigg A2 Alg . . A4
A1 A2 A3 . Ajg

One can eliminate A, by substituting Ay,;/A;,,, times the (i-
1)st row from the ith row. Since one knows a zero will
repléce Ay,;, one does net need actually to perform the

arithmetic. Following Thomas algorithm (cf. Gerald, 1980) the

values of A;; and A,,, are changed as given below:

A.
Aip=Aix-g bl A3

i-1,

A.
Aig=Aiy- Ai.l;lz * Ai1,4

for i =2, 3, 4,..., m.
When the ith row is reduced, Ay,; is unaffected because there
is a zero above it. Element A;,; and A, 3; are never referred to
and their values can be anything, or they can be left
unaltered. |

After reduction, a back-substitution is performed. The
elements of the solution vector replace the right hand side
vector in the fourth column of ths matrix.

The equations for back-substitution are:
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Amgd
Ang= -8
md =
Ajs- Ais* A a
Ai.4= i4 A1.3 1+1,
i2
for i = m-1, m-2, ..., 1.

Solution of equation for a given time-step

It is seen that the coefficients of the matrix consist
of partial derivatives and these must be evaluated. This can
be accomplished wusing either analytical or numerical
methods. Obtaining derivatives using numerical method was
thought to be computationally expensive, hence, an analytical
method is used. Accordingly, the derivative coefficients are
obtained by differentiating eqn.[2-32] and egn.{2-31] and

these are as follows:

oG,
a‘vli+l

= C} + @B}*! +(1-00)B%

96 _ @A + (1-0)AY,

iy

96 . G +o (,Aej‘+1 + B;.'“) + (1-w)(Al+ B}

gL
dG;

W

[2-36]

- i+1 n
= C'~)B_.j-e-l +(1-(0 j+1

where A, B and C* are given in the page overleaf.



C: =-p Cn+l/2 (\vml \vn) p cn+112
B'l"'l aKn]ﬂ[z (\Pn+l ‘vn+l + Az) Ktz

a\jf"'l l+l/2
B" M( 2 4+ Az)
1=- ayi+! Wi -vy; +Az
1
BK“
i =- \l,,‘ﬁ (v - v+ ) e

= C'j‘*"’ (w5 - ‘v?)- pC

oK%}
A = -—J—a w‘f (v - w3t + a2)- K313

+l/2

Al=- a\v“*‘ TR (a2 + A
oKoH 1/2
;_H-l - \l;ﬂ (\I’nﬂ Wn + Az) K;H-llz
oKl 1,2
B.,i‘ ‘I;+l (Wn ‘VJ"’l LAZ)
9
Bt = Dy g+ 00 3
a‘l’?ﬂ
+l/2

?+1"‘ +1/2 (w5 - iy +Az)

d J+l
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[2-37]
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The following items summarize the main features of the
solution process:

1. Soil data input

For calculation of values of K(y) and d6/dy = C(y¥), and
all other coefficients in egn.[2-33]), the hydraulic
properties of the soil must be known from the experimental
measurements of so0il properties K(Y¥) and y(0). Before the
measurements can be useful in numerical analysis, the input
data must be either described with a functional relationship
or reduced to tabular form. The empirical equation for soil
variables, as described in section 2.2.4, has the ease of
handling and programmirg for a numerical solution. Therefore,
some specific functional relationships for the scuil property
is imposed in this analysis. These functions were fitted to
the soil data to evaluate their parameters.

2. Iteration

The iterative procedure applied in the numerical
solution within each time-step is as follows:

The coefficients of the equations are evaluated, for

node j, using

+1
PRI/t 228

n+l

which requires estimates of W, For the first iteration of

the first time-step, these are given by

Vi =y [2-39]
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where k is an iterative count and uﬂj refers to specified

initial values of Y at node j. For the first iteration of

later time-steps a linear interpolation of the solutions over

time is used for the initial estimates, of the form
1 -At'
T = AL (v (2-40]

where At' is the previous time step.

Thus a set of simultaneous equations

Allay= ) ew

is solved to obtain the corrections Ay, and an improved

n+l

estimate of VY, is obtained as

Ml =Vl + Ayt [2-42]

At each time-step the iteration process is continued until

the maximum nodal change in ¥ i.e. Ay between iterations
(nodal residuals) is less than some convergence criteria, §g,

or

n+1
| AV [ mex < € [2-43]
At the end of each iteration, the rate of convergence may

sometimes be increased by applying an acceleration equation

to the calculated values of Ay, at each node. This takes the

form
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Mo = VI + wayTy! [2-44]

where w is an acceleration or over relaxation parameter.
Calculation of infiltration
The cumulative infiltration after the nth time
increment, CI" i: Just the change in moisture content over

that time period and is given as
N n+1 0
cr =Y azfer - o) [2-45)
j=1

#? is the initial moisture content. The infiltration

- calculated by

N
m2 = LY azle™ . o7 [2-46]
At j=1
The infiltration rate can also be found from the finite

difference form of Darcy's law as given by

n ,n n+l  n+l _
e e (28 B0 27
Z Z

which, on substitution of Y-z for ¢ and Az for z, - z, yields

PR = {"’g A '’ e 2Az} K(y13")

[2-48]
2Az

2.2.7 Some applications of the F-D solutions
According to the preceding description, a computer

program has been written in FORTRAN-77 for solving
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unsaturated flow problems. Using thié program a few example
problems of different boundary and initial conditions were
solved. The first example refers to a onev dimensional
infiltration problem for which an analytical soluﬁion was
derived by Philip (1957), solution using 'dynamic simulation
language (8/360 CSMP)' was obtained by Bhuiyan et al. (1971),
and solution using finite element method was obtained by
Hillman (1983). The soil is Yolo Light clay. It is a well
reported soil in *he literature of infiltration studies
(Philip, 1957; Watson, 1965; Rubin, 1968; Pa;lange, 1971;
Bhuiyan et al., 1971; Kirhkam and Powers, 1972; Philip ana
Knight, 1%74; Haverkamp et al., 1977; Hillman, 1983). This
soil consists of 23.8% sand, 45% silt, 31.2%'clay, with pore
space of 50% {Moore, 1939). The soil hydraulic properties, as
described by Rudin (1968), are expressed empirically as
foliows:

K =-000463
400 + 2
0 =0 6009 . 0.05708 In (10 - ) [2-49]

0594 - 0.0133 e (0.4055 +02 V)
cosh {0.747 + 0.0415y)

Later Haverkamp et al. (1977) fitted another set of
empirical curves which are
KooK, —D
A+|yl|?
'a‘('es" o)
o +(in]w|}P

[2-50]

e= +ef
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where K, = 4.428x1072 cm/hr, A = 124.6, B = 1.77, 6, = 0.495,

6, = 0.124 and
a=739, p=4 for y<-l

6 =06, for y2-1

Hillman (1983) in his calculation used eqgn.[2-49]. As
these expressions seemed unwieldy, in this treatise the
latter relations were used instead. The solution was obtained

for no flow boundaries on either side. The surface node was

maintained at saturation (y=0) throughout the simulation. The
initial condition for the rest of the profile was Y=-660 cm
of water. .

For this simulation, the time step, At, and grid
spacing, Ax, were 3 min and 1 cm respectively. For this
essentially very simple problem the solution converged in 2
to 3 iterations with a convergence criteria of 0.01 cm. Fig.
2-4 shows soil moisture profiles after 2.77 hr of
infiltration as obtained by different methods. The
computational informaﬁion regarding all these solutions are
summarized in Table 2-3. The results of the F-D solution
seems in agreement with those of Philip's analytical,
Bhuiyan's CSMP, Hillman's finite element solutions.

Table 2-3. Computational imformations.

Solved by Ax (ecm) At (min) € Iteration CPU time
(sec)
Bhuiyan 1 - - - -
Hillman 1 0.666 0.01 . 4-8 -
Current 1 0.5 -5.0 0.01 2-3 1.387
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In the previous cases the authors claimed that their
solutions are comparable with each other. However, no mention
was made regarding agreement with experimental data.
Therefore, a second example problem for which experimental
data were available (Haverkamp et al., 1977), was solved.

Functions characterizing the hydraulic properties are

K=K VB
M [2-51)

9=a(es'er)+er
a+yh

where K, =~ 34 cm/hr, A = 1.175x10%, B = 4.74, 6, = 0.287, 6, =
0.075 and B = 3.96.

For this problem, the upper (or surface) Boundary was a
Neuman type with rainfall intensity, P, equal to 13.69 cm per
hr and bottom boundary was a Dirichlet type of constant
potential (or moisture contentv= 0.10 cm3/cm3) equal to -61.5
cm. Computational parameters such as At and Ax were 5 min and
1 cm respectively. Fig. 2-5 presents calculated and
experimental moisture prcfiles at t=0.8 hr after 10.952 cm of
water had infiltrated into the soil. From comparison it
appears that the calculations and observations are in good
agreement . However, another run with Ax=5 cm resulted in a
deviated profile (Fig. 2-5). It is discernible that a finer
computational mesh produces better solution. It should be
noted that refining of the mesh does not necessarily yield a

correct solution and even it may introduce instability
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(Abbott, 1979). A detailed aﬁalysis of the effect of Ax and
At is given in Chapter 6 (Analysis of Numerical Techniques) .
However, to provide an idea about the computational
requirements of the present model, Table 2-4 1is presented
here.

Table 2-4. Coémputational time requirements.

Simulation Tolerance (cm) | *Computational |CPU time (sec)

time (hrs) nodes (CN)
2.77 0.001 477 1.387
5.00 0.001 852 2.427
25.00 0.001 4500 12.355

* CN = (No. of iteration).(no. of nodes).(simulation time) /
At

The third example consists of solving for the

infiltration rate, cumulative infiltration and moisture

profile for ponded conditions i.e. a certain depth of water

(y=25 cm) was maintained, throughout the simulation period,
on the surface instead of keeping 0y constant (or y=0). Again,
the soil is Yolo Light clay. Initial conditions and the lower

boundary were as those of the first example. As it was

intended to continue the simulation for a prolonged period At
and Ax values were assigned to be 0.25 hr and 5 cm
respectively. Figs. 2-6, 2-7 and 2-8, show the comp-*ed
infiltration capacity, cumulative infiltration and potenciial
distribution after 34 days. Results seem reasonable. As one
would expect the infiltration rate would decrease with time

and eventually should reach a constant rate.
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Fig. 2-6. Infiltration rate into Yolo light clay
with a constant positive head ¥y = 25 cm of water
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Fig. 2-7. Cumulative infiltration into Yolo light caly
corresponding to the above infiltration rate (Fig. 2-6).
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The main purpose of the present studies is to apply this
model in a real situation, and therefore, no further
hypothetical examples were solved. Solution of these few
examples were thought to give adequate information about the

performances of the model.

2.3 Evaporation

The transfer of water from a surface of the earth into
the atmosphere through vaporization is termed as evaporation.
Since the evaporated water usually does not come back to the
site from where evaporation occurred, this phenomenon is
commonly considered as the logss of water. The loss of water
by evaporation must be considered from two main aspects. The
first, evaporation from an open water surface, is direct
transfer of water from lakes and rivers to the atmosphere.
The second form of evaporation 1loss coccurs from the
transpiring vegetation. This is often termed as
evapotranspiration (ET), since loss by direct evaporation of
intercepted precipitation, or dew deposition, or overhead
irrigation water, on plant surfaces is also included. In
general, while intercepted water evaporates, drainage of soil
water by plant roots is reduced (Penman, 1967). Thus ET is
usually thought of as the total loss by both evaporation and
transpiration from a 1land surface and its vegetation.
Whatever the venue, the unavoidable energy requirement for
evaporation 1is the same, at about 2.47x10° J/kg of water

evaporated.
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A major portion of the total precipitation falling on
the land surface is returned to the atmosphere by the proccess
of evapotranspiration. As a global average, 57% of the annual
precip: -...on is lost by ET and evapotranspiration amounts to
70% . ;ual precipitation in Canada, and more than 90% of
the preciritation in the semi-arid regions (Brutsaert, 1982).
Thus it is a major component of the hydrological cycle.

Quantification of ET is required in the context of many
issues, for example, management of water resources,
environmental assessment and plant production. Knowledge of
ET is basic to the supply and management of surface and
groundwater resources, since various land uses affect the
partitioning of precipitation input. Through its magnitude
and close alliance with plant growth, ET 4% a highly
influential process to be considered and predicted for
estimates related to hydrology. The status of soil moisture,
which is of special interest in this study, is primarily
dependent on time distribution of precipitation and ET. And
in turn, soil moisture significantly influences runéff
generation.

The complexity of the ET process has long been
recognized. Despite this, earlier attempts at estimating ET
were based on climatic variables (Penman, 1956; Criddle,
1958; wvan Bavel, 1966). This was primarily for expediency,
since, for a practicing engineer, it is a matter of comfort
to be able to predict ET from a number of climatological

variates which can be estimated with some degree of
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regularity, thus bypassing the wvarious soil and plant
factors. Now it is well recognized that, for ET to occur,
water has to be available at the evaporative surface and
sufficient energy must be available to vaporize the water.
For the process to continue, the humidified air has to be
transported away from the evaporating surface. In broad
terms, water is transferred to the atmosphere as a result of
atmospheric demand as long as there is a supply of water at
the evaporating site. The atmospheric deman? is primarily
controlled by meteorological factors such =3 radiation,
temperature, humidity and wind speed, while.the supply of
water to the evaporative surface depends on the water holding
and flow properties of the soil and soil-plant_systems.

Due to the dynamic nature and the complex interrelations
of the processes involved (Cowan, 1965; Stewart, 1983;
McIntosh and Thom, 1983), understanding of ET requires
expertise from several disciplines e.g. meteorology, physics,
hydrology, plant physiology etc. As evidenced in the
literature, these disciplines have interests in the processes
and have made contributions.

Methods for evaluating evapotranspiration from the earth
surface have been outlined in review by Tanner (1968), Webb
(1975), sStewart (1984) and Garratt (1984). An account of
mechzrins of evaporation is given by, among others, Wartena
{1974), Balachandra et al. (1975), and Brutsaert (1982).

Here, in the following sections the relationships and the
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topics relevant to the context of this study are reviewed and
discussed.

2.3.1 Meteorological conditions

A net input of thermal enexgy to the body of water
increases the free (kinetic) energy of the water molecules to
the point where some are able to escape across the liquid gas
interface. The amount of heat absorbed by a unit mass of
water passing from liquid to the vapour state at constant
temperature is called the latentc heat of evaporation or
latent heat of vaporization. This thermal energy is furnished
by radiation. It consists of the short-wave radiation
received from th= sun and sky, and the long-wave radiation
received from thé atmosphere. These components are offset by
reflected short-éave radiation and 1long-wave radiation
emitted from the surface. On the local scale, the radiation
input is independent of the underlying surface, but outgoing
short-wave radiation is influenced by the reflective
.characteristic of the surface, called albedo. The overall
balance between the short-wave and long-wave radiation is the

het radiation, R,, and is given by
Rn =R;(1-a) + Ry + Ry [2-52]

where Ry and R, are incoming and outgoing short-wave radiation
fluxes, R; is the net downward long-wave flux, and O is the

albedo {reflectivity coefficient for short-wave radiation).

Typical values of & are zbout 0.1 for forest, 0.15-0.25 for
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agricultural crops, and 0.15-0.60 for bare soil (Monteith,
1973) . The long-wave emission from rcugh vegetation such as
forests is less than from agricultural crops. Because of this
and and lower albedo, R, is higher for forests than for
agricultural crops. The net radiation is partitioned into
latent heat flux (AE) used for ET, the sensible heat flux (H)
to the air, heat flux (G) into the ground, and into energy
(PH) wutilized in photosynthesis and heating the plant

biomass. This is expressed as
Rn=2E +H+ G + PH [2-53]

where A is the latent heat of vaporization and E is the
evaporation., The partition of R, into latent and sensible heat
primarily depends on the availability of water at the
evaporative surface and the transferability of the humidified
air.

2.3.2 Transport mechanism

The transport of latent and sensible heat from the
evaporating surface to the atmosphere is governed primarily
by the atmospheric turbulence generated by the wind over the
roughness elements of the surface.

Experiments revealed that in an air stream having a
steady mean direction and a mean velocity, U, there are
fluctuations in forward velocity, tu', there are fluctuating
sideway components, 4v', and there are up-and-down motions,

tw'. By definition, the average values of u', v', and w',
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over a fraction of an hour are zero, V is zero, and, if the
surface is horizontal, then @& is <zero, too. Sensitive
thermometers and hygrometers will also reveal fluctuations in

air temperature T' and in air humidity q' or e'.

When the observations are made at different levels (zj,
Zz,, 23,...) above the ground, two kinds of information can be
obtained. First, working at any particular level the
fluctuations can be recorded at intervals of very short time.
Second, based on mean values over certain periods of time,
vertical profiles of wind speed, temperature, and humidity
can be derived.

The first kind of information begets the so called
fluctﬁation theory or eddy correlation method. If at any
point in the atmosphere the air has a density p, specific
humidity q, and vertical velocity w, the instantaneous rate
at which water is being carried upward is pwg and hence the

average rate is pwqg, where the bar represents a time average.

This can be split by writing

pPwq=pWq + p'wq [2-54]

where over a site of good horizontal uniformity the value of

pw is zero so the evaporation rate reduces to

E="(pwW7q [2-55]

The main limitation to this method is the

instrumentation. The slow response of the humidity sensors,
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and/or the large sensing volume requires high placement and
large fetch. The instrumentation developed to date is too
complicated (Moore, 1976; Webb et al., 1980).

The seccnd.set of observation leads to profile theory.
The increase of wind speed with height over an extended

uniform surface is represented by

=0 o Z-d .
u l‘:lnz() [2-56]

when the atmosphere is near a state of neutral stability. In
conditions of greater or lesser stability more complex
expressions are needed and there is a continuing quest for a
generalized wind profile (Brutsaert, 1982). In evaporation
~studies eqn.[2-56] is used even where it is known to be
inexact, with corrections for stability applied at the end of
computation. In eqgn.[2-56], u is the velocity at height =z
above ground, 2z, is a roughness constant, d is needed to allow
for the effect of the crop in effectively displacing ground
level upward, k is universal constant (von Karman, k=0.41),

and u« is a constant of the particular profile, and given by

u2 =% 2-57
5 [2-57]

where T is the shearing stress in the moving air, and p is, as

before, its density. It is assumed that over a period of 10

min or longer the average value of T is invariant with the

height up to 3 m. For greater heights, longer averaging time

is required. This implies that the downward flux of momentum
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is constant in the same layer, and with this condition

satisfied, formal analysis is possible. By definition

[2-58]

&

T =Kym
P

where Ky is the transport constant for momentum and is
frequently known as the coefficient of eddy diffusivity.

Combining eqn.[2-56] and [2-57], and [2-58] yields

Ky = k2 (z-d) %:- [2-59]

The next assumption is that the mechanism that
transports momentum also transport heat and water vapour, and
that the eddy diffusivities for heat Ky and for vapour Ky are
equal to each other and to Ky. Measurements (Rider, 1954) show
that the assumed identity is no more than a good working
approximation. One of the formal consequences of the
assumption is that ﬁhe profiles of temperature and vapour
pressure should have the same shapg as the profile of wind
speed, which can be tested by plotting u against T and e at a
number of values of z. The result should be straight line,
whatever the shape of the profile (Penman and Long, 1960).

The formal transport equations are

H=-pCpKugr [2-60]

E=- Kv% [2-61]
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where H is the sensible heat transfer, C; is the specific heat
of air, E is the vapour transport rate, and ) is the absolute
humidity of air.

As X = pgq, where q is the specific humidity (gm of water

vapour per gm of air) and is given exactly enough by q = ge/p,

where e and p are total wvapour pressure and total pressure,

respectively, and & is the ratio (18/29 ~ 5/8) of the

molecular weight of water to the mean molecular weight of dry
air, ¥ in eqn.[2-61] can be replaced by the product
{pCy/ (YA) } .e, where

% :
y=-7 [2-62]

This is the thermodynamic value of the psychrometric

constant, A being the latent heat of vaporization of liquid
water, when p = 1000 mbar, Y= 0.66 mbar °C-!,

As variation in pCp and YA with z are usually negligible
in comparison with significant vertical gradients in e and T
(at least over short vegetation), eqns.[2-60] and [2-61] can

often be written in convenient, almost symmetrical, forms

dT

H=-pC, KH-a—z- [2-63]
- PCp . e )
AE = ¥ Kv-éz- [2-64)

which express the respective vertical fluxes of latent heat

and sensible heat over a uniform plant community.
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When Kz = Ky = Ky, and eqn.[2-56] is satisfied, the

aerodynamic transport equations reduce to

auaT

H =-pCp k*(z -d)z [2-65]

AE = -—CP- K2 (zdf? = du a° [2-66]

Alternatively, in terms of the rates of change of u, e, and T
with 1n(z-d), rates which have the advantage of being

independent of z,

= 2 du - dT )
=" PG X Smea) me) (2-67]
aus_-"cp e du 9 [2-68]

d(In(z-d)) 9(in(z-d))

A pair of equations almost identical to eqns. {2-67] and [2-
68] but applicable to measurements at two levels only, can be
derived from- the ;elationship defining aerodynamic
resistance, as follows:

By definition, it can be written that

Iy =- PGerer [2-69]
T AE
m=-pCp T_z__zl-{T [2-70]

[aerodynamic resistance = (concentration difference) / flux]

Invoking similarity with
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2
a2 = 5 (@ D) [271]
it can be written that
AE = pCok?  (upup)(er-€2) [2-72]
Y [in{(zz-d)(z1-0)}
H = pCx2 —zrud@TrTa) 2-73
Pe [In{(z2-d)/(z1-d)} P 73]

Eqns. [2-72] and [2-73] apply without modifications only
in conditions of full-forced convection. Also there is some
debate about their validity in any circumstances within a
certain, restricted, number of roughness parameters of
vegetation tops (Thom, 1972; McIntosh and Thom, 1983).
Furthermore, to use eqn.[2-72] there must be a humidity and
wind observation at two levels, and unless an arbitrary value
of d is to be used, wind observations are needed at four or
more levels to derive a value of d. The precision needed in
all these measurements is great. For research, with the
resources of a good physics laboratory behind it, these
objectives are attainable; but for routine use for
climatological surveys there is need for something simpler.
There is a requirement for use of single-level observations,
such as are made in standard meteorological stations, with an
inaccuracy in the final result that is no worse than that in
estimating rainfall. Therefore a prediction model was

formulated combining both aerodynamics (transport) and
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energetics (heat) of evaporation (Monteith, 1965, 1981). This
equation is widely known as the combination equation.

2.3.3 Combination equation

Considering that sensible heat flux, H, originate on the
surface of the vegetation elements where the temperature on
average is T(0). The latent heat is driven in the first
instance by the evaporation of liquid water, so must
originate within the vegetation elements, in the myriads of
intercellular spaces, where to a good enough approximation,
the vapour is given by the saturation value appropriate to
average temperature T(0), i.e. by e,{T(0)}, rather than the
surface value e(0) (Monteith, 1380).

Inasmuch as the difference {e(0)-e(z)} is proportional
to the aerodynamic resistance experienced by a given
transpiratory flux, the difference {ew{T(0)}-e(0)] may be
treated as similarly proportional to the physiological
resistance imposed by the components of the vegetation on
that flux. As variations in the size of this resistance are
governed almost entirely by changes in the stomatal status of
individual leaves, it is referred here as the bulk stomatal

resistance rg, and is given by

Y AE

From the aerodynamic relationships
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o = PCp [0 275
Y B
m = pC, 1O [2:76]

Simply by adding eqns.[2;74] and ([2-75] e(0) can be

eliminated to give

¥ AE
To eliminate T(0), the following substitution is made
ew{T(0)} =ew{T(2)} + A{T(0)-T(2)} [2-78]

where A is the slope, in mbar °C"l, of the saturation vapour
pressure versus temperature curve for water at the mean of
T(0) and T(z) (or simply at T(z) when T(0) is unknown).

' Assuming that the contribution from the component PH in
the energy balance equation (eqn.[2-53]) is negligible, the
available energy (R, - G) can be equated to the sum of the’

sensible and latent heat fluxes, i.e.
Rpn-G=AE+H [2-79]

Eqns. [2-76] and [2-79] are then used to replace {(T(0)-T(z)}

by the product

Rn‘G 'm ."m“
(R:G) -2E) A
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Subsequent substitution of eqn.[2-78] into eqn. [2-77] then
permits the latter, with some algebraic manipulation, to be

solved for AE, in the form

AE=

A Ry-G) + pCp [ew{T(2)} - e(2)] /T4 [2-80]
A+ @virg) /T

Eqn.[2-80] is the well-known Penman-Monteith equation
which belongs to the family of evaporation formulae, called
combination methods. These methods make use of a combination
of energy balance and aerodynamic transport of water vapour.
Eqn. [2-80] differs from the original Penman (1948) equation
in the aspect that for unsaturated surfaces, surface (canopy)
resistance, rg., which is related to the reduction of
humidity, is introduced”(Monteith, 1965) .

The Penman-Monteith equation is considered physically
based and in principle has generality. However, to predict
}actual, quantitative chahges in evaporation from specified
changes of rg, ry, ry is not at all straightforward because
of the existence of complicated feed back processes between
vegetation and atmosphere.

An important practical application is the attempt to
predict likely rates of evaporation, E,, from a plant
community or vegetated region when its bulk stomatal
resistance becomes negligible as a result of rain or
irrigation. The upper limit to E, is given by the so-called
potential evaporation rate, PE, obtained by setting rs=0.

Potential evaporation is discussed in the next section.
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Potential Evaporation (PE)

PE is a troublesome term coined by Penman (1948) and
Thornthwaite (1948) in an effort to establish a regional
index for the maximum possible evaporation under given
climatic conditions. The basic definition of PE is ‘the rate
of evaporation that would take place per unit area if the
plot .of evaporating vegetation is in the midst of large,
unbroken stretch of similar vegetation and the soil moisture
so plentiful that uptake by plants would not be inhibited'.

There are several empirical formulas and measurement
techniques aimed at quantifying the potential evaporation
(PE). One of the early empirical formulas is due to Blaney

and Criddle (1950). Their equation is expressed as
u=—= [2-81]

where u is the monthly consumptive use, t is the mean monthly
temperature, p is the mean monthly daytime hours giwen as
percent of the year, and k is consumptive use coefficient
available in the literature (Viessman et al., 1%77). The
other empirical methods are accredited to M&kki-k and van
Heemst (1956), Jensen and Haise (1963). These in:ihods depend
on one or more climatic factors and have only limited
usefulness in that they do not consider all the factors
affecting evaporation.

The first sound expression for PE was developed by

Penman (1948), from consideration of the enercy balance and
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aerodynamic transport of water vapour. The well-known

expression is

_ ARy + ¥ f{ug) (e (Ta) - €] [2-82)

AEp A+y

where e; is the surface saturation vapour pressure at air
temperature T,, and e, is the vapour pressure of air at some
reference height. For estimating daily PE (mm/day) Penman
expressed e; and e, in millimeters of mercury and empirically
defined f(u) = 0.35*%(0.5u,/100), where u, is mean wind speed 2
m above the ground expreszsed in miles/day.

The Penman célculatidn of PE assumes non-advective
conditions and a green grass crop of uniform height,
completely covering the ground, and well supplied with water.
The equation disregards ground heat flux, and doesn't take
into account the effects of vegetation roughness and
atmospheric stability. This approximate definition has given
rise to the generally stated contention that "all well-
watered crops have the same PE". However, it is realized that
PE of various plant communities can differ considerably,
principally because of variations in albedo (affecting Ry),
aerodynamic roughness (affecting vapour transfer), and
thermal capacity and conductivity (affecting canopy and
ground flux).

Accordingly, differing terminologies, and occasional
minor variation in the assumption (especially regarding the

above factors) made in the derivation, have produced a
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plethora of relationships. Some of the examples are Slatyer
and McIlroy (1961), van Bavel (1966), Priestly and Taylor
(1972) and McIlroy (1984). However, the widely accepted
definition of PE is the Penman-Monteith combination
expression (Monteith, 1965), with negligible surface
resistance (rg.=0), i.e. eqn.([2-80). This equation is
applicable when the soil or vegetation surface is covered
with water, and thus there is no shortage of water supply.
Therefore, the PE represents the maximum rate of water loss
from a soil or vegetation surface of a particular structure,
exposed to a given set of meteorological conditions.

The concept of PE has been useful in conceptual
understanding of ET and is widely used in irrigation and
other contexts. In many instances (Grindley, 1969; Baier,
1969; Feddes et al., 1974; Stegman, 1983), including this
study, the evaluation of PE is the first step towards the
evaluation of the actual evaporation (AE). As the second
step, Budyko (1956', Thornthwaite and Mather (1955), Penman
(1961) , and others agreed that AE can be obtained from PE by
considering the physiology of plant cover and available soil
moisture. This is discussed in the following section.

2.3.4 Actual evaporation (AE)

The climatic conditions impose evaporational potential.
The actual rates of evaporation hay be the same as PE, or it
may deviate from these due to the soil and plant factors or
due to restriction in availability of water at the

evaporative surfaces.
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There are two pathways for #vaporaticn: either through
the roots, stems and leaves of plants or directly from the
soil surface to the air. In the absence of plants,
evaporation from the land constitutes the sole water loss
mechanism from the surface. When the capacity of the soil to
conduct water to the surface does not equal to the
evaporative demand, the surface dries and a parabolic water
distribution develops within the soil. The rate at which the
bare soil supplies water at the evaporative site is
controlled by the water conteﬁt and the hydraulic
conductivity of the soil. These parameters interact to
characterize the water diffusivity function which controls
liquid flux rates (section 2.2.2).

As in the cases of a vegetative surface (discussed
previously) the net radiation absorbed by the soil is used
for three ends: to vaporize water, to heat the atmosphere
directly and to raise the temperatufe of the soil mass. The

sgquare root of the thermal diffusivity (DJLS) indicates the

depth of penetration of the diurnal temperature wave, and the

volumetric heat capacity (C,) of the soil indicates the amount

of ﬁeat required to change the temperature of the layer
(Philip, 1957). The product of D '° and C, indicates the rate
of heat flux into the soil surface, hence the name thermal
coefficient for this quantity. The relative thermal contact
coefficients of the air and the underlying ground surface
determine the division of the net radiation into sensible

heat flow to the soil or into ccnvective transfer to the air.
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Density, mineral composition, and the water content are
factors that largely control the thermal conductivity of
soils. When the soil surface is moist the thermal contact
coefficient of the soil is relatively large and more of the
net radiation enters the soil. Since water is available, a
large part of this heat is used in evaporation rather than in
heating the soil. When the scil surface is dry, the thermal
contact coefficient of the soil is relatively low and much of
the net radiation is used to heat the air. Since evaporation
can not occur rapidly from thexdry soil, in the absence of
evaporational chill, the immediate soil surface become hot.
Despite high temperature of the surface, evaporation is
restricted since the dry air is an effective thermal
insulator.

Surface plant residues generally insulate the surface in
addition to reducing energy absorption (Kohnke and Werkhoven,v
1963). This reduces heat exchange between the soil and
atmosphere and results in a much cooler soil as on forest
areas. A\vegetative cover intercepts much of the radiant
energy before it reaches the so0oil and the canopy assumes a
major role in turbulent transfer (discussed previously)
processes as well. Hence the direct evaporation from the soil
become very small. " : area (Chapter 7) that concerns this
treatise is mostly forested (Plate 2-1), therefore, direct
evaporation processes from bare soil surfaces will not be

considered.
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Plate 2-1. Typical vegetation of Spring Creek watershed.
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~ The major part of the evaporation from vegetated surface
occurs as transpiration, i.e. the evaporation of water from
the internal surfaces of leaves and its diffusion to the
exterior mainly through the stomata. Since plants often
transpire more water in a day than their own weight, it is
clear that transpiration can not be maintained without uptake
of water from the soil, and since the water content of
plants changes within narrow limits from day to day (Ritchie,
1981), water uptake and transpiration can be regarded as
linked processes in which large amount of water is
transferred from the soil through plants to the air, with a
change from the liquid to the vapour phase in the leaf. This
system has been called the soil-plant-atmosphere continuum
(Philip, 1966).

The flow of water in this continuum accompanies other
forms of matter or energy. However, the movement of water can
be thought of as governed by the differences in water
potential (Slatyer and Gardner, 1965). A detailed elaboration
of the flow mechanisms in different pathways of thé soil-
plant-atmosphere continuum can be found in Slatyer and
Gardner (1965), Cowan (1965) and Newman (1969).

To understand the effect of soil water on transpiration
it is necessary to analyse the uptake system. Following
Slatyer and Gardner (1965) and Cowan (1965), the uptake rate
per unit area may be written as

Vsoil * Viesf
AE= ——u———. 2-83
Ryoit + Rplant [283]
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where Y represents potential, Rgei1 the overall hydraulic
resistance to movement of liquid water from the bulk soil to
the root system and Rpiane the resistance to movement of water
from the plant root surface to the cell of leaf. This is a
simple formal representation of a situation which becomes
very complex when the variability of both water content and
root density with depth is taken into consideration.
Ackrowledging the faci that, leaf-water potential
automatically adjusts to maintain a rate of uptake équal to

transpiration, the equation can be arranged in the form

Wieat = Wsoil ~ AE (Rsoil + Rpjant) [2-84]
and
AE =PE [2-85]

The above equations show that as the soil water potential
drops, so also will be that of the leaf. Unless Rsoi1 is small
relative to Rpianc the reduction of conductivity in the soil
will enhance the effect on the leaf. Leaf-water potential
(for concepts and significance see Edlefsen and Anderson,
1943; Weatherley, 1965; Acock and Grange, 1981) fluctuates
around a mean value reflecting the diurnal fluctuatioﬁ in AE
(Gardner and Nieman, 1964; reported by Slatyer and Gardner,
1965) . As the mean level Of VY., decreases progressively from
day to day, eventually a stage 1s reached where stomatal
opening is restricted. Thus soil. drying 1leads to a

restriction of transpiration, although the consequent
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restriction of AE somewhat mitigates the fall of VW,g,¢r with
WYsoil -

According to Cowan (1965) the prediction of the effect
of soil drying on transpiration rate, therefore, depends on a
simultaneous solution of four equations, representing the

soil-plant-atmosphere continuum. These are eqns.[2-84], [2-

85], and

PE = f (climatic factor, %) [2-86]
and

L = £(Vieat [2-87]

The experimental investigations of the way in which the
transpiration rate responds to the drying of soil have
produced diverse conclusions falling roughly into the
following categories: (a) transpiration rate is maintained at
a maximum potential rate until available water is exhausted,
(b) transpiration begins to decline at some intermediate
stage of soil water depletion and (c) transpiration declines
progressively, though not necessarily linearly, over the
whole range of available soil water depletion (Baier, 1969).
However, there is increasing experimental and circumstantial
evidence that variation of the form of the relation between
transpiration and soil water depletion can be explained in
terms of varving climate, plant and soil factors which is
explained in Fig. 2-9 (Denmead and Shaw, 1962; Slatyer,
195¢).
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Fig. 2-9. The relationship (qualitative) of the ratio
PE/AE to soil water content as affected by (a) variation
of potential transpiration rate (PE) in maize (adapted
after Denmead and Shaw, 1962); (b) crops having

different root development (adapted after Slatyer,
1956) .
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2.3.5 Models for AR

There are variations in AE modeling approaches depending
on the way they account for the above factors. The first
group of models is correlation based. These models reqﬁire an
estimate of potential evapotranspiration and a coefficient.
called crop coefficient, K.. The product of PE and K. is
assumed to ¢give the actual evapotranspiration. The crop
coefficient K. usually includes the effects of the soil as
well as the plant, and it is supposed to reflect the effects
of the physiology of the crop, and the degree of cover. For
irrigated crops, the effects of soil water deficit are not
impostant (Doorenbos and Pruitt, 1977), so the estimates of
Aﬁ are reasonable. But in dryland conditions or even under
irrigated conditions depending on the frequency of irrigation
soil water deficit occurs. In some models (Grindley, 1969;
Hansen, 1984) this effect is taken into account by expressing
AE/PE as a function of soil water content in the root zone.
Many empirical relationships between AE/PE and some measures
of soil water in the root zone have been in use. Most of them
use the concept of available soil water. As defined
previously, available soil water is the water stored in the
root zoné beﬁween the upper limit 'field capacity' and the
lower limit ‘permanent wilting point'.

With the increased understanding of the dynamic aspects
of water availability it is now recognized that water
availability is not just a function of static, ill-defined

soil properties (field capacity and wilting point), but it is
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dependent on the hydraulic properties of soil and plant
characteristics. This suggests that any empirical
relationships established between AE/PE and water content can
only be épplicable within the range of data used.

A further improvement over the above classes of models
are those called process-oriented models. The process-
oriented combination equation déveloped for potential
evaporation is modified to account for the extra resistance
to water flow, when the supply of water is limited. The
effects of restricted water availability are reflected
through surface resistance or canopy resistance, r. (Rose,
1984) . For dry vegetative su:faces, r. can be calculated from
stomatal resistance rg: and the leaf area index (LAI). Thus
the problem reduces to estimating stomatal responses to
various soil, plant, and environmental variables. Currently,
two courses are usually followed to cope with this situation.
The first involves empirically relating rg, to soil water
potential WY, (Russell, 1980), and the other relates x5 to-
plant water potential Y, or to Y, and vapour pressure deficit.
Because of large spatial variability of rg, it is a major
task to esfablish. a meaningful relationship to predict
average Xg.

Other process-oriented type of models assume that the
rate of water extraction by a root system is equal to the
water loss from the plant. Thus stomatal response is modeled
indirectly. Potential evaporation calculated by one of the

combination equations, is considered as the upper limit of
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water transfer in the soil-plant-atmosphere system (Jensen,
1981) . Evaporation from the soil surface and the wet canopy
are neglected or calculated separately. These approaches are
based on the idea that water flows in the soil-plant-
atmosphere continuum in response to atmospheric demand and
determined by potential gradients across the system. These
models consider the integrated response of the root system of
the plant community on a macroscopic scale. Water uptake by
roots is represented by a bulk or sink term. In a number of
" ways this sink term is expressed as function of root
properties (Hillel, 1977; Normau and Campbell, 1983).

In many macroscopic models, the sink term (S¢) 1is
assumed to be directly proportional to hydraulic conductivity
of the soil, difference in water potential between the soil
and the roots, Ay, and to some empirical root effectiveness
function. This function may be represented by surface area of
roots per unit soil veolume, or by root length and geometry
(Feddes et al., 1974; Jarvis et al.,1981). Hence,
quantification of root surface area or its measure is
essential. The basic problem in the application of the root
extraction class of models is the lack of good quality data
both on the root surface area, and its distribution with
depths.

2.3.6 Present approach

In this study, the processes of the transport of water
both as liquid in the soil and as vapour in the atmosphere

are described by the soil water flow equation (eqn.([1-1]) and



Penman-Monteith equation (egn.[2-80]). The two descripti. nsg
are coupled through the root zone, where transpired water 1
extracted through the plant root system. As described in the
previous sections, the usual way of modeling this uptake
procedure is to add a sink term to the contiauity eguation of
soil water flow.

However, here a different approach is adopted. Since the
soil surface under the forest canopy remains blanketed with
litter or thick short vegetation (cf. Plate 2-1), direct
evaporation from the soil surface can be assumed negligible.
Soil moisture depletion caused by evaporation can be
considered to occur via root-stem-leaves continuum only.
Consequently it can be thought that the water flow
resistances of this continuum and of the soil maérix are the
determining factors o»f moisture tfansfer from soil to the
atmosphere. The model is conceptualized as depicted in Fig.
2-10.

Fig. 2-10 shows a schematized soil plant system. The
flow path is represented by the zig-zag line. Introduction of
the capacitance is to indicate storage and that the flow in
this continuum is not constant. Although the moisture can
flow from any direction towards the plant root, here it is
assumed to be principally vertical. This seems reasonable
because in unsaturated condition mainly matric potential
drives the flow, while the gravity potential is relatively

small.
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Fig. 2-10. Schematized soil-plant-atmosphere continuum.
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In the soil-plant system the soil and the plant impose
different resistances in different parts of the continuum. In
the solution of eqn.[2-26 ] this is treated as follows:

Considering the points 1 and 2 (Fig. 2-10) from Darcy's

law and Ohm's law it can be written that

qg it trte_ oty
Az AzK Rplant

Hence

Defining Az, as the virtuwal length <f the flow path between

points 1 and 2 it can be written that
Aze = Keoit (Rplant)
Using this equivalent Az, the F-D equation for point 2

1s expressed as

+ (1-w) ..

cgrir¥BE _  KIAvg ) iaz, - K3 v 162
At (Az +Az) /2

The potential at node 1 is known as a function of time from
measurement of humidity.

Boundary conditions

The boundary conditions of #his soil-plant-atmosphere
continuum are determined both by the atmospheric and soil

moisture status. Soil moisture at the bottom of the
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hypothesized root 1layer (Fig. 2-10) gives measure of
potential at the lower end, leaf surface moisture condition
provides the leaf water potential. The major assumption here
is that the leaf surface vapour pressure and the leaf water
pressure are in equilibrium. The £flow, across the plant
biomass as governed by the difference of potential at two
ends, gives the estimate of actual evaporation. In fact, in
the model the root bottom boundary needs not to be specified
e#plicitly as the solution of the moisture flow equation is
obtained simultaneously as one continuum.

Upper boundary

From the assumption of equilibrium condition between
leaf and air potentials, the leaf water potential can be
obtained as (Edlefsen and Anderson, 1943; Nimah and Hanks,

1973; Norman and Campbell, 1983)‘
=Rl G .
Wieaf M In e [2 88]

where R is the universal gas constant and is equal to 8.314
J/mole/°K; M, is the molar weight of water and is equal to
0.018 kg/mole (for water); T is the surface temperature in
Kelvin, e, is the surface vapour pressure (mbar); and e, is
the surface saturation wvapour pressure (mbar) which is
calculated from the surface temperature.

Application of the model to the Spring Creek basin and

simulation results are given in section 7.4.
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3.1 Groundwater

Melting snow and ice, and rainfall have supplied over
geologic times, percolating waters to build up a body of
underground water which exists almost everywhere. Even
desert areas receive occasional rains which will contribute
deep percolating water to the groundwater body. In the well
watered areas of the globe the groundwater mound between
stream valleys is never completely drained away but, instead,
sustains the flow of the streams so that they continue to
flow even though the rains may cease for a considerable
period of time.

The discharge from the groundwater reservoir into the
channel system responds relatively slowly to an additional
supply of infiltration water from rain or snowmelt. In many
areas groundwater ruqoff represents the greatest percentage
of the annual runoff volume and is the only source of stream
flow. In areas with deep highly bermeable soils, overland
flow may not occur at all, even after rainstorms of high
intensities.

This chapter attempts to model the groundwater flow
component of the rainfall-runoff process. A substantial
amount of work has been done on groundwater flow with special
attention to water wells and regional flows. Toth (1963),
Freeze and Witherspoon (1966, 1967), Taylor and Luthin
(1969), Frind and Verge (1978), England and Freeze (1988) and

Stoertz and Bradbury (1989) are a few of the examples. There
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is, however, little information on the rigorous treatment of
the groundwater component in reiation to modeling streamflow
except Freeze (1972), Abbott et al. (1986), and Storm (1988).
Some of the rainfall-runoff models, indeed, take account of
the groundwater flow but in rather empirical manner, for
example, the SSAR model (U.S. Army Corps of Engineers, 1972),
and the Stanford Watershed Model (Crawford and Linsley,
1966). In the Netherlands, with its flat topography, deep
soils, and long lasting rains of relatively low intensity,
surface runoff is not a common phenomenon in natural drainage
basins. Attention has been given to develop rainfall-runoff
models based'on groundwater flow (Kraijenhoff van de Leur,
1958) using principles of linear reservoirs.

As cited in Chapter 1, in this study groundwater flow is
modeled on the basis of physical laws as is usually done for
the calculation of drain discharges and spacing (Fig. 3-1).

3.2 Flow Equations

Combining Darcy's law and the continuity ec¢: ion one
obtains, as shown in Chapter 2, Richard's et.. a for
unsaturated flow. For saturated flow the moistuky - 1w, &,
in Richard's equation becomes 6,, which is ."\' the
saturation moisture content, and given by 6, = pn, Vi [ - i=
liquid density and n is porosity. In case . A

incompressible liquid and a non-deformable porous medium

06, _d(pn) _ 1
=t=—2"=0 [3-1]

which reduces Richard's equation to the form in 3-dimensions
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' X cable lyc

Fig. 3-1. Similarity between drainage ditch and stream
channel; (a) small scale and (b) regional configuration;

L - drain spacing; x and z are horizontal and vertical
coordinates.
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For an isotropic homogeneous medium the above equation takes

the form

% % % _
=+ 352 M 0 (3-3]

Eqn.[3-3] is called the Laplace equation. Since this
equation is time-invariant, its application to unsteady flow
problems requires that the time variable be introduced by
means of the boundary conditions. Many steady-state solutions
have been obtained for it but its use for transient cases has
been limited due to the difficulty with a moving boundary.
The formulation is basically sound, however, for both
transient and steady-state groundwater flows. If the moving
boundary difficulties could be overcome it would afford a
means for overcoming the difficulties caused by
nonlinearities which afflict some other formulations.

A mathematically advantageous formulation is based on
the Dupuit-Forchheimer theory (D-F theory). Its origin was
traced by De Wiest (1965) to a publication of Dupuit in 1857.
The basic assumptions of Dupuit were that (1) all streamlines
in a system of gravity flow towards a shallow sink are
horizontal and that (2) the velocity along these streamlines
is proportional to the slope of the free-water surface but
independent of the depth. In addition, it is implied that the
free-water surface is a streamline bounding the flow region

and, in cases of an open ditch or drain, that the water table
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terminates at the water level in the ditch. It should be
clear that, for the assumptions to be reasonable, their
application should be restricted to flow systems that are (3)
shallow relative to their areal extent and that (4) exhibit
relatively small curvature of the free surface.

Let a prism of base AxAy and height z be considered,
from a flow system, bounded above by the free surface and
below by an impervious 1layer. It follows from the D-F
assumptions that the hydraulic head, h(x,y), referred to the
impervious layer, coincides with the free surface z(x,vy).
Balancing net -outflow and inflow within the prism it can be

derived that
d {,oh)
Kogel 1] * Sosplily] R=S7% [3-4

where Sy, is the drainable porosity, R is the rainfall
intensity or evaporation rate.

To derive eqn.[3-4] a constant porosity was assumed
without defining the term. The concept implied tliat the soil
is either drained or saturated. The drainable porosity may be
defined as the volume of water per unit change in water table
height. However, there is evidence that this quantity is not
constant, depending at least on the proximity of the water
table to the soil surface and on the rate and direction of
the water table movement (Dos Santos and Youngs, 1969).

Another complication is associated with the assumption

that the water table, or free surface, bocunds the saturated
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flow region. There is normally a region of saturation or near
saturation above the water table, frequently referred to
imprecisely as the capillary fringe. Since this region
clearly is a pa?t of the flow regicn, one can adjust the flow
boundary by some constant distance to account for this
capillary fringe. But some workers, for instance, Parlange
and Brutsaert (1987) consider this as oversimplification in
many situations.

It has long been known (Muskat, 1946) that the D-F
theory often results in theicorrect expression for flux, but
does not properly predict the shape of the free surface. In
the case of drainage to an open ditch, or seepage through a
dam, the D-F theory forces the free surface to exit at the
point where the water level stands in the ditch. A surface of
seepage is not accounted for. Charnei as reported by
Polubarinova-Kochina (1962), avoided the assumption qf a
horizontal velocity independent of depth and showed that the
D-F result for flux through a dam was indeed correct.

By and large, equations that correctly describe the
water table motion is difficult to obtain. As Higgins (1980)
stated: "The physics and mathematics of the problem are
complex. Drainage near the falling water table is not
completely understood. Soil masses may show substantial
variation in properties from point to point, and the exact
mathematical description of the physical problem may not
yield a manageable solution or any solution at all. Necessity

forces the simplification of the physical and mathematical
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descriptions of the problem to a2 point where a solution can
be found."

It is generally believed that the D-F equation reflects
enough of the physics of the free surface saturated flow and
the solution of it yields useful information. The D-F
equation has been extensively used, specially in drainage and
unconfined saturated flow studies by amongst others Harr
(1962), Dagan (1964), Kirkham (1967), Wesseling (1972). Above
all as Bear (1988) put it: "the Dupuit assumptions are
probably the most powerful tool for treating unconfined
flows. In fact, it is the only simple tool available to most
engineers and hydrologists for solving such problems". Hence,
in the present study, the D-F equation is used for modeling
the groundwater contribution to the streamflow.

3.2.1 Boundary conditions

There 1is evidence -that on a regional scale, the
predevelopment water table closely follows the form of the
topographic surface (Toth, 1963; Hitchon, 1969). The form of
the predevelopment water table is normally a subdﬁed replica
of the land surface (Hubbert, 1940; Freeze and Cherry, 1979).
Therefore, it seems reasonable to assume that the height of
the phreatic surface (water table) increases from the valley
bottom toward the water divide. Accordingly, the boundary of
the groundwater flow region has been taken as shown in Fig.
3-2 (page 128). The pressure p at the water table (phreatic

surface) equals the atmospheric pressure pgy; thus
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¢ = h(water table elevation) = f(x,y,R,t) [3-5]

Let 's' be the horizontal distance between the valley bottom
and the water divide; thken the following boundary conditions
can be written for the water table and the impermeable

boundary:

h=hy for 0<x<s att=0

h=d for x=0 at t>0 [3-6]
QE-O for x=s at t>0
ox

3.2.2 Solution methods
Analytical solution
For two-dimensional problems, such as parallel drains or

streams, eqn.[3-4] reduces to

dh

KeS- (h ):I:R=Sy—at— [3-7]

Because this nonlinear differential equation is difficult to
solve, it is frequently linearised (Polubarinova-Kochina,
1962). One method of linearisation is based on the assumption
that the variation in h is small compared to that in dh/dx

leading to

— 0%h dh
Kis5 + R= syat

[3-8]
Here h is considered constant. A second type of linearisation
is obtained by writing u = h? and assuming that h = ul/2 is

constant. Accordingly, it can be written that
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_ o~ _ du
K”ﬁg;z" :tZﬁR-Sy—aT [3-9]
or 2u
= 0 T e OU
Kha—x;iZhR_sy—at- [3-9]

Both methods of linearisation have been applied to
drainage problems depending on the assumption that the change
in depth of the water-bearing stratum is small compared to
the average depth. Thus their application must be restricted

to Ah << h as well as h << L, as required by the D~-F

assumptions (slope of the phreatic surface should be in the
orxrder of 0.001 to 0.0l1; Bear, 1988). Here Ah refers to the
change in h with time as well as with horizontal position.
Boussinesq (reported by Wesseling, 1972) and,
subsequenfly but independently, Glover (reported by Dumm,
1954) showed that eqn.[3-5] could be solved for the water
table drawdown from an initial condition characterised by the
cessation of the previously constant precipitation rate (R=0)
when the drains or streams penetrate to the impervious layer
of a shallow aquifer (d=0) by assuming that the variables are
separable (Wesseling, 1972). When the drains do not penetrate
to the impervious layer (d=0), the Boussinesq type of
solution breaks down. To circumvent this difficulty, several
investigators - Glover, Kraijenhoff van de Leur (1958), and
Maasland (1959) have used eqn.[3-6]. Starting from an
initially flat water table (with R = 0) (Fig. 3-3), the

boundary conditions may be written as
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) X Imeable laer

Fig. 3-2. Schematized saturated flow domain (OABC).

Soil surface Initial water table Ditch

Impermeable layer

Fig. 3-3. Falling water table; L - drain spacing; h -
water table elevation at time t.
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h=hy=d+mp for0<x<L att=0

h=d forx=0 att>0 (3-11]
oh _ _
5‘0 forx=L/2 att>0

Using Fourier series, the solution becomes

Y, Lsin (nf&) e “"e%,%‘ [3-12]

hix,) = d+ 4M0
T =135,

Here, following Glover (reported by Dumm, 1954), the average
depth h has been taken to be D = d + my/2 or the average
initial depth of the water-bearing stratum.

Tapp and Moody (reported by Dumm, 1964) observed that
the initial water table shape encountered in the field was
more often parabolic than flat. They modified the initial
condition accordingly and found a solution that differed from
eqn. [3-12] only in that the numerical constant 4 was replaced
by 3.4.

The methods discussed so far consider the fall of water
table afﬁer precipitation ends. However, there are some
methods that do not assume R = 0 for obtaining a solution.
Werner (1957) presented a solution to this problem that, in
principle, was based on superposition of solutions obtained
from eqn.{[3-9]. Maasland (1959) 4illustrated a similar
application for a regular square-step irrigation or
precipitation pattern, based on eqn.([3-9]. The design
procedure described by Dumm and Winger (1964) for drainage

systems in irrigated areas in effect s a practical
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application of the approach advocated by Maasland (1859).
Krayenhoff van de Leur (1958), who studied the response to an
arbitrary precipitation pattern approximated by a bar
histogram, recognized a system parameter which he called
'‘reservoir coefficient' that characterizes the drainage soil
system.

Numerical solution

The analytical solution of the D-F equation, as
described in the previous sections, have been obtained with
certain assumptions on the initial and boundary conditions. A
general analytical solution of the equation subject to more
general initial and boundary conditions has not yet been
found because of its nonlinearity. However, numerical methods
may be used for an approximate solution of the mixed
boundary.

In this study a finite-difference implicit scheme is
usgd to obtain a solution to the D-F equation.

3.2.3 Numerical formulation

In a similar way as has been done in Chapter 2, with
reference to Fig. 3-4 the the D-F equation can be written,
for the jth control volume, as

h:
SyW;j Ax'aa_t"" = Qin - Qo T K [3-13]

where R is the vertical recharge or discharge to or from the
water table aquifer, Wy is the width of the control volume and

Sy the drainable porosity could be assumed constant.
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Impermeable layer
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Fig. 3-4. Discretization of flow domain.
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Substituting q;, and Qow., as obtained using Darcy's law, the
finite~difference approximation of the D-F equation is

obtained as
SyWiax{h?*! - 18/ At

1 o+l n+l _ o+l
Wi W By +h5 bi - b

2 2 A& [3-14]
+ + n+
-“&Hﬂﬂlq h;IE?J n&liimﬂ

2 2 Ax
WiatW javhi by by

2 2 Ax
+(1-0
(o) _“Gﬂvﬁlh +hnlléb lﬁﬂ:tRy
2 2 Ax

= O

Defining p=4(Ax)Sy/ (KAt) eqn.[3~14] can be expressed as

follows

= pWs(55-15)

Wian (hg+l +hr,l+1) (hn+l hn+1)

Wi (0 sn3t]) - )  40xR
Wi (hj-l"'hj ) ( ja- b )

- Wisi2 (b} +h3,,) (63 - B,) £ ill(m-Rn

[3-15]

-(1-w)

For the control volume at the drainage divide (no flow

condition), the D-F equation can be written as

The finite difference form of it is
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SyW1Ax(h3*1 - 1)/ At

_ m[- Wy +W2_ hrl\+l +h121+l Kh!ll+l - 135“

2 2 Ax

+ R“”] (3-17]

n n n
+(1-w) [- !VJE_WzE%'Ez ghi-h Rn]
Ax

or

Gy = pW1 (n*1-13)

n+l

~m[- Wian (b3 +63) (6 - b31Y) + 48%R (3-18]

+ (1-(0) [- Wi (h'l' -I-‘h’zl) (h'{ - h'i) + 4IA<K-R"] = (

Similarly for the control volume at the river side (water

level condition), the D-F equation is

SyWNAng—?- =Qin - Qo TR [3-19]

In difference foirm

$, Wesaoe BB - )/ At

Wy +W B R R - b

=@ 2 2 Ax
W hﬁ“ +dn+l Khlt?l -dn+l + R [3-20]
22 (an) ‘

'w-+w hn__’_nKn__hn
sl 2 2 Ax
.EﬂilﬂhN"'d KhN'd + Rn
2 2 (Ax/2)

or



As has been done in Chapter 2,

Gy = pWn (b3 1-b)

wi-z (b + n&L) (i - byt)

- Wy (b + @) (b - 1) & -4»%&1{"“

-0

W12 (b1 + bR (hfy.- bRY)

+(1-0)

- WN+112 (hﬁ-i- d“) (h?;- d“) + Q%R“ -
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[3-21]

writing equations for all the

computational nodes including boundary nodes a set of N

nonlinear equations is obtained and solved using the N-R

iterative method. The derivative coefficients in matrix form

are

(3G, 3G ,
ohi*!  on3*!

G2 0G; 09Gy

ah!{'.l ahrzH-l ah!3l+l

0 0G; 0dG; dGs

ahrzu-l ahg-o-l ah2+l

0 0 0 0

0 0 0 0

..0 0

..0 0

0 0
00N 96N
oyl  ony!
-0 BG?I
R

(Ahrlw 1}

Ahl'21+ 1

Ah!31+1

AnH

A_hﬁ’. 1

i

-(G1)
-1(G2)
-1(Gs3)

-{Gn.1)

-1(Gn)

[3-22]

The derivative coefficients of the above matrix are

evaluated using an analytical method and these are as

follows:
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dGy
ah!;-i-l
0G;
ahlzﬂ-l

= pW1 + 20h3*!

= -2whj*!

9G;_
ohly!
9G;
ah}l+l
9G; _ . 20hl]
anfy!

oGy

ohfH

- 200!

pW; + 20h]*! [3-23]

= pWN + 20h}]

oGN _ 20hf™!
ah?f"l

3.3 Solution of Example Problem

According to the above numerical formulation, a computer
program in FORTRAN-77 has been written. Following the general
trend of computing and comparing results obtained by
different methods, this program is used to solve an example
problem.

The example iz a hypothetical drainage problem as shown
in Fig. 3-3. In fact this example was given by Wesseling
(1972) to demonstrate the application of the Glover-Dumm
solution of the D-F equation in order to calculate drain
spacing for agricultural lands. The problem consists of
calculating drawdown due to gravity drainage from a plot into
ditches of constant water level. The initial position of the

horizontal water table was 0.8 m above the ditch water level
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of 7.7 m from the impervious layer. This gives: at t = 0, mp =
0.8 m d = 7.7 m and, therefore, for all x from 0 to L (= 90
m), h=hg=7.7+0.8=28.5m (Fig. 3-3). Since the system is
symmetrical about the vertical plane at x = L/2 i.e. x = 45
m, the solution domain was conisidered to be x = 45 to x = 90
m. The material properties such as drainable porosity, Sy, and
saturated hydraulic conductivity, Ks, were respectively 0.05
and 1 m/day (0.0694 cm/min). It was intended to compare the
present numerical solution with that of the Glover-Dumm
equation (in which recharge rate must be zero, therefore, R
was taken zero).

Solutions for both water table location and discharge
were obtained, as mentioned, using numerical and the Glover-
Dumm analytical method. In case of the numerical method,
discharge or outflow was computed from Darcy's equation such

as

q= hN(tz)"' d () -d m¥day/m ' [3-24]
Ax

where hy is the water level at node-N (Fig. 3-4).
And in case of the analytical (Glover-Dumm) method,

discharge is given by

Differentiating eqn.[3-12) with respect to x and substituting

x = L, in the above expression it can be written that
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q= 2KDmy Y € ‘Hzls‘;%‘ m? /day /m [3-25]
L2 n=13,5,...
Using n=50, the transient phreatic surface and outflow, gq,
from the piece of landmass were obiLained from eqns. {3-12] and
[3-25] respectively.

The calculated water table position and discharge are
presented graphically in Figs. 3-5a and 3-5b.

Once again, the same story as of the previous chapter;
the numerical solution seems in agreement with that of
analytical method in both cases (phreatic surface and outflow
hydrograph) . However, this seems to be of very 1little
significance except to prove that the FORTRAN coding was
correct. Inasmuch as there were not any readily available
experimental data no attempt was made to test the simulation

accuracy.
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Fig. 3-5. Computed water table location and
discharge using numerical and anlytical methods.
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4.1 Overland Flow

Overland flow is the surface runoff that occurs in the
form of sheet (as usually conceptualized) flow on the land
surface without concentrating in a clearly defined channels.
This type of flow is the first manifestation of surface
runoff, since the latter occurs first as overland flow before
it has a chance to flow into channels and become streamflow.

As in channel flow, overland flow theory is also based
on the established principles of fluid mechanics such as
laminar and turbulent flow, mass and momentum conservation.

It will be seen in Chapter 5 that the kinematic-wave (K-
W) model is one of the approximations of the dynamic-wave:
model. K-W theory describes a distinctive type of wave motion
that can occur in many one-dimensional flow problems
(Lighthill and Whitham, 1955).

Application of K-W theory to channel routing has been
described by Weinmann and Laurenson (197%9), Henderson (1963),
and Brakensiek (1967). Cunge (1969) showed that the Muskingum
routing method can be considered a finite-difference
approximation of the K-W model. Thus, K-W theory has been
widely used for the problems of water routing in irrigation
systems (Cunge and Woolhiser, 1975) and storm water runoff
(Dawdy et al., 1978).

Overland flow is viewed as a wide, shallow-channel flow
and is often analyzed on unit width basis with lateral inflow

originating from rainfall excess (Henderson, 1966). A large
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amount of work has been done on overland flow problem.
Selected examples are Henderson and Wooding (1964), Woolhiser
and Liggett (1967), Schaake (1970), and Borah et al. (1980).
Very often K-W theory produce inaccurate results when applied
in channel routing, however, it is recom:' anded for
application in overland flow problems.

The K-W model is used in the present study. Derivation
of the equatibns can be found in Chow (1959), Liggett (1975),
and Viessman et al. (1988) . The following section states the
K-W model and the justificaﬁion of the assu’iptions made.

4.2 Flow Equation

For overland flow, some of the terms in the dynamic
equation i.e. eqn.[5-3], are insignificant. Neglecting the q

component, the equation can be written as

St = So dy _ydv _1ov

"9x Eo0x got [4-1]
M @ & @ &)

where S, and S, are the friction and bed slopes respectively,

y is the dépth of flow, v is the mean cross-sectional flow
velocity, g is the acceleration due to gravity, x and t are
the space and time coordinates.

The order of magnitude of each of the five terms is
evaluated below for shallow flow. If the bed slope (2) is
0.01, the longitudinal rate of the change in water depth (3)
is unlikely to exceed 0.1m/100m = 0.001. The longitudinal

velocity gradient term (4) will also be 1less than
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(1m/s/10m/s?) (1m/s/100m) = C.U01l. and the time rate =f change
in velocity term (5) will in all probgh. !7 7 be less than
(1/10) (1/100) = 0.001.

Terms‘(3), (4), and (5) are therefore at least an onder
of magnitude less than (2) for depth up to 1 m, and for flow
depth less than 0.1 m they will be two prders of magnitude
less. Those terms can therefore be neglected in overland flow
problems. The inaccuracy in solutions omitting these terms
for runoff hydrographs was evaluated by various researchers
(Woolhiser and Liggett,~1967; Morris and Woolhiser, 1980).

The resulting simplified dynamic equation omitting terms
(3), (4), and (5) simply states that the friction gradient is
equal to the bed gradient. The friction gradient can be
evaluated using any suitable friction equation. The two
equations referred to as the kinematic eduations, are the

continuity equation

% [4-2]

QJI'Q
"h

9% ,
ot

and a friction equation of the form (Emmett, 1978)
q=Baym (4-3]

where B is the width of the strip, m is an exponent and a is
a function of the water properties, surface roughness, bed
slope and gravity. Since it is taken that Sg = So and A/P = vy,
o and m can be evaluated for turbulent flow from Manning's

formula as O = So/n and m = 2/3 and for laminar flow from
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Poiseuille's formula as & = gSy/3v and m=2, where V is the
kinematic viscosity of the fluid. Emmett (1978) provides some
experimental justification for the values of the exponent in
each case, on both natural aqd artificial surfaces.

4.2.1 Boundary conditions

The above quasi-steady flow approximation was originally
termed the kinematic wave approximation (Lighthill and
Whitham, 1955) since waves can only travel downstream and are
represented entirely by the continuity equation. Since the
dynamic forces are omitted, the wave speed is not given by
c=(gy)}’? but may be derived by finding dx/dt for which dy/dt

= p-f, that is

ng=c = moyy™-1 [4-4]

Eqn.[4-3] has only a single characteristic that is described
by the kinematic wave theory as above. Any disturbances of
the flow will be propagated forwards through the system with
that speed. Thus, only one boundary condition is necessary to
effect a solution, and this is provided at the upstream edge

of the flow region where

"
(=

Qx=0 [4-5]

which under kinematic assumption gives

yx=0=0 [4-6]
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Hydrologically more realistic conditions are zero Aischarge
with positive depth at the upstream boundary and critical
depth at the base of the slope. For small depths this
difference would hardly matter.

4.2.2 8Solution technigues

The K-W equations are partial differential equations for
which there are no analytical solutions except in a few
idealized situvations. Thus recourse is found in numerical
methods. Many numerical solution techniques have been
developed to solve K-W equations. Usually these techniques
involve finite-difference (F-D) methods (Kibler and
Woolhiser, 1970) or the method of characteristics (Borah et
al., 1980) or the finite—element_method (F-E). In this study
the F-D method is used for the approximate solution of the K-
W equations.

4.3 Numerical Formulation of K-W Equation

Unlike the unsaturated and saturated cases, the overland
flow equation is formulated according to the box method
instead of the control volume method. Because of the absence
of downstream boundary conditions a complication crops up
when ‘thhe control volume formulation is used. In the box
method, difference equations are written using four points as
shoewn in Fig. 4-1.

Thus the F-D approximation of eqn.[4-2] for box T is

written as
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Fig. 4-1. Space-time-grid system for F-D
approximations using the box method.
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1 _ 0 ndl _ o1
fr- y?+y§1 Y;l+%. VMHP 1M4Hg?
2At Bj.124x [4-7]
+12~-—1-—(A,H“ ApHE,)- L0 R+ +12)=0
Bj.12AX
where A = Ba, H = y"*! and r = p-f or rainfall excess.

Rearranging the above equation it can be written that

@ —%3&( - g8+ 3 v + A - ALY
[4-8]
(- A B g1 g )0

Writing equations for all the boxes from 1 to N, a set of
nonlinear simultaneous equations is obtained. These equations
are also solved using the N-R iteration method. The

derivative coefficient matrix is as follows:

5%% -55;;—11- 0 0 - 0 o |layr] oy
1
o oG

0 r» +21 3 +21 0 0 Ay3) 1(G2) |

3Gz 9G3
0 0 —_— 0 Ayt |G

oy3*t!  odyjt! 3 1Gs) [4-9]
o o 0 0 . 3‘;1;11 :2:11 AyRY ((Gra)
6o 0 0 0 . 0 :;fl Ayl H(Gn)

The derivative coefficients are evaluated analytically

as
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dGy _

ayxlwl B

Gy _

aﬂrl-

dG2 _Ba.1pAx !
. _ - Ao(m+1)yg ™

aﬁyl At YT

an B.1pAX +1

. = 221282 4 A~(m+1

ay_g“ " 3(m+1)yJ]"

o, s -
i = B21pAX _ A (me1)ymiett

30 Bauns gy

962 _Baunk | o, e 1)yp !

aﬂhl

aay?l =B2:1nlx An.a(m+1)yf, !
-1

9G2 _BaipAx An(m+ Y yRP!

ay +1 t

The matrix obtained, as result of the box scheme

formulation,

a bidiagonal type. Since the upstream

boundary condition is assumed invariant, the correction Ay,

is zero at all time steps and in every iteration. This leads

to the following recurrence relation to obtain Ay:

0Gy
Ay, =1 (G) /2L
y2 =1( 1)/ay2

Ays =[r G -%Ay

[2-11]
dG3
267

dys.

This algorithm is very simple and computationally efficient.
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4.4 Solution of Example Problem

The iterative solution steps, again, are the same as
those of se¢tion 2.2. A computer program in FORTRAN 77 has
been written. This program was tested against experimental
data given by Abdel-Razaq et al. (1967). Observed and
predicted hydrographs are given in Fig. 4-2 showing that the
model provides a reasonably satisfactory simulation. It
should be noted that the observed hydrograph was established
under carefully controlled laboratory conditions and refers
to flow over a much smoother surface than would be

encountered on most natural slopes.
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Channel Network
Flow Model
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5.1 Channel Routing

The channel network flow model is based upon one-
dimensional, nonlinear partial differential equations
governing unsteady flow in a channel with lateral inflow from
adjacent land surfaces. The dependent variables are the flow
rate, Q, and water surface elevation, h. The application of
the model is subject to the basic assumptions and limitations
(which could be found in Abbott (1979) and Lai (1986))
inherent in the equation's formulation.

Mechanics of c¢pen channel flow is a familiar subject.
Derivation and analyses of the flow equations are available
in any open channel texts including the aforementioned
references. Hence, no attempt is made here to derive them.
Instead, with a brief statement of the equations, the network
modeling procedure is described in the sections to follow.

5.2 Flow Eguations

The one dimensional partial-differential equations
governing transient flow in open channels have been reported
previously in the 1literature (Baltzer and Lai, 1968;
Strelkoff, 1969; Yen, 1973b). The system of differential
equations presented by Baltzer and Lai constitute the basis
of the open channel network flow equations. Using the water
surface elevation, h, and the channel discharge, Q, as the
dependent variables, the equation of continuity can be

written as
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oh  dQ
+== 5-1
Bt [5-1]
in which B is the channel top width, shown in Fig. 5-1, and q;
is lateral inflow. The distance, x, in the longitudinal
direction and the el.apsad time, t, are the independent
variables. The equatien of motion for one-dimensional open

channel flow can be obtained as

—=—Q|Q =0 [5-2)

aQ QaQ 3(Q/A) oh
* Tam T TAART

AR4/3
where g is the acceleration of gravity, A is the cross
sectional area, R is the hydraulic radius, and k is function-
of the flow resistance coefficient, n, which can be expressed
as k = n2 [in the British System k = (n/1.49)?]. Eqn.[5-2] can
also be expressed as

v ov dy
-a—t- 'i'\l—-"'tl'gax

- 8(S0-8¢) =0 (5-3]
where v is the cross-sectional average velocity, y is flow
depth, So and Sf are bed and friction slopes respectively.
Eqns. [5-1] and [5-2] or [5-3) represent the conservation
of mass and momentum of flow of the fluid in the channel.
These equations are nonlinear, hyperbolic, partial
differential equations and represent a nonlinear,
deterministic, distributed, time variant system. They are
sometimes referred to as the St. Venant equations. The
fundamental assumptions that are made in the derivation of

the St. Venant equations are: (i) the flow is one-
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Fig. 5-1. Definition sketch of a channel element
(adapted after Baltzer and Lai, 1968).
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dimensional, i.e. the flow in the channel can be well
approximated with uniform velocity over each cross-section
and the free surface is taken to be a horizontal line across
the section; (ii) the pressure is hydrostatic, i.e. the
vertical acceleration is neglected; (iii) the effect of
boundary friction and turbulence can be accounted for through
the introduction of a resistance force which is described by
the empirical 'Manning', or 'Darcy Weisbach' friction factor
equation.

5.2.1 Diffumion wave eguation

Eqns.[5-1] and [5-2] or [5-3] ars acceptable for fully
one dimensional overland and open channel flow routing. These
equations describe both the forward or downstream wave
propagation characteristics as well as the backward or
upstream characteristics. It is assumed that flood waves in
streams move downstream as the runoff always runs down
slope, the backward characteristics are simply backwater
effects, and in some flow routing instances, they can have
substantial impact and control on the flow. As such, these
equations are known generally as the dynamic wave equations.
As a runoff hydrograph passes through channel irregularities,
slough and riffle patterns, natural, beaver and man made
roughness and gravity forces act to reduce the hydrograph
peak while lengthening the time base. That is, the peak of
the hydrograph is attenuated while the shape is dispersed in
time (also in space). The dynamic wave equations account well

for hydrograph attenuation. However, two drawbacks to the
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wholesale general use of these equations are the large data
requirements and the necessity for numerical integration.
Very often, based on the nature of flow domain and flood wave
characteristics, it is possible to make valid simplifying
assumptions that allow utilization of approximations to the
dynamic wave equations (Table 5-1). When this is possible,
advantages in terms of ease of solution and data requirements

are often realized.

Table 5-1. Order of magnitude of terms in St.Venant equation
(adapted after Schaake, 1965).

Type of . Accln. | C.Accl. | Pressure | Gravity |Friction{ Units
Flow 1ov | yov oh So i)

g ot g ox ox Cc2R
Rivers 0.05 0.12- 0.50 26.00 25.50 ft/ml

0.25

Gutter 4.90 4,90 9.80 182.00 180.00 ft/ml
Flow
Overland 1.64 1.64 16.40 212.00 212.00 ft/ml
_Flow

One of the two approximations is the diffusion wave

model and the other is the kinematic wave model (Henderson,

1966; Yen, 1973b). The Xinematic wave model has been

discussed in Chapter 4 in the context of modeling overland
flow. The diffusion wave model assumes that the inertia terms
in the equation of motion, eqn.[5-2], are negligible compared

with the pressure, friction and gravity terms. Thus, the

diffusion model equations are continuity, eaqn.([5-1}, and the
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following simplified form of the conservation of momentum

equation.

Q=Larn(- 2/ /8 [5-4]

Eqgn.[5-4] accounts for flows in both positive and negative x
directions. This diffusion wave model has been used for flood
routing in the channel network of the present study. The
assumptions made are very reasonable as will be seen in
section 5.6 where computed results of diffusion and dynamic
wave models are compared. Akan and Yen (1977) and Katopodes
(1982) demonstrated the ability. of the diffusion wave
approximation in accounting for the downstream backwater
effect.

5.3 Boundary Conditions

Solution of the flow equations requires specification of
boundary conditions throughout the duration of simulation at
the physical extremities {external junctions) of the network,
as well as at branch junctions (or internal junctions) within
the network (Fig. 5-2).

5.3.1 Compatibility at internal junctions

The most common boundary conditions encountered in
networks of interconnected channels occurs at junctions where
two or more branches join. This situation typically occurs
where a channel is joined by a tributary or where a channel

is divided by the presence of an island.
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The most important feature of a junction is that it
imposes backwater effects to the channel connected to i- . A
junction provides, in addition t  a volume of tenmp al
storage, redistribution and dissipation of energy and mi. ag
and transfer of momentum of flow and of the sediment and
pollutant it carries. The precise, detailed hydraulic
description of the flow in a junction is rather complicated.
However, a reasonably correct representation of the junction
is possible in realistic simulation and reliable computation
o%* the flow in a stream network.

The continuity equation of the water in a junction is

m .
2 Qrg=9 [55)

i=1

in which S is the storage, jS is the flow into or out from
the junction j, by NC joining channels (Fig. 5-2a; NC = 4),
being positive for inflow and negative for outflow; qj
represénts the direct, temporarily variable water inflow into
(positive), or the overflow or leakage out from (negative)
the junction j; the index j equals 1 to NJ, where NJ is the
number of junctions in the network (Fig. 5-2b).

Two types of internal junctions are encountered in the
real stream network of this study; the storage junction and
the point junction (Fig. 5-2b). For a storage junction, the
storage capacity of the junction is relatively large in
comparison with the flow and hydraulically it behaves like a

reservoir. A water surface and hence the depth in the
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junction zan be defined without great difficulty. The kinetic
energy carried by the upstream channels are dissipated in the
junction. If the horizontal area of the Jjurction Ay remains

constant, and therefore, independent of the junction depth vy,

the storage is S = A,y. Hence,

d.s. =A-g¥.= A-ﬁ 5.6
dt Tt Tadt [5-6]
where h=y+z is the water surface elevation above the
reference datum and where z is the elevation of the junction
bottom. Therefore, from egns.[5-5] and [5-6], the continuity

equation for a constant surface area storage junction is
NC |
2Q}+qi=A,-%ltl [5-7]

In case of a point Jjunction, the storage capacity is
negligible and the junction is treated as a single confluence

point. Hence, eqn.[5-7] is reduced to

NC

2 Q+q=0 [5-8]

i=1
The subcritical flow in the channel is subject to the
backwater effect from the junction. Since the junction is
treated as a point, the dynamic condition of the junction is
usually represented by a kinematic compatibility condition of
a common water surface at the junctions for all the joining

channels.
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hi=h [5-9]

Therefore, at an internal junction there are discharge
continuity and stage compatibility conditions that must be
satisfied.

5.3.2 At the external Jjunctions

In addition to the required boundary conditions at
internal junctions, boundary conditions must be specified at
all external Jjunctions, that 1is, Jjunctions with singular
connecting branches identified as inflow or outflow junction
in Fig. 5-2b. Various combinations of boundary conditions can
be specified at the external junctions of a channel network.
External boundary conditions can consist of. a zero discharge
(as for example, at a dead-end branch), known discharge as a
function of time, known stage as a function of time, or a
known unique stage-discharge relationship.

5.4 Initial Conditions

In. order to initiate a solution of the system of
equations with the specified boundary conditions, initial
values of the unknown quantities are reéuired. These values
may be obtained from measurements, computed from some other
source, such as stage-state approximations, or computed from
previous simulations. Successive use of newly computed values
as initial values permits the computation to proceed step-by-
step until the boundary-value data are exhausted or the
simulation is otherwise terminated. Successful convergence of

the computation to the correct solution requires that the
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initial values be reasonably accurate; the less accurate the
initial values, the longer the computation takes to dissipate
the initialization error and converge to the true solution.
5.5 Solution of the Channel Flow Equations
No analytical solutions are available for the solution
of the nonlinear diffusion wave equation with generalized
initial and boundary conditions. Therefore, these equations

are solved numerically.

A number of nrmerical me2thods are reported in the

literature for the .. . -%-3l solution of hyperbolic partial
differential equit’.»:. 'nd are described in detail in a
number of texts _.: the numerical analysis of partial

differential equations. Ames (1969) gives a clear and simple
account, while various approaches to the particular problem
of one dimensional overland and channei flows are critically
reviewed by Liggett and Woolhiser (1967, 1969), Strelkoff
(1970), Price (1974), Joliffe (1982) and Lai (1986). In the
channel flow problems the common numerical methods (or
numerical schemes) can be classified in three groups such as
explicit, implicit, and the method of characteristics (from
these a number of hybrid methods have been developed). |

The above numerical schemes have been described in
Chapter 1. Here, the F-D formulation of the flow equation
‘using a weighted implicit scheme is described. Again, this is
based on the method proposed by Patankar (1980) i.e. the
control volume method. Solution is obtained using the N-R

iteration.
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5§.5.1 Numerical formulation
For the sake of above mentioned formulation method, the

diffusion wave equations i.e. the continuity and simplified

momentum equations are written in the following guise

Axsﬁﬂwm-qomql [5-10]
t
and 0.5 0.5
Q= c(-An, an|%? 2 sign(éh_>c Ah|* [5-11]
Ll TAx Ax Ax

considering a tiny control volume (shaded area) as shown in
Fig. 5-3. These two equations are not different from egns. [5-
1] and [5-4] except that they are written in difference form.
In eqgn.[5-11], C (conveyance) is equal to(ARL“)/n and the
term 'sign' means that the sign of the argument is preserved
while computing the square root of the absolute value of
Ah/Ax.

To describe the F-D formulation of eqgns.[5-10] and [5-
11] the channel network shown in Fig. 5-4 is considered. The
total channel reach of the system is divided into N control
volumes. Numerical solutions are sought for h at the center
and for Q at the edges of each control volume and the
junctions are treated as a control volume of a special
type. The reach segments, Ax, are allowed to vary in the
model, however, they are treated here as constant for

simplicity’'s sake.
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9 Controt volume (j)

j+l

Datum

(a) Profile

(b} Cross section

Fig. 5-3. Definition sketch of control volume.
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wWith reference to Fig. 5-5, eqn.[5-10] is written in
weighted implicit finite difference quotients for the ijth

control volume as

x B { 1)

[5-12]
[ J-le Q}+112+ QJFH]*'(I‘('))[QE'-IIZ'Q}HIZ*'Q?]
and
Qur=Cup4l 21— [5-13]
Ax
Sign of {hy-: = &;) -: " .eserved in the model
b i

Substituting eqgn.[5-13] into eqn.[5-12] and writing K =

c/(Ax)°®, the following expression is obtained

B2 (h+1.17) /Ac

=2 [ephV 0T Kyt B +<ﬁ'ﬂ] [5-14]

Ax

+ L0k V- K v

After rearrangement eqn. [5-14] takes the form

G‘ = an+U2 (h}l'ﬁl - h;l)
i m[x;‘*;}zwl BT - KOV W ] [5-15)
(1-0) [ K1 VBB - KV +] = 0

where p = Ax/At.
In this expression, @wis a weighting factor, specifying the

time at which these quantities are evaluated between the t"
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Fig. 5-5. Space-time-grid system for F-D approximation
(control volume method); ®- weighting factor.
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and t"! adjacent time levels at the midpoint of the jth cell.

In the finite difference scheme, ®is a real constant,

generally thought of as lying in the interval 0O<wm<1.

Writing eqn.[5-15] for each computational cell of Fig.
-4 results in 35 equations containing 40 unknowns. The
~dditional 5 equations are supplied by the boundary
conditions to the problem. The conditions are as follows:

Inflow hydrograph conditic:- =T nodes 1, 21, 31 generate

Gy =pBY"2 (11 1)@ (g - Kyt g |
- (1-)[q} - K,y /0505 ] =0
Gy = pBS; 2 (31 13,)- © [f!&’il' 2Tlanh'z‘Tl-h'z'fll ]
- (1-0) |y~ K3iLy Vi, = 0
pBY; 2 (31l 13,)- 0 [Q31 31+1f2Vh31 - '33?11]
- (1-0) [q?;r Y2V h3-h3, l=0

[5-16]

The :rating curve at node 20 yields

Gao an+ll2( n+l_ hrio)
- o[k Im/h'z'a. 08" - il "+‘)°2] [5-17)
- (1-w) [Rzo 172V h30.1-h30- Ci(ngof2l =0

Junction of several channels at node 11 (slough with

surface area A) provides the following equation (Fig. 5-6)

AT (" - 1R ) /e
=0 [Q'io.l i+ Qph+ Gl Qo+ att] [5-18]
+(1-0) [QBg 11+ Qo1+ Tio,1- Finaot )

or substituting the expression for Q it can be written as
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Fig. 5-6. Storage junction-11.
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n+112 n+l 1)/At
I‘:3011 hso - u L+ Kip! 11’“1'"l -}’
+ Kaph Vg5t 17T KT VhgyT -hggTeqnt!
e [ K3, 11‘*“130' 11+ Kio, u"“lm' TR TS
+ KZo,11vh3o -H11- Kiy,12vhY,; -hip+a},

[5-19]

Egn. {5-15] for each cell, together with the 5 boundary

conditions are succinctly written as

Gl(htlwl’ h!2)+l) = 0
Gz(hllﬁ-l, h’{”, hg+l) ~ 0
G3(hn+l hn+l h‘4l~+l) =0
Gu( his’, bii', 35!, ngy, sl = o
- [5-20]
Gzo(h';3‘. ! = 0
Gso(h';:‘. h%f‘, h3s') =0
G4o( nt, ng3l hn+l) - 0

The resulting 40 equations in 40 unknowns are nonlinear,
as the A's, B's and K's are functions of h and all h values
contain exponents other than unity. These may be solved using
any iterative method; in this case, the generalized N-R
method has been chosen.

The solution steps for this problem is the same as

outlined in Chapter 2. The dependant variable, h, is first
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estimated from the known values and is then substituted in
the governing equation (eqn.[5-20]) to calculate residuals

R,"*1, through Rqo"*! at the (n+l)th time step. The set of flow

correction equations is obtained as

ﬁcj}_Ah';+l+£LAhg+l . R+
ahrid-l ahxi+l

aGZ' AhtlH.l‘- aG?. Ah’zn.lf an Ahlsﬂ-l _Rl'i+l
ahr{-t-l ahg-o-l .+l

dGs3 ARSHL+ dGs3 ARZ*4 dG3 ARz R
am?l am?I amrl ;

3G 4y as1, 9G11 ppne1, 9C11 ppne1 9G11 ppart 9C11 S
amet 10 gt U gpanT 12 e ™0 Tapan TR0

10 11 12 30 40 :
: = [5-21]

9620 yyns1, 9620 et | -
ohfs! oh3g’ 2

9G30,yp+1, 9630 past, 9G30 5 pns el
ahft’ oh3s! o35 %0

9G4 5 n+1, 9640 5 pns1, 0G40 ppant el
ohnt! u 'ahn+1 39 ontt! 40 -R4o
| ohy 39 40 N

Egn.[5-21] is sclved for flow corrections Ahy. All the

residuals are zero or approximately zero when the co;rect
solution has been found.

5.5.2 Coefficient matrix

Examination of eqn.[5-20], which. has be solved to
evaluate each flow correction, reveals that it loses its
banded structure for channel networks. For a single channel

problem the naximum number of unknowns in any eqn.[5-20] is
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three and an efficient solution procedure can be used »y
solving the banded set of simultaneocus equations.

For channel networks the matrix is no longer banded. The
maximum number of unknowns in any equation depends ugon the
number of channels connecting at a junction and the number of
unknowns is independent of the computational nodes
immediately adjacent to the junctions. To solve this matrix,
the special Gauss-Jordan elimination technique of Gupta and
Tanji (1977) can be used. In this technique, three arrays are
required to store the coefficient matrix of eqn.[5-21]. One
array stores the actual partial derivative coefficiencs while
the integer arrays are used to store the actual locations of
the coefficients in the matrix and the number of unknowns in
each constituent'equation. For the example of Fig. 5-4 the
three arrays would be those given in Fig. 5-7.

The computational algorithm can be found in Gupta and
Tanji (1977). The authors (Gupta and Tanji, 1977) compared
tneir technique with several other techniques and found that
theirs is computationally more efficient while retaining the
same accuracy of the solution. Joliffe (1984) used this
solver to solve St. Venant equation for routing floods in
hypothetical channel networks.

However, for the sake of curiosity, this sparse matrix
solver was used for solving a 150x150 matrix having a banded
structure of bandwidth 13, resulting from an implicit F-D
formulation of the two dimensional convection diffusion

equation. The matrix was also solved using another band-
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Fig. 5-7. The arrays of the coefficient matrix.
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matrix solver available in the IMSLmath library. It was found
that computational time and storage requirement was almost
twice in the case of the sparse matrix solver than those of
the other solver, whereas the numerical values of ‘the
solution vector were almost the same in both the cases. In
any case, this is not beyond expectation. It can be realized
that for the sazme number of elements in a banded matrix, the
sparse matrix golver requires two arrays whereas the band-
matrix solver requires one array of the same size. 1In
addition, the sparse matrix solver inverts the coefficient
matrix at every iteration hence requires evaluation of the
coefficients as well, thus increasing the number of
computations.

Despite the above perceived drawbacks, the sparse matrix
solver is the only recourse. For instance, in the present
example network, the storage requirement for this solver is
40x5+40x5+40x1 = 440 whereas that of the band-matrix solver is
40x30=1200 (30 is the band width, see eqn.[5-21]). Besides,
due to the fact that matrix coefficients are functions of the
dependent variable (e.g. h), they have to be evaluated at
each iteration anyway. Hence, for the complex channel network
as the one.encéuntered in this study, the sparse matrix
technique is the right choice. Therefore, Gupta and Tanji's
(1977) sparse matrix solver has been used.

5.5.3 Evaluation of partial derivatives

To be able to develop a model for complex networks it is

necessary to obtain an efficient method for evaluating the
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partial derivatives in eqn.[5-21]. Joliffe (1984) used both
numerical and analytical methods to evaluate the derivatives
and found that the analytical method is more handy to use. In
this present study, therefore, analytical method has been
used for the evaluation of the required derivatives.

Differentials of eqn.[5-15] through [5-18] give the
expressions as presented in pages 175 aﬁd 176.

5.6 Solution of Example Problems

Two hypothetical examples are presented here "to
demonstrate the validity of applying the proposed model to
vouting floods in river networks. The hypothetical networks
adopted in the examples consist of (a) the network of Yen and
Akan (1976) and (b) the network presented by Joliffe (1984)
as shown in Figs. 5-8 and 5-9.
| The network of Yen and Akan (1976) consist of six
branches of rectangular cross section and their length and
width are listed in Table 5-2. The channel slope is equal to
0.001 and Manning's roughness factor n equal to 0.028 for all
the branches. The floods that enter each of the upstream
branches of the network are identical, consisting of a
symmetrical triangular hydrograph rising from the base flow
of 10 cfs to the peak rate of 135 cfs in 25 minutes and the
receding in 25 minutes back to the base flow rate of 10 cfs.
However, there is a time lag of the flood input for different
branches as shown in Fig. 5-10a. Branches 1 and 2 receive
their floods at the same time. Branch 3 lags behind by 25

minutes and branch 4 lags by another 10 minutes. This is
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The equation resulting from rating curve boundary condition
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Channel - 1: C-1 Computational parameters:
Node - 18: 18 At=5min, ®=05
Junction - 4:

Fig. 5-8. Example network-1l (adapted after Yen
and Akan, 1976).
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Q

Inflow .
hydrograph @ Junction - 7

l 20 Node -20
t

8
1 C-1 Channel - 1
Q

|c3 Q
DO ® |/\ t
C-5 Q

Q

Fig. 5~9. Example network-2 (adapted after Joliffe, 1984)
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similar to the situation when a rainstorm is moving from the
upstream end towards the downstream end producing a flash
flood. The 3inflow hydrographs that enter the respective
branches and the computed hydrographs are shown in Fig. 5-10.

The second network (Joliffe, 1984) consists of 7
branches of prismatic channels of trapezoidal cross sections
and their lengths and widths are listed in Table 5-3. All the
branches have identical Manning's roughness factors of 0.02,
and side slopes of 1:1. Branches 1, 3, 5, and 7 have a bed
slope of 0.0001 and branches 2, 4, and 6 bave zero bed slope.
Initial depths in all the branches are 0.2 m, while initial
discharges in branches 1, 3, 5, and 7 are 0.169 m3/s and those
in branches 2, 4, and 6 are zero i.e. sfill water. The inflow
hydrographs and the computed hydrographs for this case are
shown in Fig. 5-11.

In all the cases, agreement of the simulated outputs
using the present diffusion model and the dynamic models is
good. The better side of the diffusion model is that it is

simple and computationally less expensive.
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Table 5-2. Channel characteristics of example network-l.

Features Channels i, iChannel 5 | channel 6
2, & 3, 4
Shape Rectangular Rectangular Rectangular
Length 2000 ft 2538 ft 3906 ft
Width 20.0 ft 58.756 ft 78.032
Manning's n 0.028 0.028 0.028
Channel slope 0.001 0.001 0.001
Initial Q 10.0 ft3/s 10.0 £t3/s 10.0 ft3/s

Table 5-3. Channel characteristics of example network-2.

Features Channels 1, 3, 5, 7 {Channels 2, 4, 6
Shape Trapezoidal Trapezoidal
Length 1000 m 1000 m

Side slope 1:1 1:1

Base width 5.0 m 5.0 m
Manning's n 0.02 0.02
Channel slope 0.0001 0.0000001
Initial depth 0.20 m 0.20 m
Initial Q 0.17 m3/s 0.0
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Analysis of the
Numerical Techniques
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6.1 On the Accuracy of the Solution

The numerical solution of a differential equation is
obtained by integrating it in discrete steps of time and
space using a discrete representation (i.e. the finite
difference approximations) of the continuous equation. To
obtain a meaningful solution it is necessary that the
discrete representation of the continuous system be
consistent which means that it (the discrete form) truly
represents the continuous system. And it is also necessary
that the discrete steps in the integration have a solution
which is bounded i.e. the solution is stable. Finally it is
essential that the solution obtained using the discrete
representation converges to the solutions represented by the
continuouv: equation.

In this chapter it is intended to examine the conditions
necessary to consistency, stability and convergence of the
finite difference representations of the flow equations used
in the study. In addition, application of the derived
relationships in the context of the present study, such as
specification of Ax and At, are also described.

6.2 Coansistency

A finite difference representation of a partial
differential equation is said to be consistent when the
finite difference approximation approaches the partial
differential equation in the 1limit when the mesh size

approaches zero. The consistency of a numerical scheme may be
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evaluated by determining the functional form of the
truncation error or discretization error. This is found by
expanding each term of the difference equation in Taylor
series about the point at which the differential equation is
computed. In fact consistency is easy to establish and is
practically gauranteed by any reasonable choirce of difference
-schemes (Stefflexr, 1989).

On the other hand, convergence is harder to gaurantee
and it's being a crucial point in a numerical solution,
derivation and analysis of convergence criteria has been
made. No attempt has been made to derive the expression of
the truncation errors which require a great amount of
algebra.

6.3 Stability

The stability of a numerical scheme with respect to a
differential equation c¢an be estimated by numerical
experiments (Amein and Fang, 1970; Fread, 1973a) or by
detailed analysis of the numerical properties of the schemes
(Fread, 1974; Katopodes, 1984). For the schemes which are
used in this study, an attempt has been made to investigate
the stability through a detailed analysis of the numerical
properties.

For analyzing the stability of the schemes the von
Neuman and Goldstein (1947) analytical technique
(subsequently elaborated by O'Brien et al., 1950) is used.
According to the wvon Neuman method a Fourier expansion of a

line of errors is followed as time progresses. However, it is
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only applicable to linear differential equations. Whereas the

—equations used here are nonlinear. Hence, it is necessary to
linearise these .equations. In addition, the lirnearised
equations are then simplified by omitting certain terms on
the basis of their relatively small magnitude in order to
facilitate the stability analysis. Thus the equations
analyzed are models of the original nonlinear equations.
Nevertheless, a substantial amount of information regarding
the numerical properties of the nonlinear equations can be
obtained from this kind of analysis (Fread, 1974; Abbott,
1979; Katopodes, 1984). The stability and hence the
convergence conditions are determined for all the £flow
problems involved in this study.

It is evident that the unsaturated flow eguation is of
convection-diffusion type. And so is the channel flow
equation. The nonlinear saturated flow equation does not
contain a convection term, however, when it is linearised a
pseudo-convection term appears. The overland flow (i.e. the
K-W equation) equation is purely convective, no diffusion
term is involved. Whatever the nature of the equations the
linearisation method followed here is the same in‘all the
cases. A brief description of the lnearisation process is
given here using the unsaturated flow equation as an example.

For the sake of convenience the nonlinear unsaturated

flow equation is rewritten here which is
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oy 9 aq;)
C—=—|K—-K -1
Since matric potential, VY, is the dependent variable, to

linearise this equation a small perturbation in Yy, 8y above

mean potential, WV,, is substituted. As the other dependent
variables (or coefficients, whatever they may be called) C
and K are functions of v, 8C and 8K can be expressed as

function of 8y also. These are as follows:

Y =g + Oy
C = Co+ady (6-2]
K = Kj + bdy

where

0
n

g% <13

and C, and K, are the values of C and K corresponding to V,.

Substituting eqn. [6-2] into eqn.[6-1] it can be written that
0 0 0
(Covady) 5:(\!’0+5\|l) - (Ko+boy) —~ (wo+8y) - Ko - by [6-3]
Z Z

After multiplication and neglecting the terms of relatively

small magnitude, such as SW.SW and so on, the following model

equation is obtained:

8(8\v)

+ Ady + Uyy ——

Ady) _, 34ow) (64]
oz

0z2
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where (subscript 'un' to indicate unsaturated flow)

With an additional assumption that the contribution of the
term 'A' is relatively small, one can further trim eqn. [6-4]

to give

Similarly the linearised form of the saturated, channel

and overland flow equations can be obtained as

A, y,, a(;:‘)ww o) (6]
W), g, a(::) =D, a;(fg) S

ani ’
‘-)(—g-g-)- +Ug a—(a-i):)- =0 [6-8]

respectively. Where the coefficients are defined as

Keae 9ho
=9 Keat
Usa=2 Sy ox

Dgar = Em ho
SY
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| 3Cs
U =¥S0
ch C0 ay
Dy = —==
T So
Uol = Bmayal-l

In the above expressions the subscripts of U and D indicate
the flow processes (e.g. ch for channel flow and so forth).
The zero subscript is to indicate the value about which the
nonlinear equation has been linearised.

It has beén alluded that the centered finite difference
scheme is used in this study (except the overland flow case).
'Again taking the unsaturated flow equation as an example, the
centered finite difference approximations to the model

equation (eqn.[6-5)) can be written as

Sy -8y} |
At
1 1
Um[m B - R | 1 o V- S ]
| 2Az 24z
b, [m 5%;31 . 28\113-‘“ + swg‘:ll (o) Syl - 28y + By, }
(az)* (az)*

Defining C, = U, At/(2Az) (a parameter describing translation)
and r = D,,At/(Az?) (another discretization parameter
describing diffusion) and simplifying further, the above

expression can be written as
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- @ (Cr+ 1) S +(1+2r0) 9] +0 (G- 1) Sy [6-9]
= (1- ©) (G, +1) 84y +[1 - 20(1-0)] 89§ - (1- @) (Cc - D) Wiy

Mention has already been made that Fourier series
expansion is used for error analysis. To further ease the
analysis, only one term of the Fourier series need to be
considered since eqn.[6-5] now is a.linear equation.

Now let us assume that Oy's at time level n and n+l are
given by

Sy*=H eidtisz
8W?4=fﬂiqumz

where i is the complex imaginary unit equal to (-1)*?; L is
the wave length and is defined as the product of the wave

period and the propagation speed of the wave; H is amplitude;

Y is the complex amplification over the time step, At, and
jAz = =z.

Substituting the above two expressions into egn.[6-9],

solving for Y and writing Y as ¥, (n to indicate numerical) it

can be shown that

(1 ) (Cr‘l"r)e-lmu“'[l 2r(1-w)] - (1- ©) (C; - r)el—Az
-(o(C,-i-r)e‘z’i"z-r(1+2rcu))+o)(Cr r) e 454z

Expressing the complex exponential in terms of sine and
cosine functions and separating the real and imaginary parts

the following is obtained



194

_[1-20-0) 1 +21-0) rcos(zllf-Az) i2@1-w) C,sin(-ZEAz)
= (l+2mr)-2mrcos(zfAz) +i2mC,sin(zl1‘1Az)

To carry these clumsy terms forward with ease, they are

abbreviated as follows
R; =[1 - 2(1-@) r] + 2(1- @) r cos (ZIEEAz)
I = - 2(1- @) G, sin (211}Az)
R2=[1+2mr]-2mrcos(23Az)

In= 20 C; sins (zfAz)

Hence

" =R]+iI]
TTRy+ilp

Multiplying both numerator and denominator by R,-iI,, ¥, is

expressed as

o= R]R22 + 12112 +i Rglzl - Rzllg [6-10]
Rz + Iz R2 + 12

From which

IY“I:[R]R2+ 1,12)2+ (Rzll - R,Iz)z] n

RS+ 1 R}+14
and
—ean 1 [R2I - Ryl !
8, = tan _LL_J_Z-R1R2+1112) [6-11]

In order for a difference equation to be stable, it is

. necessary that the error at time level n+l be smaller than

that at level n. Hence, Y, derived above must be smaller than
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or equal to unity. It is possible to relate v, 2n/L, and the
coefficients of the difference equation containing Az and At,
for example, C. and r. The von Neuman stability criterion is
required to be satisfied for all possible 2/, and determines
the final relation between Y, and the coefficients.

Stability in the sense of von Neuman is based on the
conjecture that linear operators with variable coefficients
are stable if and only .* their localized operators in which

the coefficients are taken as constants are stable. Thus in

this technique when it is found that ¥ < 1 is independent of
the values of At and Az, the difference equations are
unconditionally linearly stable; however, if ¥, < 1 for only
certain intervals of At/Az, the equations are conditionally
stable. When Y, = 1, the difference equations are neutrally or

weakly stable; and when Yy > 1, the equations are

unconditionally 1linearly unstable (Richtmyer and Morton,
1967) .

It should be noted that stability does not always ensure
a solution of the differential equation (Abbott, 1979). 1In
order to obtain a meaningful solution the convergence
criterion should be satisfied. This is discussed in the
following section.

6.4 Convaergence

If a scheme is neither consistent noi stable it will not
be convérgent. A convergent scheme implies consistency and
stability. Therefore, it is important to establish cond.itions

of convergence.
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Unfortunately, it is very difficult to work out the
conditions of convergence for more complicated equations such
as those encountered in this study. However, as it has been
done in case of stability, it 1is possible to predict the
conditions of convergence from a simplified form of the
equations.

6.4.1 Anmplification ratio

Amplification ratio is defined as the ratio of the
solution of the differential equation to that of the
difference equation. This ratio helps obtain information
about the convergence of a difference scheme.

As the model equation (eqn.[6-5]) is 1linear an
analytical solution to such a linear differential equation

can be obtained. Eqgqn.[6-5] 1is solved analytically as

described here: Let 8y = H(t).F(z), where F(z) is e'¥WDLz,

Substitution of 8y in egn.[6-5] yields

dH - .U Hi2E + D H i* (28
Hence
. 2
H = e- I(U- lzf +Dn(%))
Therefore, the solution for Oy is obtained as

sy = ¢ 1AE +Da (22} o8-

Solution at time t = t and t = tn+At can be written as
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57 = {028 +Du22)?) ¢i8

and

1 . i ﬁlz) s 2
syt =e (t.+At)(lU-2I?f-+D.(L) ei2tjaz
Therefore, the amplification over one time step, At, can be

obtained as

n+1

dy;
Sy}

4

- Y= e aCHE sz x(Ef (acf [6-12]

where C, and r has been defined previously. The celerity of

the wave is given by

0y =-2C; 2 Az [6-13]
The amplification (Y,) and celerity (8,) for the centered

difference scheme used for the unsaturated flow equation hus
been determined already. The amplification and wave celerity

ratios for the unsaturated flow problem are

[(RR+II)2 (RI- ”
Cy= | %] R}+18 Rz+12 [6-14]
Iy'l -r(
€ \uaz
and
0 Ryl; - RiIp!
=0 = -1
G-t (MR ok o

From the expressions it is seen that C, and Cy are

functions of ®, C. and r. In turn C, and r are functions of

At, Az, L, U, and D,,. Thus C;, Cg = £( At,Az,L,U, ,D, ). The

un
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interrelations of these quantities are dealt with in the
section that follows.
Computation of amplification ratio

Before beginning the calculations, perhaps it will be

convenient if the term (2n/L) .Az is written as 2mn/(L/Az).
Since L is the wave length and Az is a length segment, the

quantity L/Az indicates the number of ncdes per wave length.

Computations for C,; and Cy with variations in L/Az were

performed for different C_, r and ®values. The computed

results are presented in the figures that follow. Figs. 6-la
and 6-6b are the plot of C, and Cy against L/Az for several

values of C, r and ®.

The values of L/Az are examined from 2 to 100. The
trends are such that for all conditions the amplification
ratio tends towards 1.0 at high values of L/Az. It is not
hard to visualize that when one wants to approximate a curve

by a number of straight line segments, the smaller the
segment length the better the approximation. For & specific ,

lower C_ and r, yield amplification ratios closer to 1.0 for
all L/Az and a wave speed ratio closer to 1.0 for most L/Az.

From the above figures, it is clear thit one should be
able to decide on the size of the disgrsiization necessary
for a scheme to be convergent (whe:u %h¢ amplification and
celerity ratios are unity). However, t:= size the mesh it is
essential to determine the significant wave length, L. Before
stepping into the business of wave length, the fate of the

remaining three equations such as saturated flow, channel
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flow and overland flow equations are discussed brieily in the
following paragraphs.

As previously noted, the linearised szaivssztad and
channel flow equations have the same form as the . asatu....ed
flow equation (cf. eqns.[6-5)}, [6-6; and [6-7]). In additicon
the solution schemes used are also the same (centered finite
difference). Hence, the expreséions describing amplification
and celerity ratios for these two eguations are exactly the
same as those given in eqns.[6~14] and i5-35].

The overland flow equation is somewhat different (i.e.
the diffusion term is missing). Beside, the nature of the
required boundary conditions necessitated the use of a
different numerical scheme to solve it. Instead of the
traditional centered finite difference scheme the box method
is used. Following the same procedure as before, the
amplification and celerity for the analytical solution are

obtained as

Y= e - iC: (2v/L/Ax) [6-16]
o= G [6-17]

while those for the numerical solution are

_(1+C)+(1-C) [cos (25 Ax)+i sin (2& Ax)]
" - c,)+(1+c,)[cos (ZE-Ax)+1 sin (211 Ax)]

[6-18]

1 {RQ-PS

On =tan™ |5R 08

[6-19]
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where

P =(1+ C) +(1- C;) cos [2E Ax)
Q=(1- C7)sin (2% Ax)
R =(1- C) + (1+ C;) cos (ZE-AX)
S=(1+C) sin(ZE-Ax)

and C, is defined as

C = UgjAt
Ax

Therefore, the following expressions give the
amplification and celerity ratios, for the kinematic wave

equation when solved using the box method.

-[[PR+QS) _(RQ-PS
-[( R2+§2/ (R2+sz] [6-20]
Co = tan? §§+S§)/ (- axc) [6-21]

Unlike the previous situations, C,; and Cy are the

functions of C, and L/Ax only. For different values of C.r C4

and Cy are computed and plotted as function of L/Ax as shown

in Figs. 6-7a and 6~7b.

6.4.2 Space time discretization

So far the derivation and discussion included mainly the
theoretical aspects of stability and convergence, coded in
some terms such as waves, celerity etc. Perhaps one would
wonder if the amplification ratio, expressed as a function of
wave length, can possibly be used especially in the context

of unsaturated flow problems. But it is not very difficult to
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visualize the existence of the wave form in the soil moisture
profile. For instance, Figs. 6-8a and 6-8b can be considered.
The moisture profile presented in Fig. 6-8a can be thought of
as a monoclinic wave (solid line) often assumed in open
channel flow situation or as sine or cosine wave (dotted
line). Whereas the profile shown in Fig. 6-8b can be
considered a diffusive wave with stationary peak (at point
A).

However, these are the output waves. The frequency
spectrum of these waves are the damped ou; form of the
spectrum of the input function (such as rainfall). It is
necessary to maintain the degrse of discretization in space
and time for the highest frequency i.e. the shortest
significant wave length that could exist in the transient
moisture flow. Hence to obtain an accurate prediction for the
discretization, the input frequency spectrum should be
considered. But here it is thought that the use of the input
spéctrum would simply provide a conservative form of the
discretization criteria without any added advantage.
Furthermore, the unsaturated flow system does not seem to
respond to all the frequencies of the input function. Some of
the rainfall may run off before enteriﬂg iﬂto the system. The
wave form (hence the wave length) resulting after the first
few minutes of‘infiltration into very dry soil can be used
for determining the discretization criteria. To this profile
a sine wave can be fitted from which the discretization wave

length is determined.
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Unlike the unsaturated flow problem, in the saturated,
overland and channel flow cases the significant wave
frequency and hence the wave length is determined from the
system response function. The logic here is that the
frequencies of the obtained output are limited by the
dominating frequencies of the system response function.
Hydrologic systems, generally, possess a significant energy
within the lower frequencies. This is also the case of the
linear model (here the linearised differential equations)
used to represent the system response, most of the energy
within the system may be retained without the consideration
of the very high frequencies of the input functions.

Knowing the system input and ¢ "*put, it is not very
difficult to determine the response function and i3
frequency spectrum, with, of course, some simplified
assumptions regarding the system's nature. For the flow
systems, as encountered in this study, the response function
can be derived following the linear system theory (Fig. 6-9).
According to the theory a linear system is characterised by

the following equation

f(v) = I i(t) hit-r)dz [6-16]

00

where i(t) is an input function; h(t) is the system response
function, characterised as the response to a unit impulse;

and f(t) is the response of the system to the input i(t).
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Fig. 6-8. Waves forms in soil moisture profiles; (a)
monoclinic wave; (b) diffusive wave; L - wave length;

0 - moisture content; z - depth.

i(t)de

h(t)
h(t- 1)

f(®

Sampled value fit)= i(x):s. Hdr

Fig. 6-9. A linear system; i(t) - input func-
h(t) - transfer function; £(t) - output funct"
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Application of the Fourier Transform (FT) to eqn.[6-16]
yields

F(®) =§11€ £(¢) e -Jot g [6-17)

-00

Letting s=t-1 and changing the order of integration, the above
equation reduces to

F(m)=—2—11—t- i) e dr.| h(s)e 39S ds [6-18]

which.can be written as
F(o) = H(0) . o) [6-19]

where F(®), H(®W) and I(W) are the FT of the output, system

response and input functions. From this expression it appears
that the convolution integral can be reduced to simple

multiplication of transformed values. Therefore, the unknown

system response function H(®) can be obtained from

o)
Hiw) = 29 [6-20]
(o)
To describe the procedure leading to discretization, the
overland flcw process is considered as an example. A pulse of
constant intensity rainfall of 1 m/hr (never occurred on

earth; for the sake of example only) is applied as an input
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for a duration of 1 hour over a 1700x500 m? plot with n = 0.1
and Sp, = 0.01. The response function due to this input is
computed using a finer computational mesh. The errors in the
mass balance (discussed later) is taken as an indication of
the computational accuracy (Figs. 6-10 and 6-11). Using
'‘Mathematica' (Wolfram, 1988) the Fourier Transforms of the
input and output functions are evaluated. Subsequently,
utilizing eqn.[6-20] the system unit impulse response was
obtained. Fig. 6-12 shows the normalized energy spectrum of
the unit impulse resporise. From the frequency spectrum of the
impulse response function the significant wave frequency, at'
10% cutoff level, is obtained.

Similarly response function and significant wave
frequencies of the channel flow system are also derived.‘A
channel of length 10864 m of the Spring Creek watershed is
considered here (channel characteristics are described inr the
later paragraphs). Following the example of the overland flow
case a pulse input of 35 m’/s is dumped at the upstream end of
the channél. The resulting output hydrograph in the middle
section of the channel is used to obtain the impulse response
(cf. Figs. 6-13 and 6-14 for channel flow case).

It should be realized that the troubles are not yet
over. The determination of the significant frequenc& in no
way enables one to obtain the significant wave length (which
is being pursued relentlessly in this section). This requires

the wave speed or the celerity.



220

‘asTnd 3Tun ® 03 9suodsax MOT3 pueTISAQ °"01-9 ‘bTa

() aumy,

I [ :uonemq
(ejdurex? Jo 9es oy J0§) Jy/u | ANSUANUT UTEY

w 00§ X W 00LT =10id 3yt Jo 9zI§
110°0 = odo[s so8yms

o= u

W 0'pg =XV

205 001 =y

T I T I mTrrrrryriyfgioirrTrryrvyrroryvr vy vy vy oy

0sT



221

-uot1e3ndwod MOTJ PUBTISAO JO IOIId ddUeTeq SSeW “T1-9 “bTa

() dum,

%)



222

‘U0T3IOUNI I9ISURI] MOTJ PuURTIS2A0 39U} JO wnijoads Abasug °*zi-9 °“bta

ZH 9/(009€/1) ‘Aduanbary
00°01 00’6 00'8 00'L 009 00'S 00’ 00°¢ 00T 001 000

-..-.-_..--p.—-.-P\P--.-b.-—--—-.. 8.°

00°02

00°0%

(%)
it |

0009

00°G8

000Dt




223

-qandut osind e 03 8suodsax TaUURYD "£1-9 *bta

001 06 08 oL 09

-----—-.-_P-..-

() oy,
0s oy

0t

[\ [4 01

0

mdino

mdug

-

L]

o1

. St



224

-osuodsax Touueyd Jo umniiosds Abasud ‘yI-9 ‘bta

ot ZH 09/0%/1 *Aouanbaig I

000

0002

00°0¥

(%)
A81ug

00°09

00708

00001



225

Again the overland flow case is considéred. The
kinematic wave speed (mentioned in Chapter 4) is given by c =
(1+m)ay™. Since the mean water velocity is given by v = ay",
the kinematic wave celerity is ¢ = (1+m)v. For a reference
depth y, (i.e. linearisation depth) the corresponding water

velocity v, and hence ¢, or directly ¢, from y, can be

determined. Using the significant wave frequency, £, (at 10%
cutoff level, Fig. 6-12) the significant wave length is
calculated as L = ¢c4/f.

In general for a desired accuracy the suitable L/Ax, and
C, are chosen from Figs. 6-la through 6-6b. A higher C,  and r
level leads to a higher At for a constant Ax. If L/Ax = Ny
then: Ax = L/N,. If, for example, C, is chosen as C, then At =
C,(Ax) /c, and the number of nodeé in the profile will be L,/Ax

+ 1; where L, is the profile length.

Test of discretization

For the purpose of verifying these discretization
criteria several test problems are solved. This is done
separately in the following paragraphs for different flow
processes starting with the unsaturated flow.

The problem used here consists of solving the
unsaturated flow equation for infiltration in the Spring
Creek watershed. The hydraulic properties for the soil are as

described by eqgns.([7-1] and [7-2]. The differential equation

is linearised about the mean moisture content of 0.30 (i.e. 90
= 0.30) which gives corresponding V¥,, K, and C, as 800 cm,

2x10-5 cm/min and 7x10-5 cm™? (Fig. 6-15). The wave length is
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Fig. 6-15. Hydraulic properties of the s0il-C of
Spring Creek watershed.
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read off from the Fig. 6-16 which gives L/4 = 6 cm. Hence L =

24 cm. For an amplification ratio C4= 1.0, r = 1.0, C, = 1.0
and o= 0.5 it is obtained that L/Az = 20 (Fig. 6-la).
Therefore, Az = 24/20 = 1.2 cm.

To calculate the time step it is necessary to evaluate

the terms U,, and D,, in eqn.[6-5]. This is accomplished as
follows: Take an approximate 8z and obtain 6 from the
moisture profile at depth 8z above or below the linearisation
point O (Fig. 6-16, point A). From Fig. 6-16 corresponding to
point A, 0, is obtained which is roughly 0.25. dsing this 0,,
Yy, = 2300 cm is obtained from Fig. 6-15a and from Fig. 6-15b

K, is read off as 6x10~’ cm/min. Thus

dKo _Ko-Ka _ 2x10'5-6§10'7=,1'94310-5[__1_]
oz Sz 1.0 min

dYo _Wo-WA _ .800+2300 _ 1500
oz 5z 1

In the definition of U,

;_QEi_ 3.07 1
=3y = 0.011 (90) >-Y7 (3.07) v

Hence evaluating at Yy, = 800 cm

b= 0.011 (90) 397 3.07) —1 _
800 407

= s.1ssxw-8[alin_]

Therefore
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-10 -+
.15

Fig. 6-16. Evaluation of derivatives for unsaturated
flow case (infiltration in the scil-C of Spring Creek;
initial moisture content: 0.237); L -~ wave length.
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Um=_,xm_15 T (1.94x10-5 [-L] + 5.158x10-8 xlSOO[ail-E] - 5.158x10 -8 ['nilm—] |
= 1.4 cm/min

" Similarly D,, is evaluated at Y, = 800 cm as

_Ko _2x 10-Scmmin?! _ (286 cm?
Din Co  7x10-5cm! min

Therefore from C, = U,,At/(2Az) it can be obtained that At =
(2x1.2) / 1.4 = 1.71 min and also from r = D, At / (Az?), At
= 1.22/ (0.286) = 5.03 min. Hence a numerical solution using
the minimum of the two At's (e.g. 1.7 min ) should not create
a stability problem.

Overland flow: For this example the linearisation

depth y, is considered to be 0.15 m (for the sake of example
only). Considering the area (n = 0.1, Sy = 0.01) which was
used for obtaining the response function, the water velocity
corresponding to this depth (i.e. 0.15 m) is calculated as v,
= (0.01)¥2 /(0.1) .(0.15)%% = 0.28 m/s. This gives ¢o =
(1+0.67) .(0.28) = 0.46 m/s. From Fig. 6-11 for 10% cutoff
frequency f is obtained as 0.0002 cycles/s which yields L =
0.46 /0.0002 = 1650 m. It is evident that the scheme is
stable for any C,. However, Fig. 6-7b indicates that the
discretization criteria should be satisfied for the correct
celerity of the numerical solution. Therefore if C, is taken
to be 1, the required L/Ax is 30 in order to preserve the

celerity ratio as unity. Thus, Ax = 1650/30 = 55 m. Using the

expression for C, it can be derived that At (55) (1) /0.46 =
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120 sec. A few test runs were done for overland flow

computation with this discretization along with some other

arbitrarily selected Ax. The results are presented in Figs.
6-17 and 6-18.

Channel flow: In this case the 1linearisation
parameters such as y,, Qus C* etc. are evaluated considering
the main channel of the Spring Creek watershed. The bed width
of this channel was assumed to be 10 m. The maximum flood
discharge ever recorded is 30 m’/s. The mean slope of the
channel is 0.0075 (obtained from map survey) which gives S
and Manning's roughness coefficient n is considered to be
0.03. The base discharge of linearisation is taken as 10 m’/s.
To make the calculations simple, it is further assumed that
the channel <cross section 1is rectangular. Therefore

conveyance C* ‘is expressed as C* = ysn/n per meter width of

the channel. This gives 8C*/8y = (5/3)y?/3/n. From the Manning
equation the normal depth y, (which is considered as the
linearisation depth) for a discharge of 10 m3/s is obtained as
Yo = 0.58 m. Accordingly the value of U, can be obtained as
3.3 w/s whzzh in fact is the wave celerity.

Froem Fig., 6-14 at 10% cutoff 1level the sigiificant

frequency, £, 1is approximated as 0.0006 Hz. Hence wave

length, L = U,/f = 3.3 / 0.0006 = 5500 m. For C, = 1, r = 1
and ® = 0.5 (weighting factor) and satisfying the stability
criteria, from Fig. 6-la it can be obtained that L/Ax is

about 20. This gives Axz = 5500/20 = 275 m.
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The time step At should satisfy the stability

requirement as indicated by the C. and r relationships. It has

1
/2) .

been mentioned that D is defined as C*/(2S, Hence for

linearisation depth of 0.58 m, D = 0.58%/3 /n /(25,'/%
77.6. From the definition of r, At can be calculated as At =
r.(Ax)2 /D, = (275)2 /77.6 = 980 s. Similarly from the
definition of C,, At = 2(Ax)/U, = 2(275)/3.3 = 166 s which is
the limiting size of the time step. This could be increased
using higher C,. But it is evident from Figs. 6-1b through 6-

6b that a higher C, value leads to an out of phase solution in

most of the cases.

Satursted flow: Being a very slow process the
saturated flow is thought to impose no additional restriction
on the size of the time step. Hence the above calculations
are not performed for this case.

6.5 Mass Conserxvation

This has been mentioned several times previously,
referring as mass balance. It is an important indicator of
the convergence of & numerical scheme. It can be defined as
to what extent the acheme conserves mass between the
boundaries of the system. Therefore, while performing the

aforementioned tests with analytically obtained

discretization {i.e. the size of At and Az or Ax), the mass
balances were computed no: only for predicted sizes of Az or
Ax and At but also for some other sizes.

Taking the unsaturated flcw case, the mass balance is

computed by integrating the continuity equation (eqn.[2-8])
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over the flow domain of depth z and an arbitrary time

interval t, and t,, thus

Z t2
j 046 +f qdt=0
0 .9

This in finite differerice form can be written as

i (67! - 6%) Az + fmev12 . gu12) At =0 [6-21]
i=1
where R is the infiltration or evaporation rate, and q is the
outflow or inflow through the bottom of the domain. Similar
expressions can be obtained for all the other flow processes,
however, these are not shown here.

The error in the mass balance is indicated by the fact
that the summation of all the storage changes does not equal
the net boundary inflow or outflow. This errcr can be
expressed as a percentage of net inflow into the system.

For the test examples of the overland flow problem,
cumulative mass balances were performed as the computation
progressed. The errors are presented in Figs. 6-17 and 6-18
showing the effect of discretization. It is evident that as
the discretization exceeds the requirements of the
convergence criteria, the errors aré significant.

In application of the model (Chapter 7) to the Spring

Creek watershed Ax and consequently the computation time
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steps, At, are decided according to the procedure described

in the previous section.
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Application to the
Spring Creek
Watershed
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7.1 Introduction

The model which was outlined and tested (in fragments
through solutions of difierent hypothetical examples) in the
previous chapters, is applied to the Spring Creek watershed
of Alberta (Fig. 7-1). Since this was an experimental basin,
a fair amount of necessary information was.available and this
availability of data was one of the important incentives for
selecting Spring Creek basin to test the model performance.
~nstrumentation in the watershed included 6 precipitation
gauges, 5 discharge measurement sites, one temperature and
humidity recording and one casual soil moisture sampling
site. However, the most required moisture characteristics of
soils typical of the basin were not available. Hence they
wefe obtained through measurements in the laboratory.

The first half of this chapter concerns measurements of
soil parameters and simulation of moisture dynamics at a
particular site in the basin. The remaining portion presents
application and performances of the model on a catchment
basis. But first, a brief description of the basin is given
below. |

7.2 The Spring Creek Basin

The Spring Creek is an east bank tributary of the
Simonette river located 32 km southwest of Valleyview,
Alberta (Fig. 7-1). It drains a watershed area of 111 km? on
the southern margin of the Peace river region; an extensive

plain which is mantled largely by glacio-lacustrine deposits
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an< supports a parkland Boreal mixed wood ecosystem (Martz,
1978) . The Peace river region has a sub-humid microclimate
and despite its northr:rly location, successful agricultural
development similar te that i the south. :n prairies has
taken place.

The land system is shown in Fig. 7-2Z (Marts. 1%78). The
watershed is underlain by horizontally bedded sandstone,
siltstone and shale of the Upper Wapiti formation (Holecek,
1967) . Above this is till mantled by a variable thickness of
stony glacio-lacustrine deposits. In the central and southern
parts of the watershed, this mantle is very thin and patchy
and thus these areas are classified as till. Much of the
watershed, where the mantle is more nearly continuous, is
designated lacustro-till. The dominant soil series in the
catchment are Braeburn and Codesa. Soils range from clay loam
to sandy loam. Low lying areas are the site of marshes and
muskegs which occupy -about 25% of the watershed (Martz,
1978). In the areas of moderately poor drainage and high
water table, meadows have déveloped. They support a growth of
native grasses and willows and the occasional poplar bluff.
The rest of the catchment has a forest cover dominated by
aspen poplar.

Six tributary watersheds have been defined within the
Spring Creek basin (Fig. 7-2) and are referred by the names

of the creeks which drain them.
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7.3 Measuvrements of the Model Parameters

The information available, includes the qualitative
description of the nature and the distribution of soils
within the watershed and a topographic map of the area. This
data can be of help when the catchment is discretized
(described in section 7.5) into small elements. However,
necessary parameters must be obtained by direct measurements
or be estimated. The required parameters and informations are
summarized in Table 7-1.

7.3.1 Soil properties

The unsaturated and saturated flow model parameters are
related to soil properties. Hence, they need to be determined
or derived from measurements on soils. In order to do so,
soil samples were collected from 5 locations within the
watershed. Three samples (at depths 0-0.1 m, 0.4-0.5 m, 0.9~
1.0 m) from each location were taken. The sampling sites are
shown in Fig. 7-2. Considering the extent of the watershed
these.few samples may not be representative (Petersen and
Calvin, 1964; Nielsen et al., 1973; Russo and Bresler, 1980),
but within limited time and resources no more samples could
be obtained.

One of the fundamental constitutive relations required
in solving the unsaturated flow is the soil moisture

characteristic. The moisture characteristic expresses the

functional relation between volumetric moisture content 0 and

matric potential Y. To establish this expression for each of

the samples, moisture contents were measured at desaturation



Table 7-1. Model parameters.
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Model Fragments

Comments

Unsaturated £flow
Saturated conductivity, X,

Saturated moisture content, O,

0 (YY) expression
K(y) expression
Plant resistant, Rpjant

Saturated <flow
Saturated conductivity, K,
Drainable porosity, Sy

Depth to impermeable layer, d

Overland £flow
Manning n-

Exponent m in eqn.[4-3]

Width of the discretized
surface, W

Slope, S

Channel flow

Base width of channel, b
Side slope, s

Length, C;

Bed slope, Sy

Derived from experiment
Measured

Determined by experiment
Inferred from O(y)

From literature (Feddes et
al., 1978)

Derived from experiment
Inferred from material
properties (Jones, 1976)
Guess from previous report
(Ryckborst and Holecek,
1977)

Inferred from report (Neil
et al., 1972)

Assumed turbulent flow,
m=2/3 (Emmett, 1978)

From topographic map
From topographic map

Guess

From visualization
Obtained from map survey
From topographic map
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pressures of 0.015, 0.1, 0.2, 0.33, 0.5, 0.75, 1.0, 2.0, 3.0,
4.0, 5.0, 7.0, 10.0, 15.0 bars. This type of measurements is
straightforward and is routinely done in the laboratory. The
procedure uses a pressure chamber. Samples are subjected to
pressure which forces water out of the soil until the matric
potential is ejual to the pressure potential. The samples are
then removed and their moisture content is determined. The
experimental results are presented in Fig. 7-3.

Fig. 7-4a shows moisture characteristics, (8(y)), of the
soils at site-A at depths of 0-0.1 m, 0.4-0.5 m, and 0.9-1.0
m. Fig. 7-4b represents moisture characteristics of all the
soils sampled at 4 locations at depths of 0.4-0.5 m. From

Fig. 7-3 it is obvious that there are variations among 6{vy)

values. A comparison of Figs. 7-4a and 7-4b provides an
impression that variation in O(y) over depths at a specific
site is greater than that over distances. By and large, this,
however, makes sense. Unfortunately, heterogeneity in a soil
profile is not incorporated in this complex model. But
becauze of the distributed nature Of the quél spatial
variability is easily handled.

Before proceeding further, perhaps it should be
mentioned that the watershed soil systems is éssumed
homogeneous in vertical extent despite the measurement
variations. Therefore, infgrences to be made regarding model
parameters are based on the mean of the measurements

performed on three samples f£rom each profile.
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it is recognized that, in general, permeability (or
intrinsic permeability) will increas: «i%h porosity and the
size of the pores through which fluil.. ".4s to pass. One way
has been to infer the geometry of the pore space from the
size and packing of the particles which form the framework of
the pores. The easily recognizable features of texture and
structure are commonly used as clues for assessing the
pirmeability of soils (Marshall and Holmes, 1979). Besides
permeability, other parameters such as specific yield, field
capacity etc. are also sometimes inferred from soil texture
(Davis et al, 1964;.Sa1ter and Williams, 1965; Jones, 1976).

Hence, to obtain textural information of the Spring
Creek soils, another experiment called particle size analysis
was done for each of the samples. Since the soils appeared
clayey, the hydrometer method of particle size analysis was
used. This method depends fundamentally upon Stokes'
equation. The depth to which a hydrometer sinks when placed
in the suspension is dependent on the suspension density. As
the larger particlés fall past the depth. at which the
hydrometer is suspended, the liquid density becomes lower and
the hydrometer drops giving lower readings.

The experimental results are presented graphically in
Fig. 7-5. It should be noted that the plotted particle size
distribution is the mean over each sampled profile. Table 7-
2, defining probable soil classes of the Spring Creek basin,

was derived from Fig. 7-5.
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Tahle 7-2. Classification of the soils of Spring Creek.

Site $ Clay $ Silt $Sand 1s0il Type
(<.002 mm) (.002-.05 mm) _ (>.05 mm)
A . 32 40 28 Clay loam
B 64 30 6 Clay
o 35 43 22 Clay loam
D 39 43 18 Silty clay loam
E 24 54 22 Silt loam

Similar to the expression 6(y), another important relation
K(y) 1is also required to obtain the unsaturated filow
solution. It has been alluded in section 2.2.4 that
measurement of K(0) or K(Y¥) are extremely difficult. This
requires delicate instruments and needs prolonged
experimentation to establish a meaningful K(¥) function
(Klute, 1965, van Genuchten and Nielsen, 1985). Therefore, in
this study, no attempt was made to do so. Instead it was
estimated from the O(Y) expression as described in thé section
that fo-lows. |
Derivation o¢f soil parameters

The values of ¥ and 0, as obtained by measurements,

could be used in the model in tabular form. Then the
intermediate values of O or ¥y for given Y or 6 must be
cbtained by interpolation. This does not seem computationally
efficient, in addition raw data are rife with measurement
errors. Even if it is assumed that data are error free (which

is absurd; Kempthorne and Allmaras, 1965), the apparent

10btained from textural table given by Hillel (1982)
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scatter in the data would introduce instability 4in the
program. Therefore, it was intended to fit smooth curves to
these data.

The first attempt was to fit a function of the kind as
shown in eqn.[2-17). This function is defined over the entire
range of data points (i.e. from saturation to air dry
condition). As this is not dimensionally consistent,
parameters must be evaluated in cases where different units
are used. However, this'does not seem to pose any problem,
since parameter estimation is not difficult and a good fit
can be obtained with ease with the advanced computational

facilities. Because no measurements for the determination of

K(Y) were made, it must be obtained from 6(Y) in some way. As
Gardner's expression [eqn.2-17] describes K(0) or K(¥) by a
set of parameters independent of those of the O(y) function,
it was not possible to infer K(0) from measured 6(y). However,
it could be a possibility that eqn.[2-17) be used for 9(y)
~and the Millington-Quirk formula be used to calculate K(9).
But when the solution must be obtained by an iterative method
this sort of calculation technique does not seem efficient.
Moreo#er, the Millingcton-Quirk method does not always seem to
give good approximations (Fig. 7-6). Furthermore, a decision
regarding the matching factor must be made. Without any
knowledge of the saturated conductivity, K;, it is very
difficult.

Therefore, it was decided to fit the Brooks-Corey

expression to @ and Y measucements. Since the parameters of
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their K(Yy) expression can be derived from those of 6(y). There
are several ways to evaluate the Brooks-Corey parameters from
water retention data. In cases of a large quantity of data
parameters are obtained by least squares (Brakensiek et al.,
1981) or by an optimization technique (Milly, 1987). In the
present study, however, the straightforward graphical method,

as described by Brooks and Corey (1964), was used.

To obtain useful curves from O and Yy measurements the
data points for 0 were used to derive A in eqn.[2-15], by
logarithmic plotting of O, vs Y. In most cases a straight
line fit could be obtained (see Fig. 7-7 for example). The

region near the saturation where the curvature is negative

was neglected. Relative saturation, 6., is then computed by
the relation 6, = (6-0.) /(0,-9.), where O, is the residual
moisture content and 0, is the saturation moisture content,.
The residual moisture content, 8., as used in this context, is
merely a value chosen to make the 6, vs Y curve linear on a
logarithmic plot. This parameter was proposed by Brooks and
Corey simply as a fitting parameter. Here 0, and 0, are
obtained by smoothing 6-y measurements as shown in Fig. 7-8
for example. Saturation moisture content, 0, and residual
moisture content, 0,, are read off the smooth curve at very
small and very high Yy as indicated in the figure. The slope
and interception of the fittad straight line (Fig. 7-7) give
A and Y, respectively.

Having estimated A from the log(0,) vs log(y) curve, the

exponent describing the conductivity curve is derived from
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eqn.(2-23] i.e. M= 2+3A, where N = slope of the K(y) curve in
logarithmic plotting. Soil curves for the soils in Spring
Creek derived in this manner are given in Fig. 7-9. From the
figure it seems that a single line could be fi-ted through
these points yielding one &(y) and one K(¥) expre: sion typical
of the whole Spring Creek be:in.

From egn.[2-22] it is clear that anothe parameter
which must be evaluated is the saturated conductivity, K.
Considering the complexity and the uncertainties in
measurenents no attempt was made to obtain it experimentally.
However, an estimate or most probable value of K could be
obtained using the Cozeny-Karman equation (eqn.[2-18]). In
all respect this estimate is also subjective. For instance,
c, a parameter that accounts for irregularities in the
geometry of pore space in eqn.[2-18] can assume any value in
the range of 0.1 to 0.8 (Verruijt, 1970). Since there were
not many alternatives left, K; for the soils A, B, C, D, and
E, (named after the sampling site as shown in Fig. 7-2) were
obtained using egn.[2-18]. The parameter c was taken as 0.1,
d and p (porosity) were approximated by the Dso of the soil
particles, and the saturation moisture céntent. Fortunately,
for site-B an estimate of K, was available (Ryckborst and
Holecek, 1977). Hence it was possible to adjust Ks; for other
sites by the ratio (measured K; at site-B)/(estimated K; at
site-B). The estimated values of K, for Spring Creek soils,
along with K, values for some similar soils available in the

literature, are given in Table 7-3.
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Table 7-3. Comparison of hydraulic properties of Spring Creek
soils with those of soils available in literature.

Soil K, cm/min_ 6, m3/m’ Source of Data

Soils of Spring Creek '
A (Clay loam) 0.072 0.47 Experiment
B (Clay) 0.001 0.65 Experiment
C (Clay loam) 0.011 0.47 Experiment
D (Silty clay loam) 0.013 0.52 Experiment
E (Silt loam) 0.019 0.42 Experiment
Soils from Jliterature
Grenville silt loam 0.0210 0.475 Staple (1966)
Colby silt loam 0.0085 0.460 Smith and

‘ ' Woolhiser (1971)
Webster silty clay loam 0.0200 0.500 Kunze et al.(1968)
Pachappa loam 0.0799 0.455 Wesseling (1974)
Yolo light clay 0.0007 0.495 _ Moore (1939)

The values of 8, and K, as derived from the measurements,

compare reasonably well with those of the similar group of
soils available in the literature. The 0, values are also in
agreement with those of field measurements (Davis, Alberta
Environment, 1977). For instance, measurements of .soil
moisture ‘at site-B on June 6, 1976, may be considered. The
day before there was a heavy rainfall and consequently soil
moisture status, specially of the surface layer of 30 cm, may
be thought to be at saturation. Field measurement using the
Neutron prob method shows a moisture content of 0.72 which is
not far off from the present estimate of 0.65.

The functional reiations of the Spring Creek soils, used

in the model, are
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AL
9 = es - ex 7-1
©s - 9y v + [7-1]
and
n
K=K, "‘l’f [7-2]

The evaluated parameters are summarized in Table 7-4.

Table 7-4. Soil parameters of the Spring Creek watershed.

Soil 0, K, 0, Ve (Cm) A n

A 0.47 0.072 0.16 50 0.36 3.08

B 0.65 0.001 0.22 100 0.35 3.06

o 0.47 0.011 0.15 90 0.36 3.07

D 0.52 0.013 0.25 80 0.37 3.12

E 0.42 0.019 0.14 80 0.35 3.05
As the : . «.:try value, VY,, represents; in fact, the
height of t:.. - - alled capillary fringe one would generally

expect it tc be 10, 20 or so, centimetres. But from Table 7-
4, it is apparent that VY.'s assume values around a 100 cm.
However, this is not by any means uncommon in literature

(Corey, 1986, Nielsen et al., 1973). According to Corey

(1986) "y, may vary over an enormous range, from practically
zero to many atmospheres". Although A is an empirical
parameter, sometimes it is thought to be related to pore size

distribution which in turn is considered to be influenced by

particle size distribution. For uniform graded soil A should

be high and for uniformly graded soil should be minimum. The
values of A obtained in this study is within the range 0.25-

0.5 as given by Bresler (1987).
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7.3.2 Channel and overland flow parameters

For the channel network a roughness coefficient,
Manning's n, is coded from the information given by Niel et
al. (1972) in their report "Hydraulic and Geomorphic
Characteristics of Rivers in Alberta". Since in that report
the estimate of n for the Spring Creek river system is not
available, it is taken to be the same as given for the
Simonette river, a river in which Spring Creek empties. The
charnel geometry is assumed trapezoidal with side slope of
1:1. The bed width for the main channel is 5 m and for the
tributaries the widths are 3 m on average. The channel length
and channel slopes are estimated from the topographic map.
The Spring Creek channel network system and its assumed or
derived chavacteristics are summarized in Table 7-5. The
network is shown in Eiy, 7-2,

Table 7-5. Approximate channel characteristics of the Spring
Creek watershed.

Sub-basin Channel length Channel 1gide 2Bed
(m) slope slope width
. : (m)
Horse Creek - 2700 0.015 1:1 3
Wolverine Creek 5000 0.041 1:1 3
Rockey Creek 9000 0.016 1:1 3
Bridlebit Creek 7600 0.022 1:1 3
Spring Creek-U 14300 0.017 1:1 3
Spring Czeek 17000 0.007 1:1 5

During a visit to the watershed, it was observed that

the (stream) bank slope and land surface have the same

1 Assumed
2 Assumed



260

vegetative cover (cf. Plate 7-1). Therefore, Manning's
roughness factor n for overland flow was assumed to be the
same as that of the channel. The overland flow width, B,
depends on the watershed segmentation which in turn is
determined by topography. B is measured from element geometry
and used as input to the model. Assuming turbulent flow, the
exponent, m, of eqn.[4-3] is taken as 0.6667 (Emmett, 1978).

7.3.3 Other parameters

This group includes depth to the impermeable layer, D,
specific yield or drainable poresity, Sy, and measures of
plant resistance to water flow through the plant biomass.
Information concerning Sy is not directly available but can be
approximated from the aquifer materials. In the literature
(Davis et al.,'1964; Jones, 1976) range of values of Sy are
often given corresponding to the type of formation materials.
So depending on the results of the particle size analysis
values of S, were obtained from Jones (1976). These are
provided in Table 7-6.

Table 7-6. Approximate values of available water capacity and
drainable porosity.

_Soil SAWC Sy
A (Clay loam) 0.183 0.08
B (Clay) 0.192 .06
C (Clay loam) 0.183 0.08
D (Silty clay loam 0.183 0.08
E (Silt loam) 0.192 0.11

From the outline, given in section 2.3.2, of the

evaporation model it can be realized that estimates of the

3 Available Water Capacity
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Plate 7-1. Typical vegetation of the channel system
of Spring Creek watershed.
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rooting depth and plant resistance to water flow are
required. By no means was this possible, in this study, to
obtain this information by experiment. Eence, again, recourse
is found in the literature. In the past a substantial amount
of work towards determining and analyzing theses parameters
with different plant species has been done by different
workers in plant sciences (Neuman, 1969; Cowan, 1977; Feddes
et al., 1978; Stewart, 1988). As a result it is possible to
decipher a reasonable value o0f Rpjant knowing the type of
plants (which is predominantly poplar) in the watershed.
7.4 Application of the Unsaturated Flow Model
approximated the required parameters, the
unsc” .ratea “low model (infiltration and evaporation) was
used to simulate the soil surface processes. These include
infiltration, evaporation, runoff and soil moisture status at
a particular location (site-B) within *the Spring Creek
watershed, where some casual- field observation of soil
moisture were available over a profile of depth 3 m at
intervals of 0.30 m. From the measurements it appeared taat
the moisture content, O, at depth 3 m remained fairly
unchanged over a period of 4 months from Aug 11, 1975 to Oct
14, 1975. Accordingly, during the simulation period the lower
boundary was kept at constant measured moisture content of
0.2Y. The vupper boundary was varied depending upon the
meteorological events (such as precipitation and dry spells).

The surface processes are summarized as follows:
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Simulation starts with initial moisture content of 0.4,
0.32, 0.43, and 0.29 at depths of 0.30 m, 0.60 m, 1.20 m, and
3.00 m respectively. It should be noted that as the initial
moisture contents are available at only 4 different depths,
the intermediate node conditions are obtained through linear
interpolation.

During the simulation whenever rainfall is in progress,
evaporation is assumed nil. This seemed reasonable as the air
mass remains saturated and hence it is very likely that
vapour transfer will be negligibly small. At the onset of
rainfall and if the initial moisture content of the.surface
layer is found below saturation, the Neuman boundary
condition prevails and eqn.[2-13].is used to solve for
moisture content at node-1. As soon as the moisture content
of the upper layer or node reached saturation, the boundary
condition was changed to the Dirichlet type i.e. node-l1l was
képt at saturation moisture content of 0.65 {as estimated
from measurements, Table 7-4, section 7.2.1). As long as the
rainfall continued, this condition remained unaltered.
Rainfall in excess to the infiltration was considered as
runoff.

When rain ceased, infiltration also stoppéd in this case.
However, in case of basin simulatiou, as will be seen in the
second half of the chapter, the infiltration process is
coupled with overland flow, therefore, it is perceived that
infiltration will continue as long as water remains on the

surface during its journey to the channel. Detail of this
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treatment is given in the respective section. In this case,
it is assumed that the excess precipitation runs off leaving
a saturated surface layer. Evaporation takes place at the
potential rate. As mentioned previously, this potential
evaporation rate is calculated as a function of time using
the Penman-Monteith equation. This is considered as upward
flux through the surface layer and is treated in the same way
as in the case of rainfall but with a negative sign (i.e. PE
= -R in eqn.[2-13]). As a «onsequence moisture storage from
the profile depletes. Continuation of this condition makes
surface moisture cwoitzry fall below saturation i.e. the
potential at node-1l ..:'.Ls below air entry value, Y, (Table 7-
4). Then the humidity condition is invoked (derived in
section 2.3.6).

The upper boundary conditions such as rainfall,
estimates of potential evaporation and leaf water potentials,
2s calculated using eqn.[2-88)], are given in Table 7-7. It is
evident that the calculated V,,,r Vvalues are very large
numbers. This induced some problems of non-convergence when
the humidity condition was invoked at the upper boundary. In
order to overcome this problem, the V¥,,, values were imposed
gradually over few time steps instead of increasing suddenly.

The simulation results for a period of 4 months are
presented graphically in Figs. 7-10a and 7-10b. Fig. 7-10a
shows the profile soil moisture content as compared with

field measurements. Fig. 7-10b shows cumulative runoff,
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Table 7-7. Meteorological elements used to define the upper
boundary conditions (for simulation period of Aug 11, 1975
to Oct 14, 1975).

Time Time Temp. RHp,, RHp;, Pot.(y) Precip 1pE
(date) (hour) (°C) (%) (%) (cm) (m/hr) (m/hr)
Aug 11 0 11.7 100 50 -3780 0 0.000158

24 11.1 100 46 -4126 0 0.000158

48 11.7 100 49 -3868 0 0.000158

72 12.8 100 38 -4894 0 0.000158

96 10.6 100 54 -3421 0 0.000158
120 11.1 100 50 -3772 0 0.000158
144 8.3 100 86 -942 0 0.000158
168 10.0 100 86 -948 0.0013 0.000158
192 11.7 100 75 -1755 0.0010 0.000158
216 12.2 100 59 =3020 0.0025 0.000158
240 10.6 100 100 0 0 0.000158
264 6.7 100 6C -2881 0.0206 0.000113
288 10.0 100 66 -2434 0.0124 0.000113
312 8.9 100 53 -3485 0.0015 0.000113
336 7.8 100 50 -3728 0 0.000113
360 8.9 100 59 -2985 0 0.000113
384 12.8 100 65 -2537 0 0.000113
408 12.2 100 81 -1314 0 0.000113
432 9.4 100 100 0 0 0.000113
458 6.7 100 53 -3458 0.0305 0.000113
480 7.8 100 54 -3387 0 0.000121
504 8.9 100 50 -3743 0 0.000121
524 7.8 100 64 -2572 0.0041 0.000121
552 6.7 100 56 -3207 0.0048 0.000121
576 6.1 100 50 -3706 0 0.000121
600 7.8 100 65 ~2415 0 0.000121
624 8.9 100 50 -3743 ¢ 0.00C121
648 8.9 100 52 -3571 0 0.000121
672 5.6 100 43 -4314 0 0.000121
696 6.1 100 42 -4412 0 0.000121
720 5.0 106 54 -3353 0 0.000121
744 5.0 100 39 -4668 0 6.000121
768 10.0 100 37 -49541 0 0.000129
792 11.1 100 35 -5154 0 0.000129
816 11.1 100 48 -3948 0 0.000129
840 9.4 100 41 -4556 0 0.000129
864 7.8 100 45 -4168 2.0010 0.000129
888 5.6 100 70 -20%0 0.0008 0.000129
912 5.6 100 45 -4135 0 0.000129
936 7.2 100 44 -4248 ¢ 0.000129
960 9.4 100 35 -£123 0__0.000122

1 Potential evaporation
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Time Time Temp. RHp., RHpy, Pot.(y) Precip. PE

(date) (hour) (°c) (%) (%) (cm) (m/hr) (m/hr)

Sep 20 984 10.0 100 35 -5134 0 0.00012¢
1008 10.6 100 33 -5340 0 0.000129
1032 14.4 100 31 -5612 0 0.000100
1056 12.8 100 33 -5381 0 0.000100
1080 10.6 100 44 -4300 0 0.000100
1104 10.0 100 38 --4846 0 0.000100
1128 10.0 100 55 -3329 0 0.000100
1152 7.8 100 63 -2651 0.0043 0.000100
1176 6.1 100 53 -3451 0 0.000100
1200 9.4 100 41 -4556 0 0.009100
1224 13.3 100 28 -5897 0 0.000100
1248 14.4 100 31 -5612 0 0.0c00100
1272 14.4 83 48 -5612 0 0.000100
1296 6.1 100 39 -4687 0 0.000042
1320 3.3 100 60 -2845 0.0043 0.000042
1344 0.0 100 98 -127 0.0119 0.000042
1368 0.0 100 88 -780 0.0023 0.000042
1392 1.1 100 82 -1193 0 0.000042
1416 2.8 100 75 -1700 0 0.000042
1440 4.4 100 19 -724 0 0.000042
1464 7.2 100 45 -4159 0 0.000042
1488 8.9 100 43 -4365 0 0.000042
1512 10.6 100 35 -5144 0 0.000042
1526 7.2 100 53 -3464 0 0.000042
1560 6.1 100 56 -3200 0.C08S 0.000042
1584 4.4 100 44 -4206 0.0013 0.000042
1608 6.1 100 61 -2794 0 0.000042
1632 4.4 100 40 -4566 0.0130 0.000042
1656 4.4 93 47 -4566 0 0.000042
1680 3.9 79 42 -6422 0 0.000042
1704 0.6 95 54 -3717 0 0.000042
1728 0.6 92 42 -5057 ¢ 0.000042
1752 -1.7 100 69 -2109 0.0005 0.000042
1776 -1.1 100 59 -2879 0.0023 0.0C0042
1800 -0.6 100 50 -3617 0.0005 0.000042
1824 -3.3 100 75 -1662 0 0.000042
1848 -6.1 100 72 -1858 0 0.000013
1872 -3.3 100 69 -2096 ¢ 0.000013
1896 -4.4 100 84 -1034 0 0.000013
1920 -2.8 100 77 -1523 0 0.000012
1944 3.9 100 53 -3423 0 __0.000013
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evaporation, and infiltration over the simulation time. The
agreement between the calculated and measured soil moisture
condition of the soil profile is poor. As no measurement of
ruhoff, actual evaporation or infiltration is available, it
is not possible to evaluate the accuracy of the calculations
of these elements.

7.5 Simulation of Discharge Hydrograph

The discharge hydrograph of a basin is the result of the
interaction among input, unsaturated flow, saturated flow,
overland flow, channel flow, retention and detention
processes. This section deals with the integration of these
processes to simulate basin response. Since the input is a
part of this system a brief introduction, with special
consideration of spatial variability, is given below.

7.5.1 Spatial variability of the inputs

It has been mentioned previously that there are 6 well
distributed precipitation gauges in the Spring Creek
watershed. Although precipitation is well reputed for its
spatial variability (Collinge and Jamieson, 1968; Phien et
al., 1980; Osborn, 1983), considering the relatively small
size of the basin (111 km?) the number of existing gauges was
taken to be sufficient to provide the mean areal estimate of
the precipitation with reasonable accuracy.

Various methods are available for estimating mean areal
precipitation. Unweighted mean (UM), grouped area weighted
mean (GAAWM), Thiessen polygon (TP) method, isohyetal (IOS)

method, trend surface analysis (TSA), modified polygon (MP),
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and two—-axis (TA) method are a few to mention. Comparison of
the estimation methods and accuracy of mean areal
precipitation estimates can be fcund in Singh (1989). In this
study, the Thiessen polygon method was used for evaluating
the areal mean.

As for evaporation, there is only one station within
Spring Creek basin that records meteorological variables such
as temperature,_ humidity etc. essential for obtaining
e3timsi:es of potential evaporation. Variations in some of the
dominant factors operating over different surfaces can result
in noticeable .changes in evaporation rates over small
adjacent areas in short time periods (Shaw, 1986). Diurnal
fluctuations are considerable since there is no solar
radiation during the night. However, evaporation totals over
neighbouring areas show relatively smaller differences over
periods of a week or a month. For the sake of curiosity,
climatological data were gathered'from Edson;, Slave Lake, and
Grand Prairie to obtaih monthly potential evaporation
estimates using the Penman4Monteith equation. The correlation
coefficients among the estimates at different location were
célculated and plctted against the corresponding distances of
the observation sites (Fig. 7-11). From the plot it appears
that the correlation coefficients persist to be close to
unityvover a substantial distance. This indicates low spatial
variability of potential evaporation. Perhaps this stability
contributed to restrict the number of meteorologicalA

measurement stations to a minimum,
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Thus in this study it was assumed that data available at
one station would be sufficient to obtain potential
evaporation estimates representative for the whole basin.

7.5.2 Discretization of the watershed

Previously it has been mentioned that the present model
is of the distributed type so that spatial variability of
'input and watershed characteristics can be taken into
account. A watershed is a widely variable system, however,
because of its extent it is not possible to measure every bit
of necessary information 4t every point in this domain. Some
assumpticns of uniformity must be made. In this study it is
considered that the soil properties and flow parameters are
constant over a relatively small area coded here as an
element. Accordingly the entire watershed is divided or
discretized into such elements of uniform characteristics.

This discretization is performed on a topographic map.
The elements are bounded at the top by the drainage divide
and at the base by a reach of perennial or intermittent
stream. Lateral element boundaries are straight lines drawn
normal to the contour lines in an attempt to approximate
natural flow separation on the slopes. The shape and number
of the elements are determined by the shape and extent of the
channel system, the topography, and the s0il variability.

In an ideal segmentation, every reach of perennial or
intermittent or ephemeral stream is described as the lower
boundary of the elements. This calls for a large number of

elements and accordingly high simulation costs. The accuracy
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gained by such fine-grained description of the basin.is
offset. by usually low sampling density of the soils and other
physical characteristics and inputs (e.g. precipitation
measurements) . Accordingly while discretizing the watershed
it has been considered that the number of elements be kept to
a minimum. Fig. 7-12 shows the compromise reached for this
particular simulation.

Furthermore, each element again can be divided into a
series of vertical columns (Fig. 7-13), not necessarily of
uniform width or properties. Each column can be assumed to
consist of homogeneous swil.

7.5.3 Assembling the model

In the model water movement is conceptualized as a
series of interacting one-dimensional érocesses. The lateral
extent of the cioss section is bounded at the upslope end by
the watershed divide and at the downslope end by a channel or
stream. The verti¢al bounds of the system are the soil
surface on top and an impervious layer below the soil. So far
this continuous system is modeled and discussed in parts and
nothing has been said abovt the way of combining different
segments of the model into a complete simulator. This is
described here beginning with an outline of the conceived
flow processes.

The upper surface receives or loses water according to
the prevailing rainfall ozr evapw:a;ive regime. During each
rainstorm, water reaching tne soil surface is partitioned

between infiltration and surface runoff. The runoff is
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Fig. 7-13. Model representation of the profile of
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portrayed as a ona-dimensional process directed downslope and
routed over the upper surface to the streams. Infiltrated
water moves vertically through the column. As has been
mentioned in section 2.2.2, for the sake of simplicity, it is
assumed that the horizontal gradients and fluxes in the
unsaturated zone are negligibly small. As the infiltrated
water reaches the water table, the water table rises. The
water table gradient governs the lateral flow of the
groundwater to the stream. The stream network receives
lateral inflow from each element as surface or subsﬁrface
flows, and eventually transport these waters to the outlet.
The following discussion includes the concatenation procedure
of these flow systems. It is very difficult to simulate the
physics in its entirety. However, in this model an attempt
has been made to maintain the gap between real and idealized
processes as narrow as possible.

Theoretically it is possible to assemble the equations
of gnsatu;ated, saturated, overland and channel flows in
finite difference (or finite element) form as one integrated
system of equations (to describe the aforementioned
continuous physical system). This tyée of coupling is termed
internal coupling. However, this approach has serious
practical limitations in that much smaller intervals in both
time and space would be required. This would increase the
demand of storage and time in the computer, which is already
a restriction on the practical application of this type of

model.
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To avoid this, several workers (Freeze, 1972b, for
example) have made use of a less expensive technique called
external coupling. Provided that the difference between the
time steps for overland flow and subsurface flow is iess than
the rainfall time increment, this procedure should not lead
to excessive errors and has the advantage that some flow
subroutines (for instance, overland flow, infiltration or
avaporation subroutines etc.) need not be called unless
necessary. It is also possible to arrange for smaller space
and time discretizations for whichever flow solution is more
sensitive. This procedure is adopted here to couple flow
processes.

Coupling of the overland, unsaturated and
saturated flow prccesses

(a) Taking initial overland flow depth as zero and
initial water table position as known, the unsaturated flow
somponent is solved for the first time step.

(b) The vertical flow rates in tl.e surface layer and the
pottom layer are calculated at the end of the time step.
These-are used to define the quantities ry"*1/2 and Ry™*?/? in
eqns. [4-11] and [3-15} for the following time step. If there
is any~exéess rainfall, the overland subroutine is called.
However, the saturated flow subroutine is always called
because saturated flow takes place depending on the slope of
the water table. Depth of overland flow is calculated and a

new water table position is found.
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(c) In the unsaturated flow solution for this time step,
any surface node in the soil at which the calculated depth of
overland flow is greater than zero is treated as a fixed head
node ﬁith capillary pressure egual to the depth of the
overland flow. The unsaturated component is solved and the
procedure returns to step (b).

Coupling of the ovorland; saturated and channel
flow

The solution of the overland flow component does not
depend on the water level in the stream whereas the saturate@
component does because water level in the stream is used as
one of the boundary condipion (term d in eqn.[3-21] and Fig.
3-4) . For the first time step, taking initial water level in
the stream as the required lower boundary condition the
saturated flow computations are performed. The groundwater
discharge into the stream is calculated. Considering this
discharge and the discharge from the overland flow, if any,
as the inflow, stream routing is performed and a new water
level is obtained. And for the next time step taking this new
water level as the lower boundary saturated flow computation
is repeated.

The complete model

The outflow from each element becomes inflow to the
channel network. To describe the bookkeeping of this inflow
reference should be made to Fig. 7-14 which shows a singl.
channel with connected elements from where inflow emanates.

The lateral inflow is uniformly distributed over the channel
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segments as shown in the figure. Discretization of the
channel reach is independent of the connected elements. Total
inflow reaching a channel segment between two computational
nodes 1is equally divided to these nodes. Depending on the
location relative to the elements a computational node may
receive inflow from more than two elements as shown in the
figure. Coordinates of the upstream and downstream end of a
channel segment connected to a particular element is given as
input data in the program with the most upstream channel
point as the reference (or origin). For example, elements E-l
and E-5 are connected with channel segments AC and BD
respectively. Node-1 is the starting point of the channel,
hence x;=0. In order to keep track of the channel segments
connected with the above elements, the disi:ances of the
points (from node-~1l) A, C and B, D corresponding to elements
E-1 and E-5 are given as input and are remembered throughout
the computation. Inflow for node-3, for example, is
calculated as i3 = (Ax/2).(qq7) + (Ax).(q2) + (x3-D).(qy) +
(Ax/2-x3+D) .(qQs), which is simply a matter of geometry.

The process of synchronization of the model segments
(i.e. the unsaturated, saturated, overland and channel flow
processes) in time can be explained with reference to Fig. 7-
15. In this figure, the length of the bar represents a
solution time step as calculated using Fourier analysis for
each of the flow processes. As an example it is shown that
the unsaturated flow solution requires the shortest time

step. For overland ilow the required step is almost twice of
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that of unsaturated flow, in case of saturated flow it is
about 3 times, and the channel flow solution requires a step
approximately 5 times. To obtain a solution, better be termed
as the global solution, at time t;, the overland flow routine
is called (if there is any excess rainfall) at every 2At, the
saturaf ‘3ow routine is called at every 3At, and the
channe! iow routine is called at 5At. Total outflow

generated ower SAt is used as input to the channel during the

solution.

For the next time step of the model (or the global time
step), again Fourier analysis is used to caiculate the
optimum time step of each flow process. The magnitude of the
calculated steps will not necessérily follow the same order
as before. It may be that the channel flow soluticn requires
the shortest of all the steps. As described in the above
paragraph the time steps of the remaining flow proc&isses are
set using this shortest step as the basic step.

7.6 Application of the Model to a Sub-basin

It is evident that repeatedly running the model will be
rather expensive. Hence to evaluate the model performances it
was applied to one of the 5 sub-basins of the Spring Creek
watershed prior to extension to the .entire basin. The
selected sub-basin is the Horse Creek, the smallest of all
the sub-basins. It is divided into 6 elements (Fig. 7-16).
The channel system consists of a single channel of length
2700 m. The outlet control of the channel consists of a fldw

measuring weir installed by the Alberta Environment. So the
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Fig. 7~16. The Horse Creek sub-basin; E-1:
elewsizt~1; C-1: channel-1; J-1: junction-l.
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boundary condition was the specified rating curve as
developed by the Water Survey Branch of Alberta Environment.
The land system of the sub-basin consists of one major
class of soils (such as silty clay). The required initial
conditions were the water level in the stream, locations of
the water table and the soil moisture conditions. The initial
water level was estimated from the available records.
However, the initial moisture content was very difficult to
obtain. Hence several values were assumed to simulate the
soil moisture distribution. The otkar hard to decide on
entities were the thickness of the unsaturated zone and the
thickness of the unconfined aquifer i.e. the parameter D or d
as shown in Fig. 3-4. In a previous study report (Ryckborst
and Holecek, 1977) it is indicated that in some locations of
the épring Creek basin the maximum depth to the water table
is about 3 m from the ground surface. The thickness of the
unsaturated zone was taken as 3 m and the thickness of the
unconfined aquifer was arbitrarily assumed to be 30 m.
Previously it was thought that each element would
further be divided into several columns (shown in Fig. 7-13)
to simulate soil moisture dynamics. However, considering the
computational costs it was decided not to do so. Instead the
entire element was dealt with, as if it consisted of a single
profile (Fig. 7-17a). Recharge calculated at the mid-point of
the element is distributed uniformly throughout the element
as depicétwd in Figs. 7-17b and 7-17c. It is not hard to

visualize that the flow process through any medium is nothing
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Fig. 7-17b. Actual nonuniform distribution of
grwounwater recharge.
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Fig. 7-17c. Assumed uniform distribution of
groundwater recharge.
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but the propagation of the boundary conditions. The more
apart the boundaries the longer the time it takes before one
boundary will feel the effect of the other. From Fig. 7-17a
it is evident that the thickness of the unsaturated zone on
the 1left side is more than that on the right side.
Atcordingly effect of water table on the left side will take
longer time to reach surface than what will require on the
right side. Hence it is not unreasonable to assume that the
effect of lowering the water table on the left side of the
mid-point would be offset by the effect of raising the water
table on the right side.

Having sized up the initial and boundary conditions, the
model was run to simulate a runoff hydrograph from the Horse
Creek sub-basin. Since hourly observations of rainfall and
discharge hydrograph were available for the storm of May 15~
17, 1984, it was selected for the simulationlrun.

In this part of the similation three aspects were
investigated. These were the computational aspect, the
relative significénce of the flow processes within the Spring
Creek basin, and adjustment of the so called physical
parameters.

During the investigation of the computational aspects
the wunsaturated and saturated flow components were not
considered (since these processes did not pose a great deal
of difficulties when they were tested separately). With an
average abstraction of 40%, the recorded precipitation

hyetograph was routed through the surface and channel
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systems. The parameters were those as indicated in section
7.3.2. As obtained in Chapter 6, for this initial run Ax for
the channel and overland flow processes were 275 m and 54 m
| respectively. The calculated hydrograph from the Horse Creek
sub-basin is given in Fig. 7-18.

Total CPU time on MTS computing system (of the
University of Alberta) for a simulation period of 80 hours
was 15 s. From the CPU-time point of view this is reasonable.
The error criteria for overland flow were 0.00000001 m and
for channel flow 0.001 m.

From the channel output it is wvivid that the solution is
contaminated i.e. there are oscillations. This can be
accounted for by the coarse discretization. Accordingly using
a finer discretization (channel: Ax = 100 m) a smooth
hydrograph is obtained (Fig. 7-19). However, this does not
seem right either. As it can be noticed thgt the hydrograph
and the hyetograph peaks are almost coihcident. This is not
the case in the real situation. Usually there is a lag
between the precipitation and runoff peaks. The quick rise of
the hydrograph peak is due to the quick transport capacity of
the basin. In turn this Capacity depends on the depth of
water and the roughness of the conveyance systems. Here,
either'the assumed runoff volume is high or the assumed value
of the roughness factor too low. These are considered at the
end of this section but before that the relative significance
of the saturated flow process is discussed in the following

paragraphs.
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In order to assess the groundwater contribution to the
streamflow, the same hyetograph was routed through the
saturated flow zone of the sub-basin. The discretization was
the same as before. The aquifer thickness and the ipitial
water table position were those as mentioned previously. The
results of this run are presented graphically in Figs. 7-20
through 7-22. Fig. 7-20 is an outflow hydrograph from element
number-5 and Fig. 7-21 shows the fluctuation of the water
table due to the rainfall. The low groundwater outflow
corresponds to the low hydraulié conductivity and the low
specific yield of the aquifer system. It is noticeable that
over a period of 160 hours the drop in water ﬁable is small.
The outflow from each of the element is so negligible that
the computation ¢7 channel flow becomes unstable (Fig. 7-22).

Hence, the groundwater component is not considered for
simulation of the sub-basin hydrograph. Three runs were given
with varying initial (surface) soil moisture conditions such
as 0.3, 0.4 and 0.5 (i.e. saturation). As evident from Fig.
7-2 the soil system of the basin consists of soil-c (Table 7-
2). Mention has been made that the unsaturated zone was
assumed to be 3 m deep. During this short simulation period
evaporation has been assumed negligible. In addition it is
noticed that the water table fluctuation could be assumed
negligible. Therefore the bottom boundary condition was
Dirichlet (y=0) type. Calculation starts at the inception of
the rainfall with an assumed equilibrium soil moisture

distribution.
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Then the generated runoff was routed over the land, and
through the channel to obtain the outflow hydrograph. The
outlet boundary condition was a rating curve as shown in Fig.
7-23. Initial estimate of the Manning's n was 6.03 for both
the overland and the channel flows.

The simulated hydrograph is shown in Fig. 7-24. It

bappears that the simulated hydrograph reaches its peak

relatively fast. This is due, perhaps, to the assumed low
values of roughness factors. Increasing n to 0.08 for
overland flow and to 2.0 for channel flow it seems possiblé
to push th; computed hydrograph peak reasonably close to the
observed peak. The adjusted n values are high. However, in
literature there are evidences of high n values (lLeutheusser
and Chishom, 1973). From Plate 7-1 it can be appreciated that
the Spring Creek basin is densely vegetated. The channel bed
at some locations even supports tree growth. In addition the
channel of irregular cross section, occasionally interrupted
by beaver dams, is assumed to be represented by a unifori:
straight channel. To account for these factors high n valu=s
a?e necessary during computation.

A low initial moisture content yields a low vunoff
volume from the watershed. Similarly a high initisi moisture
content seems to yield high runoff volume (Fig. 7-25).
However, these seem to change the flood peak only. Previously
a notion has been developed that the groundwater contribution
to the streamflow is negligible. Therefore, the relatively

slow recession of the observed hydrograph may be due to the
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presence of some intermediate flow processes such as litter
flow, or pipe flow through dead root channels (Whipkey, 1965;
Weyman, 1970, 1973; Chanasyk, 1980) or perhaps runoff from
the melt water that might have persisted until then.

7.7 Extension of the Model to the Entire Basin

The required initial and the boundary conditions to
simulate the entire basin were similar to those of the Horse
Creek sub-basin. The rating curves which were used for the
‘onsti -uent sub-basin outlet boundary conditions are shown in
7ig 7-23 and Figs. 7-26 through 7-30. The discretized

- rshed 1s shown in Fig; 7-12. From tl s natural setting of

the sub-basin outlet control section and from the nature of
the discharge measurement devices (cf. Plates 7-2 and 1-3),
installed by Alberta Environment, it appeared that the
outflow from the upper sub-basins (such as Horse Creek,
Wolverine, Rocky, Bridlebit, and the Spring Creek-upper) were
not influenced by the canditions of lower basin (such as the
Spring Creek-lower). Hence, the calculations were performed
sub-basin wise and the computed hy&rograﬁhs from the upper
sub-basins were stored in the computer to use as input to the
lower basin. Thus it was possible to reduce the high
computational cost of solving a large matrix. This seems
merely a coincidence. If the conditions were not such, it
must have been necessary tr solve a big matrix.

Here, perhaps, it _.s worth mentioning that the Spring
Creek is a very steep basin (cf. Table 7-2 for mean slope of

the existing channel networks). In general this sort of
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Fig. 7-28. Bridlebit Creek rating curve.
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Plate 7-2. Outlet control structure of Bridlebit Creek.

Plate 7-3. Outlet control structure of Sprin¢ Creek-upper.
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watershed yields sharp peaked hydrographs which require finer
discretization thus augmenting the computational costs.
However, it is believed that far fewer computational nodes
(hence reduced cost) would be required to simulate a basin of
low relief of the size of Spring Creek.

Be that as it may, in the present application of the
model, the channel network of the Spring Creek sub-basins
such as Horse Creek, Wolverine, Rocky, Bridlebit, Spring
Creek-~upper and the Spring Creek-lower were divided into 25,
76, 61, 50, 95 and 104 computational nodes respectively.
Depending on the length of the element a range of node
numbers were used when compuﬁing the overland and saturated
flows. It should be noted that this discretigation was
obtained following the stability analysis as has been done in
Chapter 6.

To obtain an estimate of the maximum computational cost,
the model was épplied to its entirety. The unsaturated flow
computation was performed for all the elements. The saturated
flow component was included. Soon, while running the program,
it was realized that life is not so simple. The presence of
sloughs or storage junctions in the channel networks created
problems. Previously it was thought that these storage
junctions could be treated according to eqn.([5-7]. But the
surface areas, A, of the sloughs are so large, in comparison
to the channel top width, that the solution became non-
convergent. Eventually these storage Jjunctions were also

treated as point junctions. However, storage effects, such as
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increased time lag and diffused flood peaks, were taken into
account by increasing roughness and by using reduced channel
slopes.

The required CPU time on MTS computing system of the
University of Alberta, was 1500 s for a simulation period of
200 hours. The error criteria for channel, overland,
unsaturated and saturated flows were 0.001 m, 0.00000001 m,
0.01 cm and 0.001 m respectively. The simulated and recorded
hydrographs of th& Spring Creek basin and its constituent
sub-basins are given in Figs. 7-31 through 7-35.

The fit is not very good. The two noticeable kinks in
the rising limb of the Wolverine Creek hydrograph are most
probably due to a mild computational instability which could
be fixed at ease. Thé quick recession and reduced volume
{which ié persistent in all the simulated hydrographs) is
mainly due to some unaccounted water in this simulation. For
example, it was thought that the aquifer is a poor conveyor
of water to the stream. Most of the infiltrated water would
disappear either by deep percolation or would stay in the
formation eventually to be depleted by evaporation. This may
not be the case. Part of the infiltrated water might be
returning to the stream through a moderately slow
intermediate route. The other possibility is that in the
watershed there might be some additional melt water present.

Explaining all the differences is difficult because
hydrographs represent an integration of many distributed

effects. How much could be accounted for? Nevertheless, all
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should not be ended in despair. Except adjustment of
Manning's n, no attempt has been made to optimize the
parameters. Yet a reasonably good fit is obtained. Fitting
between recorded and predicted hydrographs could be improved
by the process of calibration or by providing adequate
information (such as depth of saturated, unsaturated zones).
From this study it is evident that hydrographs can be
predicted from known physical and hydrological properties of

a basin.
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8.1 Conclusions

In this study a distributed non-linear model of
watershed water yield, infiltration and evaporation (and
hence the so;l moisture) prediction has been developed. The
constitutive equations of the watershed processes are solved
using the F-D numerical method. The framework of the model is
based on the assumption that the lateral flows (subsurface
and surface) are normal to the topographical centours. Thus
the watershed relief is incorporated into the model.

The required data are ‘obtained throu . direct
measurement or are estimated from other measured entities.
The model was applied to the Spring Creek watershed to
simulate catchment response to a single storm. The simulated
hydrograph compared favourably with the recorded hydrographs
specially in the rising limb. However, the;g is substantial
difference between observed and simulated hydrographs in the
recession part.

Watershed models are perceived simplified version of the
real system. In addition the information and relationships
which used to describe these models are associated with
uncertainties. Hence, it can not be expected that models will
reproduce the behaviour of the prototype exactly.
Furthermore, the present model was applied to only one

catchment to simulate a single storm response. Therefore, it
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difficult to extract definitive conclusions regarding the
model and its performances.

Considering the objective of this study Which was to
develop a model able to predict the hydrological responses of
an ungauged catchment using the the informations derived
directly from the basin without resort to historical records
or regional generalization of model parameters, it can be
said that this exercise was not in vein. This is a different
approach of modeling hydrological processes in that it can
utilize distributed nature of the hydrological variables and
the information which was used has physical significance.
Traditional lumped and conceptual models can not make use of
the physiography of the watershed and the effect of diverse
vegetative covers.

In the rpresent application of the model the
discrepancies between observed and simulated hydrographs may
attributed to the inadeguate specification of the subsurface
zone., Further tests are necessary to demonstrate the model's

capabilities and the means of improvement.
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