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Abstract 

The Midale field produces from fractured carbonate Midale beds. It has a long 

history of operations and has produced by primary depletion, waterflooding, and pres­

ently by CO, injection. Characterization of the complex fractured structure of the field 

has been an issue, especially when 'waterflooding and consecutive C O , injection were 

initiated. In this research work, 3-D fracture network model of the Midale field was 

generated using available data and tested using multi-well pressure transient and tracer 

tests. The CO, pilot area was selected due to the availability of these two tests. 

The presence of a permeable fracture network affected all aspects of field per­

formance at all stages of production. The main focus of our study was to introduce 

and apply recendy proposed methods to generate fracture networks and compare to 

the previous fracture network models. In an attempt to generalise our findings, an 

analysis on the advantages and deficiencies of different approaches in fracture network 

modeling was conducted. After constructing and hydraulically calibrating discrete 

fracture network, available multi-well interference test data was used for validation. 

This discrete reservoir model was evaluated using experimental design methods. The 



relative effects of matrix and fracture properties on the pressure response were out­

lined. 

Next, classical single and dual continuum reservoir models were constructed 

from the discrete network model and history matched to pressure interference and 

tracer tests. Applicability of these models and their limitations for fractured reservoir 

modeling were discussed. An additional sensitivity analysis helped clarify the effect of 

fracture permeability, tracer dispersion and matrix-fracture interaction terms on tracer 

performance. Finally, a comparative analysis was performed to critically assess the 

reliability of different fracture network model representations. 
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C H A P T E R 

1 

Introduction 

1.1 Overview 

Oil and gas are currently the most important sources of energy and subject to 

high demand. Petroleum consumption has been ever increasing since the start of in­

dustrialized era—at even a higher rate recently. Nowadays it is a common consent in 

the petroleum industry that the days of so-called "easy oil" are gone. To increase or at 

least to maintain the current production levels, unconventional resources and complex 

reservoirs have to come on stream and mature reservoirs have to be produced "to the 

last drop". Based on almost stabilized -high- oil prices of today, unconventional re­

sources are deemed economically feasible but new technologies are needed for higher 

and more efficient production. 

Unconventional sources of oil and gas such as heavy oil and bitumen reser­

voirs, shales, and coal beds cannot be produced by natural forces and require sophisti­

cated technology and high energy input. The same is valid for mature reservoirs, where 

enhanced recovery techniques need to be applied to recover the vast resources that 

could not be unlocked by conventional methods. Enhanced recovery techniques can 

provide high output, but require high level of technology and reservoir characteriza­

tion. 

In the oil reservoirs, after the primary depiction and waterflooding, the major­

ity of oil remains trapped in the rock matrix. Enhanced oil recovery (EOR) tech­

niques aim to alter rock and fluid properties in some way to mobilize and produce the 

1 



trapped oil. These techniques should be tailored and tested for a particular reservoir, 

because each of them has its own unique geological characteristics, and operational 

and economical conditions. Due to complexity and high costs of EOR, reservoir engi­

neers planning such a project at the subsurface stage need to a) have a good under­

standing of the reservoir geology, b) reservoir fluid behaviour, and c) physics of pro­

duction, i.e. production mechanisms. To do so, extensive reservoir characterization, 

fluid characterization studies, numerical modeling, laboratory and field tests must be 

conducted. 

Naturally fractured reservoirs (NFR) are particularly addressed in this research. 

These reservoirs contain huge hydrocarbon reserves, most of which have not been 

recovered due to geological complications. Presence of two contrasting media—matrix 

and fracture, creates a great uncertainty in a number of parameters such as storage ca­

pacity, flow and transport alterations, spatial distribution of these media and their in­

teraction. All of the above affect the reservoir performance at all stages of production 

and must be thoroughly studied and accounted for when designing any field operation. 

Proper characterization and understanding of fracture properties and their impact on 

various recovery mechanisms are important at any stage of development, especially for 

investment intensive and risky enhanced recovery applications. Higher budgets trans­

lating into higher risks taken by companies can be assessed and minimized with the 

help of technology. One peculiar feature of NFRs is the risk factor, stemming from 

the immense difference between an outcome of an improper reservoir management 

and an outcome of a proper one. That is, in the same reservoir, natural fractures can 

have a negative or a positive effect on recovery at all stages. 

Unfortunately, there is no cliche solution that could be applied to any NFR. 

Hence, to find the most beneficial E O R technique and apply it effectively, one needs 

to have as much information as possible. Starting from a full-blast reservoir charac­

terization and laboratory experiments to numerical modeling and field testing, an inte­

grated pervasive approach is necessary to have a complete understanding of the reser­

voir. Combination of different kinds of data and analytical methods coupled with 
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novel modeling tools is the key to a successful EOR application. Data from different 

sources allows analyzing various impacts of fractures on reservoir storage, flow and 

transport capacity. Data sets at different scales can complement each other, when in­

tegrated in a complex reservoir model. Such a model can facilitate a range of physical 

mechanisms governing the processes in the reservoir. In the coming chapters, we 

elaborate on the nature of NFRs, methodology for characterization and modeling of 

NFRs, and its application to a real field. 

1.2 Statement of the problem 

NFR characterization starts from the recognition of fractures in the reservoir 

rock. Structural, lithologic and mechanical data on reservoir rock, drill stem test 

(DST), initial potential (IP) flow rates, and cores are some of the data sources that will 

suggest presence of fractures. However, in many cases, a single source may be mislead­

ing, e.g. a core may have induced fractures that may be mistaken for natural fractures. 

Therefore, all possible sources of information must be considered together and corre­

lated with each other. Although there is a variety of methods for detection and charac­

terization of fractures, none of them is capable of full reservoir scale fracture descrip­

tion alone. Rarely available outcrops can give some ideas about the two-dimensional 

geometry of a natural fracture network (NFN); borehole imaging logs can provide in­

formation about fracture dip, azimuth and aperture; cores can provide data on fracture 

aperture and wall roughness etc. When each source of data shows a particular charac­

teristic of a fracture or fracture network, they must be all integrated into a single com­

prehensive model. Such a model may allow deduction of some new parameters that 

are not directly measurable, cross-check between the values from different sources, 

and assessment of uncertainty in various parameters. One of the aims of this study 

was to apply an integrated approach for fractured reservoir characterization. This ap­

proach combines the geological or so-called "static" data with operational or "dy­

namic" data at different scales for a better characterization of an NFR. In this way, we 

attempt to construct a comprehensive and representative model of an NFN. 
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Fractured reservoir characterization and modeling are far more difficult tasks 

compared to unfractured reservoirs. The reason for this is a several-fold increase in 

the number of unknown and uncertain parameters. For example, it is a complex task 

to accurately predict the distribution of matrix properties in unfractured rocks. With 

the presence of natural fractures, heterogeneity steps into a new and more complex 

level. Fracture length, height, dip and its azimuth, aperture, and permeability are just 

some of the parameters that need to be measured or estimated. Each parameter's ef­

fect on network connectivity, matrix-fracture interaction, and, consequently, flow and 

transport in the reservoir needs to be estimated. This is a problem of sensitivity of a 

response to a factor, or a combination of factors, under different circumstances, i.e. 

processes. Firstly, the relative contributions of matrix and NFN to flow and transport 

need to be understood. Secondly, effects of individual factors on the processes should 

be determined. 

Due to scarcity of fracture data or lack of necessary numerical tools, fracture 

networks are often represented incompletely or in a simplistic way in reservoir models. 

We set out to test the advantages and disadvantages of discrete and classical contin­

uum approaches to the reservoir modeling. We also aim to compare two different 

sources of dynamic data such as well test and tracer test in terms of their value for the 

fracture characterization. This brings us to testing the reliability of different represen­

tation of fracture models. 

1.3 Methodology 

We used actual field data in this research. The source of data is the Midale 

field, located in south-eastern Saskatchewan, Canada. This is a unique mature frac­

tured carbonate field with a rich history. The characteristics of the Midale field are 

given in detail in Chapter 3. 

In this research work, integrated methods for reservoir characterization and 

modeling were applied initially. Static geological data such as conventional logs, bore­

hole image logs, and core samples were combined with dynamic engineering data such 
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as well-to-well interference test results. Integration of data at micro- and macro-scales 

allowed achieving a higher level of characterization. We constructed and calibrated a 

discrete reservoir model including matrix and fracture network using a commercial 

software package (FRACA). Dynamic data gained the most important role at the cali­

bration step. It was achieved by simulating and history-matching several interference 

tests. We also performed a sensitivity study to assess the effect of matrix quality and 

the effects of several fracture properties on matching well bottom-hole pressure pro­

files. Experimental design methods were applied for optimization of sensitivity study. 

Using specially designed simulation schedule drastically decreased the number of nec­

essary combinations. We used response surface method (RSM) and analysis of vari­

ance (ANOVA) technique to assess the statistical significance of the results. 

To compare discrete and continuum models, we simulated well-to-well inter­

ference test using single-porosity reservoir model. To complement the modeling ef­

forts, we considered a comprehensive tracer test. Dual continuum reservoir model's 

performance was assessed with respect to tracer breakthrough times, recoveries of dif­

ferent tracers, and concentration profiles. In all of the simulation works, a commercial 

software package (CMG) was used. Another sensitivity study was conducted to out­

line the effects of several reservoir parameters on tracer transport. 
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C H A P T E R 

2 

Literature review 
2.1 Integrated characterization of fracture networks 

Although naturally fractured reservoir research cannot be considered an old 

branch in reservoir geosciences, our knowledge of NFRs showed tremendous progress 

over time, especially in the past two decades. Several books on various aspects from 

fracture origins to their implications on reservoir management have been published. 

NFRs are very common and many cases can be found in the literature. Here, we re­

view the documented progress in fracture network characterization and modeling, 

then publications on flow and transport in fractured systems, and finally present a few 

specific examples of NFRs and their evaluation. 

In his book that became a reference for NFR evaluation, Nelson (2001) re­

minds that fracture denial is the most common problem with NFR management. He 

suggests that finding fractures is not enough. Comprehensive information should be 

collected and evaluated throughout the life of the reservoir to characterize the fracture 

system and manage the reservoir accordingly. The author goes further to describe the 

fracture evaluation sequence and types, origins of fracture systems, fracture properties 

affecting the reservoir performance, fracture and matrix porosity communication, 

positive attributes and potential problems of fractured reservoirs as well as strategies 

of fractured reservoir management. 

In NFR characterization, there are always many types of data involved, be­

cause higher complexity of these reservoirs necessitates application of a broad spec­

trum of methods and data. Baker and Kuppe (2000) emphasized that for a more pow-
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erful methodology, two techniques that were historically applied in relative isolation, 

need to be combined. These techniques are "forward" modeling approach typically 

used by geoscientists and "inverse" approach usually applied by reservoir engineers. 

They demonstrate that integration of these techniques helps understand the fracture 

conductivity. Based on field cases, which we describe in detail later in this text, authors 

concluded that coupling large scale test (buildup and interference testing) and produc­

tion data (water breakthrough and watercuts) with smaller scale evaluations (cores) 

helps to construct more accurate reservoir models. 

2.2 Stochastic network generation 

One approach at modeling natural fracture networks is the forward modeling 

approach, when wellbore and field scale data is combined in a neural network to simu­

late the fracture properties across the field. This is an approach suggested by Tran et 

al. (2002), who stochastically simulated natural fracture networks using nested tech­

niques to model different degrees of heterogeneity in the reservoir. Heterogeneity at 

the reservoir scale was derived from reservoir structure (including major faults), seis­

mic attributes, and lithology indices. At the wellbore scale, authors suggested charac­

terizing fractures by core, formation micro scanner (FMS) and borehole televiewer 

(BHTV) data. Fractal dimension and fracture density were estimated by neural net­

works to produce 3-D fracture networks on field-scale. 

In another study, Tran et al. (2007) used another stochastic simulation method 

to generate 2-D fracture network patterns using an objective function defined as the 

difference in statistics such as the semi-variogram, cross variogram, and multi-

histogram between the initial network and the target. Authors used a global optimiza­

tion algorithm—simulated annealing—to optimize the objective function and illustrate 

the methodology on an actual outcrop fault map. 
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23 Dynamic data input 

2.3.1 Well testing 

Well testing is frequently mentioned in most of the NFR characterization stud­

ies, because it is a very valuable source of data and means of calibration. Gringarten 

(1984) provided a fundamental review of theory and practice of interpretation of well 

test in fractured and multilayered reservoirs. He reviewed semi-log techniques for 

double-porosity analysis and introduced an efficient type curve techniques for analysis 

of drawdown and buildup data. Author also pointed out an efficient way to distinguish 

between homogeneous and heterogeneous behaviour. He suggested using pressure 

derivative in addition to semi-log plots that can often be ambiguous on their own. 

Also mentioned in his work is the fact that double-porosity behaviour can be exhibited 

not only by fractured but also by multilayered reservoirs. Author suggested how these 

reservoirs can be distinguished based on specific parameters. 

Bourdet et al. (1989) proposed an interpretation method based on the analysis 

of the pressure derivative. Their approach is an extension of the Horner method, us­

ing the type-curve matching technique. Authors suggested the derivative of pressure is 

more sensitive to small phenomena that are diminished by the pressure vs. time solu­

tions. In a more recent work, Wei (2000) examined the relationships between well test 

pressure derivatives and the nature of the fracture networks by simulating well tests in 

synthetic fracture networks. He pointed out the inverse relationship between fracture 

intensity and flatness of pressure derivative curves. The author also noted that accu­

racy of upscaled reservoir models may depend on the nature of fracture size distribu­

tion. 

2.3.2 Tracer testing 

Well test data permits evaluation of hydraulic properties of fracture networks, 

which is of vital importance to reservoir engineers. In a modern approach, it also 

serves as a method to calibrate numerical models of NFN, before they can be used in 

field scale history matching. Brigham and Abbaszadeh-Dehghani (1987) suggested that 



tracer testing should complement pressure interference tests to fully characterize well-

to-well flow. They noted that the pressure interference tests tend to measure the aver­

age properties between wells, while the tracer tests can indicate the extent of hetero­

geneity and give quantitative clues on the breakthrough times in case of flooding. Au­

thors mentioned the issue of tracer testing in fractured reservoirs as a very complex 

one. They also gave an example of typical tracer test profile in a fractured reservoir. 

This profile is characterized by a very early breakthrough and a very long tail, resulting 

from the diffusion into and out of the matrix. 

2.4 Discrete fracture network modeling 

Gauthier et al. (2002) adopted a systematic methodology to establish relation­

ships between the fracturing and static 1-D data. Fracture data from image logs and 

cores were related to 3-D seismic attributes, fault patterns, and other types of well data 

such as interval thickness, lithology index, and porosity. To construct a full-field static 

fracture model, authors focused on spatial distribution of fracture frequencies as the 

primary variable. A set of secondary variables potentially correlated with fracturing was 

identified from field data or simulation. The secondary variables of lithological (poros­

ity distribution), mechanical (geomechanical simulation results), and structural (seismic 

attributes) nature were evaluated in a two-step geostatistical approach. In the first step, 

discriminant analysis was used to determine the linear combination of the secondary 

variables that best distinguished selected fracture frequency classes (e.g. low, medium, 

high fracturing). In the second step, sequential indicator simulation was used to simu­

late the fracture frequency. The model was also calibrated statically against fracturing 

data from a new horizontal well, which was not included in the previous geostatistical 

analysis. To apply this methodology to the field, authors generated hundreds of reali­

zations of fracture frequency for each of the three reservoir facies and generated local 

discrete fracture networks (DFNs) in random model cells to derive the relationship 

between the fracture frequency and dynamic properties (equivalent permeability). This 

was done by calibrating D F N to match well-test data. Fine 3-D permeability grid was 
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finally upscaled on the reservoir simulation grid, which was later history-matched on 

pressure, water cut and breakthrough time. 

Other authors applied geomechanical approach to fracture network modeling. 

Weber et al. (2001) calculated stress distribution around seismically visible faults using 

rock mechanical properties. The calculated stress field was used to simulate growth of 

discrete fracture networks, constrained by fracture orientation and connectivity, which 

were derived from core, borehole image (FMI), and mud loss data. Authors went fur­

ther to dynamically upscale D F N to a dual-permeability simulator and match historical 

production data. A model based on a particular set of rock properties and remote 

stress state that did not match dynamic data was discarded. 

Cacas et al. (2001) presented a method to improve the geological model used 

as an input of fractured reservoir fluid flow simulators. Their method is based on three 

nested models: a) global geo-cellular fracture model, considering the average fracture 

property distribution at the reservoir scale, b) global discrete model, considering the 

fault system at the same scale, and c) local discrete model, used to create realistic syn­

thetic fracture patterns at decametre scale with an object-oriented procedure. Authors 

suggest generating a global discrete model incorporating major faults or fracture 

swarms. At this stage, fractal statistics are often applied. Then, one can construct a 

global geo-cellular fracture model, describing the spatial distribution of fracture prop­

erties, which can be interpolated between the 'wells, generated geostatistically, by a re­

lationship with another variable defined all over the reservoir, or by interpolation con­

strained by geomechanical constraints. Fracture density correction can be applied near 

the major faults defined in the global discrete model. Finally, the local discrete fracture 

model can be built and constrained by the fractures observed in the wells. To proceed 

to the flow simulation, this model should be upscaled and used with a global geo-

cellular facies model. 

Sarda et al. (2002) focused on the hydraulic characterization of such models. It 

was done by simulation on discrete fracture models. Authors developed a novel tech­

nique to explicitly discretize the fracture network and matrix. The technique is based 
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on discretization of the fracture-network image as a series of layers, where fractures 

are composed of vertically connected rectangular elements. Matrix is discretized by 

associating the closest matrix volume as a matrix block to each fracture cell. This ap­

proach allows calculation of irregular matrix blocks and avoids the homogenization of 

matrix-fracture exchange at the domain scale. Fracture-to-fracture, fracture-to-matrix, 

and matrix-to-matrix transmissibilities are then calculated and flow between all blocks 

(fracture and matrix) can be simulated. The flexibility of the method is its ability to 

correctly represent disconnected as well as dense fracture networks (matrix grid re­

finement can be applied). Authors utilized the equations used in a classical dual-

porosity, dual-permeability simulator. 

Bourbiaux et al. (2002) implemented the techniques described above to incor­

porate multi-scale fractures in reservoir simulation. They presented two field examples 

of small-scale facies-controlled systematic joints and large-scale fracture swarms in 

carbonates. DFNs were constructed and hydraulically validated for these fracture net­

works. Authors also explained how they set up flow-representative field-scale models 

and coupled the models. Basquet et al. (2003) applied the technology to simulate gas 

flow in DFN models. They took into account non-Darcy flow by introducing a rate-

dependent skin. Authors compared analytical and numerical solutions for a buildup 

test and dual-porosity model and D F N model for an interference test in a realistic field 

application. D F N model performed very well both compared to analytical and to dual-

porosity models. 

2.5 Case studies of naturally fractured reservoirs 

2.5.1 The Middle and Weyburn fields 

In all practical aspects, this research primarily focuses on the Midale field, lo­

cated in south-eastern Saskatchewan, Canada. We accessed more than 20 studies in­

cluding published papers and company reports for a comprehensive description of the 
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fracture network and its implications on the field's performance. Chapter 4 is entirely 

devoted to the Midale field. 

The Weyburn field is very similar to the Midale field in all its characteristics 

and history. It produces from the same Midale beds, characterized by a dense regional 

fracture system and layers with contrasting pore systems and permeabilities. Elsayed et 

al. (1993) conducted a multidisciplinary reservoir characterization and simulation 

study. To characterize the fracture system, they used vertical and horizontal well cores, 

wireline logs, repeat formation tester (RFT) and formation micro scanner (FMS) log­

ging. This study was completed in an attempt to construct a robust reservoir simula­

tion model that would allow forecasting and optimizing waterflood production, but 

more importandy determining the incremental miscible C 0 2 flood oil recovery. In 

2000, CO, flooding started in the Weyburn field within the scope of IEA G H G Wey-

burn-Midale C 0 2 Monitoring and Storage Project. 

Elsayed et al. (1993) estimated fracture spacing mainly by analyzing fracture 

count data from vertical cores. Calculated fracture spacing is 0.3 m in the most frac­

tured tight intershoal limestones, 2.5 m in more porous and permeable shoal lime­

stones, and 3 m in the most porous dolostones. Fracture apertures were estimated to 

be between 50 and 100 |j.m from FMS data. Authors also analyzed a number of pres­

sure transient tests and noted both dual- and single-porosity behaviour in different 

areas, which indicates lateral variability in fracture density. At this point, we should 

note that, single-porosity behaviour is not unusual in pressure transient tests in frac­

tured reservoirs, since the wellbore storage effects can overshadow pure fracture per­

formance at early times (Gringarten 1984). To determine the permeability anisotropy 

ratios, waterflood history, namely water breakthrough times, were used. Elsayed et al. 

(1993) also reported that they were able to successfully history-match their single-

porosity model on eight parameters due to the high fracture spacing and relatively high 

matrix permeability (>1 mD). 
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2.5.2 The Spraberryfield 

Another particular example of an NFR is the Spraberry Trend Area in West 

Texas. Submarine fans and basin plane deposits of Permian age are characterized by a 

complex stratigraphy composed of interbedded sandstone, shale, siltstone and lime­

stone. With productive area in excess of 647 ha, Spraberry was once deemed "The 

largest uneconomic field in the world" according to Schechter et al. (1996). The same 

authors also reported low recoveries: 700 MM bbl out of 10 B bbl (7%) were recov­

ered in 46 years since the field's discovery. Baker and Kuppe (2000) mentioned rapid 

productivity decline as a result of fracture depletion. Despite very similar fracture spac­

ing between the Weyburn/Midale fields and the Spraberry field, incremental water-

flood recovery was only 2 to 5 percent for most areas of Spraberry, compared to 16— 

25% in Weyburn or Midale. Authors proposed several reasons for this, suggesting that 

all of them may play some role in establishing ultimate recovery: 

1. Pattern-related problems: lack of pattern confinement and low injection well 

density; 

2. Assumption that the primary direction of fracture trend is constant throughout 

the field, which led to incorrect pattern alignment in some locations; 

3. Slow imbibition rates because of low matrix permeability (kM1. < 1 mD); 

4. The reservoir rock may not be strongly water-wet, thus low capillary forces 

and slow imbibition; 

5. Low reservoir pressures during the start up of waterflood, high initial gas satu­

rations and low oil permeability in the matrix. 

Baker and Kuppe (2000) also reported a number of pulse/interference, 

buildup, falloff, and interwell tracer tests completed to characterize the Spraberry res­

ervoir fracture system. These efforts combined with horizontal cores, FMI logging and 

outcrop studies, helped to identify fracture permeability, conductivity, and zone-

specific fracture trends. Three fracture sets were identified: one located in the first 

layer and oriented N43°E, and two oriented N32°E and N70°E, located in the lower 

layer. The average fracture spacing was found to be 98, 49 and 116 cm, respectively. 
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In another study, Baker et al. (2000) presented a comprehensive analysis of a 

range of tests, conducted in C 0 2 flood pilot in the E.T. O'Daniel Unit of Spraberry. 

They included constant pressure decline rate, buildup, step-rate, falloff and multi-well 

interference tests. Author made interesting conclusions regarding hydraulic fracturing 

and fracture characteristics in the Spraberry reservoir: 

1. Assuming a constant permeability for the reservoir may be incorrect; 

2. Fractures are definitely stress-sensitive. At reasonably high injection rates, frac­

tures open up, leading to increased effective permeability of the system (2—15 

mD); 

3. During production or in low pressure areas, effective permeability is governed 

by matrix (0.01—0.1 mD), because fractures are partially or totally closed; 

4. Long term water injection can create very long fracture systems and help con­

nect short fractures, forming a well-connected, extended fracture system. 

However, once water injection is stopped, fractures can close and disconnect 

to some degree. 

A later work by Baker et al. (2001) presents a discrete fracture network (DFN) 

model, developed for the aforementioned E.T. O'Daniel Unit using commercial soft­

ware. This model combined both dynamic and static data mentioned in earlier publica­

tions. Authors suggest a workflow scheme for construction of such models and list 

some observations. They suggest that, in their case, fracture length had tremendous 

impact on effective fracture permeability and give a threshold fracture length necessary 

for connectivity. Fracture height's effect on horizontal permeability was moderate, 

whereas on vertical permeability fracture height had a significant impact. Fracture ap­

erture strongly controlled permeability with long or moderate fractures, which initially 

dominated the production performance. The connectivity of these fractures also de­

termined initial water/tracer breakthrough in waterfioods. However, with long-term 

production and injection, the importance of shorter, less connected fractures and ma­

trix was felt. Average fracture spacing, average effective permeability and imbibition 

processes were reported as dictating recovery profiles at later stages of waterflooding. 
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2.5.3 The Rotliegend group 

A different approach to fracture network characterization was taken by 

Gauthier et al. (2000) for the Rotliegend gas reservoirs of the Dutch offshore. They 

carried out a regional study to indentify 1) the fracture network geometry, 2) the tec­

tonic significance of the fractures, and 3) their impact on reservoir behaviour. Authors 

interpreted fracture development within framework of the structural geological evolu­

tion of the area and assessed their relation with larger-scale structures, i.e. faults. To 

mention the geological setting, the Early Permian Upper Rotliegend Group was classi­

fied as a continental succession of claystones, siltstones, sandstones and conglomer­

ates, deposited in fluvial, eolian, sabkha and lacustrine environments. Two main 

sources of fracture data were cores and borehole image logs. Thirty-three wells dis­

tributed over fifteen fields and four exploration prospects were studied to identify four 

main fracture trends. It was found that within each well, the dominant fracture trend 

often matched the orientation of the nearest seismically imaged fault trend. In terms of 

dip, authors identified vertical, subvertical and conjugate fractures. In terms of origin, 

cataclastic shear, particulate-fiow shear, dilational shear and joint and regional joint 

fractures were identified. The majority of the fractures were related to faulting and the 

vast majority of them appeared to be cemented. Fracture spacing varied in the range 

from 0.3 to 1.0 m. Authors concluded that depending on the reservoir quality, the 

fracture networks might have different impact, with more impact in poor reservoirs. 

Comparison of calculated versus tested permeability (kh) correlated well with the pref­

erential fracture trends. Cemented fractures appeared to compartmentalize and lower 

the permeability, whereas wells containing open fractures showed higher permeability 

than expected from matrix only. The conclusions of this study can be used for well 

design: placement and orientation. 
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C H A P T E R 

3 

The Midale field 

3.1 General description 

The Midale field was discovered in 1953 in south-eastern Saskatchewan, Can­

ada (Fig. 3-1). It is a part of massive Mississippian oil accumulation, belonging to the 

northern margin of Williston basin (Fig. 3-2). Total reserves were estimated to be 515 

MM bbl of 28.7° API oil. Other basic parameters are summarized in Table 3-1. Reser­

voir rock is carbonate deposited in a variety of depositional environments, which re­

sulted in formation of a number of distinctive facies. One of the distinct features of 

the field is a well-developed fracture network. 

Table 3-1: Summary of reservoir parameters (modified from McKishnie et al. 2005). 

Original oil in-place, OOIP (million Sm3) 81.9 

Initial reservoir pressure, Pi (MPa) 14.3 

Reservoir temperature (°C) 62.8 

Oil density (g/cm3) 0.88 

Oil viscosity, [X0 (cp) 3.0 

Oil formation volume factor, B0 1.124 

Solution gas/oil ratio (GOR), Rso (Sm3/Sm3) 34i) 
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MIDALE LOCATION MAP 

Figure 3-1: Location of the Midale field (after Mundry 1989). 

SASKATCHEWAN MISSISSIPPI OIL TREND 

Figure 3-2: Saskatchewan Mississippian oil trend (after Mundry 1989). 
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Originally, the field was rapidly developed on 32-hectare spacing by primary 

mechanisms—mostly solution-gas drive (Beliveau 1987). By 1960, a dramatic decline 

in reservoir pressure—to half of the original reservoir pressure—and well productivity 

indices called for application of a secondary recovery technique. Waterflooding -was 

preferred and a pilot water injection was carried out on two 128-ha inverted nine-spot 

patterns. Success of this application paved the way for a full-field waterflood that 

commenced in December 1962. To maintain the production levels, the first infill drill­

ing program started in mid 1980's that later included horizontal wells. Rapid decline of 

well productivity indices early in the reservoir life and specific watercut patterns devel­

oped under the waterflood indicated the presence of an influential fracture network. 

NFRs are generally considered poor candidates for C 0 2 flooding. However, in the 

Midale case, reservoir geology was deemed favourable enough to launch a study for 

possibility of implementation of a miscible C 0 2 flood. Target for this EOR operation 

was a substantial amount of oil in the matrix unswept by waterflooding. Consequently, 

a special pattern (Fig. 3-3) was designed and drilled for one of the pioneering C 0 2 

flood applications in North America. The pilot project was conducted in 1984-1989 

on a 1.78 ha area (Beliveau et al. 1993). It proved successful and a bigger CO, Flood 

Demonstration Project encompassing 10% of the field followed in 1992-1999. In 

2000, when Apache Canada acquired the field, aggressive infill drilling program using 

horizontal wells, tripled water injection and throughput was started. At the end of 

2006, more than 1000 wells were present at the field, and 26% of OOIP produced. At 

the same time, the field was producing 5,600 bopd at an average watercut of 92% 

(Jackson 2006). Figs. 3-4 and 3-5 show the field production history until year 2003. 

Feasibility studies looking into various options for CO, injection such as continuous 

C 0 2 flood, water-alternating-gas (WAG) and hybrid WAG were conducted (Malik et 

al. 2006, McKishnie et al. 2005). Field-scale C 0 2 injection, started in September 2005, 

is expected to recover up to an additional 15% of OOIP. In 2005, The Midale Unit 

has agreed to participate in the IEA-GHG Weyburn Midale C 0 2 Monitoring and 

Storage Project (Jackson 2006). 
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Figure 3-3: Location of the Midale CO2 Flood Pilot 
(modified from Beliveau 1987 and Beliveau et al. 1993). 

Midale became a classical example of an NFR (Narr et al. 2006) because of the 

enormous amount of information accumulated as a result of long life and extensive 

characterization efforts. Nevertheless, it is unique in terms of fracture network and its 

role in different processes in the reservoir. Midale C 0 2 Flood Pilot area was chosen 

for most of the analyses in this research because of availability of high-definition data 

on reservoir geology, interference and tracer tests. 
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Figure 3-4: Midale oil production history (modified from McKishnie et al. 2005). 
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Figure 3-5: Midale water production history (modified from McKishnie et al. 2005). 
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3.2 Geology 

Midale beds form the base of the Charles Formation, which belongs to the 

Mississippian period. Midale units are part of a cyclic sequence of shelf carbonates and 

evaporates, deposited during repetitive transgressions and regressions of the Missis­

sippian Intracratonic Sea. Midale carbonates deposited in various shallow water envi­

ronments: shoal, intershoal, channel, etc. (Fig. 3-6). These carbonates are overlain and 

underlain by impermeable anhydrite beds: Midale Evaporite belonging to Ratcliffe 

beds on top and Frobisher Evaporite underneath. Beds are gently dipping at approxi­

mately 1° in a southwest direction. Productive interval lies at a depth of approximately 

1,400 m and has an average thickness of 20 m. It is subdivided into two distinctive 

units: upper dolomitic "Marly" and lower "Vuggy" limestone. Different depositional 

and diagenetic histories resulted in distinct petrophysical and reservoir properties of 

these two zones (McKishnie et al. 2005). 

Figure 3-6: Depositional environments in the Midale field (after Bunge 2000). 
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Marly fades were deposited in shallow-water restricted setting under extremely 

low energy conditions. They were then dolomitized by seepage of seawater. On the 

other hand, Vuggy facies were deposited in a slighdy deeper, non-restricted setting un­

der low energy conditions. The Marly zone has a layered geometry and good lateral 

continuity. It consists primarily of dolomitic wackestones and mudstones. A single 

pore system is present with intercrystalline porosity and small amounts of pin-point 

vuggy porosity. The Vuggy zone is characterized by two pore systems: intershoal and 

shoal, which can be distinguished based on texture and porosity style. Intershoal facies 

consist primarily of peloidal and bioclastic packstones, which contain primarily inter-

particle porosity with secondary amounts of intercrystalline, intraparticle and 

vuggy/biomoldic porosity. Shoals developed on paleotopograhic highs under slightly 

higher energy conditions. They consist mainly of peloidal grainstones, which contain 

vuggy/biomoldic, interparticle and fenestral porosity. Fig. 3-7 schematically shows the 

facies distribution model compiled by Mundry (1989). 
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Figure 3-7: Midale Unit facies distribution model (after Mundry 1989). 
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Marly and Vuggy Intershoal sections are quite continuous and can be found 

over most of the Midale Unit. Shoal section is less common, found sporadically across 

the Unit and tends to occur in thick Vuggy areas. The Marly and Vuggy isopach thick­

nesses have a complementary nature. Average thicknesses for the Marly and Vuggy 

zones are 10 and 12 meters, respectively (Mundry 1989). Marly reservoir rock bears 

the highest porosity—15—35%. Shoal Vuggy rock is less porous—9—23% and inter­

shoal Vuggy has the lowest porosity ranging from 9% to 17%. Yet, the permeability 

can be the highest in the shoal Vuggy (up to 1 Darcy), slightly lower in the Marly rock 

(up to 0.5 Darcy), and very low in intershoal Vuggy rock (only up to 30 mD). Some of 

the tightest intershoal regions can be virtually impermeable. It is important to mention 

the highly heterogeneous nature of matrix, resulting in wide ranges for porosity and 

permeability. Table 3-2 summarizes the porosity and permeability values of main res­

ervoir units. A typical sonic log for Midale beds is shown on Fig. 3-8. Two flow units 

can be distinguished in Marly zone and three in the Vuggy zone. These are typically 

interlaid by low quality, tighter layers. Average net-to-gross ratios are 60% and 80% 

for Marly and Vuggy zones, respectively (Malik et al. 2006). 

Table 3-2: Porosity and permeability of the Midale Unit (after Lavoie 2006). 

Marly Vuggy (intershoal) Vuggy (shoal) 

Porosity, % 15-37 9-17 9-23 
(avg.26) (avg.ll) (avg. 13) 

Permeability, mD 0.5-500 0.01-30 1-1000 
(avg- 10) (avg- 1) (avg. 10) 
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Figure 3-8: Midale Unit sonic type log (after Beliveau 1989). 

It should be also mentioned that Marly- or Vuggy-dominated areas of the res­

ervoir are characterized by different response to water flooding. The former ones ex­

hibited slower flood-front breakthrough, higher oil rates and lower watercuts, while 

the latter ones are characterized by faster sweep, earlier water breakthrough and higher 

watercuts (Beliveau et al. 1993). Besides the effect of matrix properties, there is an ob­

vious impact of the fracture system on the waterflood performance. Table 3-3 and 

Fig. 3-9 present some analysis of watercut behaviour with respect to geology and well-

positioning. 

Table 3-3: Midale production wells performance analysis—watercut behaviour vs. geology 
(after Behveau et al. 1993). 

On-trend (% of wells) 

Marly 

Intershoal Vuggy 

Shoal Vuggy 

Marly 

Intershoal Vuggy 

Shoal Vuggy 

Fast 

2 

12 

0 

Moderate 

24 

21 

4 

Slow 

25 

9 

3 

Off-trend(% of wells) 

16 

16 

5 

31 

16 

0 
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Figure 3-9: Midale waterflood performance analysis (after Mundry 1989). 

3.3 Fracture system 

In his comprehensive study, Mundry (1989) suggested that the fractures en­

countered at the Midale beds belong to the extension or regional type. Several diag­

nostic criteria for this type of fractures are satisfied by the fracture system observed in 

the Midale Carbonate: 

• Fractures are joints, because the fracture planes have not undergone shear dis­

placement. Rock failure is purely dilational, as if only by pure tension. 

• They occur in undeformed, flat lying sediments. 

• The fractures comprise systematic parallel or systematic sets. 

• They maintain their orientation and occurrence over large areas. 
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• Fracturing is normal to bedding, hence vertical or near vertical fractures in un-

deformed sediments. 

Based on literature review and field evidence, Mundry (1989) went further to 

suggest mechanisms for creation of this fracture system. Extremely high pore pres­

sures attained upon lithification and burial of the Midale Carbonate became equal to 

the magnitude of the minimum compressive (principal) stress. Hence, a condition of 

zero effective stress was attained and a set of parallel fractures oriented normal to the 

minimum principal stress direction (horizontal) formed. Escape of formation water 

during burial was probably prevented by enclosing Ratcliffe and Frobisher Anhydrites, 

laterally bounding unconformity surface or just insufficient permeability over long dis­

tances. This over-pressurization most likely led to the formation of natural hydraulic 

fractures. 

Examination of cores taken from 100 vertical and 3 horizontal wells by Be-

liveau et al. (1993) suggested the pervasiveness of fractures in the Midale Unit. Below 

are some observations made by the authors: 

• Natural fractures occur of the entire Unit area and span the entire gross pro­

ductive interval. 

• The fracture system is oriented northeast/southwest. 

• All of the fractures are vertical or nearly vertical and parallel or subparallel in 

plan view and in cross-sectional view 

• The majority of fractures appear to be open, and some cores even broke into 

pieces because of heavy fracturing. The opening of fractures varied from 

tightly fitting cracks to rough, uneven, large fractures, suggesting a wide varia­

tion of conductivity. 

• Fracture height and spacing vary broadly. 

On average, 20% of the gross productive interval is fractured, but distinct 

lithologic units showed different degrees of fracturing and average fracture spacing 

(Table 3-4). It seems that the tightest rock is usually the most heavily fractured, which 

is in a perfect agreement with Mundry's (1989) suggestions on the fracture origin. As 
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for the fracture orientation, a recent analysis of FMS log data also confirmed fracture 

dip as nearly vertical, varying negligibly (88.6°-89.7°). 

Table 3-4: Fracture percentages and average fracture spacing for Midale units (after Beliveau 
et al. 1993). 

Marly 

Intershoal Vuggy 

Shoal Vuggy 

Fractured core percentages, % 

16 

23 

11 

Average fracture spacing, m 

0.61-0.91 

approx. 0.30 

0.61-1.22 

On the engineering side, the fracture system revealed itself in a number of 

ways. In the early years of development, the primary production was characterized by 

rapid decline in reservoir pressure. Well productivity indices declined significantly 

while reservoir pressure was still above the bubble point. This behaviour 'was attrib­

uted to early depletion from fractures (Beliveau 1987). Later, analysis of water flooding 

performance revealed indications of strong anisotropy. Difference in watercut behav­

iour for on-trend and off-trend wells was illustrated in Table 3-3 and Fig. 3-9. North­

east-southwest direction of fracture trend (~45°) becomes obvious from the watercut 

map in Fig. 3-10. Further analyses of waterflood performance by Beliveau et al. (1993) 

showed an average pattern anisotropy (on-trend/off-trend permeability) of 25 with a 

log-normal distribution from 2 to >150 (Fig. 3-11). Beliveau et al. (1993) also sug­

gested that the fracture system dominated over stratigraphy during waterflooding. Pro­

file logging showed that water was predominantly injected into the more fractured un­

derlying Vuggy zone resulting in better sweep and lower residual oil saturations com­

pared to the Marly zone, where flood efficiency was approximately 50% of that in the 

Vuggy zone. It was suggested that on the microscopic level pore structure determines 

the balance between viscous and capillary forces, resulting in slower sweep in the 

Marly zone. Authors pointed out high E O R potential of oil-rich zone sitting on top of 

the higher permeability, water-flooded Vuggy zone. 
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Figure 3-10: Midale Unit watercut map (after Beliveau et al. 1993). 
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Figure 3-11: Midale Unit pattern anisotropy (after Beliveau et al. 1993). 
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Later, C 0 2 Flood Pilot demonstrated that vertical fractures and gravity force 

could help the injected C 0 2 travel to the Marly zone. Beliveau et al. (1993) suggested 

that different processes operated during the CO, flood, based on observation of 

slower breakthrough and probably much higher penetration into matrix and higher 

sweep efficiency compared to waterflood. Preparatory stage of this pilot project in­

volved numerous interference and tracer tests, which helped to collect very valuable 

information on the fracture system. 

Beliveau (1989) examined the results of a number of multi-well pressure tran­

sient tests to estimate some properties of the fracture system (Fig. 3-12 and 3-13). 

Three pulse tests and one drawdown test were conducted. These test confirmed the 

communication between the Vuggy and Marly zones. Anisotropy ratios calculated for 

four quadrants of the pilot area ranged from 8 to 29, with an average of 22 + 10.3. 

One pair of wells—13 and 14 (map on Fig. 3-3)—seemed to be direcuy connected by 

a long fracture, which resulted in a "short circuit". Well 13 located some 60 metres fur­

ther on-trend from the well 14 immediately responded to a 5 bbl injection pulse in 14 

and reached the peak pressure with a 16-min time lag. Similarly, wells SI and S2 always 

maintained very close bottom-hole pressures, although separated by 122 metres. Such 

behaviour was not observed on the regular patterns. Pressure fall-off tests, conducted 

on several Midale Unit injectors outside of the pilot area, provided estimates of the 

fracture half-length in excess of 150 m—one-third of the distance between the injector 

and on-trend producer. It is believed that long-term water injection is responsible for 

exacerbation of otherwise tighter and shorter natural fractures. Returning to the tran­

sient tests, by matching data from the transitional flow period with exponential inte­

gral (Ei) solution authors estimated the two classical dual-porosity parameters— 

storativity ratio, and interporosity flow coefficient. Calculated fracture spacing ranged 

from 0.1 to 1 m, which is in agreement with core and FMS data. Average orientation 

of the fracture system in the pilot area was determined to be N48°E. 

29 



s II pulse test 

100 120 

Time (!>f) 

140 160 ISO 200 

ca 
- Bottomhole pressure —— Production rate 

II pulse test 

i 60 

: 50 

i 40 

I 
"E 

on
 r

a
te

 

*g 

- 100 

; 90 

I SO 

I 

200 220 

Figuie 3-12: II pulse interference test (based on data from Beliveau 1989). 
a) Well II—producer; b) wells 12, SI, and 14—observers. 
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Figure 3-13: SI drawdown interference test (based on data from Beliveau 1989). 
a) Well SI—producer; b) wells 12,13, and 14—observers. 

31 



Tracer tests usually complement the transient tests and provide us with infor­

mation about different properties of the reservoir and the fracture system. Lavoie 

(1987) reported the results of three multi-well tracer tests: a) salt, b) gamma emitter, 

and c) halogen tracer tests. The first two tracer tests were conducted during the brine 

pre-flush stage of the C 0 2 Flood Pilot, while the halogens were injected together with 

the carbon dioxide. Salt tracer test showed early breakthrough times, ranging from 0.5 

to 13 days, indicating a high heterogeneity in the reservoir (Fig. 3-14). Low sweep effi­

ciencies of 5—10% of the movable pore volume in the nominal pilot area proved ear­

lier theories that most of the injected water travels through the fractures. Salt tracer 

return profiles represent typical fractured or layered reservoir profiles. Early peaks and 

long tails, suggesting fast breakthrough from fractures as well as some amount of fluid 

exchange between matrix and fracture and even matrix flow (Fig. 3-15), in some wells 

and several peaks, suggesting several different fractures contributing to flow (Fig. 3-

16), in others. Gamma emitter tracers generally showed the same results as the salt 

tracers. On the other hand, later breakthrough times (~1 month) were observed in 

case of halogen tracers, which suggest the presence of gravity effect, higher diffusion 

rate and better sweep efficiency. Moreover, halogen tracers showed that C 0 2 could 

travel in paths different from those that water takes. Beliveau et al. (1993) noticed 

good vertical permeability during the C 0 2 flood, which could be enhanced by frac­

tures. 
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Figure 3-14: Salt tracer test results (modified from Lavoie 1987). 
a) Tracer transit times; b) tracer recoveries. 
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Figure 3-15: Simple single-fracture tracer concentration profile 
(based on data from Lavoie 1987). 
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Figure 3-16: Layered/multi-fracture tracer concentration profile 
(based on data from Lavoie 1987). 
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One uncertain aspect is the existence of a secondary fracture set, oriented or­

thogonally with respect to the main trend. According to Mundry (1989), there is no 

geologic evidence or explanation for such fractures. Nevertheless, our examination of 

a recent FMS interpretation showed that a set of fractures different from the main 

trend does exist. These fractures are cemented and do not support flow. Based on 

field observations, some degree of connectivity between diagonal wells prompted Be-

liveau et al. (1993) to introduce orthogonal fractures (at a 1% density of the main set) 

into the reservoir model to achieve the connectivity. If the conductive orthogonal frac­

tures do not exist, such behaviour can be explained by rare intersections between the 

northeast-southwest fractures. Variability in the strike azimuth of the fractures would 

control the connectivity of the fracture network in this case. 
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C H A P T E R 

4 

DFN modeling 

4.1 Methodology 
At this stage of the research, an integrated modeling approach was applied. We 

combined direct and inverse, i.e. geological and engineering data to build a model in 

novel commercial NFR modeling software. Data on different scales was collected 

from publications, processed and raw data sources. On small scale, we analyzed con­

ventional well logs, image logs (FMS), and cores. On a larger scale, we benefited from 

well-to-well interference tests and waterflood analysis. As Fig. 4-1 shows, with the 

help of this data, we constructed a geocellular facies model and a discrete fracture 

network model. Then these models were combined and hydraulically calibrated by 

simulating -well test. By calibrating fracture network's hydraulic properties, we obtained 

a representative reservoir model. This model was used in a sensitivity study to assess 

the roles of matrix and fractures in the well test response. We applied experimental 

design methods to optimize the sensitivity study. A response surface model was fitted 

and statistically evaluated. 
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Figure 4-1: Integrated modeling and sensitivity study for NFR. 

4.2 Geocellular fades model 

Midale C 0 2 Flood Pilot area (Fig. 4-2) was chosen for our model, because it 

was comprehensively characterized for the purposes of pilot project. Present-day 

commercial simulators are not capable of constructing detailed field-scale discrete frac­

tured reservoir models. Whereas on local models, such as the one we built, single- and 

multi-well flow tests can be simulated. The C 0 2 Flood Pilot area provided us with this 

valuable data. At the first step, we constructed a simple model and attempted to vali­

date it hydraulically (Bogatkov and Babadagli 2007). The simplified model had layer-

cake geometry and consisted of nine layers, homogeneous within themselves (Fig. 4-

3). Average porosity and permeability values were used for each layer. Later, we have 

constructed a more rigorous model of the reservoir geometry and lithology (Bogatkov 

and Babadagli 2008), which is explained below. 
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Figure 4-2: Midale CO2 Flood Pilot configuration. 

Most of the data for the geocellular fades model came from the core analysis 

and conventional logs. Gross reservoir interval at each well was sub-divided into layers 

based on the distinctive porosity and permeability values observed in core and conven­

tional log data. Porosity and permeability values measured in numerous samples for 

each layer were averaged to get one porosity and permeability for each layer in each 

well. As a result, 54 plots were produced for: 

a. permeability in three directions (3x9 layers), 

b. porosity (9), 

c. layer thickness (9), 

d. water saturation (9). 

The fifty-fifth plot was constructed to describe the reservoir topography (Fig. 

4-4). 
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Figure 4-3: Layer cake geomodel (vertical scale is exaggerated). 

| i. • | 

Figure 4-4: Corner-point grid geomodel (vertical scale is exaggerated). 



We used a simple method of inverse distance interpolation (Shepard 1968) to 

produce maps from each of the spatial property plots. These 55 maps were in turn fed 

to the CMG pre-processor Builder to create a corner-point grid populated with the 

three matrix properties. The workflow is shown on Fig. 4-5. Due to the software limi­

tations, water saturations had to be averaged over layers to be used in the fractured 

model. Porosity and permeability blocks are shown on Fig. 4-6. The 200x200 m pilot 

area was discretized at 10-m horizontal and approximately 2-m vertical resolution, 

yielding a 20x20x9 grid. This grid was imported into the fractured reservoir modeling 

software FRACA. 

Figure 4-5: Geocellular facies model construction. 
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Figure 4-6: Geocellular facies model parameters (porosity and permeability I, J, K). 

4.3 Discrete fracture network model 

At the next step, we introduced a discrete fracture network into the model. 

This network was constructed with respect to both geological and engineering data. 

Unlike conventional logs that help to characterize mainly matrix, cores serve two pur­

poses. In addition to precise measurement of matrix porosity and permeability, cores 

provide fracture azimuth and fracture height. Moreover, fracture spacing or density 

can be roughly estimated by a modified form of a commonly used equation that relates 

fracture spacing to the total fractured core height: 

dchc 
^avg \n h v V 
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where dc is the diameter of the core, hc is height (length) of the core, and ht is the height 

of individual fracture encountered in the core. We used processed core data in E q . 4-1 

to calculate the fracture spacing on a layer-by-layer basis. We had to average it laterally 

over the entire map for the initial input. 

I 

0.0 0.2 0.4 0.6 

Fracture spacing (m) 

0.8 1.0 

Figure 4-7: Fracture spacing distribution in flow units. 

Obviously, the probability of vertical wells intersecting vertical or nearly verti­

cal fractures is quite low. Even with wells cored for the whole reservoir thickness, core 

analysis is not a reliable tool for fracture characterization on its own. In this study, it 

has been reinforced with formation micro scanner (FMS) log data from several hori­

zontal wells. FMS logs give more reliable information on fracture spacing, fracture 

strike and dip. Such logs also sample large volumes of reservoir rock laterally. This 

data could not be used direcdy, because it did not sample the complete interval or the 

location of interest. However, a comparison showed that fracture density calculated 

from cores was in a good agreement with FMS data as well as previous studies (Be-

liveauetal. 1993). 

42 



In many cases, valuable information on fracture networks obtained through 

outcrop analysis is not available. Nevertheless, for mature fields, there is a wealth of 

engineering data that can be utilized for fracture characterization. In this case, we took 

into account watercut maps that clearly show the prevailing fracturing direction. Dur­

ing waterflood, injected water tends to travel along the main fracture trend, resulting in 

specific patterns on the watercut map (Fig. 3-10). Northeast-southwest orientation of 

approximately 45° was suggested by Beliveau et al. (1993) based on field-wide water-

flood analysis. Beliveau (1989) also suggested a specific value of N48E for the pilot 

area. As for the smaller scale data, the FMS logs showed fracture dip as nearly vertical, 

varying negligibly (88.6°-89.7°), and fracture strike varying from N48.4E to N59.9E. 

Mean fracture dip was entered as 89°, as suggested by FMS log data. 

Fracture strike and dip were modeled by Von-Mises distribution, particularly 

designed to model the spreading of vector orientation around a mean value (FRACA 

User's Technical Manual). This distribution can be described by two parameters: m — 

mean azimuth and x, referred to as "Fisher dip" or "Fisher strike" and describing the 

spreading of azimuth around its mean value. This parameter can vary from 0 to 

lxlO2 0 , with lower values representing a high variability of azimuth around its mean 

and higher values representing a low variability. Fracture spacing was assumed to be 

correlated with bed thickness in the following way: 

where a is the density correction factor, e is the average bed thickness in the facies un­

der consideration, et is the bed thickness under consideration, and S is the average 

spacing value input by the user, for the facies under consideration (FRACA User's 

Technical Manual). 

Fracture length is one of the parameters that are not easy to measure. Pressure 

transient analysis (Beliveau 1989) helped to roughly estimate fracture half-length. In 

addition, tracer tests, watercut observations and CO z injection pilot tests gave an idea 
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about the connectivity of on-trend and off-trend wells at different separations. After 

revising all aforementioned information, we estimated a reasonable range for possible 

fracture lengths. Therefore, the value used in the model is an educated guess rather 

than a reliable measurement. Fracture hydraulic conductivity was assigned tentatively 

and later used as a tuning parameter. Exponential distributions were imposed on both 

parameters since we did not have enough statistical data to infer the parameters to de­

scribe other distributions such as log-normal. In such cases, the introduction of pa­

rameters arbitrarily introduces errors. To avoid them, exponential distribution was 

chosen for two reasons: (1) exponential distribution can be parameterized only by an 

average value of the variable sampled; (2) exponential distribution has been used to 

describe the distribution of fracture lengths, when fracture development resulted from 

a uniform stress distribution and fracture propagation can be compared to a Poisson 

process. 

We used the average fracture height of 28 cm for Marly and 47 cm for Vuggy 

facies, as suggested by Fischer (1994). He also recommended using fracture apertures 

between 50 and 100 microns for reservoir simulation, based on his studies of FMS 

logs. 

Properties of the D F N are summarized in Table 4-1. The fracture network 

was modeled as two fracture sets: main fracture trend and a secondary fracture trend. 

The main fracture set contains virtually all open fractures. This main trend is under 

investigation since it determines the fracture network behaviour. Secondary fracture 

trend was included in the model to introduce some off-trend connectivity into the 

network. Existence of the off-trend fractures was discussed in the previous chapter (p. 

35). Secondary fracture set was assigned the density at 1% of main set's fracture den­

sity. The length was arbitrarily assigned as V2 of the fracture length in the main set. 

The resulting fracture network is shown in Fig. 4-8. 
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Table 4-1: Fracture set parameters. 

Main set Secondary set 

Fracture length distribution 

Mean fracture length, m 

Fracture aperture, micron 

Fracture conductivity distribution 

Mean fracture conductivity, m D - m 

Fracture azimuth, deg. 

Fisher dip 

Fisher strike 

Fracture spacing, m Layer 

Ml 

M2 

M3 

M4 

VI 

V2 

V3 

V4 

V5 

Exponential 

100 

50 

Exponential 

10 

318 

1.0E+20 

1.0E+20 

0.17 

0.39 

0.67 

0.22 

0.38 

0.20 

0.25 

0.29 

0.33 

Exponential 

50 

50 

Exponential 

10 

48 

1.0E+20 

1.0E+20 

17 

39 

67 

22 

38 

20 

25 

29 

33 

Fracture compressibility, ba r 1 

Fracture spacing ~ bed thickness 

0.000145 
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Figure 4-8: 3-D fracture network model (one 10x10 grid cell). 
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4.4 Hydraulic calibration 

Fracture hydraulic conductivity in terms of mD-m was the most important 

tuning parameter for the model. Fracture conductivity can be related to fracture aper­

ture by a simple relationship: 

0.987X106 o , , „, 
c = X o)3 (4-3) 

where c is the conductivity in (mD-m) and co is the aperture in mm (FRACA User's 

Technical Manual). 

However, this is a very simplistic approach, which takes into account neither 

the fracture roughness nor the possible filling inside it. In reality, fracture conductivity 

might not obey this simple law. Moreover, in our case no reliable measurement of 

fracture apertures was available. Nevertheless, estimation of fracture conductivity is 

still achievable thanks to pressure transient data. Matching pressure response from 

well tests provided us with mean fracture conductivity, assuming that all other parame­

ters are at their realistic values. 

For the purpose of subsequent sensitivity study, we choose an objective func­

tion to assess the history match quality. The pressure transient profile is a big array of 

data that cannot be directly incorporated as a single variable into the experimental de­

sign and consequent analysis of results. Therefore, we choose an objective function, 

similar to that used by Manceau et al. (2001), as our response variable. It is a rather 

classical formula that measures the accuracy of history match for each simulation run. 

It is the mean of relative error calculated for each point in pressure curve, multiplied 

by a weighting factor to account for uneven time intervals. 

MRE(P) = } Wt 0
Pslmulated Pmeasured\\ ^ w h e r e w . = tj__ti-i ^ 

/ V ^measured ' i ttest 
• ' 1 = 1 
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This function was calculated for each well in the test at every simulation run, 

directly providing us with a quantitative measure of the match quality. 

Two interference tests—drawdown and pulse—were used to validate the 

model. First we simulated Sl-drawdown test, where well SI (map on Fig. 4-2) was 

pumped for 150 hours at 28 m3/day. During this period, pressures at wells 12, 13, 14, 

and the producer itself were recorded. Compared to our layer-cake model (Bogatkov 

and Babadagli 2007), an improvement in the matches was observed—average MRE 

(over four wells) of 9.24±2.21% and 5.51 ±5.80% measured for simplified and hetero­

geneous models, respectively. MREs for the latter model are summarized in Table 4-

2. Resulting pressure profiles are shown on Fig. 4-9. 

Table 4-2: History match quality for drawdown and pulse interference tests. 

Well MRE (%), SI drawdown test MRE (%), II pulse test 

11 N/A 1.6 

12 6.21 0.3 

13 0.92 N/A 

14 1.47 0.2 

SI 13.45 02 

History-matched fracture conductivity turned out to be 10 mD-m. This is a 

striking observation, because it corresponds to a fracture aperture of 50 micron when 

calculated by Eq . 4-3. This value was our lower initial guess (50—100 micron). The 

only adjustment besides fracture conductivity was a 20% increase in matrix permeabil­

ity in the 9-grid-block column containing producer SI, i.e. around the well. In general, 

when compared to layer-cake model (Bogatkov and Babadagli 2007) our new model 

performed quite well in capturing the inter-well heterogeneity without any adjustments 

to fracture parameters. The best evidence is the matching pressure profiles of the di­

agonal wells (Fig 4-9). As for the well SI, which needed adjustment, we believe that 

mismatch at early times in the test could be caused by a strong wellbore storage effect 

(typical for fractured reservoirs) that our model could not capture, or a single big frac­

ture cutting through the well that we could not introduce deterministically at this 

point, or a combination of both. 
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Figure 4-9: Discrete SI drawdown interference test simulation, 
a) Producer well SI; b) observation well 12. 
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Figure 4-9: Discrete SI drawdown interference test simulation, 
c) Observation well 13; d) observation well 14. 
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Figure 4-10: Discrete II pulse interference test simulation, 
a) Producer well II; b) observation well 12. 
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Figure 4-10: Discrete II pulse interference test simulation, 
c) Producer well SI; d) observation well 14. 
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4.5 Sensitivity study 

Putting all the data together in a model is a part of the solution. However, for 

a good understanding of the fracture network, we had to assess the role each parame­

ter plays in the overall reservoir performance. Sensitivity analysis was necessary for 

such an assessment. Determining the uncertainty each model parameter can introduce 

into the results helps to recognize the parameters important for history match, those 

deserving further analysis and additional measurements (Friedman et al. 2001). We 

expected non-linear effects and interactions between parameters inherent to fracture 

networks 0afari and Babadagli 2008). 

4.5.1 Experimental design methods 

In a straightforward approach to sensitivity, each parameter in the model is 

varied at two or three levels, while other parameters are held constant. Fluctuations in 

response variable measured for the variations in input variable give us the sensitivity of 

response (e.g. bottom-hole pressure, production, etc.) to input (e.g. porosity, perme­

ability, fracture density, etc.). Such analysis results in an estimation of the main effects. 

However, this method can be biased and misleading, since it is not capable of taking 

into account possible interactions between factors, quadratic effects, etc. Moreover, 

the one-parameter-at-a-time approach quickly becomes very inefficient with growing 

number of factors due to the fact that 2 or 3 simulations are necessary when each 

parameter is varied at two or three levels respectively, k being the number of parame­

ters. One can consider a typical reservoir simulation project with geological variables 

such as porosity, permeability, initial water saturation, relative permeability, net-to-

gross ratio, thickness, vertical/horizontal permeability ratio, etc. With only seven pa­

rameters, a 3-level sensitivity study would require 37 = 2187 runs. Adding another pa­

rameter (e.g. an operational parameter) multiplies the number of simulation runs by 

three, which soon makes the task unfeasible. 

In case of fractured reservoirs, the number of geological variables grows 

quickly. Thus, in our study, we used an experimental design method that facilitates an 
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efficient quantitative assessment of input/response interaction, as well as the non­

linear parameter interactions. Experimental design or design of experiments (DOE), 

varies all of the factors in the model simultaneously and minimizes the number of 

simulations needed to estimate the sensitivity of response to input. We followed the 

guidelines for designing experiments given by Montgomery (2005), summarized in 

Table 4-3. 

Table 4-3: Guidelines for designing an experiment (after Montgomery 2005). 

1. Recognition of and statement of the problem \ 

2. Selection of the response variable* ( p r e e x p e r imental planning 
3. Choice of factors, levels, and ranges" J 
4. Choice of experimental design 
5. Performing the experiment 
6. Statistical analysis of the data 
7. Conclusions and recommendations 

*Steps 2 and 3 are often done simultaneously or in reverse order 

The first step in experimental design is the recognition and statement of the 

problem. In our case, it is to characterize the system and understand which fracture or 

matrix parameters most affect the accuracy of the history match for pressure transient 

data. We chose to simulate the SI drawdown interference test. 

The second step is the selection of response variable. To represent the re­

sponse, we designed the mean relative error function (MRE) mentioned in the previ­

ous section of this chapter. 

The third step is to choose factors, their levels and range, over which these 

factors will vary in the model. Some factors can be held constant for all runs and omit­

ted in the sensitivity analysis, while others have to be assigned a range and assessed. 

Choice of factors in this study was made considering general experience with NFR 

modeling (Elsayed et al. 1993; Guerreiro et al. 2000; Baker et al. 2001; Gauthier et al. 

2002; Heeremans et al. 2006; Ozkaya and Richard 2006) as -well as previous modeling 

efforts for Midale field (Payne 1988; Malik et al. 2006; McKishnie et al. 2005; Goobie 

and Peters 1986; Bogatkov and Babadagli 2007). In addition, several simple one-
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parameter-at-a-time runs were made to test parameters and their affordable ranges 

proposed for the experimental design. Due to the software restrictions and computa­

tion times, ranges for parameters had to be chosen carefully. A compromise should be 

found between values for fracture parameters that would produce computationally 

feasible models and assess the effects on a large span of scales. Ranges are case-

specific as well. Various matrix and fracture parameters were reviewed to choose the 

ones to include in the model. Based on the considerations mentioned above, nine frac­

ture and matrix properties were introduced into the experimental design. 

The fourth step is the choice of experimental design, i.e. a special arrangement 

of simulations runs, each representing a combination of different levels of factors. Ex­

perimental designs are created by various algorithms, each serving specific purposes. 

Rather simple experimental designs need less simulation runs and are suitable for sim­

ple screening to reveal only the most important parameters. Such designs lack the ca­

pability to tackle higher-order interactions and often produce aliased effect estimates. 

Sophisticated experimental designs usually require more runs, but provide more in­

formation on non-linear effects and can determine higher-order effects. Response sur­

face modeling (RSM) is a widely used method to fit simulation results to a polynomial 

model by linear regression (White et al. 2000). RSMs can be used as a proxy to reser­

voir simulation. Such models can be run as many times as necessary to assess uncer­

tainty in parameters, test their different combinations, make predictions, etc. Several 

statistical software packages are available to produce and analyse experimental designs. 

A three-level design is necessary to capture non-linearity in effects. Thus, a full 

3k factorial design would require 39 or 19 683 runs to estimate all effects and interac­

tions. This is an unreasonable number of simulations. For the most complete model 

and analysis of the problem, we decided to employ response surface methodology 

(RSM). The most suggested design for fitting a second-order response surface model 

is the central-composite design (CCD). To still be able to vary the factors on three lev­

els only and to obtain an efficient design with a minimal number of runs, a face-

centered small CCD with 78 runs was chosen. Matrix properties (porosity, permeabil-
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ity, water saturation and relative permeability) were lumped into one categorical factor 

varying on three levels: low quality, medium quality (or realistic), and high quality ma­

trix. The rationale behind such lumping is to avoid modeling correlated parameters 

separately (porosity/permeability and water saturation/relative permeability) and to 

simplify the analysis, since our goal is to assess the influence of fracture parameters 

and relative fracture and matrix roles rather than assessing matrix properties explicidy. 

Table 4-4 lists all factors and their levels. 

Table 4-4: Experimental design factors 

Parameter 

<f 
kabs 

Low (-1) 

Geo-model x 0.5 

Geo-model x 0.5 

Mid(0) 

Geo-model 

Geo-model 

High (1) 

Geo-model x 1.5 

Geo-model x 1.5 

Sw,in layer: 

Ml 

M2 

M3 

M4 

VI 

V2 

V3 

V4 

V5 

kro in layer: 

Ml 

M2 

M3 

M4 

VI 

V2 

V3 

V4 

V5 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0001 

0.0049 

0.0001 

0.0505 

0.0001 

0.0001 

0.0001 

0.2500 

0.0001 

0.1000 

Frac. spacing, m: 

M1-M4 

VI-V5 

Frac. length, m 

Fisher strike (x) 

Frac. cond., mD-m 

0.30 

0.30 

100 

100 

5 

0.75 

0.75 

150 

5.0E+19 

252.5 

1.20 

1.10 

200 

1.0E+20 

500 

55 

0.91 

1.00 

0.83 

1.00 

1.00 

1.00 

1.00 

1.00 

1.00 

0.61 

0.95 

0.55 

0.84 

0.93 

0.91 

0.67 

0.81 

0.76 

0.30 

0.48 

0.28 

0.42 

0.46 

0.46 

0.34 

0.41 

0.38 

0.9062 

0.1932 

0.9979 

0.3806 

0.4880 

0.4880 

1.0000 

0.7128 

0.8440 



Some fracture and matrix parameters were reasonably ruled out of the analysis 

for simplicity. Fracture dip factor was not assessed due to great uniformity in this pa­

rameter; neither was fracture aperture distribution considered, because this factor is 

overruled by fracture conductivity, which is essentially a function of the aperture but 

represents the actual flow characteristic. Instead, fracture spacing in different fades, 

namely, Marly and Vuggy, was modeled separately. Fracture length and conductivity 

for the fractures of the secondary fracture set were changed simultaneously with the 

main set. At the same time, fracture spacing for the secondary set was held constant at 

a moderate 30 and 25 m for Marly and Vuggy layers respectively. Conceptual work­

flow for this sensitivity study is shown on Fig. 4-11. 
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Figure 4-11: Fishbone diagram for sensitivity study (details in Table 4-4). 
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Perhaps the easiest step in experimental design involving simulation is actually 

performing the experiments. For each combination, one only has to set the model pa­

rameters to the levels according to the design and run it. The objective function for 

each well in each run was calculated on an Excel spreadsheet automatically, when the 

pressure data was copied in it. 

The final step is the statistical analysis of the data. Statistically analyzing the 

data provides us with objective conclusions. Statistical techniques allow measuring of 

the likely errors or attaching a specific level of confidence to our conclusions (Mont­

gomery 2005). After running all simulations, we ended up with a set of factor combi­

nations and respective response values. Then analysis of variance (ANOVA) was ap­

plied to calculate mean squares, F values and p-values for all factors. Regression by 

backward elimination was used to fit a model to this data. This algorithm is different 

from stepwise regression but its results are often very similar or the same with the 

stepwise regression. The algorithm starts with a full model, including all terms, and 

eliminates the terms with the highest p-value one by one until no more terms with p-

value higher than alpha-out criterion are left. To conserve hierarchy in the model, 

lower-order terms that do not satisfy significance criterion but are present in signifi­

cant higher-order terms remain in the model. P-value is a measure of probability of 

observing the calculated F value for a factor (or model as a whole) if the null hypothe­

sis is true, i.e. the factor has no effect on response. F value, in turn, is the result of a 

test for comparing model term variance with residual (error) variance. If the variances 

are close to each other or the same, the ratio will be close to one and it is less likely 

that the factor has a significant effect on the response. Alpha-out criterion can be 

specified to ensure the statistical significance of the model terms at any desired confi­

dence level. 

Once a model is fitted to data, ANOVA gives us the statistical indicators for 

its assessment. A number of parameters such as regression coefficient R", adjusted Rr, 

predicted R2, adequate precision or signal to noise ratio, etc. are calculated. Equation 

of the model with an intercept and coefficients for each term is calculated. Sum of 
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squares (SS) calculated for each term in the model reflects the amount of variability 

the term introduces into the response, i.e. measures its effect. 

Finally, a model has to be diagnosed by means of normal plot of residuals, re­

siduals vs. predicted plot, Box Cox plot, etc. to ensure the robustness of the model or 

recognize a need to transform the response (Design Expert v7.1 Help). 

4.5.2 Simulation schedule and results 

Seventy-eight combinations of input variables were run to record four re­

sponse variable values—one for each well in the model—for each simulation run. 

Coded experimental design matrix is presented in Table 4-5. The results were ana­

lyzed by the ANOVA method. Fitted with backward regression with an alpha-out cri­

terion of 0.10, responses for all wells besides well SI fit the models exceptionally well. 

Table 4-6 includes the summary of model fit for all wells. Difficulties with well SI at 

this stage are perhaps caused by the same aspects as in the history match. 

Table 4-5: Experimental design layout (coded). 
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Table 4-5: Experimental design layout (coded). 

Factors Responses 
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Table 4-5: Experimental design layout (coded). 
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Table 4-6: Fit summary' fof all responses. 

SI 12 13 14 
Trans formation 

Model 

R-Squared 

Adjusted R-Squared 

Predicted R-Squared 

Adequate Precision 

Power: 0.85 

Reduced linear 

0.533 

0.514 

0.483 

12.373 

Square root 

Reduced 2FI 

0.991 

0.988 

0.978 

51.019 

Power: 0.2 

Reduced 2FI 

0.913 

0.899 

0.853 

25.690 

Square root 

Reduced Quadratic 

0.988 

0.984 

0.966 

46.045 

The complete fitted models are represented by equations. Eq. 4-5—4-8 de­

scribe MREs for all four different wells as a function of matrix quality and fracture 

properties. Because all factors in these equations are coded, coefficients in front of the 

equation terms are comparable and reflect their relative influence on MRE, i.e. the 

quality of pressure profile match. 

(S1_MRE)°-8S = 46.18 + 3.87 x E + 8.87 x F[l] - 19.88 x F[2] .... (4-5) 

y/(I2_MRE) = 2.23 + 0.057 X A - 0.025 x B + 0.019 xC + 0.012 x 

D - 6.097 X 10~3 X E + 1.83 x F[l] - 0.23 X F[2] + 0.08 X AB -

0.074 x AC + 0.088 x BD + 0.11 x BE - 0.092 x CD + 0.12CF[1] -

0.14 x CF[2] - 4.879 x 10 - 3 x DF[1] - 0.11 x DF[2] - 0.12 x 

EF[1] + 0.055 x EF[2] (4-6) 

(I3_MRE)0-2 = 1.31 - 9.708 x 10"4 x C + 0.017 x D + 0.018 x E + 

0.33 X F[l] - 0.12 x F[2] - 0.068 x CF[i\ - 5.368 x 10 - 3 x CF[2] -

0.041 X DF[1] + 0.045 X DF[2] + 0.027 X EF[1] + 0.05 X EF[2] ... (4-7) 
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J(I4_MRE) = 2.44 - 0.058 x A + 0.11 x B - 0.38 xC + 0.049 x D + 

0.31 x E + 1.57 x F[l] - 0.29 x F[2] + 0.31 x AC + 0.11 x BC - 0.2 x 

5D - 0.2 xf i f + 0.01 x CF[1] - 0.14 x CF[2] - 0.22 x D E - 0.011 x 

DF[1] - 0.069 X DF[2] - 0.045 x £F[1] + 0.089 x EF[2] - 0.29 x 

C2 - 0.12E2 (4-8) 

where S1_MRE, I2_MRE, I3_MRE, and I4_MRE are the response variables and let­

ters A—F stand for factors. 

A: Fracture spacing in Marly layers (M1-M4), 

B: Fracture spacing in Vuggy layers (VI—V5), 

C: Fracture length (mean of exponential distribution), 

D: Fisher strike (x of Von-Mises distribution of fracture azimuths), 

E: Fracture hydraulic conductivity (mean of exponential distribution), 

F: Matrix quality—categorical parameter. 

Note that coefficients in front of the matrix terms should not be interpreted 

directly, because it is a categorical factor. 

The AN OVA revealed that for all wells, matrix properties were more influen­

tial in the pressure profile match than any fracture properties. Matrix factor accounted 

for 93-99% of variability in response. Table 4-7 shows the three most influential pa­

rameters for each well. One can notice how the results from all wells agree that even 

the most influential fracture properties are virtually negligible compared to matrix. 

Fig. 4-12 shows the relative influence the matrix properties have on history match for 

all four wells in comparison to perhaps the most important fracture parameter—the 

fracture conductivity. Fracture conductivity is the only fracture parameter present in all 

four fitted models and often has the highest main effect after the effect of matrix qual­

ity. 
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Table 4-7: Most influential parameters (for history match). 

SI 12 13 14 

Parameter #1 

Relative effect, % 

Parameter #2 

Relative effect, % 

Parameter #3 

Relative effect, % 

Matrix 

96.368 

Fr. cond. 

3.632 

N/A 

N/A 

Matrix 

98.940 

Matrix*Fr. length 

0.291 

Matrix*Fisher strike 

0.197 

Matrix 

93.144 

Matrix*Fr. length 

2.743 

Matrix*Fr. cond. 

2.571 

Matrix 

93.525 

Fr. cond. 

1.942 

Fr. length 

0.882 

Matrix quality and fracture conductivity factors in 
fitted MRE models 

SI 

20 40 60 

Relative effect, % 

80 100 

Figure 4-12: Matrix effect compared to fracture conductivity effect 
in fitted MRE models for all four wells. 

From E q s . 4-5 through 4-8, response surfaces can be constructed for any set 

of factor values. Fig. 4-13 shows one of the response surface constructed to visualize 

the effect of fracture spacing in Marly and Vuggy layers on the response at well 12. 

From the shape of the graph, we note that for the given set of other factors, the effect 

is slightly nonlinear with a magnitude of less than 2% (MRE) whereas the complete 

range of this response in the sensitivity study was approximately 20%. 
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Design-Expert® Software 
Original Scale 
12-MRE 

15 I 3.3 

X1 = A: Frac spacing, M 
X2 = B: Frac spacing, V 

Actual Factors 
C: Fracture length = 100 
D: Fisher strike = 1E+020 
E: Fraccond = 10.0 
F: Matrix = Mediocre LU 

A: Frac spacing, M 

B: Frac spacing, V 

Figure 4-13: Response surface for well 12 response. 
Effect of fracture spacing in Marly and Vuggy layers on pressure profile match. 
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C H A P T E R 

5 

Continuum reservoir modeling 

5.1 Motivation 

In the previous chapters, the discrete fracture model of the C 0 2 pilot area of 

the Midale field was generated and tested using field well test data. Next, we aimed at 

assessment of the applicability of classical single and dual continuum reservoir models 

to represent fracture network models. After constructing single porosity and dual po­

rosity-permeability models with the help of matched properties of the discrete fracture 

model, multi-well interference and tracer tests were applied. Then, the reliability of 

different types of fractured reservoir model, i.e. discrete, single porosity, and dual con­

tinuum, was tested by comparing the numerical output and field observations. 

5.2 Single-porosity model 

Based on the sensitivity analysis performed on the discrete reservoir model, we 

decided to build a single porosity model in a classical reservoir flow simulator— 

Computer Modeling Group's compositional simulator (STARS). STARS was chosen 

because of its ability to conduct both multi-well interference and tracer tests. 

5.2.1 Model construction 

A corner-point grid, similar to the one used at the previous stage of this study 

was used. We had to make two major adjustments to the model for the new task: 
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1. The grid was rotated at 48° in counter-clockwise direction to achieve alignment 

of abscissa with the main fracture trend; 

2. The grid was resized by adding blocks on both sides along the x-axis and re­

moving unnecessary blocks along the y-axis for the optimal coverage of the pi­

lot well configuration; 

While the area of the model changed from 200x200 m to 220X150 m, both 

horizontal and vertical resolutions remained the same, resulting in a 22x15x9 grid, 

shown on Fig. 5-1. In this way, some space was added next to wells S2 and S3 and 

excessive space beyond the injector 'wells was removed. 

T~l T l I r~T"1 I I I I M M MT~ 
a 100 

M I I I M I | I I I I M I M| 
280 

H i 

M M I I I I I I I I I 
Figure 5-1: Aligned corner-point grid (for single- and dual-porosity models) . 
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At this stage, aligning the grid allowed us to model the permeability anisotropy, 

which proved to be the most important factor in history-match of this single-porosity 

model. Fig. 5-2 shows the porosity and three directional permeability blocks for the 

new model. The anisotropy ratios for this model are summarized in Table 5.1 below. 

Table 5-1: Anisotropy ratios for the single-porosity model. 
Anisotropy ratio, kx /ky 

Arithmetic average 

Block-volume weighted average 

Pore-volume weighted average 

Full grid 

6.65 

6.77 

6.83 

Marly zone 

6.81 

6.87 

6.89 

Vuggy zone 

6.46 

6.65 

6.69 

Pc«>»iy F-t^BsbMs-' I CnSJ 

PisrmeabclHv ^ (ns j l PwnwatWly K jssj) 

Figure 5-2: Anisotropic single-porosity model parameters (porosity and permeability I, J, K). 
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Grid block-wise initial water saturation property was added to the model in­

stead of the layer-averaged water saturation (Fig. 5-3). Relative permeability curves 

used here are the same as in the discrete model (Fig. 5-4). Different relative perme­

ability characteristics of Marly and Vuggy facies were reported and used in earlier 

simulation studies (McKishnie et al. 2005). In the present case, a better PVT model 

was available compared to the simplified representation used earlier. We considered a 

black oil PVT model sufficient for the application, since no gas flow or other multi­

phase processes were operating in the reservoir. As for the wells, the maximum nega­

tive usable skin values (-3) were used to account for the fracturing effect. Somewhat 

lower skin values (-3.5 to -4.8) were reported by Beliveau (1989) based on the well test 

analysis. 

Water Saturation 

Figure 5-3: Water saturation block. 
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Figure 5-4: Water-oil relative permeability curves: a) Marry zone; b) Vuggy zone. 
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5.2.2 Well test simulation 

SI drawdown interference test was simulated and history-matched by adjusting 

the permeability anisotropy ratio. This was an expected result, considering earlier pub­

lications such as the one by Malik et al. (2006) quoting the permeability anisotropy as 

the key parameter for their field-scale compositional single-porosity model. Our his­

tory-matched anisotropy ratio lies within the range of anisotropics reported by Be-

liveau et al. (1993)—shown on Fig. 3-11. It is difficult to speculate on the authenticity 

of the history-matched permeability values, because they represent a lumped equiva­

lent matrix and fracture permeability. Table 5.1 reports the history-matched values. 

The quality of the history match is comparable to the one obtained on the discrete 

model (Fig. 5-5). One can note improved match for the pressure profile at the pro­

ducing well SI and somewhat underestimated pressure drop at the diagonal observers. 

This could be attributed to somewhat impeded communication in the absence of 

"real" fractures. In the fractured model, on the other hand, the pressure drop at two 

diagonal wells was slighuy overestimated (for the SI drawdown test). 
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Time (dayj-

- Discrete simulation - - - • Single continuum simulation 

Well 12 - diagonal observer 

t 
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- Discrete simulation -—•SiBgiecont inuum simulation 

Figure 5-5: Single-porosity SI drawdown interference test simulation, 
a) Producer well SI; b) observation well 12. 
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Figure 5-5: Single-porosity SI drawdown interference test simulation, 
c) Observation well 13; d) observation well 14. 
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Mean relative error (MRE) values for the single continuum and discrete mod­

els are shown in Table 5.2 below. The average MRE for single continuum model is 

4.21 ±2.20% compared to 5.51 ±5.80% of the heterogeneous discrete model. At this 

point, it is important to compare the simulation times for both models. On a single 

Pentium D processor under Windows OS, simulating 150-hr drawdown test on the 

single continuum model took about 40 seconds, while the same simulation on the dis­

crete model took about one hour. 

Table 5-2: History match quality for discrete and single continuum models 

Well 

12 

13 

14 

SI 

MRE (%), discrete model 

6.21 

0.92 

1.47 

13.45 

MRE (%), single continuum model 

2.38 

5.37 

2.36 

6.73 

5.3 Dual-permeability model 

The single continuum model proved to be more useful to represent the frac­

tured system compared to the discrete model when pressure interference test was used 

for validation. More complex case controlled by fracture network system is tracer 

transport. Tracer test was modeled and the results were matched to field observations 

to test the reliability of fracture network model generated in Chapter 4. This type of 

test is more sensitive to heterogeneities and fracture network characteristics compared 

to pressure transient (Brigham and Abbaszadeh-Dehghani 1987). Breakthrough time 

is a critical parameter in enhanced oil recovery applications (like on-going C 0 2 flood­

ing in the Midale field) and modeling tracer transport would provide quantitative data 

about the breakthrough phenomenon. 

5.3.1 Model construction 

Dual porosity/dual permeability (DK) model was chosen for the tracer test 

simulation as it considers matrix-fracture transfer process as well as flow in matrix. 

The single-porosity model was converted into a fractured model with dual porosity 
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and permeability. Thus, this dual-continuum model involves two porous media: matrix 

and fractures, both of which are assumed to be permeable. The comparison of single -

and dual-porosity models shown in Fig. 5.6 is an example of tracer concentration pro­

file at a producing well obtained from simulation of the two models. Dashed line 

represents the tracer concentration in produced liquid and solid line represents the 

normalised cumulative mass of tracer recovered. Tracer concentration profile obtained 

by simulating the dual porosity-permeability model (b) exhibits typical tracer behaviour 

in an NFR: early breakthrough, high initial peak and long tail of low concentration. 

The single-porosity model, on the other hand, did not capture the main characteristics 

of the tracer profile: breakthrough is delayed, concentration peak is smooth and the 

concentration retains relatively high values at later times of test. Consequendy, we 

chose the dual continuum model for further investigation. 
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Figure 5-6: Single vs. dual continuum tracer test simulation comparison, 
a) Single-porosity simulation; b) DK simulation. 
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Additional information required as input into the simulator for the D K model 

is as follows: 

• Fracture spacing 

• Fracture permeability 

• Fracture porosity 

• Fracture relative permeability 

• Pressure in fractures 

• Water saturation in fractures 

A straight line approximation was used for the fracture relative permeability. 

Other parameters were taken from the discrete reservoir model, calibrated earlier. Fig. 

5.7 shows these parameters mapped on the three-dimensional reservoir block. Some 

of the parameters were assigned homogeneously. Thus, we assumed the initial water 

saturation in fractures to equal one, initial pressure in fractures to equal to the initial 

pressure in matrix, and assigned the fracture permeability as 10 m D for all fractures. 

The fracture porosity (mapped below) was approximated by the basic formula (Nelson 

2001): 

»/ = (£) ^ 

where tpf = fracture porosity, co — average effective width of fractures, S — average 

spacing between parallel fractures. Other secondary parameters like matrix-fracture 

transmissibilities and tracer dispersion coefficients were left to the simulator to be cal­

culated automatically (STARS User Manual). 
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Figure 5-7: Additional parameters for the DK model. 
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5.3.2 Well test simulation 

To validate the D K model, we simulated SI drawdown interference test that 

helped us to calibrate the discrete and single-porosity models. To obtain an acceptable 

history match, the matrix permeability had to be reduced to 10% of its value in the 

single-porosity model. Even so, this transformation is justifiable when we consider the 

fact that the single-porosity model uses an equivalent permeability instead of the pure 

matrix porosity. This equivalent permeability would include both matrix and fracture 

permeability, whereas in the D K model, matrix and fractures are represented by two 

separate continua with individual permeabilities. 

The fracture permeability had to be reduced to 5 mD in order to obtain the 

desired pressure drop. Obviously, one might question this value of fracture permeabil­

ity, which is lower than a realistic number for the Midale field. Having the pressure 

data matching achieved only with this type of fracture permeability range, the reliabil­

ity of the dual continuum model for the application of well test is questionable. 

As in the case of the discrete reservoir model, producer well SI proved diffi­

cult to match at early times. This can be attributed to poor representation of the well's 

immediate surroundings and/or perforations. In Table 5-3, we compared the quality 

of history match for all three models, including the D K model. Fig. 5-8 shows the 

results of this simulation in comparison with the actual test data, discrete, and single 

continuum simulations. Average MRE for the D K model was 5.87±5.04% (compare 

to 4.21 ±2.20% for the single-porosity and 5.51 ±5.80% for the discrete model). 

Table 5-3: History match quality for discrete, single and dual continuum models. 
MRE (%), discrete MRE (%), single continuum MRE (%), dual continuum 

Well model model model 

12 6.21 2.38 1.79 

13 0.92 5.37 5.25 

14 1.47 2.36 3.30 

SI 13.45 6.73 13.13 
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Figure 5-8: Dual-porosity SI drawdown interference test simulation, 
a) Producer well SI; b) observation well 12. 
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Figure 5-8: SI drawdown interference test simulation, 
c) Observation well 13; d) observation well 14. 
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5.3.3 Tracer test simulation 

We attempted to simulate a comprehensive multi-well salt tracer test, men­

tioned earlier in Section 3.3. Eight wells were involved in the test, of which four are 

injectors and the other four are producers. A slug of salt tracer—different compound 

for each well—was pumped on the first day of the test into each injector well, fol­

lowed by continuous water injection. Injection and production continued for 240 days 

with short interruptions related to operational issues. Table 5-4 summarizes the trac­

ers injected into each injector well. 

Table 5-4: Tracer test operational data (based on data from Lavoie 1987). 

Injection 
well ID 

11 

12 

13 

14 

Salt 

KI 

NH4SCN 

NH4NO3 

KBr 

in the solution 

0.0203 

0.1022 

0.1041 

0.0275 

m3 

4.1 

2.2 

6.7 

4.1 

Tracer 

Start 

13:16 

11:22 

11:06 

13:36 

injection time 

Finish 

16:26 

12:52 

14:10 

16:10 

The D K model calibrated by matching the interference test (i.e. having kf = 5 

mD) was used for the tracer test. We were able to achieve a balanced pattern with the 

injection and production rates, shown on the charts below (Figs. 5-9, 5-10). Fig. 5-9 

has an insert showing the first day of test on exaggerated scale—higher injection rates 

attained during tracer slug injection can be observed. Well bottomhole pressures were 

balanced and stable as well—as seen on Fig. 5-11. 
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Figure 5-9: Tracer test injection rates (injector wells II, 12,13, and 14). 
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Figure 5-10: Tracer test production rates (producer wells FS1, SI, S2, and S3). 
Wells SI, S2, and S3 produce at the same rate. 
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Figure 5-11: Injector and producer bottomhole pressures during the tracer test. 
( / Injectors; / producers) 

On the other hand, the tracer concentrations and recoveries did not match the 

ones observed on the field in all cases. Fig. 5-12 shows the comparison of simulated 

and observed tracer breakthrough times. Tracer concentration profiles are given in 

Figs. 5-13 through 5-16. Table 5-5 contains the comparison of tracer breakthrough 

times (first return) and ultimate tracer recoveries in kilograms. The disagreement in 

breakthrough time and amount of tracer produced might be the result of inaccuracies 

in reservoir parameters such as matrix and fracture permeability, fracture density, rela­

tive permeabilities, tracer dispersivity, matrix-fracture transmissibility etc. On the other 

hand, considering the duration of the test, the lack of tracer advancement toward 

some wells and, conversely, breakthrough into wells, where it was not expected, raises 

questions about the representation of the fracture network geometry and connectivity. 

A perfect history match was not expected as tracer test is a complicated appli­

cation and very sensitive to fracture network and matrix characteristics which are not 
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readily available or easily measurable. Transport problem arises in addition to flow 

problem: tortuous flow paths and diffusive transport require more precise representa­

tion of matrix and fracture heterogeneity. Conventional dual continuum reservoir 

simulation seems to have limitations when applied to such complex processes at a rela­

tively small scale. Fig. 5-17 shows a comparison of this network connectivity based on 

real and simulated breakthrough times, where arrow thickness is inversely proportional 

to the breakthrough time. We conducted a qualitative sensitivity study to outline the 

effect of several reservoir parameters on the tracer return profiles and network con­

nectivity. 

Table 5-5: Simulated and observed tracer breakthrough times and recoveries1. 

Producing 
well 

Iodide: 764 k 

FS1 

SI 

S2 

S3 

Bromide: 43C 

FS1 

SI 

S2 

S3 

Nitrate: 2473 

FS1 

SI 

S2 

S3 

Thiocyanate: 

FS1 

SI 

S2 

S3 

First return2, 

observed 

g injected into well 11 

0.5 

1.4 

1.4 

3.0 

1 kg injected into 

-

8.5 

8.5 

0.4 

kg injected into 

-

13.4 

9.4 

0.1 

well 14 

well 13 

days 

simulated 

-

0.08 

-
0.21 

-
0.21 

-
0.13 

-

0.08 

0.08 

-

720 kg injected into well 12 

0.1 

-
0.5 

-

0.04 

0.08 

0.17 

0.13 

Tracer 

observed 

8 

100 

55 

29 

0.0 

87 

61 

347 

0.0 

179 

154 

210 

60 

0.0 

220 

0.0 

recovery, kg 

simulated 

0.00 

23.65 

0.00 

20.32 

0.00 

20.26 

0.00 

38.33 

0.00 

113.94 

183.03 

0.00 

67.99 

67.88 

97.96 

0.04 

1 Simulated tracer breakthrough time was corrected for the salt ion detection limits, i.e. only the concen­
trations in excess of 5 mg/L for nitrate and 10 mg/L for other salt ions were considered. 

2 Hyphens stand for the occasions, when no tracer was observed. 
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Figure 5-12: Simulated and observed tracer breakthrough t imes. 
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Figure 5-13: Tracer test simulation—iodide. 
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Figure 5-15: Tracer test simulation—nitrate. 
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5.3.4 Sensitivity study 

A qualitative sensitivity study was conducted to understand which reservoir 

properties (more specifically fracture and matrix characteristics) had a prominent ef­

fect on the tracer breakthrough time, concentration profile, and well-to-well connec­

tivity. 

We designed several simulation cases with varying properties. The base case 

for this study was designed to repeat the discrete reservoir model as close as possible. 

One or two parameters were varied at a time. Table 5-6 contains the list of all cases 

run. 

Table 5-6: Simulation cases for tracer test sensitivity study-

Case ID Parameters) of interest Variation 

Base case 

Case 1 

Case 2 

Case 3 

Case 4 

Case 5 

Case 6 

Case 7 

Case 8 

Case 9 

Case 10 

Case 11 

-

Fracture density 

Fracture density 

Fracture permeability 

Fracture density + dispersion coefficients1 

Dispersion coefficients (matrix + 

Dispersion coefficients (matrix + 

Matrix permeability 

Matrix-fracture transmissibility 

Matrix-fracture transmissibility 

Fracture + matrix permeability 

fracture) 

fracture) 

Relative permeability (mobile region size) 

-

x 3 (avg.) 

x 0.01 (avg.) 

x 100 (to 1000 mD) 

S x 3; D m = 5 m 2 /day, D f = 10 m 2 /day 

D m = 5 m 2 /day, D f = 10 m 2 /day 

D m = 1 m 2 /day, Df — 2 m 2 /day 

X0.5 

Trans, multiplier = 1 

Trans, multiplier = 10 

kf x 100, km x 5 

Marly: 0.28 -> 0.45; Vuggy: 0.28 -» 0.38 

Charts comparing the tracer concentration profiles resulting from the real test 

and simulated cases were constructed. In the charts on Fig. 5-18—5.21, only the cases 

with distinguishable profiles were plotted for clarity. In some cases, we had to use 

logarithmic scale for the tracer concentration to be able to show the wide range of this 

measurement. To clarify early-time features, a shorter time period was depicted on 

some charts, where it wouldn't result in loss of information at later times. Table 5-7 

contains breakthrough times for all cases, including the base case and the real test. 

1 Dispersion coefficient term refers to total effective dispersion of the aqueous component. Dm 

represents the matrix dispersion coefficient and Df represents the fracture dispersion coefficient, va­
ried simultaneously. The dispersion coefficients were taken equal for all tracers and directions. 
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Table 5-7: Breakthrough time sensitivity. 

Case ID 

Real test 

Base case 

Case 1 

Case 2 

Case 3 

Case 4 

Case 5 

Case 6 

Case 7 

Injector well -> 

Producing well 1 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

11 

Iodide 

0.500 

1.400 

1.400 

3.000 

-
0.083 

-
0.167 

-
0.417 

-
0.833 

-
0.042 

0.125 

0.042 

0.125 

0.042 

-
0.042 

-
-
-
-
-
-
-
-

-
-
-
-
-
0.167 

-
0.208 

12 

Thiocyanate 

0.100 

-
0.500 

-

0.042 

0.042 

0.125 

0.125 

0.042 

0.375 

0.625 

0.500 

0.042 

0.042 

0.042 

0.042 

0.042 

0.042 

0.042 

0.083 

0.042 

-
-
-

0.042 

-
-
-

0.083 

-
-
-

0.042 

0.125 

0.250 

0.167 

13 

Nitrate 

-
13.400 

9.400 

0.100 

-
0.125 

0.083 

-

-
0.417 

0.250 

-

-
0.042 

0.042 

-

0.125 

0.083 

0.083 

-

10.000 

6.000 

6.000 

64.000 

10.000 

6.000 

6.000 

67.000 

46.000 

23.000 

23.000 

-
-
0.125 

0.125 

-

14 

Bromide 

-
8.500 

8.500 

0.400 

-
0.208 

-
0.125 

-
0.792 

-
0.500 

-
0.042 

-
0.042 

-
0.125 

-
0.083 

-
-
-
-

-
-
-
-

-
-
-
-
-
-
-
0.167 

cont'd on the next page. 
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Table 5-7: Breakthrough t ime sensitivity. 

Case ID 

Case 8 

Case 9 

Case 10 

Case 11 

Injector well -» 

Producing well J. 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

FS1 

SI 

S2 

S3 

11 

Iodide 

-

-
-
-

-
0.250 

-
0.292 

0.125 

0.042 

-
0.042 

-

0.083 

-
0.167 

12 

Thiocyanate 

-

-
-
-

0.042 

0.292 

0.292 

-

0.042 

0.042 

0.042 

0.125 

0.042 

0.042 

0.125 

0.167 

13 

Nitrate 

-

0.333 

0.167 

-

-

0.375 

0.167 

-

0.125 

0.125 

0.083 

-

-

0.125 

0.083 

-

14 

Bromide 

-

-
148.000 

-

-

-
-
-

-

0.125 

-
0.125 

-

0.250 

-
0.167 

This sensitivity study showed that the matrix permeability had a minimal effect 

on the tracer transport. Fracture permeability effect was more pronounced, especially 

on the tracer arrival time. However, even low fracture permeability values assigned 

could not delay tracer breakthrough significantly. For the reservoir in question, tracer 

dispersion in matrix and fracture proved to be the most important parameter for 

breakthrough behaviour. Strong dispersion and matrix-fracture interaction delayed 

tracer breakthrough and helped it to distribute well into the reservoir rather than being 

transported through the fracture network. 

Nevertheless, it is difficult to conclude whether one of these parameters effec­

tively governs the individual well-to-well connectivity. Comparing the results of simu­

lation on the dual continuum model with the real tracer test leads us to believe that the 

fracture network geometry could be the crucial parameter for the correct detailed rep­

resentation of flow and transport between the individual wells. Thus, the regular dual 

continuum grid seemed to fail to accurately represent the flow corridors in the reser­

voir. 
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C H A P T E R 

6 

Analysis and discussion 

6.1 Integrated methodology 

Integrated modeling methods proved to be very efficient and perhaps the only 

way to fully characterize a naturally fractured reservoir. We could combine the static 

geological data on matrix and fractures from such sources as conventional logs, image 

logs, and cores with dynamic data such as watercut, pressure interference, and tracer 

testing. This combination helped us to construct a representative reservoir model, 

calibrated hydraulically. It is important to note that this was done on a small scale, 

without the help of field production or pressure history. This kind of analysis can be a 

valuable addition to a field-scale history match, increasing the accuracy of reservoir 

characterization. Depending on the availability of data, such analysis can be carried out 

at a smaller scale at different field locations with distinct reservoir characteristics to 

complement the field-scale reservoir model. 

Experimental design methods proved to be a powerful optimization tool, 

which can facilitate comprehensive sensitivity study with a high number of parameters. 

This characteristic is very important for fractured reservoirs, which need to be charac­

terized by a number of parameters of varying uncertainty. Statistical methods helped 

us to quantitatively assess the effects of various factors. 

98 



6.2 Modeling techniques 

A local reservoir model combining the reservoir matrix and discrete fracture 

network was constructed. This unique combination allowed flow simulation and cali­

bration of hydraulic properties of the fracture network, otherwise imperceptible from 

the static data alone. Another advantage of the discrete model is its ability to construct 

fracture networks based on their stochastic description. As such, variations in fracture 

density, length, aperture, and orientation can be described stochastically rather than 

deterministically. 

On the other hand, these advantages were not so obvious for a simple flow 

simulation in a reservoir like Midale. It can be categorised as a Type 3 reservoir (Nel­

son 2001), where fractures mainly assist the permeability in an already permeable ma­

trix. We constructed a single porosity model and observed that by modeling the per­

meability anisotropy, it was possible to match the production and pressure history 

with a reasonable accuracy. To do so, the grid had to be aligned with the main fractur­

ing direction, allowing modelling of the equivalent permeability (matrix + fracture) in 

on-trend and off-trend directions. 

Knowing that the well test is not sensitive to particular reservoir heterogenei­

ties, we decided to simulate a multi-well tracer test. Given the reservoir characteristics 

and task, a multi-component simulator with dual-permeability formulation was 

deemed appropriate. History-matching of interference test required reduction in per­

meability from the original discrete model. However, the test was matched at a similar 

quality. The discrepancy can likely be explained by different simulation techniques 

such as fracture and matrix discretization, calculation of transmissibilities, well repre­

sentation, and relative permeability. 

Tracer test simulation revealed the complexity of flow and transport problem 

in the reservoir. Unlike pressure profile matched in well test simulation, the tracer 

concentration, breakthrough time, and recovery would not match accurately. At this 

stage, our qualitative sensitivity study showed that fracture permeability and dispersion 

in fracture and matrix strongly affected the tracer concentration and breakthrough 
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Continuous random walks method is another possible tool, which also needs to be 

suited for multi-well field-scale simulation. 

For the densely fractured reservoirs with a permeable matrix like Midale, flow 

simulation can be approximated by single- or dual-porosity models that tend to aver­

age out the heterogeneities. Yet, for the reservoirs with impermeable matrix and frac­

ture networks of lower density, the drawbacks of continuum modeling might be criti­

cal. 

6.3 Implications for the Midale field 

We showed that with the help of the discrete fracture model, fractures can be 

hydraulically characterized. From the sensitivity study conducted with the help of the 

discrete model, we observed that matrix properties had a strong effect on pressure 

profile during well test. Among the fracture properties, fracture hydraulic conductivity 

or permeability "was the most influential parameter. This was an expected result, be­

cause fractures are quickly depleted and relatively good quality matrix serves as the 

source of fluids. Moreover, there is a certain degree of flow occurring in the matrix as 

well. Another factor to consider might be the pressure-dependence of fracture perme­

ability. Hence, during the drawdown process, fractures might fully or partially close 

and result in more flow in matrix, whereas during high-pressure injection, fractures 

might open wider and provide strong flow conduit. However, we cannot conjecture 

on this matter based on our analyses. 

Well test was history-matched with the help of a single porosity model, which 

points out somewhat low sensitivity of this kind of test to particular fracture geometry 

and degree of heterogeneity in fracture properties at this particular reservoir (or reser­

voir type). On the other hand, tracer test turned out to be a very sensitive measure of 

the degree of well connectivity and accuracy of fracture network geometry. An average 

fracture representation proved insufficient to accurately outline preferential flow cor­

ridors in the simulation. Here, the use of discrete model with an ability to simulate 

tracer transport would be necessary. Nevertheless, we conducted a qualitative sensitiv­

ity study for several reservoir parameters. Fracture permeability, matrix-fracture ex-
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change factor, and tracer dispersivity in both media had a profound effect on the 

tracer breakthrough time and recovery. However, the most important factor in the 

correct representation of tracer return was the geometry of fracture network. The 

presence of permeable orthogonal fractures is not likely, yet possible. Variability in the 

strike of fractures likely leads to intersections, which in turn can form a tortuous con­

nected path. This results in quick responses from wells, separated by long diagonals in 

east-north-east direction (or the other way—west-south-west). 

This is a critical issue in watercut and breakthrough prediction. More research 

into multiphase flow on the fracture network is necessary to conclude on its role in 

carbon dioxide transport. To do so, halogen tracer tests and field-wide injec­

tion/production data can be used. However, this kind of simulation would require an 

accurate multi-phase model describing the PVT behaviour of carbon dioxide in all 

phases, PVT behaviour of tracer gases, and their dispersion coefficients. 
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C H A P T E R 

7 

Conclusions 

7.1 Accomplishments 

A considerable amount of information -was collected and integrated to con­

struct discrete and continuum fractured reservoir model of a portion of the Midale 

field. Static geologic data was combined with dynamic engineering data to produce a 

hydraulically calibrated DFN. A quantitative sensitivity study was conducted to outline 

the effects of matrix quality and fracture properties on the well test response. Contin­

uum reservoir modeling was assessed as a tool to model well test and tracer test re­

sponse. Single- and dual-porosity reservoir models were history-matched to well test 

response. Furthermore, a dual-permeability model was used to simulate tracer trans­

port and clarify the roles of matrix and fracture permeabilities, their interaction, and 

tracer dispersion. We proposed a realistic geometry for the fracture network and out­

lined the deficiencies of continuum reservoir models with respect to its accurate repre­

sentation. 

7.1.1 Integrated modeling 

We can conclude that integrated method is the best tool for NFR modeling, 

which took us to a new level of reservoir characterization. This "was possible without 

acquiring any new field data, only by combination of existing information from a vari­

ety of sources and recent advances in reservoir modeling techniques. 
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7.1.2 DFN modeling 

Discrete fracture network allowed combination of static data at small scale 

with dynamic data at larger scale for an improved reservoir model. A better represen­

tation of reservoir heterogeneity, reduction of fracture spacing uncertainty and history 

match uncertainty, thorough, and quantitative assessment of sensitivities were 

achieved at this stage. As a result of statistical analysis of the sensitivity study, we 

noted the dominant role of matrix over fractures on the pressure response. This was 

explained by recharge of fracture network from the matrix. Therefore, based on our 

analysis, matrix-fracture interaction was recognized as one of the parameters control­

ling the reservoir performance in the Midale field. 

7.1.3 Continuum modeling 

We tested single-porosity reservoir model for well test and tracer test model­

ing. We obtained a history match of acceptable quality, close to the discrete model's. 

Hence, we conclude that this averaged representation of equivalent matrix + fracture 

permeability is a satisfactory approximation for the purpose of flow modeling. Tracer 

concentration profiles and recoveries could not be satisfactorily modeled with the sin­

gle-porosity method. Therefore, we constructed a dual-porosity/dual-permeability 

(DK) model and simulated well test and tracer test with dual-permeability formulation. 

The D K model was capable of satisfactorily modeling the pressure interfer­

ence test. However, it did not demonstrate the same accuracy for the tracer test simu­

lation. We conducted a qualitative sensitivity study for several reservoir parameters like 

fracture density, fracture and matrix permeability, dispersion coefficients, matrix-

fracture transmissibility and relative permeability. Fracture permeability, dispersion 

coefficients (both in matrix and fracture), and matrix-fracture transmissibility proved 

to be effective in tracer retardation. This result is in agreement with the conclusions 

drawn from the simulations on discrete model. 

The major disagreement between the real and simulated tracer test response 

was the network connectivity. This was likely caused by inaccurate representation of 

the fracture network geometry. This is a deficiency of commercial continuum reservoir 
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simulators. More variability is needed for accurate prediction of tracer breakthrough. 

A discrete model with stochastic and deterministic fractures would reproduce the frac­

ture network very accurately, when equipped with tracer test simulation capabilities. 

To our knowledge, there is no commercial software with such capabilities, to date. 

Yet, there are very promising stochastic methods that need to be developed further for 

application to real cases. 

7.2 Future work 

Numerous characterization studies have been conducted for the Midale field 

over the years. This work is another contribution to the combined effort. However, 

there is still room for further work. The role of natural fracture network in C 0 2 trans­

port should be studied in detail. Such study would allow accurate prediction of break­

through times and concentrations as well as CO, storage capacity. Since different 

mechanisms operate in multiphase environment, a new model would be required for 

this study. Both field-scale and halogen tracer test data can be used for history match. 

However, it would be a complex task to construct an accurate PVT model for a simu­

lation involving C 0 2 and halogen tracers. 

As for the modeling techniques, there is a need in discrete fracture simulator 

capable of modeling tracer transport, because this process is more sensitive to varia­

tion in all fracture properties. However, better algorithms are needed to handle field-

scale DFNs. Stochastic methods such as percolation and random walks seem to have a 

potential, although they still need to be adapted to real field applications. Geome-

chanical modeling is suggested to clarify the pressure dependence of fracture perme­

ability. 
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