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Abstract 

Transportation infrastructure system is a key component of smart and sustainable cities. To 

support the development of future smart cities, the efficiency and sustainability of 

transportation infrastructure systems must be improved. In this context, there is an 

increasing demand for efficient and effective monitoring and sensing of such 

infrastructures. This thesis proposes a novel framework to monitor and sense the 

transportation infrastructures using crowdsensing data in vehicles. With the participation 

of passengers and drivers, the framework has the potential to monitor a large number of 

transportation infrastructures with reduced costs in a timely manner. Under this framework, 

this thesis first develops methods to identify damage and mode shapes of bridges using the 

vibration data collected from vehicles crossing these bridges. Numerical analysis and 

laboratory experiments are conducted to verify the proposed methods. Second, a deep 

learning-based algorithm is developed to automatically identify cracks in pavements using 

in-vehicle camera. At the end of this thesis, the conclusions and recommendations for 

future research are presented. 

The general contribution of this thesis is the development and investigation of a 

crowdsensing-based framework for infrastructure monitoring using vehicles. The detailed 

contributions can be summarized as below: 1) A methodology is proposed for bridge 

condition screening using a large number of vehicles. This method identifies the damage 

in the bridge by introducing Mel-frequency cepstral coefficients and comparing the 

distributions of the extracted features. The method is verified by numerical analysis and 

laboratory experiments with professional sensors and smartphones. 2) A methodology is 

developed to identify bridge mode shapes from moving vehicles. In this method, the 
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problem is first converted into matrix completion problem through a mapping process. 

Then, a “soft-imputing” algorithm is implemented to fill the matrix for system 

identification. The numerical results demonstrate that the methodology can find mode 

shapes accurately with multiple mobile sensors moving at traffic speed. 3) A methodology 

is proposed for pavement crack detection using in-vehicle camera and deep learning 

algorithm. With the help of connectivity maps and generative adversarial networks, the 

proposed method can achieve better performance than traditional image processing 

methods, and also has the potential to scan the roads quickly with reduced costs and high 

efficiency. 
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CHAPTER 1: INTRODUCTION 

1.1 Motivation 

Improving the efficiency and sustainability of transportation infrastructure systems is a 

major undertaking in the future development of smart cities [1-3]. In this context, advanced 

sensing and data analytics offer unique capabilities for improving various components of 

transportation infrastructure systems. Currently, transportation infrastructure systems in 

developed countries, as key components of smart cities, are mostly outdated and are 

vulnerable to various risks [4-6]. According to the latest Canadian infrastructure report card 

[5], approximately 16% of the roads and 12% of the bridges and tunnels are identified as 

poor or very poor condition. As these transportation infrastructure systems age, there is an 

increasing demand for cost effective and efficient tools to monitor and sense the systems 

due to the limited budget of municipal jurisdictions. 

Currently, there are two groups of common practices to monitor and sense existing 

transportation infrastructure systems. The first group involves pre-installing sensors for the 

infrastructure to continuously collect and analyze data. The second group involves 

occasionally dispatching engineers or technicians to the site to record the measurements 

and bring them back for analysis. In spite of the rapid development of these technologies, 

there are still challenges in terms of scalability, i.e., applying these techniques to all of the 

existing transportation infrastructure systems. For the first group described above, a large 

number of sensors (accelerometers, strain gauges, cameras, etc.) have to be pre-installed 

for the infrastructure. The costs for sensors, installation and maintenance are high, and it is 

challenging to provide stable power supply for those sensors. For the second group, the 

inspection intervals are usually long due to the high costs of labor and inspection equipment. 

These issues have to be resolved to meet the high demands in infrastructure monitoring 

and assessment in developed countries. 

 



2 

1.2 Problem Statement 

1.2.1 Challenges in Bridge Condition Assessment 

Many studies show that any disruption in the performance of bridges, which are key 

components of developed transportation networks, could result in irreversible economic 

and social losses [7-10]. This vulnerability is, in fact, more acute in many developed 

countries, because a substantial portion of their bridge stock has reached their design lives, 

and their serviceability relies on a regular monitoring and maintenance operations. 

In current practice, the condition assessment of bridges is usually implemented by either 

installing sensors onsite for long term monitoring or dispatch engineers to the site for 

occasional inspection. For these practices, the work has to be conducted by professionals, 

which requires professional equipment and engineers and/or technicians with advanced 

knowledge about structural design and sensing technologies. The installation or operations 

of professional devices are costly and time consuming. Therefore, the scalability of such 

technologies remains an open challenge. In fact, most of the bridges in developed countries 

cannot be assessed in a timely manner [11]. 

1.2.2 Challenges in Road Condition Assessment 

The cracks on road surfaces are early signs for potential damage in the pavements and in 

the supporting structures [12, 13]. They serve as a good indicator to assess the current 

condition of the transportation infrastructure [14]. Defects in road surfaces may delay 

traffic and even cause safety issues if they are severe [15, 16]. In addition, our road 

infrastructure must be improved significantly to support the autonomous vehicles of the 

future in the scope of smart cities [1-3].  

The common practice in road surface survey is based on manual inspection which has 

limitations like high costs and low efficiency, and therefore such cracks may be present for 

a considerable amount of time before they are repaired [17, 18]. In this context, the 

automation of crack detection on road surface is invaluable and a vast amount of research 

has been conducted in this field [19-24].  
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Efforts have been made to apply professional line scan cameras or laser scanners for 

automated pavement crack detection [25-27]. However, not only these professional sensors 

are expensive, but they also need to be mounted on specialized vehicles [28]. As a result, 

the inspection intervals could be long due to the limit of budget. As an example, the Ohio 

Department of Transportation spent 1,179,000 USD on purchasing such a specialized 

vehicle with laser sensors and the yearly maintenance fee for this vehicle is 70,000 USD 

[29, 30]. 

1.3 Crowdsensing-based Transportation Monitoring using Moving Vehicles 

To overcome the abovementioned issues, this thesis proposes a novel framework for 

crowdsensing based civil infrastructure monitoring which uses data collected from smart 

devices owned by general public for civil infrastructure monitoring. Nowadays, smart 

devices are widely used in people’s daily lives. Compared with using traditional 

professional sensors, there are a number of advantages of getting general public involved 

into the civil infrastructure monitoring. First, sensors in smart devices are more accessible 

than professional sensors. Second, the operating systems of smart devices are usually more 

sophisticated than professional sensor platforms, and therefore data collection, storage and 

transmission can be easily implemented. Third, various sensors are naturally integrated in 

such devices, so fusion of information from different sensors are easier than professional 

sensors. The goal of this framework is to develop a set of pre-screening tools to determine 

which infrastructures are at more critical condition prior to conducting the site inspection 

and installing fixed sensors. With the participation of general public, smart devices can 

provide valuable and continuous information about the civil infrastructure with reduced 

costs and higher efficiency. The framework can complement current practices for 

infrastructure monitoring and maintenance, and also can benefit the development of 

sustainable infrastructure systems. 

This thesis focuses on a specific application under the crowdsensing based framework, i.e., 

using crowdsensing data from smart devices in moving vehicles for transportation 

infrastructure monitoring. In recent years, a number of researchers have proposed to use 

vehicles that are equipped with different kinds of sensors to monitor the transportation 
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infrastructure systems [31, 32] with the involvement of general public to increase 

efficiency and reduce the costs for the authorities. Owing to the high mobility of vehicles, 

they can efficiently monitor the health condition of a population of the existing 

infrastructure. Figure 1.1 gives a list of widely used sensors in vehicles. This thesis will 

focus on two of these sensors, i.e. accelerometer and camera, to monitor bridges and roads. 

The general procedure of transportation infrastructure monitoring using moving vehicles 

is presented in Figure 1.2. The sensors equipped in smart devices in vehicles can collect 

data while they pass across the infrastructure. Then, the data are transmitted to the cloud 

and remote computers for further processing, and the extracted information is provided to 

the decision makers to support their decision making. In this strategy, there is no need to 

install sensors locally, and the condition of a population of existing infrastructure can be 

monitored efficiently with the involvement of a large number of vehicles. 

 

Figure 1.1 - Possible sensors in vehicles (modified from [33]) 
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Figure 1.2 - General procedure of the crowdsourcing based civil infrastructure monitoring 

There are several advantages of the proposed crowdsensing-based civil infrastructure 

monitoring framework: First, it can significantly reduce the cost for monitoring due to the 

use of commercial grade devices and voluntarily involvement of general public. Second, it 

has a potential to monitor a population of civil infrastructure systems in real time. Third, 

owing to the big data, the technology is robust to operational effects. Fourth, the technology 

can be fully automated after the system is established.  

1.4 Objectives and Scope 

In order to overcome scalability and cost-efficiency issues in existing monitoring and 

sensing technologies, a framework of crowdsensing based transportation infrastructure 

monitoring is developed to complement current practices for infrastructure monitoring and 

maintenance. Under this framework, two specific applications using two sensors from 

smart devices in vehicles, i.e., accelerometer and camera, are investigated. Briefly, two 

objectives of this thesis can be summarized as below: 

1) Develop methods that use vibration data in multiple moving vehicles for bridge 

damage detection and mode shape identification. The potential challenges related 

to these methods are also investigated in this context. 
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2) Develop a method that can process images taken from in-vehicle cameras to 

automatically identify cracks in pavements. The potential challenges related to this 

method are also investigated in this context. 

1.5 Organization of the Thesis 

The organization of the thesis is as follows. 

Chapter 2 presents literature reviews on three topics regarding this thesis. First, 

crowdsensing based civil infrastructure monitoring methodologies are reviewed. Second, 

the methodologies for drive-by bridge health monitoring are reviewed. Third, recent 

progresses regarding image-based pavement crack detection are reviewed. The 

contribution of this thesis is described in this chapter as well. 

Chapter 3 presents a novel methodology for damage detection in bridges from moving 

vehicles. Mel-frequency analysis and principal component analysis are introduced to 

extract features and compare the distributions to identify damage. Numerical analysis and 

laboratory experiments are conducted in this chapter to verify the single-vehicle and multi-

vehicle versions of this method. 

Chapter 4 presents an improved version of the methodology introduced in Chapter 3 for 

bridge damage detection using smartphones in vehicles. Kullback–Leibler is introduced in 

this chapter for the comparison of features distribution. Smartphone app and laboratory 

experiments using smartphones are presented to verify this method. 

Chapter 5 presents a novel methodology for mode shape identification using moving 

vehicles. In this study, the vibration data from the moving measurement point (MMP) to 

virtual fixed points (VFP) using linear interpolation in order to convert the problem into a 

matrix completion process. Then, a method called “soft-imputing” is implemented to fill 

the matrix. At last, singular value decomposition (SVD) is applied for system identification. 

Numerical analysis is conducted to verify this method. 
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Chapter 6 presents a cost-effective solution for road crack detection using in-vehicle 

cameras. A deep learning algorithm with novel architecture and loss function is developed 

and verified on the dataset collected from the in-vehicle cameras. 

Chapter 7 introduces a platform to efficiently manage and analyze the crowdsensing data 

collected from the moving vehicles. In this platform, the bridge condition assessment and 

road crack detection results are fused with GPS data which can support the decision making 

of the management of existing transportation infrastructure at city level. 

Chapter 8 includes the summary and conclusions of this thesis. Recommendations and 

possible future directions are also presented.  

1.6 Research Contribution 

The main contribution of this thesis is that it presents a novel framework to use 

crowdsensing data for civil infrastructure monitoring. Under this framework, 

methodologies are developed that can utilize sensors from smart devices in moving 

vehicles for transportation infrastructure monitoring. The detailed contributions of each 

chapter are summarized as below: 

In chapter 3, a novel methodology is developed to assess bridge condition from multiple 

moving vehicles. In this study, the Mel-frequency cepstral analysis is introduced to bridge 

health monitoring to overcome the limitations of previous methods that are based on peak 

finding of frequency spectra. In addition, a large number of vehicles instead of a single 

vehicle are used in this method, and therefore uncertainty from vehicle configurations can 

be significantly reduced. 

In chapter 4, instead of professional sensors, smartphones are introduced in drive-by bridge 

health monitoring. Android smartphone app for data collection is developed. The data 

collected from a large number of smartphones can be used to reduce operational and 

environmental effects. In this study, attempts are made to identify damage in the bridge 

using smartphones in vehicles with varying properties among different tests. This opens a 

promising path to real-life crowdsensing applications. 



8 

In chapter 5, a novel method for mode shape identification using moving vehicles is 

developed. This method can scan the bridge and find its mode shapes using as few as 2 

mobile sensors, which is more efficient and cost-effective than the methods using fixed 

sensors. In addition, this method is pure data-driven, so no properties regarding the bridges 

need to be known as prior knowledge. Compared with other studies for drive-by mode 

shape identification, this method converts the mode shape identification problem into a 

matrix completion problem, so the resolution of the method is not limited to Nyquist 

sampling theorem and the method can work at traffic speed. 

In chapter 6, a cost-effective solution is proposed for pavement crack detection using in-

vehicle camera. A new deep learning algorithm is developed for automatic crack detection. 

Compared with other studies, densely connected layers are introduced to better reserve the 

detailed information of the cracks. In addition, connectivity maps are used to assign 

different weights to different pixels to overcome scattered output of the cracks. The 

performance of the proposed method is compared with other state-of-the-art methods. 

Chapter 7 presents a novel platform that has the potential to manage and analyze the 

crowdsensing data from users. The platform can be used to support decision making for 

infrastructure management.   
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CHAPTER 2: LITERATURE REVIEW 

2.1 Literature Review on Crowdsensing-based Civil Infrastructure 

Monitoring 

As described in the previous chapter, crowdsourcing has become increasingly popular in 

recent years [34-39]. Crowdsourcing, by definition, is a sourcing model to solve problems 

with the help of a large number of participants [40]. Specifically, the terminology 

crowdsensing is used while sensing the environment and infrastructure using with the 

participation of a large group of people. 

There have been studies that use smartphones in a crowdsensing way for civil infrastructure 

monitoring. Ozer et al. [41] proposed to use sensor networks formed by multiple 

smartphones as a crowdsensing platform for modal analysis. Two sensors in smartphones, 

i.e., camera and accelerometer, were used synchronized in a hybrid mode. It was shown in 

their paper that the data collected from camera and accelerometer were fused successfully 

on a multi-story laboratory model for frequency and mode shape identification. Zeng et al. 

[42] used Android tablet to collect acceleration and to estimate the road roughness profile. 

The road tests in Virginia showed that the collected datasets were highly correlated with 

International Roughness Index (IRI) collected using profiler vans. Matarazzo et al. [32] 

applied smartphones in moving vehicles on a bridge in Boston, and proved that the 

collected data contained consistent and significant indictors of the first 3 modes of the 

bridge. Maeda et al. [43] utilized smartphone as dash camera in vehicles and collected 

images for road condition assessment. Using deep learning algorithms, the road conditions 

were successfully classified into eight categories.  

2.2 Literature Review on Drive-By Bridge Health Monitoring 

In recent years, there have been studies about bridge health monitoring using sensors in 

moving vehicles. This research area is usually referred to as indirect bridge health 

monitoring. The first paper that utilized this concept to identify bridge information from a 

passing-by vehicle was written by Yang et al. [44]. In their paper, the equation of motion 
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integrating dynamic properties of both vehicle and bridge was first studied, and then the 

acceleration of passing-by vehicle was represented as a function of dynamic characteristics 

of the bridge. After applying Fourier transform to the vehicle acceleration, the frequencies 

of the bridge can be identified. Afterwards, the indirect health monitoring became an active 

research field [45-54]. Bu et al. [55] proposed an approach based on dynamic response 

sensitivity analysis using acceleration measurement on the vehicle to identify the damage 

in the bridge. In their paper, damage, in terms of flexural stiffness reduction, is exposed in 

an iterative procedure using both 3-parameter and 5-parameter vehicle models. In their 

numerical analysis, they showed that their approach can detect the damage when 

measurement noise and road surface roughness exist. Keenahan et al. [49] utilized an 

instrumented truck-trailer vehicle to monitor the change of damping in a bridge. In their 

method, the influence of road profile roughness is removed by subtracting one axle 

acceleration from another, and the change of bridge properties are assessed. Mcgetrick et 

al. [56] implemented an experimental validation of a novel passing-by global stiffness 

identification method. The method proposed in their paper consisted of 6 steps. They first 

calculated contact force, total displacement and estimated road profile using only 

acceleration data from the vehicle, and then identified global stiffness of the bridge using 

those variables. In their paper, they found that the method can identify the stiffness 

correctly for 8 of 9 vehicle-speed combinations, which proves that their method is 

insensitive to the speed of the vehicle. Sitton et al. [57] applied discrete Fourier transform 

and multiple signal classification to estimate bridge frequencies from smartphone 

acceleration data. In their paper, the user interaction with the smartphone was studied. 

The mode shapes of the bridge are important if the location of the damage is of interest 

[58]. There are a couple of past studies that focused on the mode shape identification from 

moving vehicles. Oshima et al. [59] proposed a method to detect support damages based 

on the mode shapes identified after mapping moving sensor data to fixed sensors. In 

another study, Malekjafarian and O’Brien [60] presented an algorithm for bridge damage 

detection based on the mode shapes calculated through applying Short Time Frequency 

Domain Decomposition method. Later on [61], they improved their method using laser 

vibrometers and accelerometers to achieve high resolution mode shapes. Empirical Mode 

Decomposition, as another mode shape detection method, was investigated in another study 
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[52]. Matarazzo et al. [62] introduced a method called structural identification using 

expectation maximization for mode shape identification from mobile sensors. Their 

method consists of two steps, where the first step (expectation step) is updating the missing 

observation due to mobile sensing, and the second step (maximization step) is used to 

update the parameters of the state-space equations of the system. Furthermore, Hilbert 

Transform was shown as an effective signal processing technique in identifying mode 

shapes of the bridge [63, 64]. Yang et al. [64] found that the instantaneous amplitude of 

the vehicle includes mode shapes information and developed a method based on Hilbert 

transform to reconstruct mode shapes from the measured response of the moving vehicle. 

In that study, they identified the vehicle speed, random traffic and road roughness as 

important factors in the accuracy of the method. Malekjafarian and Obrien [63] related the 

energy calculated from Hilbert Huang Transform to the mode shapes. Using the data 

collected from two adjacent axles of a vehicle and empirical mode decomposition, the first 

mode shape was reconstructed. One limitation of the above two studies was that 

engineering judgement had to be applied to determine the signs of the mode shapes. 

Eshkevari et al. [65-67] treated the mobile sensing data as a sparse matrix with missing 

values. In their work, alternating least-square was used to complete the matrix. Then, 

system identification techniques such as principal component analysis (PCA) and 

structured optimization analysis are used to identify modal properties. 

More research about the indirect health monitoring can be found in a comprehensive review 

written by Malekjafarian et al. [58]. Although promising progresses have been achieved in 

the area of indirect bridge health monitoring using moving vehicles, most of the studies 

have focused on the health monitoring through a single vehicle which is sensitive to the 

operational and environmental effects and is limited by the short vehicle-bridge interaction 

time [58]. Among these studies, damage can only be detected when the car configurations 

(natural frequency, speed, etc.) are known or the same car is used for both baseline and 

damaged cases. In reality, it is difficult to measure the properties of the car or keep the 

vehicle’s properties the same for every test. Besides, it is costly to have a specifically 

designed vehicle only for test purpose, and it cannot assess the condition of bridges in real 

time since due to the large intervals between different tests. 
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2.3 Literature Review on Imaged Based Pavement Crack Detection 

2.3.1 Rule-based Techniques 

In general, there are three major paths for crack detection utilizing images, rule based, 

machine learning based and deep learning-based methods. In rule-based methods, different 

combinations of filters and image processing techniques are applied to identify the cracks 

in images. 

Gavilán et al. [68] proposed an approach combining a series of image processing 

techniques. First, the image was preprocessed to enhance the linear features, and non-crack 

feature detection was conducted to eliminate confusing area like joints or filled cracks on 

pavements. Then, a seed-based approach combining multiple directional non-minimum 

suppression with symmetry check was proposed. Zou et al. [69] developed a three step 

method called CrackTree. In their method, the shadow was first removed using a geodesic 

based algorithm. Then, a probability map was created based on tensor voting. Finally, 

recursive tree-edge pruning was conducted on the minimum spanning tree generated on the 

probability map to identify cracks. Amhaz et al. [70] introduced an improved minimal path 

selection algorithms with a refined artifact filtering step so that the thickness of the crack 

pattern can be estimated. Their approach showed superior performance than another 5 

existing methods in their paper. 

Overall, the major advantage of these methods is that neither annotation nor training 

process is required, so it is easy to implement the methods and verify the performance. 

Also, these methods are computationally efficient. The biggest disadvantage of this kind 

of methods is that most of the features are handcrafted on some given datasets. In general, 

they cannot consider all the variation in real life images such as illumination changes or 

irregular shape of cracks. Therefore, the methods that are developed in a controlled 

environment cannot work well when the situation changes. 

2.3.2 Machine Learning-based Techniques 

Realizing the complexity in texture of pavement surfaces, variation in the illumination and 

the irregularity in shapes of the cracks, researchers tend to seek machine learning based 
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algorithms for crack detection starting from the last decade [71]. Comparing with 

traditional rule-based techniques, machine learning based algorithms can implicitly 

consider a variety of the factors that could affect the appearance of cracks in the training 

process, but usually require more computational resources. 

Hu et al. [72] treated the pavement as texture surface and cracks as inhomogeneity, and 

used texture analysis and shape descriptors to extract features. Support vector machines 

were used to classify whether a sub-region was crack or non-crack. Mathavan et al. [73] 

applied an unsupervised learning algorithm called self-organizing map to the crack images. 

Texture and color properties were integrated within the self-organizing map to distinguish 

cracks from background. Shi et al. [71] proposed a crack detection method based on 

random structured forests. In their method, integral channel features were introduced to 

learn the crack tokens with structured information. Then, random structured forest was 

applied to process the tokens and find the cracks. 

Although machine learning-based methods can achieve better accuracy than rule-based 

methods due to the training process, the input to these methods are still features handcrafted 

according to the researchers’ knowledge. The fact that prior knowledge must be applied 

has limited the performance of these crack detection methods. 

2.3.3 Deep Learning-based Techniques 

Deep learning, as a branch of machine learning, has drawn much attention in last few years 

due to its superior performance in object detection and semantic segmentation [74, 75]. 

They were first time applied to crack detection task in 2016 [76]. In general, deep learning-

based crack detection methods can be categorized into two groups, i.e., region based and 

pixel-based methods. 

The region-based method is less computationally intensive and has been studied by a 

number of researchers. Cha et al. [77] developed a convolutional neural network (CNN) 

and applied it to 40,000 regions with a resolution of 256×256 pixels for training. The 

algorithm can detect cracks by classifying each region separately. Gopalakrishnan et al. 

[78] utilized a per-trained deep CNN model and applied transfer learning to hot-mix asphalt 
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and Portland cement concrete pavement images. Their algorithm can identify whether an 

image has crack or not in it. Alipour and Harris [79] studied the generalization of deep 

learning models across different materials. They noticed that the change of materials could 

adversely affect the performance of models. To resolve this issue, they proposed three 

domain adaption techniques for training, and discussed the advantages and disadvantages 

of each technique. Hoang et al. [80] compared a CNN model with metaheuristic optimized 

edge detection algorithm. They showed that the performance of CNN was significantly 

better than edge detector.  

However, the region-based methods can only provide information about the existence of 

cracks and rough shape and location depending on the size of regions. The value of crack 

detection decreases if the accurate pattern and location of the cracks cannot be given. To 

resolve this issue, pixel-level crack detection methods are studied. Ni et al. [81] developed 

a method comprising two deep neural networks. The first neural network was called 

GoogLeNet which served as a feature extractor. Then, a second neural network including 

bilinear deconvolution layer and eltwise operation layer were used for pixel-level crack 

detection. Fei et al. [21] designed a deep neural network consisting of a preprocess layer, 

eight convolutional layers, and one output layer. With invariant spatial size through all 

layers, the method can achieve pixel level crack detection. Yang et al. [82] utilized a fully 

convolutional neural network (FCN) to realize the pixel level detection. Through the 

encoder and decoder process, the output was guaranteed to be the same size as input. 

Therefore, the prediction was included in the output probability map. Alipour et al. [83] 

also used FCN to identify cracks in concrete. They showed that the performance of the 

method was better than patchwise models and traditional image processing techniques. 

Zhang [84] developed a context-aware deep semantic segmentation network for crack 

detection. Their method consisted of three steps. First, an adaptive sliding-window method 

was used for patch proposal. Second, an encoder-decoder deep neural network was applied 

to the patches to generate binary masks for cracks. Third, the masks were integrated to the 

size of the original image using contextual information through cross-state and cross-space 

potential functions. Liu et al. [85] introduced a neural network called U-Net for crack 

detection in concrete. Focal loss and Adam optimizer were used for training.  
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There have been some studies that applied deep learning algorithms on images collected 

from cameras in moving vehicles for road crack detection. Maeda et al. [43] used 

smartphone in a vehicle to collect road images in Japan, and deployed a deep neural 

network on it for road defect detection. However, their study focused on multiple defect 

types. Bounding boxes were drawn around the defects, but no detailed information could 

be provided regarding the exact location, shape or orientation of the cracks. Bang et al. [30] 

collected images from black-box cameras in vehicles and applied an encoder-decoder deep 

neural network for pixel-level crack detection. These studies have shown great potential in 

solving crack detection problems on pavement surface using moving vehicles. However, 

there are still remaining challenges due to various issues such as inhomogeneity of cracks, 

complexity of illumination conditions, and connectivity of identified cracks.  
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CHAPTER 3: DRIVE-BY BRIDGE DAMAGE 

IDENTIFICATION USING PROFESSIONAL 

ACCELEROMETERS 

3.1 Overview 

To overcome the issues described in Chapter 1, a methodology is proposed to investigate 

the potential of employing a large number of mobile sensors for indirect monitoring of 

population of bridges. As shown in Figure 3.1, in this methodology, data collected from a 

large number of vehicles passing across a bridge within a certain period are used 

systematically for damage detection. Assuming two cases of the bridge, baseline and 

unknown cases, the acceleration data from vehicles passing across the bridge within two 

different periods are collected, and the designed features are extracted from the data before 

transmitting to the remote computer. Then, the distributions of the extracted features for 

data collected from two periods are estimated and compared. It should be noted that for the 

proposed method, types of vehicles during different periods may be different but they are 

expected to follow the similar distributions. Since the influence of the types of vehicles is 

eliminated from the data from a large number of vehicles using proposed data analysis 

method, the difference in distributions of extracted features is deemed to be related to the 

damage in the bridge. Using this method, populations of bridges can be monitored 

continuously and simultaneously with the help of a large number of mobile sensors. 

 

Figure 3.1 - The method to utilize a large number of mobile sensors for indirect health 

monitoring of populations of bridges 
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Within this method, features are first extracted using Mel-frequency cepstrum (MFC) and 

Principal Component Analysis (PCA) is developed in this chapter. The distributions of 

transformed features are then compared for damage identification. This chapter consists of 

two parts.  

In the first part, a single-vehicle version of the method based on MFC only is introduced 

to study the feasibility of using MFC for damage detection using indirect monitoring. 

Cepstrum is obtained by taking the inverse Fourier transform of the logarithm of spectrum 

from a signal [86]. It was first developed to study seismic echoes from earthquake and 

explosions. Currently, the power cepstrum are mainly used to extract characteristics of 

voice signal. Among various cepstrum-based methods for voice signal processing, MFC is 

one of the most popular ones. It has been proven as useful in the area of speech recognition 

[87-89] due to its efficiency and compactness. The main advantages of MFC are that it 

scans a range of frequencies instead of peak frequencies, and it applies Mel scale instead 

of Hertz scale to the spectrum to mimic the human auditory system’s response. The features 

extracted by MFC is called Mel-frequency cepstral coefficients (MFCCs). In the first part, 

the Euclidean distance of the MFCCs are used as damage features (DFs). 

In the second part, this method is extended to multi-vehicle version with the help of PCA 

so that data from a large number of vehicles can be used systematically for damage 

detection. In the improved method, for baseline and unknown cases, the acceleration data 

of every single vehicle passing through the bridge are collected and processed using MFC. 

Afterwards, the extracted features are transformed and uncorrelated by PCA. Similar to 

single-vehicle version, the Euclidean distance of the transformed features are used for 

damage detection. 

3.2 Part I: Methodology based on adapted MFCCs 

3.2.1 Mel-Frequency Cepstral Coefficients (MFCCs) 

In SHM, there are only a few research studies about applying cepstrum for damage 

detection in recent years, and all of them are applied to non-destructive evaluation or 

traditional health monitoring using sensors installed on the bridges. In order to detect 
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damage in layered carbon fiber reinforced polymer, Bochud et al. [90] designed a 

classification system according to cepstral distance to extract features, and applied them in 

an analysis-by-synthesis scheme for damage detection. Dackermann et al. [91] used 

cepstrum analysis to generate frequency response functions based on response-only 

measurements. Then, the difference between baseline frequency response functions and 

damaged frequency response functions were calculated and passed to PCA to compress the 

data. At last, neural networks were trained for damage detection. In their paper, the 

approach was verified both numerically and experimentally.  

MFC is a special kind of cepstrum analysis, which has also attracted the interests from 

researchers of structural health monitoring. Considering that the performance of traditional 

delamination detection methods is easily affected by environmental noise and subjectivity 

of the inspector, Zhang et al. [92] introduced independent component analysis to cancel 

noise, and used MFCCs to remove subjectivity. Then, a radial basis function network was 

selected for following delamination detection. The experiments and field tests showed that 

the proposed method had better robustness to noise and still worked even with limited 

training data. Balsamo et al. [93] proposed an adaption of MFCCs as damage features. 

Then, the Mahalanobis distance is calculated on those damage features for damage 

detection. They tested their method first on a numerical 10-DOF shear type system and 

then a lab structure that behaves nonlinearly. For comparison, damage detection based on 

auto-regressive coefficients were also conducted as a reference. They concluded that the 

method based on MFCCs works better than the one based on auto-regressive coefficients. 

MFCCs has gained more attention recently in the area of SHM, but to the best of the authors’ 

knowledge, there is still no research applying MFCCs to indirect health monitoring for 

damage detection. 

The reason why cepstrum analysis is used for our proposed method is that cepstrum 

analysis scans and extract information for a range of frequencies instead of just looking for 

peaks. However, traditional cepstrum analysis assigns equal weights on different frequency 

ranges while MFC analysis assigns more weights on lower frequency, which is a very 

important property and more appropriate for bridge monitoring. MFC is originally 

designed to mimic how human beings respond with their auditory system. For instance, in 
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human auditory system, the conceptual distance between 100 Hz and 200 Hz is much more 

significant than between 10000 Hz and 10100 Hz, even though their linear distances are 

the same. The situation is similar in bridge frequency domain, the difference in lower 

frequency range that covers most of the significant modes is usually more significant than 

the difference in higher frequency ranges. The procedure of MFC is summarized in Figure 

3.2. 

 

Figure 3.2 - Procedure of MFC 

Although MFC is popular for many applications, there is no single Mel-scale formula for 

the transformation. One of the most widely used formula to transform between linear 

frequency, f, and Mel-scale frequency, m, is presented in Eq. (3.1) and Eq. (3.2) [94]. The 

transformation using this formula is presented in Figure 3.3. 

( ) 1127 ln(1 )
700

f
m M f= = +  (3.1) 

1 /1127( ) 700( 1)mf M m e−= = −  (3.2) 

where f is the Hertz-scale frequency and m is the Mel-scale frequency. 
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Figure 3.3 - Transformation between Hertz Scale and Mel Scale 

However, the traditional Mel-scale was developed to mimic human auditory system which 

is most sensitive to frequencies between 2000 and 5000 Hz. This is much higher than the 

range of natural frequencies in bridges (0-100 Hz). Using this formula, the low frequencies 

are still linear after the transformation (as shown in Figure 3.3).  

Therefore, the original Mel scale that was designed for speech signal is not applicable to 

bridges. Such conclusion was also given in [93]. Considering that lower frequency of 

bridges is always more important, we propose an adapted formula for the transformation 

to mimic the trending of Mel-scale in Eq. (3.3) and Eq. (3.4). The relationship between 

adapted Mel scale and Hertz scale is shown in Figure 3.4. 

( ) 5ln(1 )
5

f
m M f= = +  (3.3) 

1 /5( ) 5( 1)mf M m e−= = −  (3.4) 

where f is the Hertz-scale frequency and m is the Mel-scale frequency. 
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Figure 3.4 - Transformation between Hertz Scale and Adapted Mel Scale 

Adapted Mel-scale frequency can be linearly separated into n segments. The ith Hertz-scale 

frequency corresponding to ith adapted Mel-scale frequency is presented in Eq. (3.5). 

Generally, larger n leads to smaller triangles in following analysis, which focuses more on 

details of the power spectrum. However, if n is too large, the obtained MFCCs may not 

capture the generalization of the spectra and result in poor performance. It is seen in Figure 

3.4 that linearly separated adapted Mel-scale frequencies correspond to in Hertz-scale 

frequencies with exponential growing intervals. 
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A set of triangular filters called filter bank are applied to the spectrum at each of the Mel-

frequency. In speech recognition, the number of triangular filters is usually between 20 and 

40. The shape of the filter bank is demonstrated in Figure 3.5. The function of the filter 

bank is represented in Eq. (3.6): 



22 

 

Figure 3.5 - Filter bank for frequency ranging from 0 to 50 Hz 
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where Hi(k) is the ith filter bank that is applied to the power spectrum. 

Since both power spectrum and filter are represented in frequency domain, applying filter 

to the original signal is to simply multiply the power spectrum by the filter. Then, the 

summation of the energy after applying all the filters is presented below: 

( ) ( ) ( ), 2,3, , -1i

k

E i H k F k i n=  =  (3.7) 

where F(k) is the Discrete Fourier Transform (DFT) of the original acceleration signal. 

Then, the logarithms of the powers are taken at each of the Mel frequencies: 
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log ( ) log( ( ) ( )), 2,3, , -1i

k

E i H k F k i n=  =  (3.8) 

The last step of the cepstrum analysis is to take the Discrete Cosine Transform (DCT) of 

the logged powers as they are signals. 
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where Xj is denoted as Mel-frequency cepstral coefficients or MFCCs. Usually, not all 

MFCCs are used as inputs for further analysis.  

For damage detection, the Euclidean distance of the MFCCs are used as damage features 

(DFs): 
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j

DF ( )
n

j jk

n

X X
=

= −  (3.10) 

in which Xj0 stands for jth MFCC for baseline case and Xjk stands for jth MFCC for unknown 

case k (e.g. damaged case). Only MFCCs ranging from n1 and n2 are utilized in the DF 

calculation. According to our analysis, the first four coefficients are more related to the 

global vibration of the damage and not very sensitive to the damage, and therefore features 

4-9 (6 features) are utilized for DF calculation. 

3.2.2 Numerical Simulation 

In order to verify the above-mentioned approach, first numerical analysis for a single span 

beam-type bridge is conducted in Abaqus. The bridge is made of steel, and is 2000 mm 

long, 304 mm wide and 12.7 mm thick. As shown in Figure 3.6, a spring mass model is 

introduced to simulate the vehicle passing over the bridge. The bridge itself is meshed into 

16 elements as presented in Figure 3.7. The mass of the vehicle is set to 3 kg, and the spring 

constant of the spring is 266.7 N/m. Using the configuration, the natural frequency of the 

vehicle is 1.5 Hz. The speed of the car is set to 1 m/s. 
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Figure 3.6 - Spring mass vehicle bridge interaction model (adapted from [44]) 

 

Figure 3.7 - Mesh grid of the bridge 

Except baseline case, 7 damage cases are introduced. DC1 to DC3 are related to stiffness 

reduction of elements 7 and 8 (mid-span), DC4 to DC6 are created by changing stiffness 

of elements 4 and 5 (1/4 span), and DC7 is about boundary condition changes at both ends. 

The stiffness changes for DC1-DC6 are simulated by reducing elastic modulus. To simulate 

the measurement error, all damage cases are corrupted with 5% artificial noise. Except 

baseline case and 7 damage cases, a validation case is introduced with the same setup as 

baseline but different noise and referred as DC0. The validation case and eight damage 

cases are summarized as below: 

1) DC0: No damage (validation case) 

2) DC1: 10% reduction of stiffness at mid-span 

3) DC2: 20% reduction of stiffness at mid-span 

4) DC3: 30% reduction of stiffness at mid-span 

5) DC4: 10% reduction of stiffness at ¼ span 

6) DC5: 20% reduction of stiffness at ¼ span 

7) DC6: 30% reduction of stiffness at ¼ span 

8) DC7: Both ends are changed to fixed supports. 

3.2.3 Results and Analysis 

3.2.3.1 DC1-DC3: stiffness reduction at mid-span 

For DC1 to DC3, the numerical simulation for each damage case is repeated 20 times with 

noise added. From Figure 3.8, it is seen that the existence of stiffness reduction can be 

identified accurately with DFs derived from MFCCs. The DFs from validation case are 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 

 1 
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close to zero even though 5% noise is added to the data. 10% stiffness reduction at mid-

span leads to DFs of around 2. As the damage becomes more severe, the magnitude of the 

DFs increases accordingly. For different trials, the DFs fluctuate within an acceptable range, 

which means the DFs can distinguish real damage from noise. 

 

Figure 3.8 - DFs for DC1-DC3 

3.2.3.2 DC4-DC6: stiffness reduction at ¼ span  

Similar to DC1 to DC3, DC4 to DC6 introduce stiffness reduction, but now at the ¼ span 

instead of mid-span. From Figure 3.9, we can see that the DFs shows the existence of 

damage very well with high robustness. In addition, the values of DFs are also related to 

the severity of damage. When comparing Figure 3.8 and Figure 3.9, it is seen that at the 

same percentage of stiffness reduction, the DFs for mid-span cases are larger to ¼ span 

cases. From our modal analysis, the first natural frequency of the bridge drops from 

7.3365 Hz to 7.0047 Hz if the damage occurs at mid-span, but for ¼ span damage, the first 

frequency only drops to 7.1755 Hz. We can see that damage at mid-span has larger impact 

on the overall performance of the bridge. 
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Figure 3.9 - DFs for DC4-DC6 

3.2.3.3 DC7: boundary condition changes 

Figure 3.10 illustrates the most severe damage case introduced in the simulation, change 

of boundary conditions at both ends. We can see from the figure that the DFs for this case 

is around 11, which is almost twice as DFs for 30% stiffness reduction at mid-span and 

thrice as DFs for 30% stiffness reduction at ¼ span. This concludes that the DFs derived 

from MFCCs are sensitive to not only the existence but also the severity of the damage. 

 

Figure 3.10 - DFs for DC7 
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3.3 Part II: An improved methodology taking advantage of a large number 

of vehicles 

3.3.1 Mobile Sensor Network 

In last section, MFCCs have been proven sensitive to damage and robust to the noise. 

However, in such damage detection approach, the parameters of the vehicles, such as 

natural frequency or speed, must be kept the same or very similar for different tests so that 

the variation of vehicle configurations would not mask the real damage on bridge. Also, 

the tests have to be scheduled on a single bridge at a time in order to detect damage. 

In recent years, Internet of Things technologies have been developing significantly [95, 

96]. Sensors can easily be installed on smart devices, such as electric vehicles and cell 

phones, and they usually have the ability to connect to Internet. Therefore, large amount of 

data (i.e. ‘big data’) can be collected in real time for analysis use [38, 97]. In this section, 

an improved methodology is proposed for damage detection of bridges by conducting a 

PCA based statistical analysis of the MFCCs extracted from data collected from large 

number of drive-by vehicles. Using this approach, although the type of vehicles may vary 

for different tests, the statistical characteristics of all the vehicles can be used for damage 

detection. Under the concept of mobile sensor network, the monitoring process could be 

distributed over a population of bridges and be real time with the help of several thousands 

or tens of thousands of vehicles, if not more. 

3.3.2 Principal Component Analysis 

Unlike MFC, PCA has been applied for SHM extensively for years [98-100]. Zang and 

Imregun [101] used PCA as a pre-process step for frequency response functions based 

damage detection. Using the frequency response functions with reduced dimensionality as 

input, artificial neural network provides good performance for damage detection. 

Tibaduiza et al. [102] proposed an approach that integrates a multiactuator system, PCA 

and self-organizing maps, and experimentally showed that their approach can successfully 

classify baseline cases and six damage cases. Park et al. [103] invented an approach based 

on PCA and k-means. In their approach, an on-board active sensor system was utilized to 
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collect impedance data. PCA was applied to eliminate unwanted noise in impedance data, 

and then k-means unsupervised learning algorithm was employed for damage detection. 

The approach was verified through a bolt-jointed aluminum structure with loosing bolts. 

In other studies, PCA is usually used for dimensionality reduction. In our approach, after 

the MFCCs are extracted, PCA is used to transform them into a space that the features are 

uncorrelated so that each transformed feature can be compared separately. Assuming we 

get q features from MFC, the original features are stored in a matrix called Xk, and Xij,k 

represents the jth feature for ith vehicle for damage case k. The first step of PCA is to subtract 

the column-wise mean from each row: 

'
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where m is the number of vehicles for each damage case, and q is the number of features 

we extracted from MFC. 

Then, the covariance matrix can be derived as below, 
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The covariance matrix is q by q. The eigen-values and eigen-vectors of the covariance 

matrix must satisfy the following equation: 

 
k k k k

C V = λ V   (3.14) 
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where V is the eigen-vector matrix and λ is the eigen-value matrix. The transformation of 

features is implemented by multiplying original features by eigen-vectors [104]. 


k k k

Y = X V
  (3.15) 

where Yk is the transformed feature matrix, in which Yij,k is the jth transformed feature for 

ith vehicle in damage case k. 

3.3.3 Damage Detection Procedure 

The procedure to obtain the transformed features is summarized in Figure 3.11. For the 

baseline case of the bridge, acceleration data from m1 passing-by vehicles are collected 

within a certain period of time. MFCCs are calculated using the data from every single 

vehicle. Then, PCA is implemented for all m1 vehicles passing across the bridge at baseline 

case. In this way, the average of each transformed feature is set to zero since PCA 

normalizes the data. For the unknown case, acceleration data from m2 passing-by vehicles 

are collected within another period of time. MFCCs are calculated for the unknown case 

and then, the MFCCs are transformed using the eigenvectors obtained by the PCA 

conducted with the baseline case data. In this way, the transformed features for the data 

from both baseline and unknown cases can be compared in the same space. 

 

Figure 3.11 - Procedure to obtain transformed features 
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Following the above procedure, each vehicle has q transformed features. When a large 

volume of acceleration data are collected, each transformed feature would have m1 samples 

for baseline case and m2 samples for unknown case where m1 and m2 are the number of 

vehicles for both baseline and unknown cases. Although the numbers of samples for each 

transformed feature are different for baseline and unknown cases, the statistical 

characteristics are still comparable assuming the types of vehicles follow the similar 

distributions. The damage detection procedure using transformed features is described in 

Figure 3.12. 

 

Figure 3.12 - Procedure to detect damage 

The damage detection procedure in this section is based on the premise that if the bridge is 

damaged, the statistical characteristics of the transformed features should vary when the 

distributions of vehicle configurations are similar. In this chapter, the Euclidean distance 

of the mean of the distributions of all transformed features for baseline and unknown cases 

are considered as an indicator of damage, i.e. Damage Feature (DF). The DFs are calculated 

as below:  

1 2
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1 1 11 2

1 1
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ij ij k

j i i
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where Yij,0 is the jth transformed feature of ith vehicle for baseline case, and Yij,k is the jth 

transformed feature for ith vehicle in unknown case k. 
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3.3.4 Numerical Verification 

In this section, the numerical setup that is the same as the one in section 3.2 is used. Since 

the method proposed in this part requires a large number of tests, the parameters are 

changed in spring mass model to simulate different vehicles. To be specific, for each 

damage case, the following changes are made for the vehicle: 

1) The spring constant of the vehicle is changed to 50%, 75%, 100%, 125%, and 150% 

of its original value 

2) The mass of the vehicle is changed to 50%, 75%, 100%, 125%, and 150% of its 

original value 

3) The speed of the vehicle is changed to 50%, 75%, 100%, 125%, and 150% of its 

original value 

Therefore, there are 5×5×5＝125 tests for each bridge configuration. For the healthy state 

of the bridge, we randomly pick 60% of the tests (60%×125=75) and reserved them for 

baseline case. The remaining 40% healthy data are used for validation (40%×125=50). All 

damaged cases with 125 data entries are compared with baseline case built with 75 

randomly picked data entries. In this way, we can verify the approach even when the 

distributions of the car configurations are not exactly the same for baseline and unknown 

cases. The whole process is repeated 10 times. In each time, different data entries in 

baseline case are picked. 

3.3.5 Distribution of Transformed Features 

The distributions of all 6 transformed features for baseline and validation cases calculated 

by the approach proposed in this part are shown in Figure 3.13 and. In Figure 3.13, the 

diagonal plots demonstrate the probability density curves of transformed features in 

baseline and validation cases. For instance, the plot at the first row and the first column 

represents the probability density curves of transformed feature 1. It is seen that the curves 

for all transformed features are very close to each other even though they have different 

number of samples and configurations for vehicles. Since the transformed features are 

distributed in 6 dimensional space (6 transformed features), pairwise plots for any of two 
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transformed features are given in order to visualize the patterns better. The off-diagonal 

pairwise scatter plots show that the transformed features vary even when no damage exists. 

The probabilistic approach proposed in our study provides a tool to identify whether the 

change is caused by the real damage or just the variation of vehicle configurations. If only 

the approach in part I is utilized, there will be a big chance to obtain false positive or 

negative results due to changes in vehicle configurations. In contrast, it is reasonable to 

compare statistical characteristics of two clusters constructed by a number of data points. 

In this way, the impact of variation of vehicle configurations or noise from single 

measurement can be significantly reduced. Figure 3.14 shows the boxplot of all 6 

transformed features as another way to represent the distributions. In such plot, the band 

inside the box represents the median of the transformed feature, while the top and bottom 

of the box indicates the first and third quartiles. The maximum and minimum values of 

each transformed feature are also marked on the boxplot. Using boxplot, we can see the 

distributions of all 6 transformed features for baseline and validation cases are indeed very 

similar. 

 

Figure 3.13 - Pairwise plots of transformed features for baseline and validation cases 



33 

 

Figure 3.14 - Boxplot of transformed features for baseline and validation cases  

3.3.6 Results and Analysis 

3.3.6.1 DC1-DC3: Stiffness reduction at mid-span 

The results for cases of stiffness reduction at mid-span are shown in Figure 3.15, Figure 

3.16 and Figure 3.17. The probability density curves and pairwise relationships of all 6 

transformed features for baseline case, DC1 and DC3 are presented in Figure 3.15. The 

blue circles represent the features for baseline case, while green triangles and red squares 

are for DC1 and DC3, respectively. In the off-diagonal plots of Figure 3.15, it is seen that 

the transformed features for each case tend to form a cluster. In other words, when the 

vehicle configurations change, the transformed features tend to vary around a center. The 

center of the cluster moves when the state of the bridge changes. In the plots, it is seen that 

the center of the transformed features for DC3 has larger shift from the baseline than the 

center from of the transformed features for DC1, which is a sign that the center of the 

clusters can be used as an indicator for relative severity assessment. Also from the pairwise 

scatter plots, since the points with different colors have some overlaps with each other, 

which indicates that changes in those transformed features caused by the variation of 

vehicle configurations, such as frequency and speed, may be at the same level as those 

caused by damage. Therefore, it is deemed that employing the MFC approach proposed in 
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part I using single vehicle measurement may not reliable when the vehicle changes, 

because the change of transformed features caused by the variation of vehicle configuration 

could mask the ones caused by the damage in bridge. When looking at the probability 

density curves in Figure 3.15 and box plots in Figure 3.16 of those transformed features 

for various vehicles, it is also seen the deviation has become larger as the damage becomes 

more severe. This demonstrates that the statistical characteristics of the transformed 

features using MFC and PCA are more reliable for indirect health monitoring of bridges 

using data collected from a large number of vehicles. 

The DFs calculated from transformed features are presented in Figure 3.17. They are 

grouped by damage cases, and each group includes ten trials (with different artificial noise 

and sampling). Compared with the validation case, the DFs for DC1 to DC3 are larger. For 

10% stiffness reduction at mid-span, the DFs are around 1.5, while the DFs are about 5 for 

30% stiffness reduction cases. The DFs gradually increase as the damage become more 

severe, which means that the improved approach can still show the existence and severity 

of the damage without any issues. In addition, for 10 trials within each damage case with 

added artificial noise, the DFs values are very stable, which shows that the DFs are robust 

to randomness in the sampling process. 

 

Figure 3.15 - Pairwise plots of transformed features for baseline case, DC1 and DC3 
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Figure 3.16 - Boxplot of transformed features for baseline case, DC1 and DC3 

 

Figure 3.17 - DFs for validation case, DC1, DC2 and DC3 

3.3.6.2 DC4-DC6: Stiffness reduction at ¼ span  

In Figure 3.18 and Figure 3.19, the distributions of transformed features related to stiffness 

reduction at ¼ span are demonstrated. It is shown that the patterns for transformed features 

in DC4 to DC6 are very similar to patterns in DC1 to DC3 since they are all damage caused 

by stiffness loss. Like in DC1-DC3, the centers of the clusters for DC4 to DC6 are still 
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related to the state of the bridge. In Figure 3.19, it is seen that as damage increases, 

transformed features 1, 2, 3 and 5 decrease, and transformed features 4 and 5 increase. In 

the multi-dimensional transformed feature space, we are measuring the absolute shift of 

cluster centers for damage detection, and the direction of deviation should not affect the 

results. Therefore, Euclidean distance is used to define the DFs.  

As mentioned above, the DFs derived from transformed features as Euclidean distance of 

the mean values are presented in Figure 3.20. In this figure, we can still see that the DFs 

are higher as the damage increases. Comparing Figure 3.17 and Figure 3.20, we can see 

that DFs for mid-span cases is larger than for ¼ cases when the same percentage of stiffness 

loss is applied. This is because that stiffness loss at mid-span has more impact on the global 

performance of the bridge.  

 

Figure 3.18 - Pairwise plots of transformed features for baseline case, DC4 and DC6 



37 

 

Figure 3.19 - Boxplot of transformed features for baseline case, DC4 and DC6 

 

Figure 3.20 - DFs for DC4-DC6 

3.3.6.3 DC7: boundary condition changes 

DC7, boundary condition changes at both ends, is very severe damage compared to other 

local damage simulated. The pairwise scatter plots and probability density curves for 6 

transformed features are presented in Figure 3.21. From both scatter points and probability 

density curves, we can tell that the difference of the distributions of transformed features 
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between baseline and DC7 is much larger than other cases. From Figure 3.22, it is seen that 

the means of all 6 features deviate from baseline significantly. Like all other damage cases, 

the DFs derived from Euclidean distance of the transformed features are presented in 

Figure 3.23. The DFs for DC7 are around 9 for this case, which is almost twice as DFs for 

30% stiffness reduction at mid-span in Figure 3.17. The DFs are also stable among 10 trials 

with different sampling and artificial noise. 

 

Figure 3.21 - Pairwise plots of transformed features for baseline case and DC7 
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Figure 3.22 - Boxplot of transformed features for baseline case and DC7 

  

Figure 3.23 - DFs for DC7 

3.3.6.4 Influence of number of vehicles 

In the previous analysis, 75 vehicles are randomly selected for baseline case, while 125 

vehicles are used for other cases. As discussed in previous sections, the DFs fluctuate 

because different sets of vehicles are used for baseline and other cases. The artificial noise 

added to the acceleration data could also lead to fluctuation. In this section, the influence 

of the number of vehicles on the DFs is investigated. In Figure 3.24, the coefficient of 

variance (CoV) of DFs is plotted against 25 to 100 vehicles for baseline case. It is seen that 
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the CoV of DFs is higher when a small number of vehicles are used for baseline case. The 

reason is that when the data set is not big enough, the estimate of distribution is not as 

accurate. When the number of vehicles increases, the CoV for DFs decreases gradually. 

Therefore, it is safe to say that the method is more robust when larger number of vehicles 

are used which is very promising for real-life applications with big-data extracted from 

large number of vehicles.  

 

Figure 3.24 - Relationship between CoV of DFs and number of vehicles 

3.3.6.5 Influence of number of transformed features 

In previous analysis, 6 transformed features calculated through MFC and PCA are used for 

damage detection. In order to investigate the effect of number of transformed features on 

the performance of the method, the number of features is changed between 4-10 and a 

sensitivity analysis is conducted. The ratio of the average DF between damaged cases and 

DC0 are used as an indicator to show the distinguishability of the DF. As can be seen in 

Figure 3.25, the changes in the ratios for DC1-DC6 as the number of transformed features 

increase are negligible. The performance of DF is considered quite stable for different 

number of transformed features. Therefore, in practice, this parameter is not expected to 

have a significant impact on the results. 
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Figure 3.25 - Ratio over average DF of DC0 for different number of transformed features 

3.4 Experimental Verification 

3.4.1 Experimental Setup 

In addition to numerical simulations, lab experiments are conducted to verify the improved 

approach proposed in part II (see Figure 3.26). In the experiments, a simply supported 

bridge is used. The bridge deck is made of steel. The length of the bridge is 2000 mm, the 

width is 304 mm, and the thickness is 12.7 mm.  

 

Figure 3.26 - Setup of the lab experiment 
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A robot car is designed to simulate the spring mass vehicle in terms of frequency. The 

sensors and added masses are mounted on the top plate of the car, and the data acquisition 

system is installed on the chassis of the car. To simulate the suspension system, four rods 

with springs are installed on the car. The top plate is connected to the chassis of the car 

through linear bearings. The chassis of the car is 2.710 kg. The configuration of the robot 

car is demonstrated in Figure 3.27. It is powered by 5 AA batteries and controlled by 

Arduino UNO board, which are mounted inside the chassis of the car. The vertical 

acceleration is measured through two PCB 393A03 accelerometers and a NI9234 data 

acquisition (DAQ) system with sampling frequency of 1652 Hz. NI LabVIEW is the 

software for data acquisition. 

 

Figure 3.27 - Components of the robot car 

Similar to numerical analysis in section 3, the configuration of the vehicle is changed to 

simulate the variety of vehicles passing across the bridge. The change in the properties of 

three components, i.e. weights of the top plate, speed of the car, and spring constants of the 

suspension system, are considered in the experiments, since these three parameters could 

affect the dynamic behavior of the vehicles significantly. As shown in Table 3.1, for each 

component, three values are used. The weight of the top plate is changed by putting 

additional mass on the middle of the top plate. The speed is changed by adjusting the 
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voltage on Arduino board. The spring constant of the suspension system is changed by 

replacing the springs (see Figure 3.28). 

Table 3.1 - Variation of car components 

 1 2 3 

Weights of top plate (kg) 2.094 2.350 2.604 

Speed (m/s) 0.09 0.185 0.250 

Spring Constants (N/m) 368.4 420 580 

 

 

Figure 3.28 - Springs with different spring constants to simulate different suspension 

systems 

As shown in Figure 3.29, two damage cases as well as baseline case are applied to the 

bridge: 

1) DC1: Boundary condition change at both ends (Figure 3.29(a)). 

2) DC2: Added mass at mid-span (Figure 3.29(b)). 

In DC1, the boundary condition change is experimentally simulated by replacing rollers 

with short I-beams and connect the bridge deck to the short beam through four M12 bolts 

at each side. In DC2, two 5 kg steel blocks are softly attached to the bridge deck through 

clamps at mid-span. 
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(a) DC1: Change of boundary conditions 

 

(b) DC2: Added mass at mid-span 

Figure 3.29 - Damage applied to the bridge 

For each vehicle configuration, the test is repeated three times. Therefore, there are in total 

3×3×3×3=81 tests for each damage case. Similar to numerical analysis, 60% of data in the 

healthy case are reserved for baseline, and 40% are for validation purpose.  

Since the vehicle requires time to start and stop, the acceleration data near the ends are not 

reliable and are therefore truncated. The speed of the robot car is pre-set to the values in 

Table 3.1, but it is not precisely controlled by the program. This is to mimic the fact that 

vehicles on the bridge may not have constant speed. It should also be noted that only a 

single car is considered on the bridge at a time. The road roughness is not simulated 

explicitly in the experiments, but the existence of rust on the bridge deck is expected to 

simulate the road roughness. 

3.4.2 Interpretation of Results 

Since there are two accelerometers installed on the car, the average of these two sensors is 

taken as input for our analysis to reduce the uneven movement of the top plate. Figure 3.30 

presents the average acceleration taken from the robot car with 2.350 kg top plate, 0.185 

m/s speed, and 420 N/m spring constant passing over the baseline bridge. It should be noted 

that the first two seconds of the acceleration data is not used to avoid the disturbance of the 

engine startup. 
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Figure 3.30 - Average acceleration taken from two PCB 393A03 accelerometers. 

Similar to numerical analysis, for different damage cases, the distributions of the 

transformed features extracted from MFC and PCA are shown in Figure 3.31 in terms of 

boxplots. Regarding damage, DC1 is boundary condition change to simulate global damage, 

while DC2 is to put additional mass at mid-span to simulate local damage. Figure 3.31(a) 

shows the distribution of transformed features for both baseline and validation data. Since 

both baseline and validation cases represent the same structural configuration (healthy), it 

is seen that all 6 transformed features have very similar distributions in terms of statistical 

characteristics such as median, quantiles and mean. However, the difference is not as small 

as in numerical analysis, this is because the experimental data are noisier and corrupted by 

other factors, such as vibration of the motors and road surface roughness. In Figure 3.31(b), 

the distributions of transformed features for boundary condition change case (DC1) is 

compared with baseline case. It is seen that the difference between these distributions are 

much larger than in Figure 3.31(a), which indicates the existence of structural change, i.e. 

damage. It should be noted that the variation for transformed features 1-4 is larger than for 

transformed features 5-6, which means transformed features 1-4 are more sensitive to the 

damage in this case. More detailed investigations about the sensitivity of transformed 

features to damage will be conducted in future. Figure 3.31(c) shows the distributions of 

those transformed features for added mass case (DC2). The box plots for DC2 also deviate 

significantly from baseline case, but the difference is smaller than DC1, which indicates 

that DC2 is less severe than DC1. 
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(a) baseline case and validation case 

 

(b) baseline case and DC1 
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(c) baseline case and DC2 

Figure 3.31 - Boxplot of transformed features for baseline case, validation case, DC1 and 

DC2 

As shown in Figure 3.32, the DFs which are the Euclidean distances of the mean of 

transformed features as specified in Eq. (3.16) are calculated for both two damage cases. It 

is shown that DFs for both DC1 and DC2 are higher than validation case, which implies 

the existence of damage. In addition, DFs for DC1 is higher than DC2, which proves that 

boundary conditions change is more severe than putting additional mass locally. It should 

also be noted that the DFs are considered stable in the experiments when the data from 

vehicles are sampled differently even though the disparity among different samplings are 

higher than in numerical analysis. 
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Figure 3.32 - DFs for different damage cases 

3.5 Conclusions 

This chapter consists of two parts. In the first part, a novel damage feature derived from 

adapted MFCCs is developed for damage detection of bridges using drive-by data. To 

overcome the deficiencies from a single drive-by measurement, the concept of mobile 

sensor network for structural health monitoring utilizing large amount of data is introduced 

in the second part. With this concept, an improved version of the approach based on 

adapted MFCCs and PCA is proposed. In this approach, the statistical characteristics of the 

transformed features from a large number of vehicles are extracted and compared. Both 

numerical analysis and experiments are conducted to verify the approach. The following 

major conclusions are obtained from our analysis: 

1) DFs based on MFCCs are very sensitive to the damage and robust to the noise. The 

damage, including stiffness change and boundary condition changes, can be 

successfully detected using these DFs. 

2) The values of DFs are related to the relative severity of the damage. 

3) In the proposed approach, the damage can be detected and quantified using data 

from a large number of vehicles. No specific parameters from a single vehicle are 

required. 

4) The potential of applying mobile sensor network for structural health monitoring is 

investigated. The research finds that usage of data from a large number of vehicular 
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sensors for damage detection is feasible, and has the potential to monitor a 

population of bridges simultaneously and in almost real time. 
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CHAPTER 4: DRIVE-BY BRIDGE DAMAGE DETECTION 

USING SMARTPHONES 

4.1 Overview 

This chapter presents a crowdsensing based methodology for indirect bridge health 

monitoring by utilizing data from smartphones in a large number of vehicles. The proposed 

method is an improved version of the method in chapter 2. Also, the smartphones are 

introduced for bridge condition assessment in this chapter. Similar to the previous chapter, 

the method is developed based on Mel-frequency cepstral coefficients (MFCCs) and 

Kullback-Leibler (KL) divergence which will be discussed in the next sections. Afterwards, 

numerical analysis on a bridge with parameters similar to Yang et al [44] is conducted to 

verify the proposed methodology. Finally, the smartphone app for data collection is 

developed and the laboratory experiments are implemented and discussed, which are 

followed by discussions and conclusions. 

It should be noted that the method can easily be extended to other smart devices including 

smart vehicles. By definition, indirect health monitoring is to place one or more sensors on 

a moving vehicle and assess the condition of bridge by analyzing the data collected when 

vehicle is passing across the bridge. Researchers in this area have been able to identify 

frequency, mode shapes, damping, or the damage on bridges successfully using a single 

vehicle [44, 46-54, 56, 105]. However, those methods are still considered as active 

monitoring since specific vehicles must be dispatched for monitoring purpose. Usually, the 

same vehicle has to be used for all the measurement in order to make the results valid.[58] 

The conclusions can vary when using different vehicles or at different speeds.  

In the proposed method, the smartphones in vehicles act as sensors. The data collected from 

smartphones in a large number of vehicles can be used to detect damage. The variation of 

vehicle configurations is taken into consideration in our research. When people drive across 

the bridges, their smartphones would automatically collect the vibration data and process 

the vibration data to extract features. Then, the extracted features will be transmitted to the 
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remote database termed as cloud. Finally, the gathered data are analyzed systematically 

from the remote computers to assess the condition of bridges. 

There are several advantages when smartphones in a large number of vehicles (i.e., 

crowdsensing) that connect to the internet working as mobile sensors instead of a single 

one is used. First, it can significantly reduce the cost for maintenance since no specific 

arrangements have to be made for monitoring. The vibration data of bridges can be 

collected by the smartphones automatically when vehicles cross the bridge. Second, this 

system has the potential to monitor a population of bridges regularly as long as there are 

vehicles passing through the bridges. Third, owing to crowdsensing, this technique is more 

robust to operational effects and human errors. 

4.2 Methodology 

4.2.1 Overview 

In this section, the data analysis methodology within the proposed crowd-sensing based 

monitoring framework which utilizes smartphones in a large number of vehicles for 

indirect health monitoring is presented. In our method, it is assumed that there is one 

smartphone in each vehicle crossing a bridge. As different vehicles pass through the same 

bridge at different times. MFCCs are extracted for each vehicle (discussed in detail in 

section 3.2.1), and the extracted features are transmitted to a feature pool. This feature pool 

accumulates the features from a large number of vehicles, and an estimate of multi-variate 

distribution of the features can be made from the feature pool. Considering two different 

periods, one for baseline state of the bridge and the other for unknown state, it is assumed 

that there are s1 vehicles passing across bridge in baseline period and s2 vehicles for 

unknown period. Estimates of two distributions (baseline and unknown) can be compared 

using KL divergence (described in section 2.5). The damage detection procedure described 

in this paragraph is presented in Figure 4.1. 
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Figure 4.1 - Damage detection procedure 

4.2.2 Vehicle Bridge Interaction 

Vehicle bridge interaction is an important concept for bridge design and maintenance. Due 

to the dynamic interaction, vibration data collected from either vehicle or bridge would 

have each other’s information in a coupled form [106]. The concept of indirect health 

monitoring is to indirectly monitor the condition of the bridge utilizing the response of the 

vehicles. The very early work that extracts the frequencies of the bridge from vibrational 

data of a passing-by vehicle is from Yang et al. [44, 107]. They provided a theoretical 

solution to represent vehicle’s acceleration as function of the dynamic properties of both 

bridge and vehicle. Following that, researchers have successfully identified the damping 

[49, 108, 109] and mode shapes [63, 64, 110] of the bridge indirectly. 

To briefly describe the vehicle bridge interaction process, a simply supported bridge is 

presented in Figure 4.2 and a spring mass model is used to simulate vehicle, the VBI 

equations can be written in Eq. (4.1) [107]. The first equation is the dynamic equilibrium 

of the bridge, and the second one is for the vehicle. 
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Figure 4.2 - Spring mass vehicle bridge interaction model 
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where x is the distance to an end of the bridge, v is the speed of the vehicle, t is the current 

time, ( )m x is the mass of bridge per unit length, E(x) and I(x) are elastic modulus and 

moment of inertia of the bridge section, mv is the mass of the vehicle, kv is the stiffness of 

the vehicle, and c(x, t) is the contact force. In addition, ub and uv are the displacements of 

bridge and vehicle relative to the equilibrium position. It should be noted that ub is related 

to the location x and time t, and uv is only related to time t. Also note that Eq (4.1) is a 

general form which suits all beam-like structures, and �̅�, E and I will be constants if cross-

sectional and material properties are uniform. 

The detailed derivation and solution of the equations can be found in Yang and Lin [107]. 

It could be seen in their paper that the displacement, velocity and acceleration from vehicle 

include dynamic characteristics of both bridge and vehicle. Standard signal techniques such 

as Fourier transform is a reasonable way to separate the dynamic information. However, 

with the existence of road surface roughness, operational effects and measurement noise, 

the direct use of Fourier transform usually does not work. 

4.2.3 Crowdsensing with Smartphones in Passing by Vehicles 

In traditional indirect health monitoring methods, damage can only be detected when the 

properties of the vehicle (e.g. natural frequency, speed, etc.) are known or the same vehicle 

is used for both baseline and unknown cases. In reality, it is impractical to measure all the 
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properties of the vehicle. Also, the damage could propagate slowly, and it is hard to keep 

the vehicle’s properties the same for every test. Any inconsistency in the vehicle 

configurations would lead to increased uncertainties in the results. 

In recent years, thanks to the fast development of the Internet of Things technologies, we 

can easily access a variety of sensors that are embedded in smartphones or smart connected 

vehicles, which have access to internet. In our method, instead of using a single vehicle, 

crowdsensing data collected from smartphones in a large number of vehicles are processed 

to extract features. Unlike traditional indirect health monitoring where features are directly 

compared to identify damage, our proposed method compares the distributions of features 

estimated from data collected from smartphones in a large number of vehicles. In this way, 

although the configurations of vehicles may vary for different tests, the statistical 

characteristics of all the vehicles are expected to be stable and thus changes in the 

distributions of the features can be used for damage detection. Using crowdsensing data 

from smartphones, a population of bridges could continuously be monitored in near real 

time with the help of several thousands or tens of thousands of vehicles, if not more. 

4.2.4 Mel-frequency Cepstral Coefficients (MFCCs) 

Cepstral analysis is the inverse Fourier transform of the logarithm of the spectrum for a 

signal, which is a powerful tool for speech recognition and natural language processing. 

There are a number of varied cepstral analysis techniques, among which Mel-frequency 

cepstral analysis is one of the most popular ones. The features extracted from Mel-

frequency cepstral analysis is called MFCCs, i.e., Mel-frequency cepstral coefficients. The 

major advantages of MFCCs compared to other feature extraction methods include: 1) Mel-

cepstral analysis looks for patterns in a frequency range instead of searching peaks. 2) It 

gives higher weights for lower frequencies and lower weights for higher frequencies. 

MFCC has gained great success in the area of voice recognition and natural language 

processing [87, 111, 112], but has only started to attract a little attention from structural 

health monitoring researchers in recent years [91, 92].  

The procedure of calculating MFCCs from acceleration data collected from the 

smartphones can be summarized in four main steps: 1) the Fourier transform of the 
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acceleration signal is computed; 2) the power spectrum in Hertz scale is mapped to Mel 

scale using Mel filter bank; 3) the logarithms of the mapped powers at each Mel-frequency 

is calculated; 4) the discrete cosine transforms of the log powers are calculated. After 

implementing these four steps, the amplitudes of the resulting spectrum will be MFCCs. In 

this way, all the information in the power spectrum would be integrated in MFCCs with 

higher weights for lower frequencies. 

For the simplicity of the thesis, the detailed procedure the MFCCs can be found in section 

3.2.1, and will not be repeated here. 

4.2.5 Kullback–Leibler (KL) Divergence 

For baseline case, extracting MFCCs from s1 vehicles, an s1×p matrix can be formed, in 

which p is the number of coefficients kept from MFCCs. It should be acknowledged that 

this s1×p matrix should follow a multi-variate distribution. For an unknown state, if there 

are s2 vehicles passing through the bridge, the resulting s2×p matrix should follow another 

multi-variate distribution. The damage can be identified by comparing these two 

distributions. In this chapter, KL divergence, which is deemed as one of the few powerful 

methods for comparing multi-variate distribution, is utilized to compare two probability 

distributions, i.e., distributions of features from baseline and unknown cases.[113] The 

general form of KL divergence is presented in Eq. (4.2). 

0
0 1 0

1

( || ) logKL

X

dN
D N N dN

dN
= 

 
(4.2) 

where N0 and N1 are the probabilities over a set X, and DKL(N0||N1) stands for the KL 

divergence from N1 to N0. The KL divergence comes from information theory, and 

measures the information loss when N1 is used to approximate N0. KL divergence is always 

non-negative, and is well studied for multi-variate distribution comparison, which makes 

it a suitable mathematical tool for designing damage features (DFs). 
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In this chapter, the features collected from vehicles within a certain period are assumed to 

follow multi-dimensional Gaussian distribution [114, 115], the KL divergence can be 

written as below.[116] 

1 1 1

0 1 1 0 1 0 1 1 0

0

1
( || ) ln ( ) ( ) ( )

2

T

KLD N N trace k   − −
 

= +   + −  − − 
 

 (4.3) 

where μ0 and μ1 are the mean matrices and Σ0 and Σ1 are the covariance matrices for baseline 

and unknown cases, trace() stands for the trace of matrix, and k is the number of features. 

The range of KL divergence is [0, ∞). Due to its mathematical form, the KL divergence is 

exponentially related to the distance of distributions. In order to detect the damage more 

robustly, it is mapped to a linear relationship with range of [0, ∞) as well. The following 

transformation is applied and the output is defined as damage feature (DF). 

 0 1 0 1F( , )=ln ( || ) 1KLD N N D N N e+ −  (4.4) 

where e is the Euler’s number. 

4.3 Numerical Analysis 

In this section, a series of numerical simulations conducted in Abaqus on a simply 

supported bridge with the same dimensions as in Yang et al. is presented [44]. The length 

of the bridge is 25 m. The bridge is made of reinforced concrete, which has density of 2400 

kg/m3
 and elastic modulus of 27.5 GPa. The cross section of the bridge has an area of 2.0 

m2 and moment of inertia of 0.12 m4. The first three frequencies of the bridge are 2.08 Hz, 

8.33 Hz and 18.75 Hz. The bridge is modeled by beam elements and is divided into 16 

elements as numbered in Figure 4.3. 
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Figure 4.3 - Mesh grid of the bridge 

The vehicle is simply modeled as a spring mass moving over the bridge. The spring 

constant, mass and speed are defined according to Yang et al. [44] and are varied to model 

different vehicles. The configurations are summarized in Table 4.1. 

Table 4.1 - Variation of vehicle configurations 

 Vehicle configurations 

Mass (kg) 960, 1200, 1440, 1680, 1920, 2160, 2400 

Spring constant (kN/m) 200, 250, 300, 350, 400, 450, 500 

Speed (m/s) 8, 10, 12, 14, 16, 18, 20 

Combing all the possible values for three parameters, there are 7×7×7=343 simulations 

with different vehicles. If each vehicle is repeated 5 times (artificial random noise is added 

to each simulation), the vehicle test pool is extended to 343×5=1715 vehicles. In Abaqus, 

all the vehicles passing through the bridge are simulated. The sampling frequency of the 

acceleration data is 100 Hz. To consider the measurement noise, all the data are corrupted 

with 5% artificial noise. 

In order to consider the fact that the vehicles passing across the bridge during different 

periods are not the same, a randomly sampling process is taken for each state of the bridge. 

For the intact bridge, 50% of 1715 data records are sampled randomly and reserved as 

baseline case, and the remaining 50% data records are taken for validation (called DC0_N). 

In addition to baseline and validation cases, 5 damage cases that are grouped into 3 

categories are introduced to verify the proposed method. Similarly, 50% data records for 

each damage case are randomly sampled as well. To verify the robustness of the method, 

the random sampling process is repeated 30 times, and at each time the data for the baseline, 
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validation and damage cases are selected differently. The list of numerically introduced 

damage cases is shown as below: 

1) DC1a_N: 15% reduction of stiffness at elements 8 and 9 

2) DC1b_N: 30% reduction of stiffness at elements 8 and 9 

3) DC2a_N: 15% reduction of stiffness at elements 4 and 5 

4) DC2b_N: 30% reduction of stiffness at elements 4 and 5 

5) DC3_N: Both ends are changed to fixed supports. 

Among the above damage cases, DC1_N and DC2_N are related to stiffness reduction of 

elements, while DC3_N is the boundary condition change at both ends. DC1_N and 

DC2_N introduce damage at different locations, and a and b stand for 15% and 30% 

stiffness reduction. The stiffness reduction cases are simulated by reducing elasticity 

modulus of elements. 

4.3.1 DC1a_N and DC1b_N:15% and 30% Reduction of Stiffness at the Mid-Span 

The DFs for the cases of stiffness reduction at the mid-span are presented in Figure 4.4. 

Each point on the figure represent one complete implementation of the algorithm for a 

single damage case. As shown in the figure, the DFs for DC1a_N and DC1b_N are about 

0.3 and 0.45, which are both higher than DC0_N, i.e., validation case. Also, as the damage 

becomes more severe, the DFs become higher. This indicates that the severity of the 

damage is also successfully identified. Due to the randomness of the sampling process, the 

results for 30 trials are different. However, as can be seen in the figure, the DFs for each 

damage case fluctuate about the average within a reasonable range. The coefficient of 

variation of DFs for DC0_N, DC1a_N and DC1b_N are 0.128, 0.034 and 0.038, 

respectively. The difference of DFs among different damage cases are larger than 

fluctuation for a single damage case. 
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Figure 4.4 - DFs for DC1a_N and DC1b 

4.3.2 DC2a_N and DC2b_N:15% and 30% Reduction of Stiffness at the ¼ Span 

DC2a_N and DC2b_N are also related to stiffness reduction, but at different location than 

DC1a_N and DC1b_N. In Figure 4.5, it is seen that both two damage cases are successfully 

identified as well. The DFs also increases as the damage become more severe. The average 

DFs for DC2a_N and DC2b_N are about 0.3 and 0.4, and the coefficient of variation for 

them are 0.050 and 0.037. Comparing Figure 4.4 and Figure 4.5, the DFs for the cases with 

the same extent of stiffness reduction, i.e., DC1a_N and DC2a_N, DC1b_N and DC2b_N, 

are at about the same level, which in a way shows that the values of DFs are mainly related 

to the severity of damage. 

 

Figure 4.5 - DFs for DC2a_N to DC2b_N 
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4.3.3 DC3_N: Boundary Condition Change at Both Ends 

Comparing with the local damage cases, DC3_N, boundary condition change at both ends, 

is the most severe damage. Figure 4.6 shows the DFs for both DC0_N and DC3_N. It is 

seen that the average of DFs for DC3_N are around 2.8, which is significantly larger than 

validation case and the local damage cases. This again shows that the level of DFs is a very 

useful indicator for assessing the severity of the damage. The coefficient of variation of 

DFs for DC3_N is 0.011. 

 

Figure 4.6 - DFs for DC3_N 

4.3.4 Influence of Number of Vehicles 

As described in previous sections, the DFs fluctuate due to the fact that data from different 

sets of vehicles are used for baseline and unknown states as well as the influence of 

operational effect. In this section, the relationship between number of vehicles and the 

dispersion of DFs is discussed. As shown in Figure 4.7, the coefficient of variation of DFs 

is plotted against different number of vehicles. It is seen that the coefficient of variation of 

DFs are higher for all 5 damaged cases when small number of vehicles are used. As the 

number of vehicles increases, they all decrease gradually. Therefore, it is safe to say that 

the approach is more robust when larger number of vehicles are used which is very 

promising for real-life applications with big-data extracted from large number of vehicles. 

It should also be noted that curves for coefficient of variation of DC1a_N, DC1b_N, 

DC2a_N and DC2b_N are very close to each other, which are all far from the curve for 

DC3_N. This is because the first 4 damage cases are all related to stiffness reduction but 
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DC3_N is about boundary condition change, which shows that the dispersion of DFs is 

affected by the type of damage. 

 

Figure 4.7 - Relationship between coefficient of variation of DFs and number of vehicles 

4.4 Experimental Studies 

4.4.1 Data Collection App  

In order to collect the data smoothly, our research team developed an android app that can 

collect acceleration data and GPS information simultaneously. The screens of the app are 

presented in Figure 4.8. The data is collected from the sensors on smartphone and stored 

remotely on Amazon web service remote database. A Matlab based post-processing 

program compatible to this app is also developed. This app has the flexibility to set the 

sampling frequency, collect acceleration data along different axes and record the GPS 

information along with the vibration information. It also has the ability to visualize the 

vibration data and GPS information. This app is our first step to apply our techniques onto 

experiments or real bridges. 
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(a) Android app (b) setup screen 
(c) acceleration data 

visualization 

(d) GPS data 

visualization 

Figure 4.8 - Data collection app 

4.4.2 Global Coordinates 

In practice, the smartphone is likely to be placed in arbitrary orientation in the vehicle. The 

acceleration data collected from the built-in triaxial accelerometer is relative acceleration 

regarding to smartphone’s local coordinate system. However, in order to identify damage 

in a bridge, the global vertical acceleration is used. To resolve this issue, the orientation of 

the smartphone is measured through the gyroscope and magnetometer in combination with 

accelerometer, and a rotation matrix, R, can be extracted from Android API. The global 

acceleration can be simply calculated by multiplying the inverse of R to the relative 

acceleration vector.[117] 

4.4.3 Sampling Frequency Correction 

It is observed that Android smartphones usually have imperfect sampling frequency, i.e. 

the sampling intervals would deviate from the preset values. This phenomenon is also 

reported by other researchers.[41] This not only affects performance but also causes 

problems to signal processing techniques such as Fourier transform. 

In order to study this effect, a simple impact test is conducted on an intact simply supported 

bridge in the lab, and 10 s acceleration data is recorded using our app. The plot that shows 

the relationship between time intervals and time is presented in Figure 4.9. It is seen that 
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the time interval fluctuates around the given value, 0.01 s, except for a couple of samples 

with very large or very small intervals. The average of all the intervals in this period is 

0.00994 s and the standard deviation is 0.00055 s. 

Since the time interval does not deviate from preset value significantly, to resolve this issue, 

a sampling frequency correction technique similar to the one proposed in Ozer et al.[41] is 

used. The corrected sampling frequency is calculated as the multiplication of original 

sampling frequency and correction coefficient, where correction coefficient is the ratio of 

the number of data points for target sampling frequency and original sampling frequency. 

After the correction, the acceleration data is illustrated in Figure 4.10. It is seen that the 

pattern of acceleration data does not change considerably, but now a variety of signal 

processing techniques can be used.  

 

Figure 4.9 - Time intervals versus time 
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Figure 4.10 - The original and corrected acceleration data 

4.4.4 Experimental Setup 

In this section, a simply supported bridge as shown in Figure 4.11 is setup in our lab to 

verify the proposed method experimentally. The bridge deck is made of hot rolled steel 

W44, which has a yield strength of 250 MPa, and ultimate strength of 310 MPa. The 

modulus of elasticity of the steel is 200 GPa. The dimensions of the bridge are as follows: 

length 2 m, width 330 mm and thickness 6.35 mm. Similar to numerical analysis, 5 artificial 

damage cases grouped in 3 categories are applied to the experimental bridge model: 

1) DC1a_E: 15% stiffness reduction at the mid-span; (See Figure 4.12) 

2) DC1b_E: 30% stiffness reduction at the mid-span; (See Figure 4.13) 

3) DC2a_E: 15% stiffness reduction at the ¼-span. (See Figure 4.12) 

4) DC2b_E: 30% stiffness reduction at the ¼-span. (See Figure 4.13) 

5) DC3_E: Boundary condition change at both ends (See Figure 4.14) 
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Figure 4.11 - Setup of the lab experiment 

In above damage cases, DC1a_E has a 24.8 mm by 250 mm cut centered at mid-span at 

each side, while in DC2a_E the cut with the same size is centered at 0.5 m from an end. 

Similarly, a 49.5 mm by 250 mm cut is made at each side of steel bridge as well to simulate 

30% stiffness reduction, where the damage at the mid-span is called DC1b_E and at the ¼ 

span is called DC2b_E. In order to eliminate the effect of mass reduction when area is cut 

off the bridge, for all stiffness reduction damage cases, steel flat bars with the same size as 

cut area (see Figure 4.12 and Figure 4.13) are loosely attached to the bridge using hot glue. 

DC3 is applied by mounting each end to a short I-beam through four bolts. 

 

Figure 4.12 - Artificial damage applied for DC1a_E and DC2a_E 
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Figure 4.13 - Artificial damage applied for DC1b_E and DC2b_E 

 

Figure 4.14 - Boundary condition change for DC3_E 

A model vehicle is developed to mimic the behavior of real vehicles. This model vehicle 

can be used to simulate different speed, suspension, weight etc. As illustrated in Figure 

4.15, the vehicle is mainly composed of two aluminum plates. The motors and wheels are 

connected to the bottom plate and controlled by an Arduino programmable board. The 

whole vehicle is powered by 5 AA batteries. The top plate is connected to the bottom plate 

through rods, linear bearings and springs to model the suspension system. Two G-Link®-

200 wireless accelerometers are mounted at sides of the top plate. Galaxy S5 smartphone 

is mounted at the center of the top plate. The wireless accelerometers have a sampling 

frequency of 128 Hz, while smartphone has a sampling frequency of 100 Hz. The average 

is taken when data are collected from two wireless accelerometers. 



67 

 

Figure 4.15 - Setup of the model vehicle 

As presented in Figure 4.16, to verify the capacity of the smartphone to collect acceleration 

data, the same impact test as described in section 4.1.2 is conducted on the intact simply 

supported bridge. The smartphone as well as wireless accelerometer are mounted at the 

mid-span of the bridge for data collection. The acceleration data measured from both 

devices are presented in Figure 4.17(a), and Fourier transform are conducted and shown in 

Figure 4.17(b). It is seen that smartphone can measure the acceleration very accurately and 

can identify the modal frequencies of the bridge in the given range successfully, which are 

3.71 Hz, 14.9 Hz, 33.4 Hz.  

 

Figure 4.16 - Placement of smartphone and wireless accelerometer for impact test 



68 

 

(a) time domain 

 

(b) frequency domain 

Figure 4.17 - Comparison of smartphone and wireless accelerometer 

In the model vehicle, the springs are replaceable, and the spring constant is changed among 

5 values: 155 N/m, 288 N/m, 425 N/m, 615 N/m, and 726 N/m. The weight of the model 

vehicle can be changed by placing additional masses on the top plate, and it is changed 

among five levels: 0.898 kg, 0.988 kg, 1.084 kg, 1.170 kg, 1.270 kg. The speed can be 

changed by programming the Arduino board, and it is varied among 3 values: 0.25 m/s, 

0.33 m/s, 0.40 m/s. In addition, each test is repeated 3 times for each model vehicle 

configuration. 

Combining all the parameter changes and repeated tests, there are in total 5×5×3×3 = 225 

tests for each bridge state. To avoid using exactly the same set of vehicles for different 
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damage cases, 50% data entries of the vehicle pool are randomly sampled. Similar to the 

numerical analysis, 50% of the tests on intact bridge are reserved as baseline case and the 

remaining 50% are for validation. For other damage cases, only 50% of the tests are 

selected for damage detection. In this way, the sets of vehicles would be different for 

different damage cases, which is close to real situation because it is impossible to have 

exactly the same set of vehicles passing across bridge during different periods. However, 

since they are sampled from the same set of vehicle configurations, they should follow 

similar distributions. The sampling process has randomness. Therefore, in order to verify 

the robustness, the method is implemented 30 times with different samples included. 

4.4.5 Experimental Results 

The results obtained using the wireless sensors and the smartphone are presented in Figure 

4.18 and Figure 4.19, respectively. Each point in the figures represents the DF for a 

complete implementation of the algorithm from one sampling process, and therefore there 

are in total 30 points for each damage cases. 

Similar to numerical analysis, the horizontal dashed lines stand for the average DF over all 

30 trials. In Figure 4.18, it is shown that DFs for all damage cases are higher than DC0_E, 

which indicates that the damage is successfully identified. Among these damaged cases, 

DFs for DC1a_E and DC1b are about the same level as DC2a_E and DC2b_E. DFs for 

DC1b_E and DC2b_E are higher than DC1a_E and DC2a_E, because 30% stiffness 

reduction is more severe than 15% reduction. DC3_E has the highest DFs, which makes 

sense because boundary condition change is the most severe damage. It should be noted 

that the difference of DFs among different damage cases is not as significant as in 

numerical analysis. The reason is that the vibration of the vehicle and bridge in experiments 

is not as ideal as in numerical models. The existence of noise in frequency spectrums makes 

the extracted features harder to distinguish. In spite of that, the variation of DFs in a single 

damage case is still within an acceptable range so that different damage cases are separable. 

The observations above show that the approach is robust when different sets of vehicles 

following the same distribution are used for damage detection. 
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Comparing DFs obtained using wireless accelerometers and the smartphone, it is seen that 

the DFs from both devices are very similar, but the fluctuation of DFs from smartphone 

data is generally larger than from sensors. The reason for this is that the location of wireless 

accelerometers is different than the smartphone. It can be seen in Figure 4.15 that 

smartphone is placed at the center of the top plate, and therefore the vibration of the top 

plate is likely to be included in smartphone data. 

 

(a) DC1a_E and DC1b_E 

 

(b) DC2a_E and DC2b_E 
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(c) DC3_E 

Figure 4.18 - DFs obtained using the wireless accelerometers 

 

(a) DC1a_E and DC1b_E 
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(b) DC2a_E and DC2b_E 

 

(c) DC3_E 

Figure 4.19 - DFs obtained using the smartphone 

4.5 Discussion 

It is anticipated that the expected outcomes of the proposed research program will be useful 

for developing smart transportation infrastructure systems using connected vehicles and 

other mobile sensing technologies. Although the proposed methodology of utilizing 

crowdsensing data from smartphones in vehicles has shown promising results, there are 

still challenges that need to be resolved before routine real-life applications. 

First, the increased uncertainties on the collected data introduced by the random placement 

of the smartphone in the vehicle is an important factor. The influence of location and 
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direction of the smartphone should be investigated and eliminated. One possible solution 

is to use the built-in gyroscope and magnetometer data to aid the accelerometer and convert 

the local acceleration data to global vertical acceleration, which is already implemented in 

our Android application. Also, active filtering techniques could be applied to identify the 

validity of the data, and unstable data could be discarded automatically. 

Besides, this proposed method requires the smartphone to measure the acceleration and 

transmit data to remote database. To minimize the battery and data usage in real-life 

applications, the method presented in this chapter only requires the transmission of a small 

number of features extracted from the data. Also, this issue can be overcome by using GPS 

data. For example, the data recording process will not be activated until the GPS tells that 

the vehicle is about to pass a bridge. The data accessibility is another issue that should be 

resolved for future real-life implementations. Currently, we rely on volunteers to install the 

app and ask their permission to collect and transmit data. In the future, the method can be 

integrated into commercial apps such as Google map to increase the volume of data or apps 

that are developed by municipalities and other local authorities for the use of the general 

public. 

In addition, the challenges from traditional indirect health monitoring problem such as road 

profile roughness, limited vehicle-bridge interaction time and environmental effects, will 

affect the method as well and should be studied. In practice, to reduce the influence of 

environmental and operational, the method can also be used with other monitoring data 

such as weather information or temperature. Also, it should be noted that the method 

neither requires the collection window to be continuous nor restrict the length of it as long 

as a large number of vehicles passing through the bridge within that window. In practice, 

the collection window can be chosen as large as possible to average out the environmental 

and operational effects. 

4.6 Conclusions 

This chapter proposes a novel methodology for damage detection of bridges using 

crowdsensing data collected from a large number of vehicles passing through a bridge at 

different times. The method utilizes MFCCs and KL divergence to detect damage on the 



74 

bridge. Both numerical analysis and experiments are conducted to verify this method. The 

crowdsensed vehicles are simulated by changing the configurations of a single vehicle (i.e. 

weight, suspension spring and the speed of the vehicle). In the experiments, data collection 

using both wireless sensors and smartphones are investigated. The following main 

conclusions are obtained from our studies: 

1) The proposed DFs calculated based on crowdsensing data from smartphones in 

vehicles successfully identify the existence of damage and extract useful 

information about severity. 

2) One of the main advantages of the proposed method is that the requirement of 

knowing vehicle configuration or using the same vehicle for damage detection is 

eliminated. 

3) It is shown that smartphones can potentially be used to indirectly detect damage in 

bridges. 

In this chapter, the smartphones are considered as sensors for data collection when dealing 

with a large number of vehicles. It has to be acknowledged that smartphones have several 

defects compared to wireless sensors, such as lower sampling frequency and lower 

resolution, but they are widely used and have access to internet. This chapter has 

demonstrated that the smartphone can give just as good results as wireless sensors for 

indirect bridge health monitoring. With the help of crowdsensing with smartphones, this 

method has the potential to monitor a population of bridges simultaneously and in almost 

real time. 
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CHAPTER 5: DRIVE-BY BRIDGE MODE SHAPE 

IDENTIFICATION 

5.1 Overview 

One way to assess the condition of a bridge through mobile sensing is based on modal 

characteristics. In this type of methods, the data collected from moving vehicles are used 

to estimate the frequencies and mode shapes of the bridge, which then can be used for 

further assessment of the bridge condition. The accuracy of mode shape identification is 

the key to proper condition assessment of bridges. A through review on the methods of 

mode shape identification from moving vehicles can be found in section 2.2. 

As identified in several prior studies [58, 60, 63], the challenges of mode shape 

identification using moving vehicles mainly include the following: (i) the accuracy of mode 

shape identification is adversely affected by the limited vehicle bridge interaction time, as 

indicated in Malekjafarian and Obrien [63]; (ii) Since the sensor usually stays in one 

location for a very short period, high accuracy in mode shape identification is only 

achievable by carefully accounting for vehicle-bridge interaction, and by using multiple 

mobile sensors [62]. 

This chapter proposes a new method for mode shape identification from moving vehicles 

by converting the problem into a matrix completion problem, and by implementing a “soft 

imputing” algorithm introduced by Mazumder et al. [118] to iteratively fill/complete the 

matrix. There are several advantages with respect to previous methods: (i) Since the 

method does not explicitly use frequency domain information for system identification, it 

can work at traffic speeds with limited vehicle-bridge-interaction time. (ii) Owing to the 

mapping step in the method, the method can achieve high accuracy with a limited number 

of sensors. (iii) Since the soft imputing algorithm is non-parametric, no information about 

the dynamic system is required. 
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5.2 Methodology 

5.2.1 Assumptions 

In the present study, the mobile sensors are assumed as moving measurement point (MMP) 

on the bridge. The influence of the suspension system is ignored. In addition, the 

deformation of the wheels and tires are ignored for simplicity as well. In practice, the effect 

of the vehicle’s dynamic system can be removed, for example, by using its empirical 

transfer function. It is assumed that recorded data are accelerations, which are integrated 

twice to obtain the displacements, and serve as inputs to the matrix completion algorithm. 

The speeds of traversing vehicles are assumed to be the identical, and constant. It is noted 

that the speed assumptions are made for simplicity, and the method devised in the present 

study can be generalized in a straightforward manner. 

5.2.2 Mapping Moving Observations to Fixed Observations 

Two terms are defined first—namely, moving measurement point (MMP) and virtual fixed 

points (VFP). Each MMP represents a mobile sensor on the moving vehicle; and each VFP 

is a virtual sensor placed at a fixed location. There is no direct measurement at VFPs. As 

shown in Figure 5.1, in the proposed method, the observations from MMPs are first mapped 

to the VFPs using linear interpolation. 

 

Figure 5.1 - Mapping moving measurement points to fixed points 

Considering the modal superposition, the vertical displacement ( ( ), )iy x t t  of the ith MMP 

can be expressed as 
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1
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dn

i k i k

k

y x t t x t q t
=
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(5.1) 

where ( ( ))k ix t  is the value of kth mode shape at location ( )ix t , and ( )kq t  is the 

generalized coordinate for kth mode. The Eq. (5.1) can be written in a matrix form by 

applying to all MMPs, as seen in Eqs. (5.2) and (5.3) below. 
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 (5.2) 

( ) ( ) ( )t t t=Y Φ Q  (5.3) 

In the equation above, ( )tY  represents the displacement vector for all MMPs, ( )tQ  is the 

generalized coordinates for all modes at time t, and ( )tΦ  is the shape function at the 

location of MMPs at time t. It should be noted that ( )tΦ  is not the mode shape matrix of 

the bridge since it is dependent on the time. 

To obtain the mode shape, the shape function value at location x can be projected to n base 

functions through Eq. (5.4), where n is the number of VFPs. 

1

( ) ( )
n

k jk j

j

x a l x
=

=  (5.4) 

The proposed ( )jl x  is given in Eq. (5.5). Unlike in [59], this study uses linear interpolation 

from adjacent fixed points instead of all the points because the interpolation using all VFPs 

has a very high order, which can result in a large error when being inversed. 
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Substituting the location of one VFP,
ps , into Eq. (5.4) results in the following equation, 
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(5.6) 

Therefore, Eq. (5.4) can be written as in Eq. (5.7) for the location of MMP i, 

1

( ( )) ( ) ( ( ))
n

l i k j j i

j

x t s l x t 
=

=  (5.7) 

Writing Eq. (5.7) in matrix form for all modes, the Eqs. (5.8) and (5.9) can be obtained as 

follows, 
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 (5.8) 

( ) ( ) st t=Φ L Φ  (5.9) 

In Eq. (5.9), the right side is the multiplication of two matrices. The first one, ( )tL , is the 

mapping function converting the displacement from MMPs to VFPs, and the second one 



79 

is the shape function at n VFPs. The second matrix will not change with time and is the 

mode shape of the bridge. Substituting Eq. (5.9) into Eq. (5.3) yields to the following 

relationship, 

( ) ( ) ( ) ( ) ( )st t t t t= =Y Φ Q L Φ Q  (5.10) 

Multiplying Eq. (5.10) by the inverse of ( )tL  produces  

-1( ) ( ) ( )st t t=L Y Φ Q  (5.11) 

It should be noted here that if m ≠ n, i.e. ( )tL  is not a square matrix, then the pseudoinverse 

should be evaluated instead of the inverse.
-1( ) ( )t tL Y is a vector with m elements, and the 

following matrix D in Eq. (5.12) is defined with columns representing time steps, where K 

is the total number of time steps, and rows representing VFPs. 
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In practice, the displacement is difficult to measure. Therefore, in this study, the 

acceleration data is numerically integrated twice to obtain the displacement. 

5.2.3 Valid Data Points 

Even though the inverse of the mapping function matrix ( )tL  is applied to all MMPs and 

VFPs, we observe the errors between the converted displacements at VFPs and the ground 

truth are small only when there are at least two MMPs in the region formed by two VFPs 

adjacent to the given VFP. We define the mapping within this range as valid and consider 

the other elements as invalid or missing. An example with 4 MMPs is presented in Figure 

5.2. At certain time t, there are two MMPs between VFPs, s2 and s3, so these two VFPs 

have valid data at time t. Since all other VFPs do not have at least two MMPs in their 

adjacent segments, data for these VFPs are invalid and are considered as missing. The 
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reason behind requiring at least two MMPs is that the linear interpolation is used to 

represent the displacement at an MMP using two VFPs. At least two MMPs are required 

to fully determine the inverse function of the mapping. 

 

Figure 5.2 - Illustration of the valid and invalid data points 

Since the invalid data cannot be used for system identification, the matrix D will have many 

missing values. A typical matrix D is presented in Figure 5.3 for visualization purpose. 

Figure 5.3 illustrates that as the time goes on and the MMPs move to the right, VFPs at the 

right side start to get valid data. 

  

Figure 5.3 - Visualization of a typical D matrix 

5.2.4 Matrix Completion using Soft Imputing 

System identification techniques cannot be directly applied to a matrix with missing values. 

To overcome this issue, a technique called soft imputing is applied to look for patterns in 

the data and fill the matrix using an expectation maximization framework. The reason we 

    …         

        

       valid invalid invalid invalidvalid
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choose soft imputing algorithm for matrix completion is that there is no need to assume the 

rank of the estimated matrix. Also, the Singular Value Decomposition (SVD) within this 

algorithm can guarantee the orthogonality of the factorized matrices, which is a property 

of mode shapes. This algorithm has a time complexity of O(n) which is also efficient in 

implementation [118]. 

In this framework, the missing data are assumed and updated in an iterative process. 

Consider a matrix ( )
Ω

P D  with element defined as below, 

( , )    ( , )
( )( , )

0        ( , )

i j i j
i j

i j






= 


Ω

D
P D  (5.13) 

where   is the set including the indices of all valid data. This matrix keeps the values of 

all the valid data and set all the missing data to zero. Similarly, ( )⊥

ΩP D  is defined as 

complementary projection of ( )
Ω

P D  where ( )+ ( )=⊥

Ω ΩP D P D D . 

Assuming the estimated matrix is Z, all the elements in Z are valid. There are two 

objectives for the optimization algorithm to fill the matrix D. First, ( )
Ω

P Z as defined as 

elements in Z corresponding to the valid elements in D should be as close to ( )
Ω

P D  as 

possible. Second, the rank of the estimated matrix Z should be as low as possible. This is 

a regularization term based on the assumption that using fewer modes to represent the 

vibration is expected to be more accurate than using more modes. According to the 

descriptions above, the following objective function is defined, 

2

*

1
minimize    ( ) ( ) ( )

2
inZ

f = − + Ω ΩZ P D P Z Z  (5.14) 

where 
n

  represents the nuclear norm of a matrix and 
*

  is the rank of the matrix. i  is 

the regularization coefficient which plays an important role in the algorithm. This 

optimization problem can be solved iteratively, as presented in Figure 5.4. At the beginning, 

the old( )
Ω

P Z  is set to ( )
Ω

P D , and 
old( )⊥

ΩP Z   is initialized randomly. i  are chosen in a 
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descending order, and 1  should be smaller than the maximum singular value of oldZ . As 

stated in Oshima et al. [118], for a given i , the solution newZ  for the above optimization 

problem is given by the following iterative process. 

( ( ) ( ))
i inew oldS 

⊥= + =Ω ΩZ P D P Z UΣ V  

1 2diag[( ) , ( ) , , ( ) ], min( , )
i i i r id d d r m n   + + += − − − =Σ  

(5.15) 

where U , Σ , V  are determined by Singular Value Decomposition (SVD) of  a new 

matrix ( ) ( )old

⊥+Ω ΩP D P Z , and specifically 1 2=diag( , , )rd d dΣ  consists of the signular 

values. The matrix 
i

Σ is the soft-thresholded matrix of Σ , in which the notation ( )+  

means the larger of the given value and 0. Repeating the process of replacing the missing 

value with the current guess and updating through Eq. (5.15), the matrix can be imputed 

after converging. As shown in Figure 5.4, the algorithm will generate a series of 
i

Z and 

the optimal one determined by the objective function value, i.e. Eq. (5.14), as well as 

engineering judgement, can be used for further analysis. The optimal 
i

Z
is termed as 

optZ . 
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Figure 5.4 - Soft imputing algorithm for matrix completion  

5.2.5 System Identification 

After obtaining the optimal estimated matrix Zopt, different system identification 

techniques can be applied to retrieve the mode shapes of the bridge. In this study, SVD is 

used as it reserves the orthogonality of mode shapes in the decomposition. The estimated 
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matrix Zopt has the same dimension as the matrix D which is n×K. The SVD of Zopt can be 

expressed as, 

T

opt opt opt opt=Z U Σ V  (5.16) 

Comparing Eq. (5.16) with Eq. (11), it is inferred that optU  relates to the mode shapes of 

the bridge since they are both orthogonal. By normalizing the optU , the mode shape of the 

bridge will be extracted. 

5.3 Numerical Verification 

5.3.1 Numerical Setup 

To verify the proposed method, numerical analyses are conducted using Abaqus on a 

simply supported bridge, as illustrated in Figure 5.5. The length of the bridge is 40 m. The 

rectangular cross section of the bridge has a width of 3 m and a height of 1.5 m. The bridge 

is made of concrete, which has a density of 2400 kg/m3
 and elastic modulus of 27.5 GPa. 

The first three frequencies of the bridge are 1.44 Hz, 5.76 Hz and 12.95 Hz. Two MMPs 

are placed on the bridge with a distance of 2.5 m to represent the wheels of a single vehicle. 

A constant speed of 40 km/h is assigned to all the MMPs, and the linear implicit dynamic 

analysis is conducted with contacts among MMPs and the bridge. Therefore, the analysis 

ends when the foremost MMP reaches the right end of the bridge. The sampling frequency 

of acceleration is 200 Hz. 
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Figure 5.5 - Setup of the numerical analysis 

5.3.2 Results and Analysis 

Figure 5.6 presents the measured accelerations, integrated velocities, and integrated 

displacements for 2 MMPs. As described in section 5.2, acceleration is considered as the 

measurement from the analysis. In this study, trapezoidal numerical integrations are 

applied twice to obtain the displacements, which are the input to the mapping and matrix 

completion procedures. In Figure 5.6, it is seen that the integrated displacements are not 

stationary. They follow the pattern of the deflection of a simply supported bridge where 

the absolute displacement is the highest near mid-span, but they are in a vibration form due 

to the moving of the vehicle.  

 

Figure 5.6 - Measured acceleration and integrated velocity and displacement for 2 

MMPs: (a) measured acceleration; (b) integrated velocity; (c) integrated displacement 
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The integrated displacements are then mapped to 10 VFPs in order to construct 

displacements at those VFPs following the procedure described in section 2.2. As 

mentioned earlier, it is assumed that the mapping is only valid when there are more than 

two MMPs in a VFP’s adjacent segments, as demonstrated in Figure 5.2. The invalid data 

in the matrix D are considered as missing data. Then, the matrix completion algorithm 

described in section 2.4 is applied to fill these missing values. The maximum singular value 

of the initialized Z is 0.02. A series of 11 λ values are given in descending order to the 

algorithm. λ values chosen are 1×10-2, 5×10-3, 1×10-3, 5×10-4, 1×10-4 5×10-5, 1×10-5, 5×10-

6, 1×10-6, 5×10-7 and 1×10-7, respectively. The threshold Ɛ is set to 1×10-15, and the 

maximum number of iterations for each λ is 105. The optimal λ is determined by measuring 

the error between valid elements within estimated matrix Z and matrix D and using 

engineering judgement. The optimal λ will be used to generate final output for further 

analysis.  

Figure 5.7 compares the estimated Z matrix obtained by completing matrix D with ground 

truth displacements extracted at VFPs. Four out of ten VFPs are chosen for better 

visualization. In Figure 5.7(a), the solid portions of the curves are measured valid 

displacements mapped from the MMPs, and the dotted portions of the curves are estimated 

from the proposed algorithms. Figure 5.8 shows the errors relative to the amplitude of that 

specific VFP (minimum absolute displacement). It should be noted that even the measured 

data (solid portions of the curves) are not exactly equal to the ground truth, shown in Figure 

5.7 (b), due to the mapping process. This phenomenon could be explained by Figure 5.9. 

The valid points are defined when there are more than 2 MMPs in a VFP’s adjacent 

segments. When only 2 MMPs are used, there is a chance that 2 MMPs cross the valid 

points, i.e. si in Figure 5.9. In this case, taking the pseudoinverse is equivalent to calculating 

values at three VFPs, i.e. si-1, si, and si+1, from two MMPs even though only data from one 

VFP, i.e. si, is considered as valid. This problem is underdetermined, and the mapping 

could cause errors. In following sections, it will be shown that when more MMPs are used, 

these errors can be reduced. 
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Figure 5.7 - Comparison between reconstructed displacements for 4 VFPs and ground 

truth (2 MMPs) 

 

Figure 5.8 - Errors relative to the amplitude of each VFP (2 MMPs) 

 

Figure 5.9 - Mapping from 2 MMPs 

Following the mapping process, the matrix completion algorithm is implemented to find 

the internal relationship of displacements at different VFPs and to use this relationship to 

complete the matrix D. The matrix completion process is non-parametric which means no 

physical model is required for the process. The matrix D has a dimension of 10×677 with 
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4496 missing values. The missing rate for matrix D is 66.41%. It should be noted that the 

matrix D is constructed by mapping from 2 MMPs (2×677). 

After obtaining the matrix Z, i.e. completed from of matrix D, SVD is applied to extract 

the mode shapes of the bridge. The identified mode shapes are summarized in Figure 5.10. 

In order to quantitatively measure the similarity between the identified and the exact mode 

shapes, the Modal Assurance Criterion (MAC) is calculated using Eq. (5.17), 

( )
( ) ( )

2

identified exact

identified exact

identified identified exact

MAC( , )

T

T T

exact

 
 

   
=  (5.17) 

where identified  and exact  are the vectors representing the identified and the exact mode 

shapes. The MAC values for these modes are 1.000, 0.998 and 0.977. It is seen that the 

system identification is very accurate even though the mapping is not exact. 

  

Figure 5.10 - The first three normalized mode shapes identified using 2 MMPs 

5.4 Discussion 

5.4.1 Influence of the Number of MMPs 

As described before, in this study, two MMPs represent a car, and the number of cars is 

expected to have effect on the mode shape identification. In this section, the effect of the 

number of MMPs on the identification results is investigated. Figure 5.11 presents the 

displacement values integrated from acceleration data for 4, 6 and 8 MMPs. As seen, the 

displacements for different numbers of MMPs have similar patterns, but the maximum 

displacement is larger when more MMPs are on the bridge. 
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Figure 5.11 - Integrated displacement for 4, 6 and 8 MMPs 

Similar to Figure 5.7 in the previous section, Figure 5.12, Figure 5.13, and Figure 5.14 

show comparisons between the matrix Z after completing matrix D and ground truth 

displacements at VFPs for different number of MMPs. We can see in Figure 5.12(a), Figure 

5.13(a), and Figure 5.14(a), the measured displacements are closer to the ground truth than 

the ones for 2 MMPs while using more MMPs. Comparing (a) and (b) plots in Figure 5.12, 

Figure 5.13, and Figure 5.14, the proposed algorithm works well to estimate the missing 

values in matrix D. For the three cases discussed in this section, the dimensions of matrices 

D are 10×587, 10×497, and 10×407 with 2166, 1472, and 911 missing values, respectively. 

The corresponding missing rates for these three cases are 55.40%, 44.47%, and 33.61%. 

Figure 5.15 presents the errors of the matrix completion relative to the amplitude of the 

displacement at each VFP. We can see the error level is around 20%, and more MMPs lead 

to lower errors. 

 

Figure 5.12 - Comparison between reconstructed displacements for 4 VFPs and ground 

truth (4 MMPs) 
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Figure 5.13 - Comparison between reconstructed displacements for 4 VFPs and ground 

truth (6 MMPs) 

 

Figure 5.14 - Comparison between reconstructed displacements for 4 VFPs and ground 

truth (8 MMPs) 

   

(a) 4 MMPs (b) 6 MMPs (c) 8 MMPs 

Figure 5.15 - Errors relative to the amplitude of each VFP 
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The first three mode shapes identified in these three cases are presented in Figure 5.16, and 

the MAC values for these modes are summarized in Table 5.1. Generally, all the modes 

are identified with a high accuracy in these three cases. The MAC values for second and 

thirds modes are all a little lower than the ones obtained by 2 MMPs, but the influence is 

not very significant. The possible reason for this phenomenon is that the mapping matrix 

Ns for 2 MMPs has lower dimensions and is more robust to the instability of pseudoinverse. 

The MAC values for the second mode decrease as more MMPs are used, but this is not the 

case for the third mode. Further investigation should be conducted to find more detailed 

relationships between the number of MMPs and MAC values. 

 

Figure 5.16 - The first 3 mode shapes identified from the proposed method 

Table 5.1 - MAC values of the first 3 modes for 4, 6 and 8 MMPs 

No. of MMPs 1st mode 2nd mode 3rd mode 

4 1.000 0.994 0.947 

6 1.000 0.986 0.930 

8 1.000 0.979 0.956 
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5.4.2 Influence of Car Speed 

The influence of the vehicle speed is discussed in this section. Figure 5.17 presents the 

MAC values for the first three modes at different speeds using 4, 6 and 8 MMPs. It is 

shown that the car speed has a very limited influence on the first mode since the MAC 

values for this mode are all around one for car speeds ranging from 10 to 80 km/h. The car 

speed has more influence on the second mode, and the most influence on the third mode. 

This makes sense since higher modes are less excited and harder to identify. From Figure 

5.17(b), it is inferred that the MAC values of the second mode are around one, when the 

speed lies in the range of 20 to 60 km/h. Thus, it appears that moving either too slow or too 

fast can adversely affect the identification accuracy. From Figure 5.17(c), the MAC values 

of the third mode are higher for the speed range of 20 to 60 km/h for 2, 6 and 8 MMPs, but 

drop quickly starting at 50 km/h for the case of 4 MMPs. It should be also noted that the 

relationships of MAC values among 2, 4, 6 and 8 MMPs are different at different speeds. 

This also proves that not a sole factor is affecting the identification accuracy. 

This section shows that unlike other mode shape identification methods as described in 

[58] where car speed has to stay at low levels, the proposed method can identify the first 

three modes very accurately even at nominal traffic speeds, which is a very important 

characteristic for real-life applications. The reason is that the matrix completion algorithm 

used in this chapter is non-parametric, and does not explicitly utilize the frequency domain 

information. Therefore, the accuracy of the system identification is not restricted by the 

Nyquist–Shannon sampling theorem [119].  

 

Figure 5.17 – MAC values for the first three modes at different speeds 
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5.4.3 Influence of Car Weight 

 

Figure 5.18 - MAC values for the first three modes for different car weights 

Generally, the weight of a car varies from 1,000 kg to 3,000 kg [120]. This section discusses 

the influence of car weight on the mode shape identification. In this study, the car weights 

are simulated by assigning loads to MMPs. Considering the case of 2 MMPs, i.e., only one 

car, the weight of the car is evenly distributed to 2 MMPs where each MMP holds half 

weight of the car. Figure 5.18 shows the MAC values of the first 3 modes compared with 

ground truth by changing the car weight from 500 kg to 5,000 kg. It is seen that there is no 

significant decrease in MAC values when the car weight changes. In fact, according to the 

analysis, the MAC values do not change too much as long as the car weight is less than 

1/10 of the bridge weight. This conclusion is consistent with Yang et al. [44]  

5.4.4 Linear Interpolation Versus High-order Lagrange Interpolation 

The mapping step used in this chapter was inspired by Oshima et al. [59] where they used 

high-order Lagrange interpolation to mapping displacements at MMPs to VFPs. Several 

issues are identified regarding applying high order Lagrange interpolation for the mapping 

which are listed below: 

1) The number of MMPs has to be equal to the number of VFPs in order to calculate 

the inverse of their mapping matrices. 

2) According to the observations, the inverse of their ( )tN  becomes unstable when the 

MMPs are far from the given VFP. 
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3) The original study uses all the VFPs for the Lagrange interpolations which results 

in overfitting of the data and makes the mapping sensitive to the noise and the 

locations of the MMPs. It was also acknowledged in [59] that the accuracy is lower 

when more MMPs are used. 

To overcome the aforementioned issues, this chapter proposes to use linear interpolation 

to replace high-order Lagrange interpolation, and limit the valid data to a range that is close 

to the MMPs. Also, Moore–Penrose inverse (i.e., pseudoinverse) is used instead of the 

standard inverse for the mapping. These improvements will make the inversion more stable 

while creating a sparse matrix. Then, a matrix completion algorithm follows to fill the 

sparse matrix. 

In order to make a direct comparison between the proposed mapping method and the one 

used in [59], we set the number of VFPs to 10, including two VFPs at boundaries, and the 

number of MMPs to 8 as well even though our proposed method can work with fewer 

MMPs. It should be noted that two VFPs at the boundaries are utilized by our proposed 

mapping method but not the one in Oshima et al. [59]. The other parameters are the same 

as in section 5.3. 

 

Figure 5.19 – Comparison between Lagrange mapping proposed in Oshima et al.[59] and 

ground truth 

Figure 5.19 presents the comparison between the Lagrange mapping proposed in [59] and 

the ground truth for four VFPs. As seen in Figure 5.14, the proposed mapping can 

reconstruct the displacements at VFPs more accurately with missing values. However, the 
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Lagrange mapping used in Figure 5.19 does not have missing values but have many 

inaccurate data points. For instance, as shown in the circled areas in Figure 5.19, the 

instability of the inverse results in some high frequency components which significantly 

reduces the performance of the system identification at higher modes. 

The first three mode shapes identified from matrix D that is mapped by high order Lagrange 

interpolation are presented in Figure 5.20. The MAC values for these three modes are 1.000, 

0.998 and 0.676. It is seen that the third mode is not identified correctly, which confirms 

that the instability of the mapping lead to inaccuracy in higher mode identification. 

 

Figure 5.20 - The first three normalized mode shapes identified from matrix D obtained 

by Lagrange mapping 

5.4.5 Influence of Road Roughness 

It is well accepted that one of the main challenges in indirect mode shape identification is 

the road roughness [58], which can dominate the recorded vibrations. In this method, road 

roughness is added to the simulation to examine the robustness of the proposed method. 

Following the power spectral density (PSD) based procedure given in Yang and Lee [121], 

three different road profiles are generated using Gd (n0) of 0.01×10–6 m3, 1×10–6 m3, and 

16×10–6 m3, representing low, medium and high road roughness, respectively. [121] The 

generated road profiles are presented in Figure 5.21. 



96 

 

Figure 5.21 - Generated road roughness 

The MAC values for these three road profiles are presented in Figure 5.22. It is 

demonstrated that for the low road roughness case, the MAC values for the first three 

modes are almost the same as the case without any roughness. As the road roughness 

increases, the MAC values decrease. The identification accuracy of the lower modes is 

more robust to the road roughness compared to higher modes. The MAC value for the first 

mode at high road roughness case is 0.876, while they are 0.750 and 0.492 for the second 

and third modes. It should be noted that the results in this section are obtained by directly 

applying the proposed method on rough road profiles. Preprocessing procedures like 

subtracting from two wheels [59, 63] or isolating the bridge vibration using blind source 

separation [65] could help reducing the effect of road roughness, but they are not studied 

in this chapter. 

 

Figure 5.22 - MAC values for different road profiles 
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5.4.6 Influence of Noise 

Except road roughness, the measurement errors could also play an important role in the 

performance of the proposed method. To investigate the influence of the measurement 

errors, artificial noise is added to all the acceleration data collected from the MMPs before 

calculating displacement data using integration. The noise is generated from a Gaussian 

distribution with the mean of 0 and the standard deviation as a percentage of the root mean 

square of the data. The noise levels from 0% to 5% are added in this study. The Signal-

and-Ratios (SNR) for different levels are 40, 34, 31, 28 and 26 dB. Figure 5.23 presents 

the MAC values of different modes at different numbers of MMPs and noise levels. As 

expected, all MAC values decrease as the noise level increase. Among these three modes, 

the first one is least affected by the noise, and the third one is the most. Considering 

different numbers of MMPs, the first and second modes identified using 8 MMPs are the 

most robust to the noise, but the MAC values of the third mode for 8 MMPs drop 

significantly as the noise level increases. 

 

Figure 5.23 - MAC values of the proposed method at different noise levels 

5.5 Conclusions 

The chapter presents a novel method for mode shape identification using data recorded on 

moving vehicles by converting it to a matrix completion problem. Linear interpolation is 

applied to map the data collected from vehicles to fixed VFPs on the bridge. Soft imputing 

algorithm is introduced to fill the missing values in the matrix due to the mapping. 

Numerical analyses are conducted to verify the method. The proposed method can use as 

few as one single vehicle (two mobile sensors) to identify the first three modes with high 

accuracy. The following main conclusions are obtained from our studies: 
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1) The method works at traffic speeds ranging from 10 to 60 km/h. These speeds are 

more practical, as compared to many earlier methods which only allows very low 

speeds.  

2) Through mobile scanning using the vehicle, the method can identify more modes 

with higher resolution, while using a much lower number of sensors than the fixed 

sensor scenario. 

3) The method does not explicitly use information from the frequency domain, and 

thus it is more robust to noise and measurement errors.  
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CHAPTER 6: PAVEMENT CRACK DETECTION USING 

IN-VEHICLE CAMERAS 

6.1 Overview 

In this chapter, under the crowdsensing framework, a cost-effective pavement crack 

detection solution by mounting commercial-grade sport camera at the back of a moving 

vehicle is investigated. Data are collected from road tests to create a dataset consisting of 

600 images with different cracks. A novel algorithm based on deep neural network called 

ConnCrack is proposed to detect the cracks at pixel level. The contribution of this chapter 

mainly includes: 1) The feasibility of using commercial grade sport camera mounted at the 

rear of a car operating at traffic speed is verified, and a new challenging pixel-level 

annotated dataset is introduced to consider the real life situation [122]; 2) a novel method 

combining conditional Wasserstein generative adversarial network and connectivity maps 

is developed for pixel level crack detection. 

Compared with previous studies, the novelties of this chapter can be summarized as below. 

First, a sport camera is installed on the rear of a vehicle to mimic the behavior of a backup 

camera. As will be discussed in section 6.3, the rear-mount configuration could provide 

clearer images and higher resolution. Second, an algorithm with a conditional Wasserstein 

generative adversarial network (cWGAN) and connectivity maps are introduced to 

improve the accuracy of crack detection. Unlike the encoder-decoder architecture [22, 30, 

85], the parameter updates of cWGAN come from not only samples but also the 

backpropagation of the discriminator, which makes this method more robust in detecting 

cracks. The connectivity maps are introduced to improve the accuracy by considering the 

connectivity of pixels in cracks.  

6.2 Experimental Setup and Data Collection 

In this study, field experiments were conducted with a GoPro Hero 7 Black mounted beside 

the license plate on the rear of a Honda Pilot 2017 (see Figure 6.1) for data collection. The 

cost for GoPro Hero 7 is 330 USD and the mounting device is 40 USD at the time of 



100 

experiment implementation, which is significantly cheaper than specialized vehicles. It 

should be noted that this experiment has an initial goal to mimic the behavior of a backup 

camera in a vehicle. Current vehicles usually do not allow access to their backup camera 

systems easily. Therefore, the camera was placed at the same level and facing the same 

direction as the backup camera in this car to mimic its behavior. Data were collected based 

on this setting with the expectation that the conclusions drawn in this study could be useful 

in the future when the access to backup camera images becomes more practical. 

  

(a) front view (b) perspective view 

Figure 6.1 - GoPro Hero 7 Black mounted at the rear of Honda Pilot 2017 

In several previous studies [30, 123], the camera was mounted behind the windshield in 

the front of the car. As presented in Figure 6.2, two configurations are illustrated and 

compared. In rear-mount configuration, the angle of camera is set to 45° to balance the 

spatial resolution and scanned area. In front-mount configuration, the camera is facing 

forward like in previous studies [30, 123]. In these two configurations, the spatial 

resolution defined as number of pixels in unit length can be calculated as in Eq. (6.1). The 

spatial resolution represents how much detail can be captured by the camera.  

 1/ tan( / ) tan( )d m d      = + + − +
  (6.1) 
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where d is the distance from the center of camera lens to the ground, Δθ is the angle from 

the bottom line of field of view (FOV), θ is the FOV, m is the total number of pixels in 

vertical direction and α is the angle between bottom line of FOV and vertical line.  

 

(a) Rear-mount (proposed) 

 

(b) Front-mount 

Figure 6.2 - Comparison of two configurations (modified from [124]) 

Table 6.1 - Comparison between different mounting strategies 

Percentage of FOV, Δθ/θ 

Spatial Resolution (pixel/cm) 

Rear-mount Front-mount 

0% 8.62 1.93 (blocked) 

25% 6.99 0.53 

50% 4.45 0.00 

75% 1.91 N/A 

θ

d

x

α Δθ

θ

d

x

Δθ

α
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100% 0.28 N/A 

In this study, the GoPro Hero 7 black has a FOV of 69.5º. The image has a resolution of 

1920×1080 pixels. Therefore, α for rear-mount configuration is 45°-69.5°/2=10.25° and 

for front-mount configuration is 90°-69.5°/2=55.25°. The vertical distance to the ground is 

1.5 m for front-mount configuration and 1 m for rear-mount configuration. According to 

the above information, the parameters in Table 6.1 are calculated. In Table 6.1, the 

percentage of FOV is corresponding to percentage of image regarding the image bottom in 

vertical direction. For instance, Δθ/θ of 50% means the centerline of the image in vertical 

direction. It is seen from the table that the spatial resolution decreases dramatically as the 

percentage of FOV increase, which is expected because the pavement is farther from the 

camera. Comparing these two configurations, we can see the front-mount configuration 

has significantly less spatial resolution than rear-mount configuration overall. This is 

because the front-mount camera is farther from the ground. Also, the 0% to 25% region is 

most likely to be blocked by the hood. Therefore, it is seen that rear-mount configuration 

to better utilize the GoPro camera. 

To summarize, there are three main reason that we use a rear-mount configuration: 1) The 

windshield could reflect the light inside of the car and reduce the quality of the image in 

front-mount configuration. 2) The front camera is farther from the ground, a large part of 

its FOV is blocked by the hood of the car. Therefore, the front-mount configuration 

sacrifices too much spatial resolution corresponding to our analysis above. 3) Our eventual 

goal is to directly use backup camera in vehicles for crack detection while driving. In this 

case, no external devices need to be installed in this case. 

The data were collected while the vehicle was driving at traffic speeds (40 kph – 80 kph), 

and 240 fps frame rate and 1/3840 sec shutter speed was used for the camera. In total, about 

3-hour videos were taken from different roads in Edmonton, Canada at different times over 

two months by our research group. Images were extracted every 6 frames. After discarding 

those without cracks, we created a dataset called EdmCrack600 which includes 600 images 

with full annotation at pixel level. The data aim to cover various factors one could 

encounter on the roads like different weather conditions, different illumination conditions, 
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existence shadows from other objects, texture difference among difference pavement 

surfaces, etc., so no specific restrictions are applied during the collection process. The 

dataset, EdmCrack600, will be made public to benefit the community [122]. Some sample 

images are shown in Figure 6.3. It is seen that the collected dataset is more difficult than 

most of the publicly available ones. 

 

(a) Sample image 1 

 

(b) Sample image 2 

Figure 6.3 - Sample images from EdmCrack600 dataset 

In the author’s opinion, one of the biggest restrictions that holds back the development of 

novel algorithms is the lack of high quality and challenging datasets with complete 

annotations. In most of studies, the researchers either tested their methods on their own 

datasets [77, 78, 80-82], and the publicly available datasets specifically designed to 

evaluate crack detection algorithms are limited. Furthermore, most of the datasets have 
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been simplified comparing to the ones that could be encountered in real life. For example, 

some datasets control the light conditions [125], some manually exclude any disturbance 

and focus only on pavement surfaces using static images [70, 71, 126], and some were 

created for other algorithms and simply do not have enough images for deep learning 

algorithms [19, 70]. 

A comparison of this dataset and other publicly available dataset is given in Table 6.2. It 

is seen that only GAPs [125] and JapanRoad [123] datasets consist of more images than 

our dataset. However, those two datasets are not pixel-level annotated. The cracks in their 

datasets are annotated by bounding boxes. In author’s opinion, the bounding box is a not 

good way to annotate crack because of the irregular shape of cracks. Too many details will 

be lost if a rectangular bounding box is used to cover the cracks. 

To the best of the authors’ knowledge, our dataset, EdmCrack600, is the largest crack 

dataset so far which is annotated at pixel level. It is also a very challenging one because of 

all the factors that are taken into consideration during the data collection process. The 

challenges include: 1) change of weather conditions; 2) significant environmental effects 

and noise: shadows, occlusion, stains, texture difference, low contrast because of 

overexposure; 3) blurring effect due to moving of the car and the poor lighting condition. 

Table 6.2 - Comparison among different datasets 

Dataset No. 

Images 
Resolution Device Colored 

Environmental 

effect* 

Non-

pavement 

region** 

Pixel level 

annotation 

Traffic 

speed 

Extracted 

from video 

CFD [71] 118 480×320 iPhone 5 yes yes no yes no no 

Aigle-RN [70] 38 
991×462 

311×462 

professiona

l camera 
no no no yes yes no 

Crack500 [126] 500 2,000×1,500 LG-H345 yes no no yes no no 

GAPs [127] 1969 1920×1080 
professiona

l camera 
no no no no yes yes 

Cracktree200 [69] 206 800×600 unknown yes yes no yes no no 

GaMM [19] 42 
768×512 

1920×480 

professiona

l camera 
no yes no yes yes yes 

CrackIT [128] 84 1536×2048 
optical 

device 
yes no no yes unknown no 

JapanRoad [75, 

123] 
9,053 600×600 LG-5X yes yes yes no yes no 
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EdmCrack600 

(current study) 
600 1920×1080 GoPro 7 yes yes yes yes yes yes 

*Environmental effect includes shadows, occlusions, low contrast, noise, etc. 

**non-pavement region means the region of image that does not belong to pavement, such as cars, houses, sky. 

6.3 Methodology 

6.3.1 Overall Procedure 

A novel deep learning-based algorithm called ConnCrack is proposed in this chapter. The 

overall procedure of ConnCrack is described in Figure 6.4. In this process, the input image 

is first divided into patches. Then, the patches are passed to a deep neural network termed 

as generator. In the generator, color image patches are taken as input, and a DenseNet121 

with deconvolution layers for multiple-level feature fusion is applied. Unlike other deep 

learning-based crack detection methods, the generator outputs 8 connectivity maps instead 

of a binary probability mask. The reason and the advantages of this innovation will be 

explained in following sections. Later on, the predicted connectivity maps are converted to 

a binary mask. A post-processing technique including a depth first search (DFS) algorithm 

to find connected components and to threshold out connected components with a small 

number of pixels is applied to the output the generator [23, 24]. The reason for this post-

processing is because the cracks are usually connected components with a large number of 

pixels, but noise has much fewer connected pixels. At last, the crack identification result 

of the whole image will be integrated using the results from the patches. 

The training of this method is developed on the basis of a conditional Wasserstein 

generative adversarial network (cWGAN), and connectivity maps are used to resolve the 

scattered output due to deconvolution layers (see Figure 6.5). The cWGAN consists of two 

separate neural networks, i.e. generator and discriminator. In this context, the generator 

outputs connectivity maps for the identification of cracks, while the discriminator checks 

if the connectivity maps and the original patch are a “real” pair (ground truth) or a “fake” 

pair (predicted). Two networks are trained alternately to reach a Nash equilibrium after 

convergence [129]. 
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Figure 6.4 - Overview of the identification process 

 

Figure 6.5 - Overview of the training process 

6.3.2 Connectivity Maps 

In this chapter, deconvolution layers are used for upsampling and pixel level identification 

similar to some other studies [30, 82] for computational efficiency. However, it is realized 

that deconvolution layers are likely to generate scattered output (see Figure 6.6(b)), i.e. the 

crack segments are not strictly connected. This is due to the mechanism of deconvolution 

layers where the predicted label of a pixel is solely dependent on the pixel values of a local 

region in original patch but is not explicitly related to the predicted labels of its neighboring 

pixels. Some studies suggested morphological operations, i.e., dilation and erosion, to 

resolve this issue [71]. However, as shown in Figure 6.6(c) and (d), the performance is 

highly dependent on the selection of the size of morphological operations. If the size is too 

small, the gaps are not fully filled. If the size is too large, unnecessary parts will be 

considered as cracks.  

This issue comes from the definition of cross entropy loss function currently used in many 

deep neural networks for crack detection [22, 30]. Taking Figure 6.7 as an example, the 

crack pixels are labelled as 1 and the non-crack pixels are labelled as 0 in the ground truth. 

If the neural network mistakenly predicts one pixel within crack as 0, it is not different than 
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predicting a non-crack as 1 in terms of loss function. However, in reality, an isolated wrong 

prediction is easier to fix than scattered prediction in crack segments. 

To resolve this issue, we transform the crack detection into a connectivity problem inspired 

by [130]. Starting from the ground truth binary mask, each pixel should have 8 neighboring 

pixels. We generate 8 connectivity maps to reflect the relationship between a pixel and its 

8 neighbors. As presented in Figure 6.8, a regular ground truth binary crack mask is 

converted to 8 connectivity maps. For instance, one element in A2 connectivity map is 1 

only if the corresponding element in ground truth binary mask is 1 and its left neighbor is 

1 as well. During the training process, the ground truth connectivity maps are compared 

with predicted connectivity maps as one source to update the weights of the deep neural 

networks. The loss function based on the connectivity maps which is termed as Lcontent 

could be written as Eq. (6.2) below. 

 content ,

8

1 , image

( ) log ( ) (1 ) log(1 ( )

( , ) log ( , )

(1 ( , )) log(1 ( , ))

k k

k k

x y

A A

k i j A A

L G E y G x y G x

y i j y i j

y i j y i j= 

= − − − −

− 
=  

− − −  
 

 (6.2) 

where G represents the generator. It takes x as input and generates G(x). The true label 

(ground truth connectivity maps) of input x is termed as y. Also, at pixel level, ( , )
kAy i j is 

the true label of a pixel at i and j in the connectivity map Ak. And ( , )
kAy i j  is the predicted 

label for the corresponding pixel. 

With the help of connectivity maps, more weights will be given to the pixels within crack 

segments and less weights are given to isolated pixels. In this way, the predictions are 

forced to be connected to each other. As can be seen in Figure 6.9, the performance of deep 

neural network trained with regular binary mask and our proposed connectivity maps are 

compared. The results based on connectivity maps are more robust and less scattered 

because the connectivity maps force the predictions to be connected.  
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(a) (b) (c) (d) 

Figure 6.6 - Issues with deconvolution layer output (a) original patch; (b) raw output; (c) after 

3×3 morphological operations; (d) after 15×15 morphological operations 

 

Figure 6.7 - An example of crack detection 

 

Figure 6.8 - Connectivity maps for crack annotation 

Original patch Binary Connectivity maps 

   

   
 

Figure 6.9 - Comparison between binary mask and connectivity maps 
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6.3.3 Conditional Wasserstein Generative Adversarial Network (cWGAN) 

Generative adversarial network (GAN) was introduced by Goodfellow et al. [129] in 2014. 

It has been widely used for various computer vision tasks due to its high performance in 

replicating the real-world rich content [131, 132]. In general, a GAN consists of two neural 

networks, a generator and a discriminator. The generator is used to generate the output 

which is passed to the discriminator to check whether the output is a generated one (“fake”) 

or the ground truth (“real”). A conditional Generative adversarial network (cGAN)  [133] 

is a type of GAN that uses both the input and output of the generator as the input of the 

discriminator. cGAN can be used to check whether the input of the discriminator is a 

generated pair (“fake”) or annotated pair (“real”). 

In some previous studies, it was observed by the researchers [134, 135] that the training of 

GAN is difficult. They showed that the traditional GAN that is based on Kullback–Leibler 

divergence has gradient vanishing issue during training. The gradient of the generator 

would be close to zero if the performance of the generator is not good which is likely the 

case at early stages of the training. To resolve this problem, Arjovsky et al. [134] replaced 

Kullback–Leibler divergence with Wasserstein distance. This type of GAN is called 

Wasserstein GAN (WGAN). The major difference between GAN and WGAN is the design 

of loss function, which will be discussed in following sections. 

This study combines the cGAN [133] and WGAN [134] for crack detection to achieve 

better performance and better training stability. Connectivity maps, as described in the last 

section, are produced by the generator and are used together with the original image patch 

as the input to the discriminator. 

6.3.3.1 Generator 

In cWGAN, the generator is the deep neural network for crack detection. In the ConnCrack, 

as shown in Figure 6.10, a DenseNet121 [136] is used as feature extractor and 3 

deconvolution layers are applied for multi-level feature fusion to generate target 

connectivity maps. 
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The DenseNet121 consists of a standalone convolutional layer, a max pooling layer, 4 

dense blocks and 3 transition blocks. The convolutional layer was first proposed by LeCun 

[137], which is now widely used for computer vision problems. Similar to filters in 

traditional image processing techniques, a convolutional layer is applied to the input in a 

sliding window form. Unlike a fully connected layer, the sparsely connected neurons in a 

convolutional layer can lead to better efficiency and performance. Max pooling layer 

replaces the value of the input feature at a certain location with its neighboring features. It 

can reduce the size of features and make the features invariant to small translations. 

One characteristic of DenseNet121 that distinguishes it from other deep neural networks is 

the application of the dense block. A dense block consists of a number of convolutional 

layers which are densely connected with each other in a feed-forward fashion. A 1×1 

convolutional layer and a 3×3 convolutional layer form a basic component in a dense block. 

Each dense block has multiple such components, and each component is directly connected 

with all following basic components within this block using skip connections except the 

mainstream chain-like connections. In DenseNet121, the dense blocks 1, 2, 3 and 4 (see 

Figure 6.10) have 6, 12, 24 and 16 basic components, respectively. 

The dense block does not change the height and width of the features. To follow an 

encoder-decoder schema for pixel level crack identification, transition blocks are applied 

to reduce the size of features. A transition block composes of a 1×1 convolutional layer 

and a 2×2 average pooling layer with a stride of 2. The reduction of size is achieved by the 

average pooling layer in the transition block. 

Deconvolution layers are applied to fuse features from multiple levels so that the predicted 

connectivity maps have the same height and width of the original patch. Unlike traditional 

upsampling techniques, such as bilinear and bicubic interpolations which have predefined 

parameters, the parameters for upsampling in deconvolution layers are determined during 

the training process. The deconvolution layers were first time used for upsampling in 

semantic segmentation by Long et al. [138] 
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Figure 6.10 -  Details of the generator 

 

Figure 6.11 -  Details of the discriminator 

6.3.3.2 Discriminator 

In the ConnCrack, the architecture of the discriminator is presented in Figure 6.11. It is 5-

layer fully convolutional neural network. The original image patch and the corresponding 

connectivity maps are concatenated and passed through the discriminator. For the ground 

truth, the discriminator is expected to output labels as “real”. In contrast, it is expected to 

output “fake” when the predicted connectivity maps are used as input.  

Similar to Pix2Pix [131] but different from traditional conditional generative adversarial 

networks (cGAN) [129], the proposed method uses a Markovian discriminator, where the 

output is not a single label but 30×30 labels representing “real” or “fake”. Each element of 

the 30×30 tensor corresponds to a small 70×70 patch, and it shows whether this patch is 

“real” or “fake”. These small patches are overlapped with each other. According to [131], 

the Markovian discriminator is better at capturing the high frequency part (details) of the 

image. 
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6.3.3.3 Loss Function 

The loss function used in the proposed method combines cWGAN loss and content loss. 

The loss function is given in Eq. (6.3). Initially, the content loss is larger, and therefore the 

cWGAN is simplified to an encoder-decoder network. As the training continues, the 

content loss becomes smaller, and the effect of cWGAN loss becomes more significant. 

This can help the training of the model at early stages. 

   W ,

*

content

( , ) ( , ) ( , ( ))

arg min max( ( , ) ( ))

c GAN x y x

cWGAN
G D

L G D E D x y E D x G x

G L G D L G

= −

= +
 (6.3) 

where x is the input patch, y is the ground truth connectivity maps, G is the generator, D is 

the discriminator and λ is the parameter adjusting the weights of LcWGAN(G, D) and 

Lcontent(G). Ex, y represents the mean over multiple x, y pairs for training, and Ex represents 

the mean over multiple input x for training. 

Unlike traditional cGANs, the log functions are removed from LcWGAN(G, D) to achieve a 

Wasserstein distance following the suggestion from [134]. During the training process, the 

weights of the discriminator is clipped to a range [-C, C] to fulfill the requirement Lipschitz 

constraint [134] where C is a constant. Also, similar to [131], we add a content loss directly 

comparing with the output of the generator G with the ground truth. This could help the 

training process of the generator according to [139]. 

In the practical implementation, the discriminator D and generator G are trained 

alternatively. The generator G is trained to generate predicted connectivity maps (“fakes”) 

that cannot be distinguished from ground truth (“reals”) by discriminator D. In contrast, 

the discriminator D is trained to be better at distinguishing the “reals” from “fakes”. After 

the training is completed, the generator G will be used for crack detection, and the 

discriminator D can be discarded. 
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6.3.4 Evaluation 

Three metrics are used for the evaluation of the proposed method, i.e., precision, recall and 

F1 score. The formulae to calculate these metrics are given in Eq. (6.4). 

precision
TP

TP FP
=

+  

recall
TP

TP FN
=

+  

2 precision recall
F1 score

precision recall

 
=

+
 

(6.4) 

In above equations, TP is true positive, FP is false positive, and FN is false negative. 

Following the definition given in [71], the TP is defined as the number of crack pixels that 

are within 5-pixel distance of a ground truth crack pixel. FP is the number of crack pixels 

that are beyond 5-pixel distance of a ground truth crack pixel. FN is the number of ground 

truth crack pixels which are incorrectly identified as non-crack pixels. 

6.4 Analysis and Results 

6.4.1 Pretraining on ImageNet and CFD datasets 

From a number of previous studies, it is well accepted that pretraining on irrelevant large 

datasets in advance before tackling the task can help improve the performance of the deep 

learning-based algorithms [140]. This strategy is called transfer learning. In this chapter, 

the proposed generator is first pretrained on a large object detection dataset called 

ImageNet [9]. It should be noted that the ImageNet dataset does not have a category related 

to pavement cracks.  

Then, the whole proposed method is again pretrained and tested on a small crack dataset 

called CFD which was introduced by Shi et al. [71]. This dataset consists of 118 pavement 

images with resolution of 480×320 pixels. The images are taken by iPhone 5 with focus of 

4 mm and aperture of f/2.4. In this chapter, the dataset is split into 60%/40% for training 

and testing. More details of the dataset can be found in [71]. 
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For the training and testing, the images are split into 128×128 patches and are then 

integrated to the original size after being processed by the ConnCrack. Both the learning 

rate and λ are set to 1×10-6 during the training. The batch size of 16 is used. The training 

losses of generator and discriminator are presented in Figure 6.12. For better visualization, 

a 5-element moving average is taken on all the curves. As can be seen in Figure 6.12(a), the 

generator loss has two components, one comes from the cWGAN and the other comes from 

the content loss described in Eq. (6.2). It is seen that the content loss continuously decreases 

as the training proceeds. The cWGAN loss for generator first decreases and then increases 

since the discriminator has learned to distinguish the “fakes” from “reals”. Looking at 

Figure 6.12(b), the loss for discriminator is low at the beginning but increases afterwards. 

This is because initially the generator is not well trained, and the discriminator can easily 

distinguish the generated output from the ground truth. However, as the training proceeds, 

the generator can output predictions that are more difficult to distinguish. In this context, 

the loss for discriminator starts to increase. 

 

(a) Generator loss 
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(b) Discriminator loss 

Figure 6.12 - Losses of the proposed method 

Some sample images along with the ground truth and prediction are presented in Figure 

6.13. It is seen that ConnCrack can identify the cracks with high accuracy. Table 6.3 

compares the results from the proposed method with other methods. In this table, the results 

from canny detector, CrackTree, FFA and CrackForest were reported by [71], where canny 

detector [141] was a regular edge detection algorithm, CrackTree [69] utilized minimum 

spanning trees, FFA [142] used features calculated along every free-form paths, and 

CrackForest applied random structured forests for crack detection. MFCD [143] applied 

unsupervised feature fusion at multiple scales to detect cracks. The remaining methods 

were developed based on deep learning where ResNet152-FCN [30] and VGG19-FCN [82] 

were encoder-decoder neural networks utilized ResNet152 and VGG19 as their backbone 

networks. In CrackNet-V [21], an architecture that did not use pooling layers was proposed 

to reserve the size of input and detect the cracks. The results from all other methods were 

reported in their papers except ResNet152-FCN and VGG19-FCN which are implemented 

by ourselves with the same learning rate as ConnCrack and pretraining on ImageNet. We 

can see that the proposed method outperforms other methods on CFD dataset in terms of 

precision and F1 score with large margin. 
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Table 6.3 - Comparison of performance for different methods on the CFD dataset 

Method Precision Recall F1 Score 

Canny 12.23% 22.15% 15.76% 

CrackTree 73.22% 76.45% 70.80% 

FFA 78.56% 68.43% 73.15% 

CrackForest 82.28% 89.44% 85.71% 

MFCD 89.90% 89.47% 88.04% 

ResNet152-FCN 87.83% 88.19% 88.01% 

VGG19-FCN 92.80% 85.49% 88.53% 

CrackNet-V  92.58% 86.03% 89.18% 

ConnCrack 96.79% 87.75% 91.96% 
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Original image Ground truth Proposed method 

   

   

   

Figure 6.13 - Sample results for the CFD dataset 

6.4.2 Performance on EdmCrack600 dataset 

After pretraining on ImageNet and CFD datasets, the proposed method, ConnCrack, is 

further trained and tested on EdmCrack600 dataset. The images in EdmCrack600 are 

shuffled and split into 420/60/120 for training, validating and testing purposes. Similar to 

the pretraining, the images are first split into 256×256 patches, and are then integrated. The 

learning rate for the training is 1×10-5, and λ is set to 5×10-6. The batch size of 16 is used. 

The losses for training and validation sets are presented in Figure 6.14. In the figures, as 

the training proceeds, we can see the content loss for generator barely reduces, but the 

cWGAN loss decreases. This demonstrates the superior training performance of the 

proposed method than traditional encoder-decoder networks because there is an additional 

source for weight updating. The discriminator loss increases as the training goes on because 

the predictions output by the generator become more difficult to distinguish. 
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The performance of the proposed method in terms of precision, recall and F1 score is 

presented in Table 6.4. The Sobel and Canny detectors are standard edge detection 

techniques [141]. CrackIT was proposed by Oliveira and Correia [128, 144] using a series 

of image processing techniques. ResNet152-FCN [30] and VGG19-FCN [82] created 

encoder-decoder networks as suggested by [138] with ResNet152 and VGG19 as backbone 

networks, respectively. U-Net was introduced by [85] for crack detection. All seven 

methods were tested on a desktop with Intel 8700k CPU, 32GB memory and Nvidia Titan 

V GPU with 5120 CUDA cores where Canny, Sobel and CrackIT methods were run on 

CPU and the other 4 deep learning based method were run on GPU. It should be noted U-

Net was not pretrained on ImageNet and CFD. We can see in the table the proposed method 

outperforms other methods including other deep learning-based methods with large margin.  

Some sample results from the proposed method and existing methods are presented in 

Figure 6.15. We can see that rule-based methods cannot tackle with such complex 

situations where the cracks are mixed with illumination changes, shadows of trees, etc. The 

deep learning-based methods perform significantly better. In these methods, the 

illumination change and the texture of the pavement surfaces are not identified as cracks. 

However, ResNet152-FCN, VGG19-FCN and U-Net which utilize binary crack mask 

generates scattered output as described in section 4.2. Also, the noise appears at different 

locations in the results from those three methods. The proposed method overcomes the 

abovementioned issues using connectivity maps and DFS based thresholding, which results 

in more than 5% improvement in terms of F1 score. The computational efficiency is 

calculated based on the total time including deep neural network processing, post 

processing and outputting the results. Regarding computational efficiency, the proposed 

method is slightly slower than VGG19-FCN but faster than ResNet152-FCN and U-Net. 
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(a) Content loss for generator 

 

(b) cWGAN loss for generator 

 

(c) cWGAN loss for discriminator 

Figure 6.14 - Losses for EdmCrack600 dataset 
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Table 6.4 - Comparison of performance for different methods on the EdmCrack600 

dataset 

Method Precision Recall F1 Score Efficiency (sec/image) 

Canny 1.69% 34.17% 3.14% 0.12 

Sobel 3.00% 15.24% 4.66% 0.04 

CrackIT 12.33% 7.14% 4.75% 6.71 

ResNet152-

FCN 

78.98% 56.51% 62.78% 1.94 

VGG19-FCN  80.22% 59.93% 65.18% 1.33 

U-Net 76.33% 70.88% 71.52% 2.58 

ConnCrack 80.88% 76.64% 76.98% 1.56 
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U-Net 

   

ConnCrack 

   

Figure 6.15 - Sample images and corresponding results for EdmCrack600 dataset 

Although ConnCrack has achieved superior performance than other state-of-the-art 

methods, it still has difficulty in identifying the cracks correctly in some images. Figure 

6.16 shows two examples of wrongly identified images. In the left plots, the crack at the 

bottom was not identified by the ConnCrack. Looking at the original image, it is seen that 

the bottom crack is relatively blurry than other parts. This could be the reason that the 

proposed method cannot identify it properly. In the right plots, there are a lot of shadows 

from trees on the road surface. Although ConnCrack can identify the long and thick crack 

correctly, it also misidentifies some of the shadows as cracks. One possible solution to 

these issues is to collect more data with such critical cases.   
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Figure 6.16 - Two wrongly identified images 

In the dataset, the images are taken in perspective view. The parts that are farther from the 

center of the image have lower spatial resolutions (as explained in section 3). In this study, 

the perspective is not taken into consideration during the training and testing process, but 

it is meaningful to know how the perspective view affects the performance of the proposed 

method. In Figure 6.17, all 120 images with 1920×1080 pixels in the test set are split into 

16×9 grids. The precision, recall and F1 score are calculated for each small region 

separately for all 120 test images. The heat maps are generated for all three metrics where 

red means 100% and blue stands for 0%. The gray color represents no existence of cracks 

in that area. Looking at the Figure 6.16(a), there is no significant difference in different 

regions in terms of precision except the top left corner. This means the precision is not very 

sensitive to the spatial resolution of the image. However, Figure 6.17(b) shows that the 

recall is more sensitive to the location. The parts that are closer to the edges and corners 
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have lower recall, which means the number of false negative pixels is higher in these 

regions. This shows that the proposed method is unlikely to predict the pixels that are too 

far from the centerline as cracks. This is because of the distortion and low resolution at the 

edges of images. As a combination of precision and recall, the F1 score has similar pattern 

as recall (see Figure 6.17(c)).  

 

(a) Precision for different regions 

 

(b) Recall for different regions 
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(c) F1 score for different regions 

Figure 6.17 - Performance of different regions of EdmCrack600 dataset 

6.5 Conclusions 

In this chapter, a cost-effective pavement crack detection solution using commercial grade 

in-vehicle camera and deep neural networks is introduced. A deep learning-based 

algorithm called ConnCrack is proposed combining cWGAN and connectivity maps. The 

proposed method is first pretrained on ImageNet [9] and CFD dataset [71], and then trained 

and tested on EdmCrack600 dataset collected through our introduced road inspection 

solution. The following conclusions are drawn from this study: 

1) Commercial grade in-vehicle cameras are feasible for road crack inspection. 

2) The introduction of connectivity maps and cWGAN can improve the performance 

for crack detection. 

3) The proposed method, ConnCrack, can outperform other existing methods on both 

publicly available dataset and our collected data. 
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CHAPTER 7: A PLATFORM TO MANAGE 

CROWDSENSING DATA FOR CIVIL INFRASTRUCTURE 

MONITORING 

7.1 Overview 

The crowdsensing data needs to be properly managed and analyzed to be useful for 

managing the civil infrastructure. This chapter introduces a software platform to manage 

the crowdsensing data. As shown in Figure 7.1, the crowdsensing process using moving 

vehicles can be summarized in layered architecture, which includes sensing layer, 

communication layer, data layer and application layer. The platform introduced in this 

chapter will mainly focus on the developments on data and application layers. 

In this platform, the vibration data used in Chapters 3, 4 and 5 are retrieved from the remote 

databased through a MATLAB program. It should be noted that the Android app used for 

data acquisition has capabilities for pre-processing, and therefore only a few features need 

to be transmitted. The image data used in Chapter 6 are synchronized with the mobile 

devices through Google Drive Application Programming Interface (API) in Python. 

Algorithms proposed in previous chapters are integrated in this platform to analyze the data. 

The results can be stored on a web-based interactive system with visualization function 

developed in Python. 

 

Figure 7.1 - Layer architecture of the crowdsensing based transportation 

infrastructure monitoring system 
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7.2 Data Acquisition System for Vibration Data in In-vehicle Smartphones 

A data acquisition system is developed to retrieve data from the remote database built on 

the Amazon Web Services (AWS). The system is developed based on MATLAB. The 

Graphical User Interface (GUI) is presented in Figure 7.2. The program has the ability to 

extract tri-axial acceleration data within selected date range. It can also resample the data 

to the target frequency. It should be noted that the program can convert the acceleration in 

local coordinate system to earth’s coordinate system using magnetic field data in the 

smartphone. The magnetic field data can be accessed through the Android API described 

here [145].  

 

Figure 7.2 – GUI of the data acquisiton system for smartphone data 

7.3 Data Acquisition System for Image Data in In-vehicle Cameras 

In this platform, the image data taken from an in-vehicle camera is transmitted to the local 

database through Google Drive API. The database to store the image data is developed 

using SQLite.  
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7.4 Web-based System for Analysis and Visualization 

In previous sections, programs are developed to retrieve data from the mobile devices in 

moving vehicles. This section introduces a web-based system to manage and visualize the 

results to support decision-making. This system is developed in Python based on Django 

and Leaflet. The results are stored in SQLite database. 

7.4.1 Visualization of Results from Cameras  

With the high success rate of road crack detection using the method proposed in Chapter 

6, further analysis is conducted by synthesizing the camera data with GPS signals collected 

by the GoPro. To quantitatively reflect the road condition, a simple road deterioration index 

(RDI) is designed as shown in Eq. (7.1). 

RDI 1000crack

total

N

N
=   (7.1) 

where
crackN  is the number of pixels that are identified as crack in an image and

totalN  is the 

total number of pixels in the image, i.e., resolution. A higher RDI represents a worse road 

condition in terms of cracks. 

In the web-based system, an interactive map similar to the Google Map traffic is generated 

according to the RDI for a series of images taken at 0.5 sec intervals. In Figure 7.3, it is 

seen that each dot represents a data point. The images with a RDI smaller than 0.5 are 

colored as green, the images with a crack index between 0.5 and 2 are yellow, and the 

others with a crack index higher than 2 are indicated in red. In this way, the road condition 

can be easily assessed and locations with unfavorable road conditions can easily be 

identified. 

When a dot is clicked, the rendered image with cracks highlighted related to that location 

and the detailed information of the RDI will be presented. The information integrated in 

this system can be used to support decision making process. For example, from this map, 

the governments can know which area they should pay more attention. 
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An administration webpage is also developed as shown in Figure 7.4 which has access to 

the database directly. Information about the road datapoints can be added and modified 

here. 

 

Figure 7.3 - Screen shot of the system for road condition monitoring 

 

Figure 7.4 - Adminstration webpage to add and change road data points 
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7.4.2 Visualization of Results from Smartphone Accelerometers 

Similar to the results from the roads, the features calculated using the Mel-frequency 

cepstral analysis proposed in Chapters 3 and 4 are presented in this system to assess the 

health condition of the bridge. In Figure 7.5, we can see a sample screenshot from such 

system. The features are plotted against different runs. The anomaly can be observed if the 

features are significantly shifted. 

 

Figure 7.5 – Screen shot of the system for bridge condition monitoring 

Also, as shown in Figure 7.6, there is a webpage that can be used to manually update and 

maintain the existing data in the system. Program can be written to automatically upload 

the results to the system for decision making purpose. 
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Figure 7.6 - Adminstration webpage to add and change bridge data points 

7.5 Conclusions 

This chapter presents a novel system to manage and analyze the crowdsensing data 

collected from two sensors investigated in this thesis. Efforts are made to automate the 

whole management process. This system bridges the gaps between the theoretical 

algorithms to the real decision-making process, which would be useful for decision makers.   
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CHAPTER 8: CONCLUSIONS AND 

RECOMMONDATIONS FOR FUTURE RESEARCH 

8.1 Summary and Conclusions 

This thesis proposes a crowdsensing-based framework for monitoring of transportation 

infrastructure using moving vehicles. Two commercial-grade sensors, i.e. vibration sensor 

and in-vehicle camera, are studied under this framework. They are used for bridge and road 

condition assessment, respectively.  

In this thesis, methodologies are developed for identifying damage and mode shapes of 

bridges using vibration sensors in moving vehicles. In chapters 3 and 4, a methodology that 

consists of feature extraction and distribution comparison is proposed to identify damage 

in bridges. In these two chapters, MFCCs, which have been widely used in speech 

recognition, are introduced to drive-by bridge damage detection. PCA and KL divergence 

are used for distribution comparison in these two chapters, respectively. Finite element 

analysis and laboratory experiments using professional sensors and smartphones are 

conducted to verify this method. It is shown that the sensors and smartphones can 

successfully identify the existence of damage from data collected from a large number of 

varied moving vehicles, which shows the potential in crowdsensing based bridge condition 

assessment. In chapter 5, a theoretical study is conducted on mode shape identification of 

bridges using sensors in moving vehicles. In this study, the mode shape identification 

problem is first transformed into a matrix completion problem using a process called 

mapping. Then, soft-imputing algorithm is used to fill the sparse matrix. At last, SVD is 

applied to the estimated matrix for mode shape identification. Numerical analyses have 

shown that the method can find the mode shapes of the bridges using only two mobile 

sensors. Also, this method is robust with noise and road roughness. 

In chapter 6, an in-vehicle camera is used to develop a cost-effective and scalable solution 

for road crack detection. Mounting GoPro on the rear of a vehicle, a deep learning-based 

algorithm is proposed for automatic crack detection at pixel level. The method can output 
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the exact location of cracks within the image instead of drawing bounding boxes around 

them. Introducing densely connected layers and a novel loss function called connectivity 

maps into the algorithm, the system can scan the roads quickly with high accuracy. Chapter 

7 presents a platform to manage and analyze the crowdsensing data from the smart devices. 

In summary, it is demonstrated in this thesis that the crowdsensing-based monitoring 

framework may offer a promising high-level pre-screening tool which has the potential to 

monitor various components of the transportation infrastructure system with reduced costs 

and increased efficiency. 

8.2 Recommendations for Future Research 

While the thesis shows that the proposed framework has the potential to monitor a large 

number of civil infrastructures with reduced costs, there are still challenges that have to be 

addressed by further studies before they can be used in real life applications. The 

recommendations for future research include: 

1) In current study of bridge condition assessment, simplified finite element models 

and laboratory experiments are conducted. Some important factors such as 

environmental effects are ignored. In future studies, more realistic models that 

consider environmental effects, such as wind loads or temperature effects, should 

be considered.  

2) In the idealized models for vehicle-bridge interaction, operational effects, such as 

the influence of traffic, human factors and road roughness, during the data 

collection are ignored. In future studies, these factors should be taken into 

consideration. 

3) Damage localization should be studied based on the mode shape information 

identified from moving vehicles. Experiments should be conducted to verify the 

mode shape identification method proposed in Chapter 5. Future research could be 

conducted to use multiple vehicles at different locations and at different times for 

damage localization.   

4) In terms of the research that uses camera for road health monitoring, current study 

only focuses on pavement crack detection. In future studies, algorithms should be 
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developed to automatically identify other defects such as potholes, depressions and 

rutting. Also, since there are very limited pavement data with annotation, 

investigation should be taken on how to use less labelling data to better identify the 

defects. 

5) Since the framework developed in this thesis is based on the data collection from 

general public, privacy issues should be studied. 
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