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Abstract

This project assesses the four dimensional compatedgraphy (4DCT) capabilities of
the Philips Brilliance Big Bore CT scanner (Philidedical Systems, Cleveland, OH). A
mechanical phantom imparts clinically relevant miasi to acrylic spheres of various
diameters. The size, shape, and position of thglseres, as measured with 4DCT, are
compared to their true size, shape, and positkamevaluation of image quality is also
performed. Maximum discrepancies between physigdlimaged volumes, for all
sphere sizes and motion ranges, did not exceemrd.mean = 1.2 mm, standard
deviation = 0.4 mm). For approximately tissue galgint density objects, mean CT# in
4DCT images differed from those in standard clihibaracic images by only a few
Hounsfield units. Measured geometric precisiom@lwith the accuracy of mean CT#s
observed in 4DCT phase images indicate that 4D@h igppropriate imaging technique

for treatment planning.
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Na
e

Me

alinc
a0R

al

atomic number

Avogadros number: N= 6.022 x 1& atom/g-mole
charge of an electroe:= 1.60 x 10*° C

mass of an electron:dw 9.11 x 16* Kg

classical radius of an electrog=r 2.82 x 13° m

Planck’s constanh = 6.626 x 1§* Js

the speed of light: ¢ = 3.00 x®10/<

the dielectric constant of the vacuugg= 8.85 x 13? C,/Nm?
the permeability of the vacuumg = 4t x 107 N/A?

the classical cross section per electgan= 66.525 x 18° m,
the classical cross section per atgdn= Z* 0,

the Compton scatter cross section per electron

the Compton scatter cross section per atef= Z* oc

the Incoherent scatter cross section

the Rayleigh scatter cross section

the photoelectric cross section

the total atomic cross section

the linear attenuation coefficient
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Introduction

Four dimensional computed tomography (4DCT) isiially emergent
imaging technique capable of creating temporallyrelated volumes of moving
anatomy, like snapshost in time. The techniquedegasloped for the management of
respiratory motion (1), where the act of breathean cause severe imaging artifacts
(2,3) as well as significantly affect the dosinetdverage of the target (4,5,6,7,8). The
intent of 4DCT is to minimize the amount of healtbyue contained within the treated
volume (6). Although 4DCT has wide clinical apgtions for many disease sites in the
thorax and abdomen, lung cancer receives muchtaitedue, in part, to the lack of
improvement seen in the local control of lung cameer recent years (8,9,10,11,12)
and to the high contrast of CT in that region. Rebn of the planning target volume
(PTV), particularly in light of the increased toiicassociated with concomitant
chemotherapies (1,9), is an important factor iniioying the long term survival of lung
cancer patients (13).

Lung cancer remains the number one cancer killdlarth America (11,12) with
five year survival rates hovering around 15 % Far last eight years (11,12). Surgical
resection is the first choice for curative treatin@d), however, it may be supplanted by
radiation therapy (RT) if the patient either refisargery or indicates a potential for not
tolerating the procedure (e.g. displays frailtgklaf respiratory reserves, has
cardiovascular disease, etc.) (15). Large marginsh as those accounting for
respiratory motion and uncertainties in targetragdtion brought about from motion
blurring, increase the amount of normal tissuedieted (16), thus increasing normal
tissue toxicity (17,18,6) and, often, necessitatingitigation of the curative dose (6).
Yet, smaller margins which improve tissue sparit@ 17,6) hold the risk of permitting
local recurrence of the disease (4). Characteriaimd incorporating respiratory motion
into the RT process then becomes a crucial compafémproving the balance between
complications and cure for lung cancer patients.

Respiratory induced motion has been measuredotbrlong tumors and relevant
normal tissues using orthogonal radiographs (1dapimaging (20), fluoroscopy
(21,22), fluoroscopy with fiducial markers impladte or near the tumor (23), magnetic
resonance imaging (MRI) (24), and hyperpolarizeeBHdR (25). Tumor motion on the
order of 10 £ 7 mm in the superior-inferior (Slyetitions with a maximum of 35 mm
(16), 6 £ 3 mm in the anterior-posterior (AP) difens with a maximum of 15 mm (26),
and 4 £ 2 mm in the left-right (LR) directions wighmaximum of 10 mm (26) can be
expected (20,27,28,23,16,26,29,30,24).

When a non-temporally correlated CT scan is ugethbbile target delineation,
severe motion artifacts leading to systematic srirotarget delineation are common
(2,3,4). The target is also imaged at an arbitpéigse of motion, and the assumption that
this phase represents in some manner the meaiopasithe tumor can lead to
geographic misses (4). Slow CT, which capturekiphel respiratory phases per slice,
attempts to provide a volume more representatithefirea occupied by the tumor over
the entire respiratory cycle (13), however, thedisntages of overestimating the tumor
volume (6) and loss of resolution due to motiorritithg can also lead to delineation
errors (13). A study by Rietzel et al. showed thatslow scanning method simply
cannot result in a representative volume, andféisatscanning techniques, which
minimize the amount of motion seen in each slicastrbe used (2).

The imaging technigue of four dimensional computedography (4DCT)
addresses the issues associated with respiratdigmio target delineation; it uses a fast



tube rotation (i.e. a half second or less (31)hioimize the motion artifacts (32,33), and
provides spatially and temporally resolved voluroEshultiple respiratory phases to
define the full extent of motion. This informatiaentifies the presence and extent of
motion, as well as aids in the determination ofedhrad of motion management
appropriate for that patient (16,1).

The spatiotemporal resolution of 4ADCT providesfulseformation on the
relationship of the diseased tissue to its surrmgndnatomy. Beam angles (e.g. for RT
and stereotactic RT delivery) may be optimizedrdire phases of motion selected (e.qg.
for gated delivery) to minimize the involvementrnafarby critical structures (1,16). Four
dimensional computed tomography affords identifamabf the true free-breathing end
exhale and end inhale positions of the tumor, rilhe geometric mean position as well as
the temporal mean positions for gated RT delivér84). Such a gated delivery may
accommodate sufficient reductions in the PTV (&4@nable a safe escalation of the
delivered dose (35,36,37). Also, tumor positiasf each phase image may be
combined to create an accurate representatioredbthl volume occupied by the tumor
over the entire respiratory cycle (38,8,39,40)herpath of the tumor may be tracked
(16, 24), facilitating advanced techniques in istgnmodulated RT (IMRT)(6,1) and
imaged guided RT (IGRT) (41,42,43).

The advantages of patient specific information #exibility in treatment
options have facilitated 4DCT'’s rapid commercidiiza (44). Yet, each CT
manufacturer supporting 4DCT provides its own pietpary software, and multiple
options exist for acquiring the respiratory sigfg&dl,45,46). Each 4DCT system must be
individually assessed for accuracy before it maysed in RT treatment planning (47).
This project is one such an assessment. The stiara®hilips’ Brilliance Big Bore
(Philips Medical Systems, Cleveland, OH). Two regtpry monitoring systems are
available: the Philips Bellows (Philips Medical &8ss, Cleveland, OH) and Varian’s
Real-Time Position Management (RPM) Respiratoryir@abystem (Varian Medical
Systems, Palo Alto, CA). To assess the geomatdaracy of the system, a mechanical
phantom is used to impart clinically relevant motio acrylic spheres of various
diameters. The size, shape, and position of thglseres, as measured with 4DCT, are
compared to their true size, shape, and posithamevaluation of image quality for the
4DCT images with respect to clinically relevant iemporally correlated CT scans is
also performed.

Chapter 1: The Role of 4DCT in Radiation Therapy

Lungs and Lung Functioning

Respiration is the transport of @om the atmosphere into the body and,CO
from the body into the atmosphere. The lungstaeetgans of respiration. The lungs
accomplish this gas exchange by providing air c@adoto the body (bronchi) and blood
vessel-replete membranes for the diffusion of gassand out of the bloodstream
(alveolar capillaries)(48p3).



Figure 1.1: The basic respiratory system
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Figure caption: The bronchi provide the pathwaysgfises in and out of the lungs. At their roots,
innumerable small balloon-like sacks called alvegitovide the venue for gas exchange. The
walls of the alveoli are replete with alveolar diapies, through which the gasses defuse. The
lungs reside within the thoracic cavity (i.e. iresithe rib cage), and rest on a large dome-shaped
muscle called the diaphragm. The diaphragm defimesower extremity of the thoracic cavity.
Below the diaphragm is the abdominal cavity whehepvital organs rest, including the large and
small intestines, the liver, kidneys, etc.

Ventilation maintains optimal levels of both gassethe bloodstream (48p103) by
adjusting the rate of respiration, the tidal voluofi@ir entering and leaving the lungs, or
both (48p45). Metabolic (i.e. involuntary) contadlrespiration is a function of the
brainstem (i.e. pons & medulla, formally known las tespiratory centers)(48p109).

Figure 1.2: The breathing control center of therbra
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Figure caption: The pons and medulla are a burfdheiwes at the base of the brain responsible
for the metabolic regulation of respiration. Theap and medulla are part of the vital life
functions of the brain stem, which also regulakesheart beat and blood pressure. These
functions are maintained even if one is unconsciwuserious damage has been sustained to
other parts of the brain.



Sensory information from various receptors is nesgtiby the brain stem (48p104); there
are four types of sensory receptors: chemoreceptmg receptors, chest wall receptors,
and the so called ‘other’ receptors, referringdsal, tracheal, larangeal, arterial
baraorecptors, and pain receptors. Chemorecepasure the partial pressure gf O
and CQ in the blood as well as the pH (48p107). Theiglgptessure of C@is strictly
maintained within 5.2 -5.4 kPa, whereas quite abliatitude is tolerated with the,O
partial pressure, which does not illicit a regutgtieesponse until it drops below about 6.7
kPa, a level not typically attained under any ndrooaditions. The kidneys handle
variations in blood pH on a much longer time sealéd respiration is only minimally
involved (48p110-111). Lung receptors monitor techanical deformation of lung
tissues: stretching, inflammation, irritant receptwascular congestion, etc. Responses
from these receptors include rapid shallow breathind the cough reflex. Chest wall
receptors monitor rib movement, muscle fibers,niagnitude of muscle contraction in
the chest wall, mainly to compensate for any extidoad (48p109-110). ‘Other’
receptors respond to irritants and obstructionsadsal trigger the cough reflex and rapid
shallow breathing (48p107). In addition to thessluntary responses, respiration may
be willfully controlled as long as one remains aogs --once unconscious, involuntary
respiration persists. Behavioral controls inclutidsing, singing and laughing, for
example (48p107). These controls may also be sisb@mus, however, as in response to
nervousness (e.g. a giggle or holding ones breathging startled (e.g. yelping or a
sudden inhale).

The lungs are void of muscle or any rigid tissteesupport or move themselves
(48p50). Instead, respiratory muscles externtiédungs induce ventilation by creating
pressure gradients between the atmosphere andritye Via altering the volume of the
lung cavity. The primary respiratory muscle is tleened shape diaphragm atop which
the lungs rest. (See Figure 1.1.) When contratiheddome flattens, increasing the
intrathoracic volume and drawing air into the luid8p6). Intercostal muscles (i.e. the
muscles between the ribs: see Figure 1.3), play@mnhinor role by preventing any
contrary deformation of the chest wall (48p55).e Tontraction of the diaphragm is
momentary; relaxation of the diaphragm causes atipir, relying primarily on the
elastic recoil of the lung tissues. The elastiaity resistance of these tissue will, thus,
affect respiratory functioning (48p45). This igtimechanism of normélee breathing,
but there are alsimrcedandcompromisedbreathing mechanisms. In forced breathing,
the intercostal muscles actively expand and cotthacrib cage to force air in and out of
the lungs. The abdominal muscles may perform tbeciration (as when coughing) by
contracting and forcing the contents of the abdaindavity upward against the
diaphragm, compressing the thoracic cavity (48p56).

When lung functioning is compromised due to diseasmechanical restriction,
breathing involves all the muscles of free andddrbreathing, but also utilizes a variety
of auxillary muscle groups (48p6). For examplmistd inspiration may involve
arching the back or, by holding onto a fixed ohjéleing the pectoral muscles (48p55).
Some accessory muscles involved in compromisedhinggare shown in Figure 1.4 and
include: the quadratud lumborum, latissimus damsd the serratus posterior.



Figure 1.3: The muscles involvedforcedbreathing
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Figure caption: The intercostal muscles lie betwiberribs, connecting them together.
Interestingly, although these muscles only contaact draw the ribs together, the intercostal
muscles perform both forced exhale and forced snhad forced exhale, the quadratus muscles in
the back lock the lower ribs in place, and compngsthe rib cage shrinks the thoracic cavity. In
forced inhale, the upper ribs are fixed (held kg shalene muscle), and the intercostal muscles
draw the entire rib cage upward, expanding thesttiorcavity (48p53). The abdominal muscles
only act in forced exhale. By contracting the abifl muscles, the contents of the abdomen are
forced upward against the diaphragm which presgedhe thoracic cavity, thereby shrinking its
volume.

Figure 1.4: Muscles involved in compromised brewhi
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Figure caption: If the arms are held fast (by ghag onto a fixed object), the pectoral muscle
contracts the thoracic cavity. In the back, severescles capable of deforming the thoracic
cavity contribute to both forced inhale and foreatiale.



Lung motion as a result of normal ventilation meead by CT (22)MRI (28) ,
and hyperpolarized H&R (25) shows that different portions of the ludend and
contract to different extents. The lower lobe nwabout 50 + 20 mm (28) primarily in
the Sl direction (25,35), whereas movement in hyeun lobe is around 9 £ 4 mm (28)
and can be in any direction (25,23). The ovetdinge in lung volume between
expiration and inspiration is around 20-26% (4839, with the maximum change
occurring in the lower thoracic cavity at end exh@9) . Other organs also shift around
during respiration: heart approximately 5 mm, techbout 6 mm (27), kidneys close to
12 mm, liver around 15 mm, spleen in the ball pErk4 mm, and the pancreas about 10
mm (50). Of all the organs, not surprisingly, foost patients (49), the diaphragm shows
the greatest movement during breathing (32,27) g2agnm (27)).

Lung cancer

Lung cancer is the number one cancer killer inthNémerica for both sexes.
The estimated number of new cases in Canada f& i2Q?B,900, and in the US, about
10 times that. For all of North America, the estied deaths due to lung cancer in 2008
are over 18,000, tallying to around 27% of all aaraeaths (11,12). The five year
survival rate is only about 15 %, although for wanitas slightly higher. While the
incidence of lung cancer is down by 2.5 % for mefanada and an impressive 22 % in
the United States, it is up for women by 1.2 % @nd, respectively (11,12). There are
two forms of lung cancer, small cell and non-small, with non-small cell lung cancer
(NSCLC) contributing to around 80 % of diagnoses @oth types are directly linked to
tobacco smoke (51). Curative RT is predominateljggmed for NSCL, as the small
cell variety is particularly virulent and not ofteaught within the window for curative
treatment (52). The non-small cell variety groveaver, and if caught early, localized
disease has a 5 year survival rate of nearly 50%fortunately, only about 20% of
NSCLC patients present with limited disease (he.disease is localized with no
evidence of metastasis at the time of diagnosiy.(38left untreated, NSCLC is fatal
regardless of stage (53). For later stages (i.ant IV stage disease) the one year
survival rate for NSCLC is about 37%, and only 1fthethe two year mark (15).

These statistics have remained relatively unchdsgee the turn of the last
century, despite every effort to improve the loagrt survival of lung cancer patients
(14,9). For limited disease, surgical resect®the treatment of choice (53). For the
other 80%, adjuvant and neoadjuvasitemotherapy and radiotherapy are increasingly
included in both small cell and non-small cell luwamcer treatment plans (53,54,56,56).
Patients may be treated solely with radiotherapyffering from the infirmament of old
age, cardiovascular disease, or some form of @spyrimpairment making surgery
intolerable (53,15). Although there is strong evide that aggressive radiotherapy is
effective on both types of lung cancer (55,57,58,68rmal tissue toxicity inevitably
imposes dose restrictions that often lead to ligithe curative intent of the radiotherapy
treatment (6,60,17).

Lung Tumor Motion

As the lung deforms by pressure gradients caustodill and deflate, so the
lung tumor may move. Lacking any rigid structusbat connectivity exists between the
tumor and the lung consists of soft elastic tissuaigh allow the tumor to respond to the

!i.e. Rx doses not in themselves curative admirgsteither sequentially or concomitantly



external forces of respiration with complex 3-dirsienal (3D) movement. A
fluoroscopy study by Ekberg et al. found that tummation in patients ranged from 0 -12
mm (35). Weiss et al., using 4DCT, measured a riwaor movement of 7.1 mm with a
maximum of 24 mm (27). Several investigators Haeeised on evaluating tumor
motion based on its position within the lung. Rdat et al. used dynamic MRI and found
the mean tumor motion in the upper lobe to be 3@and for the middle and lower
lobes, 4.5 mm and 7.2 mm, respectively (28). lexdensive study by Seppenwoolde et
al., a mean distance of 4.1 mm in the upper lobemeasured, 3.3 mm in the middle
lobe, and 7.2 mm in the lower lobe, with the maximmovement occurring near the
diaphragm (23). Plathow observed that SI motios mast significant in the lower lobe
and least in the upper lobe, suggesting a conmebgtween diaphragm motion and
tumor motion (28). Chen et al. measured diaphramtion with fluoroscopic video, and
found an average displacement of only 2.6 mm (&lgvens et al. found tumor motion
in some patients that had no diaphragm motionudich one with a 22 mm tumor
displacement (16). In fact, in general, tumor mttannot be reliably linked to the
functioning of the respiratory muscles. In a stbghyRoss et al. using ultrafast CT, one
tumor attached to the chest wall in the upper tibplayed no movement at all (29).
Interestingly, Plathow noted that the mobility b&tlung was reduced in regions
containing tumors (28).

Using electronic portal imaging, Erridge et alakesated tumor motion based on
its direction, finding a mean motion in the AP difen of 9.4 mm with a standard
deviation of 5.2 mm. For the LR direction, a me&i7.3 mm with 2.7 mm standard
deviation was recorded, and in the Sl directioa,rttean was 12.5 mm with a standard
deviation of 7.3 mm (20). In Seppenwoolde’s stugnean of only 2.2 mm with a
standard deviation of 1.9 mm was measured in theifdetion. The maximum,
however, was 8.2 mm. For the LR, again, Sepperded®tesults are smaller than
Erridge, with a 1.2 mm mean and 0.9 mm standarchtien. The maximum
displacement in the LR direction was only 2.8 mifor the Sl direction, Seppenwoolde
measured a mean displacement of 5.5 mm with aatdmiviation of 6.0 mm and a
maximum displacement of 24.6 mm (23). It may lppad that Seppenwoolde’s method
of using fluoroscopy to track gold fiducial markérgplanted in or near the lesions may
be more accurate than electronic portal imagind)(Rt another important paper by
Shimizu et al. using a method similar to Seppendediound a maximum AP motion of
14.6 mm, 10 mm in the LR and 15.9 mm in the SI.(26%ing MRI, Lui et al. measured
motion only in the AP and Sl directions, resultinga mean of 6.9 mm with a standard
deviation of 2.6 mm in the former, and 13.4 mm wétitandard deviation of 7.4 mm for
the latter (24).

The cardiac beat can also significantly contriiateimor motion (35).
Seppenwoolde observed 1 - 4 mm of motion due tatles (23). Ross saw a 1.2 mm
mean in the AP direction, 2.0 mm in the LR, andrirf in the SI direction due to the
heart (29). Both investigators noted the greateston due to cardiac functioning
occurred when the tumor was attached to eithehdlaet or the aorta. However, in
general, the greatest amplitudes were always obdevhen the tumor was attached to
the diaphragm (29,23). One of the most importamta@ames of Seppenwoolde’s study
was the observation of hysteresis in many lung rsmé&orty eight percent of the
patients exhibited hysteresis, with differencethimtrajectories from end inhale to end
exhale ranging from1 - 5 mm (23).

The motion of mediastinal and hilar lymph nodesls® a concern for radiation
therapy as distant metastases tend to form in tbeatons (see Figure 1.5)(35). Ina
study by Piet et al., 47 nodes in 25 patients wegasured using 4DCT. The mean
motion in the AP direction was 2.4 mm with a stadddeviation of 1.8 mm. In the LR



direction, the mean and standard deviations w&en2a and 1.9 mm, respectively. For
the Sl direction, they were 4.7 mm and 2.3 mm,@espely. More than twenty five of
the nodes exhibited motion greater than 5 mm, isges had motion greater than 1 cm,
and one node had motion larger than 1.4 cm (62).

Figure 1.5: Lymph nodes of the lung
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Figure caption: Distant metastases tend to forthenymph nodes near the lung. The mediastinal
region constitutes the space between the rightefhtlings—the region is shared by the heart,
esophagus, and the trachea. Hilar regions refiretentry point of the lungs, where the bronchus,
arteries, and veins penetrate the pleura (i.esdlbk containing the lungs).

This wide range of observations only servesltstitate that tumor motion
cannot be assumed or predicted by the size ofithert rib or diaphragm motion, its
location, or even pulmonary functioning. Each gttimust be individually assessed for
the presence and extent of tumor motion (16).

Radiation Therapy in Lung Cancer Treatment

A typical staging for lung cancer may involve 2 €3ans and a positron
emission tomography (PET) scan. The first CT i$quened without contrast to acquire
the electron densities of the relevant anatomyeséhvalues are used by the treatment
planning system to calculate the dose distribubibtihe radiation treatment and to act as
a correction map for the PET scan (63). The se@h performed after injection of an
iodinate contrast agent to improve the soft tisgugrast, as some lung tumors may be
adjacent or attached to more dense structuregimdédiastinum (e.g. esphogus, aorta,
heart, etc.) or the chest wall. Contrast also@lgentify metastases in the lymph nodes
(7). A typical technique for both CT scans woudd120 kV and 250 mAs. The slice
thickness remains small, around 2-5 mm in ordeesolve the lymph nodes (see Figure
1.5)(6). The entire lung must be included in thesans, from cricoid cartilage just below
the adam’s apple in the neck to the second lumbebra (see Figure 1.6), to assure that



the metrics used in evaluating treatment plansh(ssalose volume histogranf®VH)
and \4') are accurate (7,64).

Figure 1.6: Optimal scan range for the staging@adning of lung cancer
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Figure caption: Inclusion of all the anatomy betaéfe cricoid cartilage and th&2umbar
vertebrae insures that the entire lung and rib eagémaged, as well as much of the esophagus,
liver, and other nearby vital organs.

A PET scan provides metabolic information by pickirp evidence of positron emissions
from F® tagged sugar (i.e. fludeoxiglucose, or just FDGancer cells have an
accelerated FDG uptake, helping to identifying nidankeolvement and distinguishing
tumors from other confounding physiological cormtis, such as portions of collapsed
lung due to bronchial blockages (i.e. ataelectasig)flamed lung tissue (i.e.
pneumonitis) (65,66). The resulting image is l@drby respiratory motion (typical scan
requires approximately 5 minutes at each tabletipagi6)), and is almost completely
void of landmarks, and thus, is ill suited for delation. However, the high sensitivity

2 Cumulative DVH: a histogram showing the % volunfi¢he target (or organ at risk) receiving at
least the dose specified by each dose bin.

% the percent volume of an organ receiving more #@aGy

* The size of lymph node has been used to indicatastatic involvement (i.e 1cm on the short
axis), however, this is not a sensitive indicatoless excluded by PET (7).

® proportion of true positives correctly identified
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and specitivity of PET contributes additional information in 41cd¥patients (68) and
reduces inter-observer variations in GTV delineaf@8,66). Using PET and CT
together provides the functional and anatomic imfation for optimal staging of lung
cancer (65,69,66), and has been shown to reducatthef regional and systematic
failure (70).

Local control of lung cancer is usually determiffienin subsequent CT scans
acquired 3 to 6 months after completion of RT. osifive outcome entails a complete
disappearance of the malignancy with no furthedewte of the disease for at least
another 6 months (7). Although other factors (#hg.patient’s overall strength and
wellness) contribute to an individual’'s outcomese&to the planning target volume
(PTV) is the only definitive factor of local cont®9). Unfortunately, RT impacts
normal as well as the diseased tissues, and tragpianing inevitably involves
balancing the curative effect to the tumor with tihiéic dose delivered to the surrounding
anatomy. Organs at riSk the vicinity of the lung include the heart, psagus, spinal
cord, and the lung itself; near the diaphragm|itlee and kidneys may also be at risk
depending on beam angles (6). Dose limiting tdeisiinclude bronchitfs fibrosis,
pericardial effusiotf, hypoxid®, esophagitis, and pneumoniti§ (58,6,40,71), all of
which are strongly correlated to high radiationetogl7,72,6,71,18,73,74,19,16). Even
at low doses, pneumonitis can still result whegdarolumes of lung tissue are irradiated
(17). In order to asses the risks to normal tisseealuation of treatment plans typically
involves dose volume histograms for each of thelired organs, mean biological
dosed’, and indices such as normal tissue complicatiobatvilities® (64,18,17,75). For
instance, the limit for the volume of lung recetyiBO Gy (\4o) or 25 Gy (\is) may be
specified. A typical value for this constraint 898 (7). Also, each organ at risk may be
assigned a maximum accumulated dose, such as rothaor a total of 18 Gy to the
spinal cord, 36 Gy to the trachea, 27 Gy to theleagus, etc. (76). Strict adherence to
these normal tissue sparing protocols can easity ie dosimetric compromises,
particularly in the region near the tumor’s bouryglaeducing the probability of local
control (77) or even mitigating the curative intefithe procedure (6). And still, the high
incidence of local and distant recurrences indicateeed to increase tumor doses for
lung cancer patients (67). There is compellinglence that escalating the dose received
by the tumor improves local control (6,15,37,78539, and if the treatment volumes can
be reduced, the dose to the tumor may be safelgased (36,35,79). Including the hilar
and mediastinal lymph nodes in the GTV without evick of involvement, so-called
‘elective nodal irradiation’, although controvetsiaas been the standard of care until just
recently (67). There is about a 7 % chance of hnfadlare without elective nodal
irradiation (7,67), but obviously, foregoing irration the lymph nodes reduces the field

® proportion of true negatives correctly identified

" Normal tissues with a sufficient radiosensitivityaffect the prescribed dose and/or other aspects
of treatment planning (80)

8 Inflammation of the bronchi (i.e. the bronchiabés)(81)

° The development of scar tissue—with pulmonarydiis, the lung tissue becomes hard and stiff
(82)

9 Fluid in the sack that surrounds the heart (83)

L A deficiency in the amount of oxygen reachinguiss (84)

12 Inflammation of the esophagus (85)

13 Inflammation of lung tissue

“The sum of all partial volumes (for a given orgesdeiving x dose, multiplied by the total dose
delivered to that volume over complete RT coursEDNean= i Vi NTD;. (17)

15 An NTCP curve is a plot of the probability for armal tissue complication (where the
complication is specified and a time frame for depment is given) vs. the prescribed dose.
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size and thus, the extraneous irradiation of tl@ksgus and pulmonary normal tissues
(10,67). Another issue is the increased use dfganent and concomitant
chemotherapy, which not only increases the toxiitiRT, but also poses target
delineation issues as well. Pretreatment chemaezhuce the tumor volume (7,67). One
option is to use the pre-chemo volume in treatmpéartning (7), as it is uncertain how
many clonogenic cells remain in the area of regnassHowever, treatment plans using
the post-chemo tumor volume give marginal redustiofiV,, (160), potentially
supporting dose escalation (86,7). For those matieceiving concurrent chemo, there is
a significant increase in the risk of pneumonitiay given \4(7), meaning particular
care must be given to margins and the prescriptame (67). The trend is currently
leaning towards replacing elective nodal irradiatiath pretreatment cheomotherapy
(67).

Margins

The International Commission on Radiological Ui@RU) issued report ICRU
50 recommending a geometric system of assigningegalliating the safety margins
around the visible/palpable gross tumor volume (E3&en during staging (87). These
guidelines give unambiguous definitions of voluraad doses which are widely
accepted (6), providing a common language betwestiititions (80) and promoting
consistency in the delineation and treatment ofaticers (4).

Beginning with what can be seen of the tumor @Gh®/) in the planning CT, a
margin is added around the volume to account farescopic extension of the disease.
The result is called the clinical target volume Yg,Tand is intended to encompass every
clonogenic cell of the disease. Another margithén added, referred to as the integrated
planning margin, to account for the various undetites in planning and in treatment;
everything from tumor delineation and the unknowteet of the subclinical spread of
the tumor, to organ position and setup errors tjinout the entire course of the RT are
included (87). These uncertainties may be sysiernatandom, occurring on an intra-
fractional or inter-fractional time scale, normatiyanisotropically distributed, correlated
or independent (35,4). The result is the plantémget volume (PTV), designed to
completely encompass the CTV in every foreseeatiarostance. The PTV is the target
for radiotherapy.

The geographical limit of the subclinical extehtlte disease is invisible (65),
and expansion of the GTV margin to include the oscopic spread of the tumor is
deduced from pathological specimens (67,63). Aystf 70 resected tumors found the
maximum extent of microscopic disease for the twampnent forms of NSCLC,
adenocarcinoma and squamous cells, to be 3 cm amqg &spectively (75). A
histologic study of another 70 lung tumors indidaeGTV->CTV margin of 8 mm is
sufficient for adenocarcinoma and 6 mm for squanoali67). The CTV may enclose
just a rind around the GTV or it may include phgdlic distinct regions if metastatic
disease is suspected. The CTV is the volume that receive adequate treatment in
order to achieve the intended therapeutic goalgchvhiay be either curative or palliative
(87). In most instances, for radiotherapy to featiive, more than 99 % of the CTV
must receive greater than 95 % of the prescriptmse (87). The dose given to the target
(i.e. the PTV) is high in order to insure that @€iEV receives the intended treatment (4).
Typically, conforming the 95% isodd§dine to the PTV results in an adequate dose to
the CTV (67).

5 0On a 2D or 3D map of dose distribution, the lineontour defined by a single dose value
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The margin added to the CTV to create the PTV empesses all systematic and
random errors (4) and is derived from the oncoltgyfgersonal experience and/or
published margin recipes (88). If the uncertastiee based on probabilities or
biological models, distributions must be well knoamd the margins are added in
guadrature, as these represent the width of tHeapility distributions (4,89)However,
if the margins are defined as percent coverageimifmam dose, then the systematic and
random error margins are added linearly (4). Aytaprecipe for constructing the PTV
comes from van Herk (4)

Margin = 2.5 + 1.64/(c” +0,%) -1.645, 1.1
whereX is the standard deviation of all the systematiores is the standard deviation of
all the random error, ang), is the standard deviation of the dose gradieat fie beam
penumbra (8)). This formula should deliver 95 %haf prescription dose to the CTV for

90 % of the population (8). Tablel.1 gives a rfiediversion of the summary of
published margin recipes from the van Herk paperdis and Margins in

Radiotherapy”(4).

Table 1.1: A sample of published margin recipes

Author Application | Recipe Assumption
Bel et al (90) Random errors only (linear
target 06 approximation) Monte Carlo
ggtsoéﬁk(g(l) target 165 Random errors only
Stroom et al 95% dose to 99% CTV—tested in
target Z+0.7% L
(92) realistic plans
van Herk et al 95% dose to CTV for 90% of patients.
(2000) (93) target 25+ 1.640(c” +0,) -1.645, | Analytical solution for perfect
conformation
0, i 0, 0,
Parker et al target s+ \/(02 +22) 95% min dose & 100% dose to 95% of
(94) volume
van Herk et al Monte Carlo-based test of 1% loss in
(2002) (95) target 2+ 0.70 — 3mm tissue control probability due to
geometrical errors
van Herk et al M —2 mm Correction for nonuniform cell density
(2003) (96) | 1Br9et M —5 mm
McKenzie it al Margin for respiration on top of other
(2000) (97) respiration | A margins ( respiration dominates other
errors)
van Herk et al I random respiration combined with 3 mm
(2003) (98) Eﬁjsnplgatlon 8‘212 ﬁ“; Eg?;gg:?/)) random stdev, when respiration
9 ) Y dominates other errors ¢& 1cm)
McKenzie et al | organ at 133 + 0.5 Margins for small and/or serial organs jat
(2002)(99) risk T risk in low or high dose region
Brinknann | 1ESPIAI0N | Moo= 0374 - 200 mm | 2S00 W simulaions efphaniom
(2008) (100) (lung) IM asymetric= 0.72A, - 2.5 mm

Table captionZX is the standard deviation of systematic erreiis,the standard deviation of
random errorsg, is the width of penumbra (Gaussian fit), i8 the peak-to-peak amplitude of
respiratory motion, and M is the margin before atipient (4).
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Sources of error

There are three basic sources of treatment erebinedtion, internal motion, and
setup error; the latter two produce both randomsystematic uncertainties while the
former engenders purely systematic error (4). e3yatic errors can affect a single
fraction of treatment or the entire RT course, ehindom errors affect only a single
fraction (80,4).

Random uncertainties result from daily setup erfdj and variations in patient
physiology. Changes in physiology may be intratimal, such as pulmonary and
cardiac functioning, inter-fractional, due to notrmlogical functioning (e.g. fullness of
the bladder or rectum, weight loss, daily variafionespiratory motion), or a result of
treatment (e.g. shrinking of the tumor or the Maiion of the lung after attelexis) (1).

All tumor motion during RT is random. Random esror the thoracic region range from
about 2.3 mm to 5.4 mm (80). Since the magnitddespiratory induced tumor motion
is not isotropic, it is reasonable to calculatestherrors by direction, that is:\/(cszmotion

+ czsetup) may equal, for example, 5.3 mm in the S| di@tti3.8 mm in the AP direction,
and 4.2 mm for LR (35).

Systematic uncertainties begin with the delirwatf the GTV. Delineation is
limited by the imaging system’s resolution, theligbof the oncologist to distinguish the
tumor amidst various confounding physiological dtinds (e.g. attelexis, pleural
infusion, pneumonitis, and motion) as well as teipret and integrate disparate sources
of information (4,67). Even with CT/PET, the boanglbetween the tumor and normal
tissues may not be visible (63), particularly & ttumor is adjacent or attached to another
structure of similar density or biological activitguch residual uncertainties always
exist, and are handled by a safety margin (4) dediin the integrated planning margin.
Delineation of the GTV and CTV, being subject te thiscretion of the physician, are
susceptible to inter- and intra- physician variatiand so contribute another source of
systematic error (65). Motion of any kind hindacgurate GTV delineation as it blurs
the boundaries between the tumor and normal tisssiegll as creates artifacts (6).
Many tumors demonstrated shape deformation (54 xhieuproblem is particularly severe
for tumors in the thoracic cavity due to respiratid-or CT, respiratory motion induces
random distortions resulting from the dynamic iptay between the moving anatomy
and the image acquisition (2,88). Depending orirtitial CT tube angle (3) as well as
the phase relationship between the target motidrtteadvancing scan plane, a myriad
of non-representative shapes and volumes are fms¥{bhown objects undergoing
clinically relevant motions have appeared elongatatishortened (3). A sphere can be
imaged as lozenge-, pear-, or barrel-shaped; iapgear as a truncated cone or all
twisted around like taffy (3); straight edges lowkvy; even identical objects of fixed
relationship to one another can exhibit distinat dissimilar artifacts (3). Some
examples of these artifacts are shown in Figure 1.7

These motion artifacts are most severe where maitargest and at high
density gradients, such as near the diaphragm wheract of respiration can create
discontinuities in the imaged anatomy, introduaieg-physical structures into the data
set (2,3,101) (see Figure 1.7). Motion artifaetm to probable systematic errors in both
the GTV and normal tissue delineation, affecting shape, position, and volume of these
structures (88), all of which are detrimental teel@scalation (49). In addition to
delineation errors, other systematic errors incliméghanical uncertainty (e.qg.
light/radiation field alignment, laser alignmergpcenter, etc.) and translation errors (i.e.
the transferring of coordinates from the intermdiérence frame of the patient to the
external reference frame of the room) (1). Typ@ahbined systematic errors measured
in the thoracic region range from 1.8 mm to 3.5 (86).
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Figure 1.7: Two 5cm spheres imaged with non-tenijyotarrelated CT

Figure caption: Four images of two 5 cm diametdreses with a fixed spatial relationship to one
another. All four images were acquired with 3DQ2E kVp, 400 mAs). a.) the spheres are
stationary, b-d.) the spheres are undergoing matioime Sl direction with an amplitude of 2.5
cm. Note: a portion of the upper sphere in diiaged as a separate object.

Towards the goal of minimizing the amount of nortissue irradiated, patients
with lung cancer suffer an additional disadvantagiat, even at end exhale, there is
still air in the lungs, making lung tissue very loensity. The range of secondary
electrond’ in this low density tissue broadens the penumbthetreatment beam and
necessitates larger field margins between the ttargkthe edge of the radiation field to
achieve a homogeneous dose coverage of the taft (Higher energy beams (i.e.
anything over 10 MV) require extra care so thatgheumbra does not become
intolerably large (7) and that the scattering ef&lons out of edges of tumor does not
result in an under dose of the target (7). Intimlti breathing during treatment can move
both the tumor and critical structures in, out, analund the radiation field (101),causing
additional uncertainties in the dose distributiéh (

Random errors, like respiratory motion, blur tlesel distribution in a predictable
fashion (4,5). Physiological movement during tmeeit manifests as blurring of the
static dose distributions along the path of moti@vith conventional RT, where the
beam is static, dose gradients in the center db¢laen are small, and this blurring
essentially increases the beam’s penumbra (1)dwcieg the size of the high-dose
region of the treatment field (4,5). Compensatigreibher enlarging the beam portals
(16,5) or escalating the dose (which is problendiie to penumbra issues) is required
(8). The quantity of high-dose region lost depemdshe shape of the field in the high-
dose fall-off region, which in turn, depends ontissue density and beam characteristics
(5). A similar effect is seen in the cumulativesdalistribution over many fractionations,
resulting in inter-fraction random errors (5).

Systematic errors arising from inter-fraction argmaotion, setup, and delineation
errors shift the cumulative dose distribution riekato the position of the target (4,1). In
the worst case scenario, the shift leads to gebgrapisses, needlessly irradiating
normal tissues and failing to deliver a tumorcidiase to the CTV (8,4). When
fractionation is used, as in lung RT, the relatlifference between the impact of random
and systematic errors increases (4), and systeeratics end up having a much larger
effect on the total delivered dose (4).

" Secondary electrons are the products of ionization
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Imaging Lung Tumors

Traditionally, clinics performed fast CT(i.e. a fast tube rotation for a fast
acquisition) to minimize the amount of motion captuin each CT scan. Without
knowledge of what respiratory phases are recomtsrhlogists were forced to assume
that the tumor was imaged at, or at least neaeritgporal mean position (8). A margin
recipe was chosen, for example

Margin = 2.5 + 0.7, 1.2

(4), where both systematic and random errors as®otivith tumor mobility were taken
from population statistics (67). There are a ceuglproblems with the fast CT method.
The first of these is the hope that the tumor vaggured in its temporal average position
(67). The location of the GTV in a fast CT is &rdniy, and the undefined displacement
of the tumor from its true temporal mean positioevitably introduces systematic errors
(8,4). McKenzie treats the systematic errors magisiom target deformation due to
motion artifacts}s, and displacement from the true mean positigrseparately. The
faster the CT scan, the less the GTV is distortetithe smalleEs, but the uncertainty in
its position with respect to the temporal m&aiis increased. The slower the scan, the
more motion is captured, addincreases whil&; decreases since the sampling time
increased. McKenze claims that, to a first orggraximation, the linear sum of these
two uncertainties is not only constant (Ee+ X4 = X), but is approximately equal to the
standard deviation of the tumor’'s amplitude of moth, (103). Wolthaus attests that
both the systematic and random errors associatéduvinor motion can be estimated by
this same standard deviatidn(8), which van Herk et. al show to be approximateie
third of the peak amplitude of motion (i'&A,) (4). Using statistically derived margins,
the results appear reasonable (e.g. AP =9 £ 63hm]10 £ 7 mm, LR =8 £ 5 mm),
however the errors are problematic. These margasbe appropriate for some patients,
yet they would significantly under-dose many tumespecially in the lower lobe where
motion can be quite large (104,102), while neetijaamdiating healthy tissues in
patients whose tumors move very little. This is $econd problem: use of population-
based margins. Often a 1 cm uniform margin is ehpbut in general, uniform margins
overestimate the PTV, and in some cases, quiteteoimuitively, they can miss the
GTV entirely, especially for small peripheral tura@d9, 54). Such fear of geographic
misses has even compelled the mechanical suppnesfsiootion over 8 mm via an
external load (40). In a 20 patient study by ERbedr al, going from the margins
required to adequately cover 90% of the populatiocover 95 % of the population, the
S| margin increases by 13.9%, the AP margin by 24,.@nd for the LR, 20.3 %,
suggesting a need for individualized motion margah.

In order to acquire patient specific informationamplitude and direction of
tumor motion, fluoroscopy is often used (2). ¥his is a two dimensional technique and
tumor motion is 3D; thus, at least two orthogoriains are required to accurately
characterize the motion (32,54,2,7). Ideally, mowf the GTV itself would be
measured, but the contrast of fluoroscopy is pdtrout radio opague markers (2). Tiny
gold fiducial markers (e.g. ~1.5 mm diameter (108)jst be inserted into or near the
GTV (e.g. within 5 or 6 cm (89)). When implantedrtscutaneoust; estimates of
incidences of pneumothoraXall between 20 to 30% (106). Bronchoscépic

18 Inserted through the skin
9 Collapsed lung due to air in between the two Isydithe sack encasing the lung (i.e. the
pleura).
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implantation is less invasive (105,106), but thekees have a tendency to drift from
their implanted location or fall out of the tumdi6(107,89). A week or so after
implantation, a slight fibrosis and hyperpldSieccurs around the gold bead, stabilizing
it. Thus, imaging and treatment should not begifole 5 days after brochoscopic
insertion (46). Once confident in the locatiortfa#se fiducial markers, their position and
phase relationship to the tumor must be determiagld Other than the risks associated
with the implantation and migration of the markée gold appears harmless to normal
lung tissues (105).

Motion management

Under the hypothesis that the poor long term satviates for NSCLC treated
with RT are due to the geometric errors arisingnfitarget delineated using fast CT
(107) and the dose mitigating toxicity of the largargins needed to cover population-
based estimates of tumor motion (6), researchet€laricians began exploring a new
tack where tumor motion is accounted for and inoafed into RT planning and
treatment. The first attempts were to image theotuusingslow CT With slow CT, the
patient breaths freely, and the acquisition timéhefCT scan is sufficiently long to
capture multiple phases of respiratory motion gingle image (4); preferably, the entire
extent of the tumor’s motion is captured (e.g.s-per CT slice (108)) (1). The rationale
for this approach is that dose calculations basetth® geometry seen in slow CT are
more representative of the dose received by thergaturing treatment (3,1). The gross
tumor volumes produced by slow CT are more repritdiithan those of fast CT, but
overestimate the volume of the tumor (108,6). Adtw to Senan et al., the volume of a
single slow CT is equivalent to approximately & fa$ scans combined (7). The loss of
resolution due to increased motion blurring exaatbthe potential for error in tumor
delineation. For this reason, slow CT is decidédfigrior for the delineation of tumors
adjacent or attached to structures with similasidgrfl). Due to motion blurring, a
typical slow CT, on average, provides only 80 %rgetsic coverage. Even combining
two slow CT scans with a 3 mm uniform margin wostitl give inadequate coverage for
some patients (107). In fact, it has been shownatslow CT cannot produce volumes
representative of the full extent of the tumor’stimo, particularly underestimating
motion in the transverse plane (2).

To get around the uncertainties introduced ingoRA process by breathing,
breath hold techniques attempt to arrest respiraimtion entirely (108) and hope to
allow margin reductions sufficient to afford doseaation (46). Ideally, the tumor and
its surrounding anatomy are imaged while stationfagilitating the accurate delineation
of the tumor and other critical structures at ac#fgephase of respiration. Breath hold
techniques do significantly reduce tumor motion) (481t residual motion may still exist,
for example, due to the heart beat (7).

The deep inspiration breath hold (DIBH) technigapitalizes on the inflated
lung to reduce the percentage of lung volume réugia significant dose (e.g. can reduce
V20 by 30% (109,108)) and to create a buffer for @aitstructures like the heart or the
spinal cord. In DIBH, the patient is coached iatcomfortable maximum inspiration
breath hold. This maneuver is then repeated dargayment for each treatment field
(46), and a respiratory monitoring system is resflito assure consistency from breath
hold to breath hold (110, 1).

2 |nserted through the bronchus
2 Enlarged by an increase in cell number
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All breath hold procedures require compliance some considerable effort on
the part of the patient (111,46)—up to 30 breatddimay be required for a single
treatment session (111). Roughly half of all pageare unable to perform DIBH, and
screening for tolerance is necessary prior to implgtation of the technique (7, 46).
Typically, capable patients can hold their breathaf maximum of ~ 20 s (61), however,
towards the end they may tremble from the effasteptially causing the target to swing
a couple millimeters. Thus the duration of thedh&hould be kept shorter than the
absolute tolerance of the patient (61). Most pagiare comfortable holding their breath
for only 12 to 16 seconds up to 10 - 13 times ia session (112). Attempts have been
made to image patients while holding their breattifferent inspiration levels in the
hopes of achieving images at different phasesapiiration (21). However, the lack of
reproducibility has focused efforts on maximum ierend maximum exhale breath
holds. For cases where the patients have beepahtzof performing a breath hold,
abdominal compression has been used to immobiizéumor—a procedure of
considerable discomfort to the patient (113).

ICRU 62

In keeping with the philosophy of motion manageman1999 the ICRU
released a supplement to ICRU 50, suggesting amative method of delineating the
PTV. Rather than defining the integrated planmraggin by distinguishing components
of systematic and random errors, uncertaintiessddrrom the internal motion of the
target are grouped together to form an internagma(tM), then an additional margin is
added for setup errors (SM) to achieve the PT\tithél14)

CTV +IM+SM =PTV. 1.3

All the same systematic and random errors apply.th@ ICRU 62 system produces the
same PTVs as the ICRU 50 system, but by clarifyvhgt portion of the PTV is
attributed to anatomical motion uncertaintiesyavides a framewaork for optimizing the
patient specific component of the PTV (i.e. the)l{115).

The IM accounts for both inter- and intra-fracébmariations in the anatomy due
to respiration, weight loss, tumor shrinkage, \aies in the relationship between the
target's motion and respiratory pattern, etc. (89,21). The SM accounts for patient
setup errors, variations in daily positioning, mesuical uncertainties, etc (38,114). The
SM margin is, thus, clinic and treatment machinecit, and should be assessed for
each beam of the treatment (114,7,35,4). A siipéar addition of the IM and SM as
seen in Equation 1.3, can easily result in an ém&dily large treatment volume (114), and
often necessitates a complete or partial revetsiahk to the ICRU 50 method of
grouping systematic and random errors, e.g. (21)

Margin = 2.5/(Z%y+Z%) + 1.65/(c%m+0sy) - 1.4

ITv

The internal target volume (ITV) is a concepttioe definition of an IM. The
ITV encompasses the CTV throughout every phaskeofdspiratory cycle seen by the
treatment beam (114). Creation of an ITV is a camm@pproach (116) that comes at the
problem of motion management from the tack thist litetter to provide 100 % dose
coverage (8,114) than worry about reducing theafizee PTV (8). The size of the ITV
depends on the imaging technique used (i.e. fassloWw CT, breath hold CT, or 4DCT
(115)).
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One of the benefits of using an ITV is that itangorates any temporal
asymmetry as well as hysteresis; since all regpiyahotion is encompassed, there is no
error associated with time, and so all respiratoogion is treated as purely systematic
error (8). However, other motion uncertainties raily be of a concern, for example the
inter-fraction changes in respiration such as @esdrift (i.e. changes in the tumor’s
mean position over time), or anatomical variatiass direct result of treatment, like the
opening of once blocked airways with tumor recassim such cases, an additional
margin can be added to the ITV (50,114).

People have used slow CT to derive an ITV (67R), 3 mentioned earlier, this
cannot create a volume which encompasses the @i motion (2). One solution
has been to combine multiple slow CT scans (10#t)dblineation issues due to blurring
are still problematic. Another method of obtainamglITV entails acquiring two breath
hold images: one at maximum inhale and one at maximxhale; the two images may
be simply combined using a maximum intensity prigec(MIP?) (54,1). Again, the
patient must be capable of holding his or her breatly in this case, just twice during
the imaging session —treatment is performed underlireathing. Due to hysteresis,
however, this composite volume may not encompassdlume occupied by the tumor
throughout its entire motion (113). In additiome tmaximum inhale and exhale positions
in a breath hold overestimate the extent of tumotion seen during free breathing
(16,2,1). From a treatment planning point of vigve lung volume at a deep inspiration
is three or four times that of a free breathingalei{1). Attempts at capturing a more
representative end inhale still result in lung voés 25 — 46 % larger than what is seen in
free breathing (64).

4DCT

In many cases, an ITV can be unreasonably lafgjeat3d many patients are
either incapable or cannot tolerate the demandseaith hold techniques. As a result,
the method of 4DCT was developed. Like fast CTCAutilizes a fast tube rotation
speed to minimize the amount of motion captureghich image. Like slow CT, the
4DCT technique acquires data over the full respiyatycle to capture the full range in
motion. The result is a set of temporally cormtbiimages, like snapshots of multiple
respiratory phases. Figure 1.8 compares the $patimral resolution of 4DCT to non-
temporally correlated CT (3DCT).

Four dimensional computed tomography identifiesiomo(46), the extent of that
motion, and whether hysteresis is present. Theftegebreathing end inhale and end
exhale phases may be imaged. The geometric oom@mnpean position can be resolved
for gated RT (34,1). All the phases of motion rbaycombined to create an ITV that
actually encompasses the volume occupied by thertorer the full range of motion
(38,8,39,40). Also, the path of the tumor canrbeked, having implications for IMRT,
IGRT, as well as modeling tumor motion (16,117prRrthe information provided by
4DCT, the best, most appropriate treatment foirtlvidual patient may be ascertained
(54); this could be just identifying beam angleat tminimize the amount of motion from
the beam’s perspective (16)aetermining the optimal IM for that particular tumo
(54,1,16).

2 A single image that is formed from multiple imadmsassigning each pixel the maximum value
out of all the images.
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Figure 1.8: 3DCT acquisitions of a moving sphemapared to a 4DCT acquisition of the

same sphere

Figure caption: Top row, 3DCT acquisition (120 k0 mAs, helical with 2 mm slice

thickness) of a 2.5 cm sphere undergoing moticheénSI-AP-LR direction with an amplitude of 1
cm. Bottom row, a 4DCT acquisition (also 120 k¥p0 mAs, helical with 2 mm slice thickness)
of the same sphere undergoing the same motion.3DAE images capture the sphere at arbitrary

phases of motion, and each image suffers significemion artifacts. The 4DCT images are
much more sphere-like and capture distinct seqalgpitiases of motion.

The size and shape of 4DCT generated margins depethe chosen treatment
option (21). Figure 1.9 shows several margin aystiderived from 4DCT image sets.

ADCT ITV

An ITV may be created from multiple phase image®nstructed from a single
4DCT scan —typically, ten 3D volumes are combiroggbther (6,67). The resulting ITV
is larger than a slow CT ITV by an average of 24.&ange of 4.4% to 72.6%) (49), and
even though in general, larger margins are unddsirthis same study found theoV
reduced. With an accurate ITV, the only uncertamtontributing to the ITRPTV
margin are baseline and setup errors (24,8). Cmdpa a target delineated with fast
CT, the 4DCT ITV can reduce the PTV as much as 28/%imply avoiding
inappropriate population based margins (118). dstaases, however, the PTV obtained
from a 4DCT ITV is larger, increased by an averafyg + 8 % in the Sl direction, 7 £ 4
% in the AP direction, and 8 + 3 % for the LR difec (8). Not insignificantly, the
systematic error generated from capturing the tushan arbitrary phase of motion
(rather than its temporal mean position) is elirrédawith the 4DCT ITV —no geographic
misses assures 100 % dose coverage and significadtices the unnecessary irradiation
of normal tissues. It is the reduction of thiskkiof systematic error that has the greatest
potential impact on the delivered dose and soremtrnent outcomes (46,119).
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Figure 1.9: RT margins for targets affected by ir@spry motion
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Figure caption (adapted from (8)): In the tradiib3DCT free breathing method, the tumor is imaafeal
random phase of motion. Assuming it is the measitjom, population-based margins are applied
symmetrically—portions of the tumor’s path go uatesl while normal tissues are needlessly irradiated
With the 4DCT scan, all the imaged phases of matiay be combined to form an ITV that actually cever
the full range of the tumor’s motion. For a gatlelivery, all the phases irradiated in the gategaoeped
together to form a gated ITV. Finally, irradiatitige temporal mean position with reduced margimssti
provide effective dose coverage (8).

A typical recipe for constructing an ITV-based Piiidy involve reconstructing
anywhere from 8 to 25 phases from a single 4DCTiadopn (1). A maximum intensity
projection (MIP) constructed from each phase imagesed to contour the GTV (38,8,
120), which is then transferred to a free-breati@ifigscan (to retain the relevant electron
densities). An 8 mm margin is then added to fdien@TV for each phase (119). These
CTVs are combined into the ITV, then a uniform niaig added for setup errors and
other inter-fractional uncertainties, resultinghie final PTV (119). The choice of
algorithm used for adding the uniform margins carsbape sensitive (e.qg. rolling ball
method), and can significantly affect the resulshgpe of the PTV (32). Since MIP
images are not immune to motion artifacts (12@ jbhe end inhale and end exhale
phases may be chosen for the ITV, minimizing tleduision of any residual motion
artifacts. Caution should be exercised with tipigraach, however. In a 10 patient study
by Reitzel et al., the target volume defined byuhmn of the two extreme CTVs only
encompassed the entire area occupied by the tdmmarghout its motion 93 % of the
time. Due to hysteresis, the average distancéQfghase ITV protruded outside the 2-
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phase ITV was 1.7 mm (88). In addition, 4DCT ITa# still underestimate the full
range of motion if the breath period is irregutb2@) or if an in sufficient number of
phase images are reconstructed. Either case caa ttea14DCT acquisition to miss the
true turn-around points in the tumor’s trajectat2,122).

Mean Position

For a mid-ventilation RT plan, the treatment plagrand delivery are the same
as for fast CT, only the planning CT is derivedtira single phase of the 4DCT
acquisition. Since the true amplitude of motiodiscernable from the 4DCT data set,
the PTV can be tailored to the individual patiesing a margin recipe (See Table 1.1).
However, geometric coverage of the target and detsiocoverage are not equivalent.
Besides geometric placement, dosimetric coveragks@sdetermined by the beam’s
characteristics: its penumbra and how it scattetssue (116). Because of the wide
beam penumbra in lung, the tumor can still recaequate dose coverage even though
the GTV may not reside within the PTV for a fractiof the breathing cycle (102,5). In a
study by Mutaf & Brinkmann, when compared to aistaference plan, a 3 cm sphere
undergoing 1 cm motion was significantly underdosét the IM = 0 mm. With full
geometric coverage (i.e. IM = ITV= 5mm), the targets overdosed. For the 3 cm
sphere undergoing 1 cm motion to achieve the sarsiengtric coverage it received
while stationary, an IM of only 1.5 mm should bekgd. Mutaf and Brinkmann found
that the optimal IM for adequate dosimetric covereglinear and a function of the
sphere’s amplitude of motion,A116)

Symmetric margins IM = 0.374 2.00 mm 1.5
Asymmetric margins IM = 0.724 2.5 mm 1.6

In the same study, the optimal IM for a group digras with ~ 10 mm tumor motion
was 1.3 + 0.4 mm (based on a DVH and equivaleribrmidose analysis). The
assignment of 1.5 mm IM to all patients resultedradiating 10 % less lung tissue on
average than the ITV plans; the average targetwlcovered by the minimum
prescription dose was 99.8%, and the absoluterdiffe in minimum target dose
compared to a static plan was 0.2% (116). Sinoeestommercial treatment planning
systems provide measures for modeling intra-fraatimtion and dose calculations,
optimization of the IM based on dosimetric coveraggossible (116).

The geometric mean position is relatively easyriplement (8). However, if
using the time-averaged position instead, the reduinargin for respiratory motion can
be made quite small (4), some even advocate an Ovinm compensated by dose
escalation (4,123,124). The random error duegpiration for both mid-ventilation
technigues is identical to that of a free breatlsican since respiration is still present, but
the systematic contributions are reduced to naaiy. Even the small residual error due
to hysteresis can be eliminated when using the-tisighted mean position (8). The
resulting mid-ventilation PTV is, on average, 9%a#ier than for conventional fast CT
methods -- 12% smaller in the Sl direction (8).

Gating

Gating the RT beam has been in clinical practicees1996 (125). It is reliable
(36) and well tolerated by both patients and thistag46). The treatment beam can be
gated at end inhale, end exhale, the mid-ventiigtimsition (geometric or temporal
average), or any phase of motion imaged with 4DQT Ideally, the beam should be
turned on and off according to a direct monitorifighe GTV, however, since this is
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very difficult, either fluoroscopic observationarf implanted fiducial marker or an
external respiratory signal is used (8). Evemifraernal marker is chosen (46), some
form of respiratory monitoring is still required verify the consistency of the gate and
that the patient is breathing normally (1).

One common strategy is to gate on the end exialsep The length of the gate
(or time window) is typically between 20 — 65 %tloé respiratory period (8,112,46). The
residual motion within that window generates the(IM. the gated ITV. See Figure 1.9).
Using a 4DCT data set, the phases of motion casreipg to the temporal window are
combined, either through a MIP or by taking theatope of all the CTVs. Note: rather
than accounting for baseline error (i.e. errohi@ tumor’'s mid position), the uncertainty
of the end exhale position is used. Although tlegmnitude of these errors may be
essentially the same (8,126), the intra-fractiomalmlity in end expiration will have
more of an impact on gating than inter-fractiondbag drift.

As with the mid-ventilation method, since the mrgamcluded in the gate are
known and motion artifacts are all but eliminatdthwhe 4DCT acquisition, the
systematic errors due to respiratory motion arsifiggntly reduced (8). The random
errors included in the gated IM

2 2 2
OM~ = Ointerfraction T O intrafraction 17

consist ofo?nerfraction relating to shifts in the relationship betweea thrget and the
surrogate signal (i.e. fiducial marker or extemgsipiratory signal), estimated at be about
2 mm (21), an@?yatraction Which is dependant on the size of the gating wineil).

Thus, the size of the IM is dependant on the gatintg cycle.

Choice of duty cycle is a compromise between miziimg the amount of motion
seen in the gating window and delivering the tresithin a reasonable amount of time
(46). A linear relationship exists between the ami@f residual motion in the gate and
the size of the IM (8). Depending on the amourtuofor movement, the duty cycle may
or may not be critical to the PTV (21). For exaeph a study by Vedam et al., for one
patient, when the duty cycle was between 0 % arfbA€etup errors dominated the
PTV. From 40 - 60 %, both setup errors and resichagion captured within the gating
window contributed significantly to the PTV, andevhthe duty cycle exceeded 60 %,
internal motion dominated (21). To ensure thecaffy of gated RT, the number of
phases included in the gate must be determinegbidh individual patient (24,127).
First, a tolerable amount of residual motion shdagddetermined and the IM compared
to the SM. If the IM for the chosen window is Iésan the SM, then the gate is too
small, and all that is being accomplished is extanthe time it takes to deliver the
treatment. To maximize the efficiency of gatingatease interval that keeps tumor
motion approximately within the setup margin isimatl (127). Therefore, gating only
brings a significant advantage to patients withatreély large tumor motion (8).
Otherwise, the mid-ventilation technique is preliéeg128).

Reported decreases in the size of gated PTVs aeahpathose derived from
fast CT range from 11-27 % (8,24,129), with mamgiductions in the Sl direction as
much as 36 + 15 % (24). With smaller margins,ubl@me of lung receiving a
significant dose declines as well (109), and intases, the prolonged treatment time
can be compensated for by increasing the dosecdgliate (46).

SBRT and IGRT

Stereotactic body RT (SBRT) uses multiple non-opgpbeams to deliver a
high dose to the target in each fraction. Thelmemof fractions can range from 1 to10
with 5 - 20 Gy delivered per fraction (113). Duoetlie large doses, a high degree of
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accuracy as well as complete volumetric informatiball organ motion is required (2).
Individualized target volumes for SBRT derived frdldCT phase images lead to
improved normal tissue sparing, and include treatmpkans based on the ITV, mid-
ventilation, gating, and tumor tracking stratedit3,89,130,102,46,78).

Unlike conventional RT, the prescription doseétivitred to the 80 % isodose
level, not 95 %. Correspondingly, the chosen nmargcipe must be modified. For
example, the margins of Eq. 1.1 become (8)

Margin = 2.% + 0.8\(c¢” +c,,’) 0.8, 1.8

High doses demand a high level of accuracy in tiheivery. Inter-fraction setup errors
may vary from institution to institution dependiag the protocol for immobilization,
localization, and equipment (113), but typicallyate to SMs on the order of 1or 2 mm
(113,78). Multiple beams in each fraction meamdgmged treatment times (for gated
SBRT, a single fraction can last 1 to 2 hours) iati@-fractional baseline variations
become more significant (i.e. 1.5 mm to 2 mm) (R, 78lso, the demand for high
precision means that the dosimetric impact of tuamt normal tissue deformation (i.e.
geographic misses and, to a lesser extent, snedatibns in the radiological pathlength)
cannot be ignored (2,89). Still, even using the filethod, SBRT plans based on 4DCT
images give clinically acceptable plans with SM mf (78).

Tumor tracking is possible (6,1), but still posegjor challenges (89) including
adequate motion predictive algorithms to intergoktatomy between the discrete phases
captured by the 4DCT (88). No matter how sophastid the predictive software,
movement of the treatment beam must not be dictatdbe static planning images due
to the variability of respiration, baseline drifts)d the many possible alterations in gross
anatomy throughout the course of RT. Image guRIEqIGRT) requires not only
temporally correlated images and sophisticated iinggipols, but onboard imaging
devices that are registered to the treatment (6®s

The precious, patient-specific spatiotemporalgoheed data available from
4DCT is helping to move RT toward true 4DRT via noying planning images, dose
calculation, and onboard imaging. For treatmeanmping, 4DCT data sets are being used
to generate patient specific motion models to mtettlie anatomy at arbitrary phases of
motion (131), develop automated contouring algorgh{132), and automated
registration of various other temporally correlatieda sets (e.g. 4ADMRI, 4ADCBCT,
4DPET) (133). In addition, the dose delivered twving anatomy is not equal to the
same prescription delivered to stationary anatordy; there are significant differences
(134) between dose distributions calculated on 3D@dges and those calculated on
4DCT images (e.g. 3 — 5%). Motion estimation athons derived from 4DCT images
can be used to score the dose throughout the agmpircycle (135) and quantify the
influences of the extent and type of motion ondtsribution of dose (136,132). Such
enhanced imaging techniques, motion estimatiord saphisticated dosimetric
information, all tailored to the patient, faciléaselection of the optimal 4DRT treatment
(136). It should be noted that motion estimators and atinadels based on 4DCT
images will contribute some error that must be anted for in the resulting SBRT or
IGRT margins (89).

IMRT

Intensity modulated RT (IMRT) can create significaormal tissue sparring by
generating concave dose distributions with straraglignts to constrict the penumbra and
restrain the highest doses to the PTV (6). Iftsroused when the margins prescribed
using the conventional 3D approach are intoler&blye due to extensive disease (119).
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Intensity modulation also allows for dose gradiemithin the field defined by the
primary collimators. Thus, when the target is mgwand so blurring the dose gradient,
unanticipated hot and cold spots may result froentkerplay between the modulating
beam and the moving anatomy (4,137). However, whemotion of the multileaf
collimator is synchronized with the tumor motioime tbeam’s penumbra is reduced (49).
Several groups report progress in tumor trackirtg WART (138,139,140,141), although
issues remain. Predictive algorithms are needethéotime delay between the sensing
the tumor’s position and the mechanical responé2)(1lt is also vital that the breathing
pattern remain consistent in order to minimize getim errors, and rapid optimization
strategies are required to compensate for any ipertgariations (138). Beam hold
interlocks are needed to stop irradiation if thigéalooses synchronization, moves
outside of a predefined tolerance (49), or pasegsrid the mechanical range of the
MLCs (41). Gating for IMRT at a reliable phase caduce the likelihood of such events
as well as any unintended hot and cold spots (21).

Chapter 2: 4DCT Imaging

This chapter covers the basics of 4DCT imagingireng with the principles of
CT image formation. Computed Tomography createésrgnsional radiological images
from x-rays. Unlike simpler forms of radiologicataging, where the image is acquired
in an instant and the true dimensionality of thgeabis reduced to a 2D projection of
density, CT takes time, building up the lost dinmenef depth by stepping along the
object and acquiring projection images at multiplegles. Not only does CT provide
depth information, but the fact that all the oveitey layers of anatomy are not
superimposed atop one another gives CT improvettast over 2D radiological images
(143). For information on x-rays, their formatiand interactions with matter, see
Appendix B.

CT Image Formation

In a CT scan, only a thin slice of the objectxanained at one time. Consider a
heavily collimated pencil-shaped beam of x-rayadlating across the object opposite a
likewise translating detector. The detectors ré¢be radiological image (i.e. the
variation in exiting fluence across the object), called entensity profile(See Figure
2.1). Then, the tube and detector are rotateldarsame plane, and the slice is examined
again from another angle (144). This processpsated until a sufficient number of
intensity profiles have been collected such that process callefiltered
backprojectionthe 2D map of linear attenuation coefficienfs,y] for that slice can be
constructed.
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Figure 2.1: The geometry of CT image acquisition
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Figure caption (after (144)): The x-ray tube aetkdtor translate across the object, and the
exiting fluence is collected. Then, the tube aatkdtor are rotated by some an@levith respect

to the stationary reference frame of the CT sca(g). At each rotation angle, the pencil beam
of photons is parallel tg wf the rotational reference frame, and the patthefdetector lies along
X. Any point in the object may be described by wect

The first step in creating themap is to convert the intensity profiles from each
projection angleb into a plot ofu values called fine integralor aprojectionig

/]CD(Xr):_In(%j:jﬂ[xr'yr]dyr’ 2.1

0

where x and y refer to the cartesian coordinates of a rotatgigrence frame depicted in
Figure 2.1 (144). For eachvalue across the object, the projection repredbntine
integral of allu values along the path of the x-rays through theatpfrom the source to
the detector. Since this path is always parallg},tthe 2D information ofi[x,,y;] has
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been reduced to 1D information about justkhe lost yinformation must then be
reconstructed. This is accomplished by simplysigmsng all the yvalues along the
path of the x-rays tdg(X;), that is

OolX Y, 1=15(X%,). 2.2
This process is called backprojection, apgkgy,] is the backprojected image at
acquisition anglé. The resulting 2D image would look something likbarcode, and
not particularly representative of the object'staudistribution. The solution is to build
up the image by acquiring multiple projections fromany different angles. An

approximate map qffx,y] is then reconstructed by summing all the lpaolections from
each projection angi®

bx,y1 =Y golx v, ], 2.3

creating an image similar to what is depicted guié 2.2.

Figure 2.2: A backprojection summation image
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Figure caption (after (144)): The process of bagjgmtion and summation transforms a couple of
circles into an image of two radially diverging feahs. The plots dfy, Aep,...€1C. are the line
integrals taken at different acquisition anglas, .. If a fifth projection were acquired directly
oppositery, it would contribute no new information to the aatt.

It is obvious that the summation of backprojectibhss theu map. This blurring can be
described by a point spread functiosf that is

b[x, y] = u[x, y]CC psf 2.4

(where ** is a 2-dimensional convolution) which,tirn, can be compensated for with a
filter function. Thepsfmay be calculated from the backprojection and satiam of an
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impulse object, and is equal taud,/where r is the length of vectoin Figure 2.1. Since
convolution is equivalent to multiplication in Foerspace, Equation 2.4 can also be
expressed as

Bly.{]=M[y.{] G, 25
0

wherey andg are the Fourier space coordinates associatedkveitid y, respectively, and
p is the Fourier transform of r. It seems obviaudefine the filter function in Fourier
space, FF, as the inverse of the Fourier transé@drepsf1/PSF , where PSF =i}y, so
that

B[y, ¢ CFF =M[y,Z]%Dw=M[y,Z]. 26

However, a perfect filter is not needed. Thera lisnit to the required resolution, and
such a filter will only serve to amplify the noigethe image. To address this, an
apodizing function Af) minimizes the high frequency contributions of fitter function.
The new filter function Q)

Q(p) =m [A(p), 2.7
is such that
B[y.Z]EQ(p)=M[y,Z]DI%Dw [A(p) =My, {]1[A(P) - 2.8

From Equation 2.8, it can be seen that the poimgagpfunction of the backprojected
summation filtered CT image is the inverse Fouriansform of the apodizing function.
(Since backprojection, summation, and filtering @tdinear operations, typically, the
filtering is done prior to backprojection, so tila convolution is only over a single
dimension,(i.eXei(X) = Ao(X)*q(X;) (144).

The Sinogram

A convenient method of depicting the raw data GfTaacquisition is @inogram
Instead of having numerous 2D plotsig(x;), one for each projection angle, a sinogram
plots all the line integrals for all angles on aghe cartesian ploty(®, %). On the
ordinate axis are all the projection angles, frotn 860, and on the abscissa are the x
values covering the entire imaging field. The eabdi each line integraly,(®, X)) is
proportional to the intensity at poinb(x;) in the sinogram (145). For all line integrals
Ao Which pass through point the x value equals the projection iobnto the ¥axis, that
is X, = rcos@-®) (See Figure 2.3a). Thus, for a single, unifoendity, point-like object
in an empty field, the sinogram is a simple cosinere (see Figure 2.3b).
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Figure 2.3: Geometry of a sinogram
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Figure caption: A point-like object locatedratraces out a sine wave in sinogram space. The
distance of the point from the center of rotatigthie projection of r onto thg-axis. In the

rotational reference frame, that is rebf). When® =0, x, =r, when® =0 +7/,, x, = 0, and atb

=0 +m, % = -r (144). The intensity of the sinogram is pydjonal to the line integral at each
projection angleb (145): for empty space, = ¢, appears black, whereas when x-rays have passed
through the point objech < ¢, appears white here. With real data, the sinograntains many

such waveforms, all at different phases and odiffit intensities (i.e. shades of grey).

Only projection angle®=0 to 180 are necessary to acquire the completeap, since
any two projections 18@part will contain data from x-rays that have ér@ed the same
path through the object, just heading in oppositections (143).

Acquisition Geometry

The discussion up to this point has entailed zipéke beam and a single,
perhaps well collimated detector for an assumerbnelbeam geometry. However, the
Philips Big Bore CT scanner does not follow thismetry. The tube does not translate
across the object as in Figure 2.1, but rotatesralit. The detector rotates with the
tube, directly opposite of it, and in order to edipe the imaging process, the x-rays are
collimated into a fan shape, wide enough to imagesntire breath of the object at once.
The detector is actually a bank of detectors spanthie arc of the fanned-out x-ray beam
(143). See Figure 2.4.
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Figure 2.4: A fan beam and an arced detector bank
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Figure caption: In a fan beam geometry, the soisrcellimated wide enough to allow a fan
shaped beam of x-rays to reach the detectors.spé&e of detectors is wide enough to collect data
over the entire beam.

Yet with a fanned-out beam, the line integrals tigiothe object diverge, and the method
of reconstruction just discussed no longer appligsere are two solutions, however.

The fan data can be re-ordered into a parallel gégnor the backprojection itself can be
weighted to compensate for the divergent rays tjliabe object (146). As a
consequence of fan beam geometry, more angulaqtiajs are necessary to acquire the
same amount of data. Figure 2.5 depicts sinogrdmata collected with fan beam
geometry. In parallel beam geometry, the dataect#t over 18Ufills a rectangular

region of sinogram space. However, the data deliewith a fan beam over 18f@rms

a parallelogram in sinogram space, leaving a poxiahe required data unfilled (Figure
2.5a). In order to adequately reconstrugtraap for that slice, the acquisition must be
extended by 1/2 the fan angle on both sides (Figue). Thus, when using a fan shaped
beam, the minimum amount of projection data is A8@ plus the fan angle (146).
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Figure 2.5: Sinogram data for a fan beam
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Figure caption (after (146)) In a parallel beamrgetry, acquiring all of xat eachb fills up a
rectangular region of sinogram space. With a faanmheevery splaying ray through the object is its
own little parallel beam geometry described by sdrand x. When these individual parallel
beam geometries are mapped onto sinogram spaygdiltlp a parallelogram shaped region.
Figure (a) shows 18@legrees of data collected betwa@snand®,+r with a fan beam (grey area).
Portions of the sinogram space required for recoasbn are missing. Figure (b) shows the extra
data (hatched region) that must be acquired tgifibgram space for reconstruction. The extra
projection angles each equal one half of the fambangle3. Thus, the minimum amount of
angular data that must be acquired for a comphetgye is 180plus the fan angle.

So far, only the acquisition of a single 2D slfeCT data has been addressed.
In order to build up a 3D volume, more slices ageassary. There are two ways of
going about acquiring more slices. One is to @equsingle slice at a time, stepping the
patient forward to the next slice location in betweurning the tube on and off. In this
method, calle@dxial scanning, the patient is stationary during eacgnacquisition.
The other method is to turn the tube on only oacé, slowly move the patient through
the imaging plane. In this method, the tube traxgs helical path around the patient
(see Figure 2.6), and so is calleglical or spiral scanning. The resulting projections are
no longer in a planar geometry (143). The speeathiath the table slowly advances
through the imaging plane relative to the widthief detectors is called tipéch p

p=(Tw/TY t, 2.9

where T, is the speed of the table movemernit the time it takes the x-ray tube to
complete one full rotation, and i6 the total collimated width of the beam (147148
The collimated width of the beam, for multislice €danners is defined as the total
number of detectors illuminated divided by the Wwidf each detector (i.e. the average
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collimated width of a detector) (148).The pitch dictates whether there will be
overlapping information or gaps in the reconstrdatelume (143).

Figure 2.6: Path of a helical CT scan

Figure Caption: The tube and detector rotate irsttaaning plane as the patient passes through
the plane continuously. The result is a non-playgametry, however, slices may be reconstructed
at any point along the patient’s longitudinal aXibese slices may be overlapping or gaps in the
resulting volume are also possible (143).

In order to collect even more data with every iotabf the tube, the beam of x-rays is
allowed to fan out along the longitudinal axis o ppatient as well, creating a cone-
shaped beam. The detector bank is extended bggdddition rows to cover the full
area exposed to the beam. The more detector thevfewer tube rotations are needed
to cover the region of interest, dramatically redgacquisition times (13) and lessening
the demand on the x-ray tube (147). The PhiligsBire has 24 detector rows, allowing
up to 16 slices of data to be acquired per tulsttiost (31). See Figure 2.7. Now,
however, not only are the line integrals througihdbject diverging in the imaging plane,
they are also diverging perpendicular to this, gltre axis of rotation (149). See Figure
2.8. Many schemes exist to compensate for thegedtrajectories, involving
interpolation and weighting similar to those fonfaeam geometry (147, 149).

% Definitions of pitch vary. The definition presed here is the one adopted by the International
Electrotechnical Commission (IEC) (138)
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Figure 2.7: Cone beam geometry

Figure caption: To increase the data acquisitioevefy rotation of the x-ray tube, the source is
collimated into a cone and the detector bank isredetd in the z-axis direction as well.

Figure 2.8: The nutating imaging planes of conetbgaometry
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Figure caption (after (147)): As the cone of xarayd the detector bank expand in the z-axis
direction, so the imaging planes become more skewée angle of the plane depends on tube
position (i.e.®) (149).
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All such schemes, however, produce a radial attifdaich becomes increasingly severe
as the span of the beam’s cone increases to enssmpae and more detector rows
(147, 148). Philips’ solution, instead, has beeddvelop a true cone-beam
reconstruction algorithm (COBRA) (149) based onrtHei method algorithm (149). The
‘n-Pi" is a variant of the ‘Pi” method, which justfers to a sufficiency condition that any
point of the object being imaged must be illumidatg the beam for at least Pi rotations
of the tube (150). In the cone-beam geométsyjoes not provide maps of parallel
slices since all the line integrals through thesobgiverge (150). Thus, rather than a
direct reconstruction, all Pi-method algorithmsaniuce an intermediate step of
calculating the first derivative @f, with respect to the distanbetween the diverging
image plane and isocenter, which can be found ffese angled projections.
Reconstruction then becomes a problem of findiegufk,y] of each slice from these
derivatives (150). Philips’ COBRA algorithm is prietary. It should be noted, also,
that full use of all 24 rows of the detector bankl #he n-Pi method can only be applied
to helical scanning (147). If the entire bank weatibzed when the table is stationary, as
when performing an axial scan, the peripheral rofathe detector bank would not collect
any data about that slice location. See Figure B& axial scans, interpolation,
averaging, and weighting reconstruction schemeg beugsed (147).

Figure 2.9: Geometry of an axial scan using thiedietector bank
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Figure caption (after (147)): If the full detectmank were utilized for axial scanning, the end
detectors would contain no information about tisége location. Thus, for axial scanning, the
number of reconstructed slices per tube rotatidimised.

Artifacts in CT

One of the several artifacts that are inhere@Tamage reconstruction is the
partial volume effect (151). The fluence colleclsdeach detector is a single value that
is assigned to its entire area. Although in CTed®r size does not necessarily dictate
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the voxel size (‘voxel’ being a 3D pixel, (X,y) dimsions in the imaging plane and (z)
along the longitudinal axis of the patient), théfamm distribution of a single CT# for
each voxel is analogous. Any pattern of fluencéatiamn smaller than a voxel will be
lost. A common occurrence is when a physical dlgeatrudes part way into a voxel,
but not enough to fill it. The resulting densitytbé voxel is a weighted average (by
spatial extent) of the object’s density and thekbemund'’s density. This causes high
density objects to appear fuzzy as their periprextnt inevitably shares some portion
of each voxel with the background (101,148). Tasial volume effect can also be
caused by motion if an object occupies part oofadl voxel for only a portion of the time
required for imaging. The resulting value of tloxel will be a spatiotemporally
weighted average object and surrounding backgrdendities.

Motion Artifacts

To understand the nature of motion artifacts (18Z}T imaging, consider an
empty field with only a single point-like objectdated at = (rco9, rsirf). See Figure
2.10. The location of the x-ray tube, or more ja@ly, the apparent origin of the x-rays
(i.e. the effective focal spot) within the non-itirig reference frame is

R(®) = (- Rcos®, Rsin®), 2.10

where R is the distance between the focal spottaméxis of its rotation, and here again,
® is the projection angleOnly those backprojections passing through poimive a
non-zero value, say equal to one; that&,) = g»(X;,y;) = 1 at x=rcosp, and equal to

0 everywhere else. Thus, for each projection anlgéebackprojectionggx;,y;) can be
thought of as a subset of points lying along the i, = mx + b, passing through points
R(®) andr, where

(r sind - Rcos®)
(r cos8 - Rsin®)

2.11

and

Rsin®r cosd + Rcos®dr siné)
(r cosd + Rsin®)

b:( 2.12
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Figure 2.10: Backprojections through a stationaniynip
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Figure captio (after (152): The
location of the point-like object is
described by = (rco9, rsird), and
the location of the tube bR = (-
Rcosb, Rsinb), where ® changes
with time. When the point is vY
stationary, all the linesgy=mx + b

connecting the point-like object and

the source intersect at

As seen earlier, the image of this point-like objesults from the sum of all the
backprojections as they build up density at thergection of the linespypassing through
r. The coordinates of the point of intersectpof any two backprojections,yand y,
are

Xp = (02-by)/(My-my) 2.13
and
Yp = (M —mpby)/(my-my). 2.14

Without plugging any values into Equations 2.13 arid}, we know by definition that all
backprojections intersect ati.e. (%,Y,) =r = (rcod, rsirp)). However, if we now look
at the intersection of backprojections when theplikke object is moving during image
acquisition, i.er(r(t),0(t)), as in Figure 2.11, the build up of densitieslonger
converges on a single point. Instead, it is snteatg in space.
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Figure 2.11: Backprojections through a moving point
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Figure caption (after (152)): When the point is mgwi.e.r is a function of timer(r(t),6(t)) ), the
lines connecting the point-like object and the seuro longer intersect at a single point.

For simplicity, consider that the point-like olijés constrained to motion along
the x-axis of the non-rotational reference franuehsthatr (t) = r(r(t),6(t)) reduces to just
r(r(t)). For the sake of relevance to respiratoption, let's say that the point-like object
also oscillates within its trajectory about thesaxd rotation with frequency,. Then

r(t) =rcos(C + wt), 2.15

where( is the initial phase of motion. The x-ray souicalso rotating with a frequency
of » so that

R(®@(t)) = (Rcosf@, + wt), Rsin(@, + wt) ). 2.16

where®, is the initial phase of motion (i.e. the first jmction angle). The intersection of
any two consecutive backprojections describedrmsliy; = Yo(t1) and yb, = Vo(t2) isp
= (%o (t1t2), Ye(tet2)), where now
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Xp = (b2-by)/[(Mm-myp) =

rcod¢ +wt,)sin(®, + at, Jr co¢ + @ t,) + Reod®, + at, )] - r cod¢ + w t,)sin(®, + at, )r codd + wt,) + Reod®, +at, )]
sin(®, + at, Jr cod¢ + e t,)+ Reod®, + at, )] -sin(®, + at, Jr cod¢ + e t,)+ Reod®, + at, )|

2.17
and

Yp = (Myby —mpby)/(my-my) =

Rsin(®, + at, )sin(sin®, + at, | cod¢ + a.t,)-r cod¢ +at, )]
sin(®, + at, )r cod¢ + wt, )+ Reog@, + at,)] - sin(@, + at, Jr cod¢ + at,) + Roog, + at, )
2.18

The fact that Equation 2.18 does not equal zerfiroom what is seen qualitatively in
Figure 2.11 —when the object is moving during @detguisition, density values are
assigned to locations never occupied by the objalsto, from these two equations, the
functional parameters of the motion artifact aneeded:

R —the radius of the tube’s rotation

r — the amplitude of the object’s oscillation

o —the rotational frequency of the tube

®, —the initial acquisition angle of the tube

o, —the frequency of the object’s oscillation

{ —the initial phase of the object’s motion.

Since, in generat,(t) = r(r(t),0(t)) and x = rcosp(t)-®(t)), the phase relationship between
6 and® also affects the nature of the artifacts.

Figure 2.12 (33) shows the sinogram (a) and ab@ekprojections (b) of a
sphere undergoing the same motion described aldemeillustrative purposes, the
amplitude of motiom is much greater than the radius of the sphereitaficcquency of
oscillation is half that of the tube’s rotatiore(iit travels once across the path framoc-

r in one full rotation of the tube). In Figure 2cl1#he summed backprojected image
reveals that not only is the sphere’s density assldo locations not representative of its
true locations along its path, the blur of the swedrbackprojection beyond the
boundaries of the object (i.e. the density assidoeempty space) is no longer radially
symmetric. Application of the filter function, dgeed to remove this radial blur, only
serves to enhance the artifact and the asymmetgnpty space (33,2).

Now, imagine the sphere located at the centeneofrhaging field, but
undergoing motion perpendicular to the imaging elahis sinogram is depicted in Figure
2.13a (33). As its cross section changes in tlaging plane, the width and intensity of
the sinogram changes as a function of projectiagheanThe curve of the sinogram,
however, is similar to that of a stationary objdett due to this angular dependence of
the sinogram intensity, the blur of the summed pegjkcted image is also not symmetric
(33,2).
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Figure 2.12: The sinogram, summed backprojectiod,fitered summed backprojection
for a sphere oscillating about the origin in thegimg plane

c.)

a.)

Figure caption (33): a.) The sinogram of a poiké&-lobject moving along the x-axis of the non-
rotational reference frame drifts (here the coksignment is: object black: background white).

b.) Several backprojections of the point-like obgtow the build up of density orthogonal to the
object’s motion. c.) The sinogram of a sphere mgviith the same motion; the sphere consists of
many point-like objects. d.) The summed backpragacdf the moving sphere does not resemble
the circle due to the misassignment of densityTkeé filtered summed backprojection accentuates

this misassignment.

Figure 2.13: The sinogram, summed backprojectad,filtered summed backprojection
of a sphere oscillating about the origin perpendicto the imaging plane

a.) b.) c.)

Figure caption (33) alhe sinogram of a sphere moving orthogonal tortheging plane
diminishes as the sphere moves out of the imadengep presenting a smaller and smaller cross
section. b.) The summed backprojection of the npeiphere is circlar, however, the densities
both inside the boundary of the sphere and outdidteare affected. c.) The filtered summed
backprojection accentuates the artifacts; the teasipiral out from the center of the sphere, and
again, the density of the background is no longdrally symmetric.
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Although not as extreme as the in-plane motion,dageasymmetry is, again,
accentuated by the filter function designed fotisteary objects. The result is an
inhomogeneity of densities both within and extetamthe sphere (33). When helical
scanning is employed, if the motion of the sphésagthe longitudinal axis is with the
advancement of the imaging plane, the sphere’s@@gion remains in the imaging
plane longer, resulting in an apparent elongatfadh@sphere. If instead, the sphere
moves against the advancement of the imaging pineross section leaves the plane
too early, and the sphere is imaged as squastthd irdirection (2).

For in-plane motion, increasing the amplitude ofion will likewise increase
the extent of the artifact, and for motion orthoglaio the imaging plane, densities
decrease. Different combinations of initial phatenotion and tube rotation alter both
the radial and angular allocation of the objecgaglty in sinogram space. When all else
is the same, even changing the orientation of mgireduces new artifacts (33). Three-
dimensional motion results in a combination of éhadifacts, altering the width,
intensity, and position of the sinogram intensi{ig3) (see Figure 2.14). In general, the
physiological motion of breathing and the respinaiaduced tumor motion are three
dimensional, and may well include rotation, defdiiora(153), and hysteresis (23). In
addition, the phase relationship between the raspy induced motion and the tube
rotation will be random and potentially dynamichug, the artifacts seen clinically are
unpredictable and unique. Any pause in the pasiémeathing, however, say at end
inhale or end exhale, will lessen the motion ofttimor and allow the backprojections to
build-up more localized densities (33), and thecfathe x-ray tube can rotate around and
collect the data, the smaller the motion artifaitk appear (67).

Figure 2.14 : The sinogram, summed backprojectad,filtered summed backprojection
of a sphere oscillating both perpendicular to thaging plane and in it.

Figure caption (after (33)% sphere moving both orthogonal to the imaging pland across it
shows features of both types of imaging artifaatsthe sinogram both drifts and fades. b.) The
summed backprojection resembles that of the sphekeng across the imaging plane, yet the
symmetry is diminished by the changing cross sed&en by the imaging plane. c.) Again, the
filtered summed backprojection accentuates théaatsi.

ADCT techniques

The method of 4ADCT addresses respiratory motiaaue, unlike other
physiological motion affecting RT such as thefiigiemptying of stomach and bladder,
or the constant ungulation of the bowls, breatlisngirly periodic, and therefore, the
motion caused by respiration is somewhat predietabhis is the foundation of 4DCT.
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Four dimensional computed tomography works orptesumption that, for any
given phase of motion, an object of interest wikwpy the same volume with the same
physical relationship to the surrounding anatomrdueach respiratory cycle. When
this is true, gating the x-ray beam by turningttitee on and off (within a sufficiently
short temporal window) captures a single reprodegibase of motion with each breath.
Another 4DCT technique entails collecting data bpleases of motion into the sinogram
of each slice, then only reconstructing imagesHerdesired phase or phases. This
process is callegorting Both methods require a respiratory signal torimf the CT
scanner and reconstructive software of the vantases of motion (13,154,45,31).

There are four distinct 4DCT techniqupsospective axialprospective spiral
retrospective axialandretrospective spiral Axial refers to the scanning techniques in
which the patient bed remains stationary throughtioeix-ray tube’s rotation and the
patient table is advanced to the next image losdigiween image acquisitionSpiral
scanning refers to the helical scanning technigiere the patient bed is moving
continuously throughout image acquisition.

With prospective axialthe patient is asked, or sometimes physicallyimdated
(113) to hold his or her breath during an axialiagition (38). This arrests respiratory
motion for the duration of the image acquisitidrhe process is then repeated for each
slice of the desired volume. This technique, afree, does not halt the motion
associated with the cardiac beat, which will camité motion artifacts to the final image
in the vicinity of the heart. Also, each patierdtsility to hold the position as well as
reproduce it for the numerous slice locations negglifor adequate coverage of the target
affects the quality of the resulting 4DCT volumEhe prospective axial technique gives
a single phase of motion corresponding to the joosiif the breathhold (38,49).

For situations where breathhold may not be toderé38) and/or manipulation is
either unavailable or also intolerabpepspective spirahllows the patient to breath
normally. Instead of arresting the motion, thisht@que relies on gating the x-ray beam,
acquiring images only during a specific and predeiteed phase of motion (38),
typically, but not limited to the end inhale or ekh position. A respiratory monitoring
system is required to signal the scanner whenhbeen phase has been obtained by the
patient (38). This techniguman also be used during a breathhold as well-inctse, the
distinguishing aspect froprospective axiabeing that the entire volume is collected
during a single breathhold. The breathhold phaseplarticular importance for situations
where an inflated lung is desirable for creatirguéfer between the target and critical
structures during RT (e.g. protecting the hearindutreatment of the breast (38)). The
choice of using either the prospective axial oispextive spiral can depend on the axial
dimensions of the required imaged volume and thieqts ability to hold his or her
breath.

For both types of prospective 4DCT scans, theel@gihase of motion must be
determined before data acquisition. \WRébtrospective axiathe phases imaged are not
predetermined. The data for all phases of motiercallected continuously at each slice
location (2). The duration that the x-ray tube trotate about the same slice location to
insure that all phases are captured must equaiceed one full breath period plus the
time it takes to acquire a single image (13,154),19%is continuous irradiation of each
slice location in excess of a full breath period o&rease the patient dose by an order of
magnitude if no other parameters are altered tigaté the exposure (13).

Retrospective spiralso acquires a large amount of data to recorsiruc
arbitrary phase or multiple phases (38). The patable moves at sufficiently low pitch
to ensure that, likeetrospective axialmotion over the entire respiratory cycle is
captured at each slice location (38). Bratrospective axiahndretrospective spiral
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require a respiratory signal to identify and catelthe various phases of motion to each
reconstructed image.

Helical vs Axial

Although axial reconstruction is limited to a sifiedable position and spiral
offers the freedom to reconstruct at any slicetlooawithin the volume investigated
(143), spiral reconstruction typically involveserpolation between adjacent detectors,
which reduces the spatial resolution in the axieation (154, 156). Also, with axial
scans, every bit of the patient’s exposure go&sth@ image’s formation, resulting in
100% dose efficiency (154). Spiral scans haveaeduwdose efficiency as the tube must
turn on earlier and turn off later to acquire taens data (154) (see Figure 2.5), and the
dose to the patient is the same whether 1 or 18epin@ages are reconstructed. For small
coverage, spiral scans take longer as the tablemmse farther and the tube must be on
longer compared to an axial scan to capture the siata. However, the advantage goes
to the spiral scans for larger volumes, such asetlithoracic imaging; the efficiency of
the spiral scan to acquire data and translateatile simultaneously results in a
significant time savings (154).

Prospective vs Retrospective

Prospective scans are fairly easy to acquiregeahale or end inhale (32), in
that with a capable patient, no sophisticated ratiy monitoring system is required.
Any other desired phase, however, requires a @spyr monitoring system capable of
both communicating with the CT scanner and intéipgehe breath period. With
prospective 4DCT scans, only a single phase ofanasi captured, meaning a quick
processing time and minimal dose to the patient (3®e down side is that prospective
techniques provide no information on either thge#s or surrounding anatomy’s actual
movement (2). Also, any additional desired phasgsire repeating the entire scan (32),
and so increase the amount of time spent on andiade to the patient by a factor equal
to the number of total phases reconstructed.

Retrospective scans enable the reconstructionyohamber of arbitrary phases
(31), providing precious patient-specific tempomtsgd information on the motion of the
full anatomy (38). Yet, the large amount of data the order of 1000 images per
thoracic exam (39)) requires increased data staragds (39), sophisticated contouring
algorithms (32), as well as consideration of tr@éased dose to the patient (157,38).
Also, the image quality of retrospective methodsesels heavily on the reliability of the
respiratory monitoring system and the degree abgdity of the patient’s respiratory
signal (32,31). A major benefit to retrospectivethods, however, is the opportunity to
manually inspect the respiratory signal and phasekation information from the
respiratory monitoring system. This affords thditgtto edit the phase correlation
information prior to reconstruction (31), easing ttemand on the patient for perfect
periodicity in their breathing pattern and minimigithe incorporation of technique-
specific artifacts in the resulting images (38)s well, with retrospective methods, new
phases may be reconstructed from the raw dataiiitegéf without any additional dose
to the patient (38,39), providing much needed Haiy in phase options for treatment
planning.

Phase-based vs Amplitude-based Sorting

There are two methods for identifying the phadewdation in the respiratory
signal: one based on amplitude and the other basgthase. The phase-based method
defines a monotonically increasing function of tjregaddling each complete breath
cycle (see Figure 2.15). The respiratory monipsggstem is responsible for identifying
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a point in the respiratory cycle (e.g. end inhalerod exhale) to define the beginning and
ending of each breath and then defining the phasetibn for that breath (2). The
phases of motion chosen for reconstruction ardddday a simple linear interpolation of
the phase function.

Figure 2.15: Illustration of amplitude- and phasedd sorting: reconstruction of the peak
exhale phase
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Figure caption: a. )The respiratory monitoring systrecords the amplitude of the breath signal
with time. b.) The peak exhale phase is selededetconstruction with amplitude based-sorting.
When the respiratory trace enters the selecteditamplrange, the phase is chosen for
reconstruction. c.) With phase-based reconstructi@respiratory monitoring system defines a
phase function for each breath period. The phasetibn is a monotonically increasing function
of time going from peak inhale to peak inhale (perkale to peak exhale could also be used) d.)
The peak exhale phase is chosen by selectingittoimt of the phase function..

Because the phase function is not sensitive tdiamde, a breathing pattern
which is not sufficiently periodic will introducetifacts in the resulting reconstructed
volume (155). Identical phases of motion can diifiephysical location due to variations
in slope, period, and amplitude of the respiratigyal from cycle to cycle (155).
Phased-base sorting of the phases of motion fraim auespiratory pattern is depicted in
Figure 2.16. When end exhale is desired, the pluastion inadvertently selects other
phases of motion (see Figure 2.16a), resultirgepladder artifactswhere the edges of
the anatomy show discontinuities from one slicthtonext.

Amplitude-based sorting, depicted in Figure 2.16&tinguishes the different
phases of motion based on their amplitude. Thihagesignificantly reduces the
stepladder artifact by choosing the moment of imgdiiased on the physical location of
the anatomy in each breath cycle (2). Howevehgfbreath pattern is irregular to the
point where the desired amplitude is not attaimedhy given breath (see Figure 2.16c),
no image will be reconstructed for that slice & #DCT volume (155).

With phase-based sorting, the ability to editghase function for the true
temporal location of the desired phase of motidpshimsure that any two contiguous
slices in the resulting 4DCT volume will have contbus edges. There is no analogous



43

editing procedure that can correct for the missiige resulting from the amplitude-
based sorting of an irregular breathing pattern.

Figure 2.16: Shortcomings of amplitude- and phasse sorting: reconstruction of the
end exhale phase
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Figure caption: a.) With phase-based sorting dfragular breath pattern, slices 1 and 2 fail to
identify the peak exhale; only slice 3 correctlpitaes the desired phase. When these three slices
are placed contiguous to one another in the regutblume, the slight differences in amplitude

(as well as any phase dependent artifacts due tomaesult in disjointed edges called

stepladder artifacts. However, the amplitude-baseting (b) correctly identifies peak exhale in

all three slices. Yet, even if the breathing gratiis quite regular (c) amplitude-based sorting ca
still fail to identify the desired phase of motiom (c), the third slice will fail to be reconsttied,

and the resulting 3D volume will have a slice migsi

4DCT image formation

This project utilizes theetrospective spiraimethod withphase-basedorting
exclusively. As described above, retrospectiveasgiDCT is a two step process. First,
data for all phases of motion is collected at eacbnstructed slice location. Then, only
the desired phases of motion are reconstructed thheroversampled sinogram (154). In
order to assure that every phase of motion is caghtat each slice location, the tube must
rotate around the same slice for a minimum of aiebfeath periodyt The pitch p must
be chosen so that this data sufficiency conditiomét, (154)

t/p>t, 2.19
where tis the period of the tube rotation (39). Sinciles a finite amount of time to
acquire a single image(t.e. half a rotation plus fan angle), this timasnbe added to
the right side of Equation 2.19 (39,154,155)

t/ P> to+t. 2.20
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If the detectors move past any slice location keefbe time required for one complete
breath plus image acquisition, a portion of theirasory cycle will be absent from the
sinogram. If such a phase is chosen for reconginyd¢he phase-based sorting algorithm
will fail to reconstruct an image for that slicéd(854,155). A low pitch and many
detector rows for maximum instantaneous longitudinaerage help prevent missing
data (39,154,32). Figure 2.17 illustrates the daftficiency condition. The shaded
region indicates the data contributing to the retaected volume between and z,
which equals the z-extent of a 16 slice detectakbd-or a tube rotation timedqual to
0.5s,t=4s,t=2/3(t) = 0.3 s (i.e. 180data acquisition plus a 6&an angle i$/; of a
complete rotation) the detectors must collect datach slice location for 4.3 s, i.g+tt
(154).

Figure 2.17: lllustration of the data sufficienandition for helical retrospective 4DCT
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Figure caption:(after (154)): The 16 grey linesresent the path of the detectors in the z-direction
with time. The shaded region indicates the datdrituting to the reconstructed volume between
z; and 3, which equals the z-extent of a 16 slice deteoémk. For a 4 s breath period, the data
sufficiency condition dictates that data over 4rsst be collected at each slice location. By the
time the first slice location has seen 4.3 s chdatlection, the last slice has only been

illuminated for 0.3 s, thus another 4 seconds td daquisition are required, totaling 8.3 s to meet
the data sufficiency condition. Note, the shadejiore of data acquisition cannot start at 0 s nor
end right at 8.3 s due to the time needed for #mrg to rotate through the fan angle (154).
Segmentl and segment2 represent data collectked shie respiratory phase for two consecutive
breaths. Since these segments overlap in theeztitin, data from either segment may be used to
reconstruct the phase image for those slices, avarage of both (154).
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The total acquisition time, however, is 8.3 s duéhe time required for the table to
translate; by the time the first slice location bagn illuminated for 4.3 s, the last slice
location has only been illuminated for 0.3 s. Alditional 4 s are needed to insure each
slice sees at least 4.3 s of data collection. d&ta collected beforg and after zdo not
contain all the phases of respiration, but arerstitessary for data sufficiency within the
shaded region.

From Figure 2.17, it is clear that data colledtedh a single slice location may
contain data from more than one breath. With dreath period, the data collected at t =
3 sandt=7s (labeled segment 1 and segmendf&atively) correspond to the same
respiratory period in two consecutive breaths.cSithese two segments overlap in the z-
direction (darker shaded region), either segmenldcee used to reconstruct a slice
within this range, or an average of both (154) sThiersampling at each slice location
exacerbates the heat load on the x-ray tube, anchfmay need to be reduced or the z-
extent of the exam limited to prevent damagingttiee (32).

The respiratory monitoring system is responsibledetecting the breathing
cycles, calculating their periods, defining the gghéunction, and sending tags to the CT
reconstruction algorithm indicating the beginnimgl &nding of each cycle (39,45).
Based on the phase function, the CT reconstrueligorithm determines the temporal
location of the desired phases of motion, and r&ttoats the phase images. Typically,
the respiratory monitoring system tags peak inbalgeak exhale as these phases are the
easiest to identify (39,31). To avoid a time |lagween detection and when the CT
scanner receives the tag, respiratory monitorisgesys require predictive algorithms
that must first learn the breathing pattern. Hilisws anticipation of the beginning of
each breath cycle as well as recognition of irraghteathing. A 100 ms discrepancy has
been reported in the predicted and tagged pealkeipiosition of a phantom with
Varian's Real-Time Position Management (RPM) Regpiy Gating System, possibly
due to an electronic delay between the systemt@n@T scanner (39). Such a delay is
unlikely to affect image quality

Figure 2.18: The phase function definition of plsagephases
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Figure caption: The phase function is a monotohiéatreasing function of time spanning one
complete breath cycle. The phases of motion diratkby dividing the phase function into equal
parts. Here, four phases of motion have been ekfifihe 00 % phase, corresponding to peak
inhale, the 50% phase is peak exhale, and the 26% %% phases are the halfway points between
peak inhale and peak exhale.

% A time delay of 100 ms may be relevant to IGRTMRT.
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Figure 2.19: The breath trace corresponding torEigul7 and a portion of the sinogram

from a slice located in ‘segmentl’
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Figure caption: a.) The recorded respiratory tiwe phase function corresponding to the
acquisition depicted in Figure 2.17. The portiénrace collected during the 8.3 s of data
collection is shaded grey. During that time, twd% @hases (i.e. peak exhales) were recorded,
corresponding to ‘segmentl’ (black marker) andrsegt2’ (white marker) in Figure 2.17. b.) A
portion of the sinogram collected for a singleeslitom ‘segmentl’. The temporal resolution is a
half tube rotation; 180worth of data equates to 0.25 s (with 0.5 s rotatime). Thus, to avoid
temporal overlap, the sinogram can only be choppgetito a limited number cf® == chunks.

Knowledge of the beginning of the CT acquisitiomdsnbined with the
respiratory monitoring signal to select the corpatases of motion for reconstruction
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based on the time stamp on each image (32,154).phase function for each breath
period is a monotonically increasing function ofi¢), typically from peak inhale to peak
inhale. Each desired phase of motion is lineargrpolated from the phase function,
thus, peak exhale is defined at halfway betweendsljacent peak inhales (32,39).
Typically the phases are described as a percenfage period of each cycle (32,155),
thus, if 4 equally spaced phases of motion arensoacted, these would be the 00%,
25%, 50%, and 75% phases (see Figure 2.18). Thepb@se corresponds to the tagged
phase of motion (e.g. peak inhale). The 50% i& pehale, and the 25% & 75% phases
are half way between peak exhale and two consecpgak inhales. The portion of
sinogram corresponding to each desired slice lmeatbntains temporal information
concerning the duration of its acquisition. Thiformation may be based on an absolute
internal clock or relative to the onset of the E&Haisition. For each slice, the temporal
location of the desired phase (from the respirasiggal as determined by the phase
function) is then matched up with the sinogramisgtistamping. That is, the moment in
time where that phase occurs at that slice locagidlagged on the sinogram. The
reconstruction algorithm then selects 80data on either side of the flag to reconstruct
the phase image (32,39,155). See Figure 2.1% allows any arbitrary phase or
number of phases to be reconstructed from the slahag(155). Also, the sinogram data
can be accessed again indefinitely to reconstifetreint phases of motion (38,39). The
number of phases that can be reconstructed agke siice location are limitless, yet if

no temporal overlap is desired, the number of tealjyodistinct phases is dictated by the
speed of the x-ray tube’s rotation (39). The terapesolution corresponds to one half
the tube rotation, i.e. 180f the sinogram data (154).

As mentioned earlier, phase-based sorting is ptibeto stepladder artifacts
resulting from slope, period, and amplitude vaoiagi in the respiratory signal (155). It is
important to realize that the respiratory monitgreystem only recognizes a single phase
of motion, typically peak inhale. This is the oplyase that is based on thee phase of
the respiratory signal; all other phases of mosisminterpolated from this single phase.
Therefore, it is wise to retain access to therigbiratory signal, so that the phase
function and/or phase flags can be retrospectivedglified prior to any reconstruction.
This helps to insure that every phase of motiac@urately identified and that the
resulting volume is free of stepladder artifact8)(3

A single image may be formed by averaging the detpired from two
contiguous breaths. If these two breaths aredwttical, blurring or ghosting similar to
that shown in Figure 2.20 results (154). This imydwpwever, was produced from a
phantom moving with perfect periodicity. The reappry monitoring system requires
time to learn the respiratory pattern, and in tégance, CT acquisition began before the
learning period was complete —adjacent breaths a&signed different periods. The
resulting phase function inadvertently selectedigos of sinogram from two different
phases for reconstruction. Thus, not only is ppanant that the patient’s breathing be as
periodic as possible, but also that the respiratwopitoring system be given adequate
time to learn the respiratory pattern. Such an enaden placed in the 3D volume,
would result in a stepladder artifact. Stepladdéfacts result from the incorrect
classification of phase between two adjacent bse@h); they occur when adjacent
breaths are out of phase (39,157), or they cosld la¢ due to insufficient time for the
monitoring system to learn the breathing pattérhis type of artifact is most noticeable
where the amplitude of motion is the greatest, sischear the diaphragm (157).
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Figure 2.20: Image ghosting due to the incorreasgification of phases in adjacent
breaths

Figure caption: A single slice of the 4DCT phasage constructed from two breaths. The
motion imparted to the sphere was periodic, thestiwvo adjacent breaths should have had the
same period and amplitude. Yet the Bellows resmiyatnonitoring system was not given
sufficient time to learn the phantom’s true periadd so incorrectly assigned the phase function
for the two breaths. The contributions from eadath do not appear to be equally weighted.

Since respiration is not purely periodic, but goesl by metabolically driven
involuntary responses as well as the patient’s stfipladder artifacts are common in
patient data. Being startled by the beginninchef€T acquisition can cause the patient
to catch their breath; excitement or relaxatiorirduthe acquisition can progressively
guicken or slow successive respiratory cycles;eddé can be difficult to attain
sufficiently regular breathing from many patiert§,{,46,113). Even if regular
breathing is attained, the relative amplitude spimation/expiration can drift slowly
during the acquisition; this is known as baselin# (16,111). Various technigues to
improve the regularity of the patient’s respiratiorcluding audio, audiovisual, or just
visual coaching (45,31,30), have been shown toongthe quality of the 4DCT
(39,30,158,46,89).

Chapter 3: Quantitative Measurements of Geometric Acuracy

ADCT Technology

Philips recognizes only the Philips Bellows andigfa RPM respiratory
monitoring systems, and is capable of performiragpective axial, prospective spiral,
and retrospective spiral 4DCT (31p13-1). It is tbgpiratory monitoring system’s
responsibility to detect the breathing patternntig the phases of respiration, and in the
case of the RPM system, measure the amplitude témoPhilips requires that the
method of respiratory monitoring be chosen priamage acquisitions (31p13-4).
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Bellows

The Bellows system (Philips Medical Systems, Olawve OH) is a pressure
transducer that looks like a rubber belt. It plige the CT gantry and, when wrapped
around a patients chest or abdomen, generatesthimge signal correlated to lung
volume (31,38). Figure 3.1 shows the Philips/Befiaonfiguration. For prospective
acquisitions, there is choice of gating the tubemwd inhale, end exhale, or a user defined
phase (ranging between 0 and 1, where 0 is thagwesalley and 1 is the average peak
height of the respiratory trace) (31p14-4). FigBu2shows a screen shot of the Bellows
respiratory trace as seen on the Philips workstatitf either prospective method is
chosen, Philips must first learn the relative atapks of the breath trace, a process
spanning several breaths. There is no provisiomtbicating to the user when it has
accomplished this task, so patience is requirdte Bellows system cannot measure
motion amplitude nor can it amplitude sort; the fimges depicted in the waveform of
the respiratory trace correlate to tidal lung voduntHowever, when the internal pressure
of the Bellows is normalized to the tidal volumetioé lungs recorded using a spirometer,
White et al. claim that the Bellows system is cd@alb quantitative measurements (159).
The breath phases are marked in percent of reigpifabm peak-to-peak (31p13-2) .
For retrospective scans, the user must indicatréeicquisition the desired phases to be
reconstructed, up to 10 (31p13-4). Once acquisiscomplete, any number of phases
of motion may be reconstructed off line from ther idata (31p13-21).

Figure 3.1: Philips Bellows system
Philips
workstation

Philips /
scanner

Figure caption: The Philips Bellows plugs diredtijo the gantry. The signal it generates is
transmitted to the Philips workstation over the sdrard line connecting the CT scanner to the
workstation.

With the respiratory trace, one can rescale the fixis, observe the location of
the desired phases and move them, as well asveettieir statistics. It is possible to
record a respiratory cycle without acquiring imaigéa (31p13-6). Breath statistics are
available off-line; these include the scan lentite,number of breath cycles recorded, the
breath rate in breaths per minute (bpm), and tla¢ive amplitude data. The amplitude is
expressed in terms of % phase—the average endegghase, for example could be 49%
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and the average end inhale, 99 %. The range ofded amplitudes is also available
(31p11-13).

Figure 3.2: Philips workstation screen shot ofspimatory signal

BR:17 bpm

Scan details

tean BR: 17
1 i

Figure caption: The Philips workstation displaytioé respiratory trace collected with Bellows.
This trace is artificially generated. The greeapitadicates placement of the 60% phase.

RPM

The Real time Position Management system (Variadibhal Systems, Palo Alto,
CA, USA) is designed for use with CT, PET, MRI,dtoscopy video segment, in-room
portal vision and onboard kV imagers (45p7), ad agkreatment machines. The system
uses the motion of the chest wall or abdomen asragate for the respiratory induced
motion of the target and surrounding anatomy (4587, It captures the amplitude and
phase of each breath in real time (32) by trackimgarker block placed on the patient’s
skin. The block is constructed of light weightgile and has two small circular reflective
markers. A video camera imbedded in a ring ofaired lights (See Figure 3.3) monitors
the block at 30 frames/s. The IR light reflectéfcttoe block appears in the video signal
sent by the camera to the RPM Respiratory Gatirsgefy software (version 1.7)
installed on a Varian RPM workstation (45p9). Elyetem is capable of tracking 6 - 25
breaths per minute (45). Figure 3.4 shows the Ripdtem with the Philips scanner.

Figure 3.3: RPM Camera

camera

IR light
source

Figure caption: The RPM camera consists of an Hitige charged couple device (CCD)
tracking camera surrounded by rings of IR sourd&p9)
Figure 3.4: The RPM system
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Figure caption: The RPM camera is physically cotertto the RPM workstation, which receives
the video signals and converts them into a respiyavaveform. The RPM workstation sends
synchronizing pulses to the Philips scanner thraughrdwire connection to the Philips
workstation.

The RPM software translates the video images imgsgiratory waveform (50)
by sensing end exhale (45p21). Only motion perioeiat to the surface vector of the
camera face is recognized (21). However, a mghisticated software package is
available to track a six dot marker block (RPM Regtpry Gating System version 1.7),
and is capable of recognizing motion in any dim@gttbut this software has not yet been
installed at The Cross. Once installed, the sbnaarker block software will still
recognize the two dot marker block, but will onlgak it in 1D (45p11).

Positioning of the marker block depends on thattnent prescription and the
patient’s physique (45p10) —often it is chosenrtmpce the best (i.e. maximum or most
reproducible) signal (45p10, 160). The suggestedtion is midway between xyphoid
and ambilicus (45p10) (i.e. halfway between bashekternum and the belly button)
(see Figure 3.4), a position often correspondingaximum abdominal movement (161).
The RPM system is limited by the patient’s abitityproduce a detectable and reliable
respiratory signal (46, 45p11). It should be ndted the location of the marker block
may be removed from the region of interest (16@) that shifts in both the physical and
phase relationship between the marker and thetthaye been observed
(21,162,129,88,24).
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Figure 3.4: Recommended marker block position

xiphoid <R

[ ] marker block

umbilicu

Figure caption: Placement of the marker block igallg chosen to provide the best signal. The
recommended starting point for determining thisropt location is midway between the base of
the sternum (xiphoid) and the belly button (umbisiz along the midline of the body.

Unlike the Bellows respiratory tracking systermre B®PM system is designed for
guantitative measurement, down to 0.1 mm accufgmpperly calibrated (45p17).
Calibration is usually performed at installationdgdhe RPM system comes equipped
with calibration checking software. Calibratiomist necessary with the two dot marker
block for just qualitative tracking of the respomat phases (like the Bellows system).
However, if the six dot marker block is utilizedetcamera must be calibrated to
establish the required coordinate system for ang kf tracking (45p11). The camera
will be unable to track either marker block withmeother sufficiently reflective object
in the room (e.g. the patient’s watch, or refleetpatterns on the patient’s clothes)
(45p4). If the camera is already tracking whentlagoreflective object enters its field of
vision, however, the system should be able to naetunless this object breaks the line
of sight between the camera and the block (4584 disruption in the video signal,
whether mechanical, electrical, or just someongstg in front of the camera will stop
the tracking (45p19).

Since the camera should remain in a fixed relakignt® the marker block during
CT acquisition, the camera is mounted on the pelied, moving, as the block moves,
with the table. Because of the 1D tracking linidatof the two dot marker block, the
RPM system has difficulty detecting SI motion. Rawstion of 1 cm amplitude in the Sl
direction, the stand of the camera must be telestapits maximum height to capture
the motion (See Figure 3.6). However, the systerm simply unable to detect 0.5 cm
amplitude SI motion without removing the cameranfrihe patient table and placing it at
a higher vantage. Removing the camera from thehmaever, creates a baseline drift in
the respiratory signal; as the bed moves througtbthe of the CT, the block moves
away form the camera. Figure 3.7 shows what suzdsaline drift looks like on the
Varian workstation.
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Figure 3.6: The RPM system detecting SI motion.

RPM
camera

RN motion seen
T~ Tm--.__ bycamera

block
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Figure caption: With the two marker block, the caangees AP motion only. Thus, the actual Sl
motion is only detected by the reflector's apparantion parallel to the face of the camera.

In the treatment room, where the target is fixed@tenter relative to the entire room,
the vantage of the RPM camera could be alteregtimize the signal. During both
treatment and imaging, the marker block should nbgemoved, since the relationship
between the surrogate and the target must be riregdta

Figure 3.7: RPM—baseline drift

-

1 1 1 1 1 1 1 1 1 1 1 1 1 1
Figure caption: A respiratory trace from the RPMi#pation GUI. The red portions of the trace
indicate that the RPM system has detected abndyraathing and is unable to gate, while the
black means the trace is behaving as expected ®5d3e rectangles at the bottom show the
potential gating windows, however, the system malt allow gating unless the entire trace is
black. Here, the camera is placed on a statioteaty and as the patient table moves away from
the camera, the signal of the retreating markerki® perceived as a drifting of the mean position
of the marker.

The RPM system software creates the phase funftbanthe respiratory signal
(45p8), and sends synchronizing pulses to thefhiicanner over a hardwire connection
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between the RPM and Philips workstations (45p3Hese pulses may be initiated at end
inhale, end exhale, or a user defined phase (45p&Ren these signals are used to gate
the CT tube for prospective acquisitions (45p83, fthises themselves or the timestamp
of the beginning and ending of the acquisition rbaysed to temporally correlate the
phase images; thus, the RPM system also captute$rde the scanner over the same
hardwire connection (45p37).

Whether doing a prospective or retrospective aitipm, the respiratory signal
must be sent to the Philips workstation for recantsion. In addition to the waveform
itself, the exported RPM respiratory trace contdlimsphase information and time stamps
(45p8). Transfer of the respiratory trace is i@ computer network, although a
removable storage device may also be used (45(34¢ option of automatic export of
the respiratory trace is not selected, the respiydtace must be manually exported to
the folder where the Philips system may retrieywitr to image reconstruction. If
Philips does not receive the respiratory tracejlitphase sort and reconstruct the images
using the synchronizing pulses (see Figure 3.Baure 3.8b shows a true RPM breath
trace as displayed by the Philips system. Oncee@ratory data is transferred to the
Philips workstation, the same manipulations aréla@ie as for the Bellows signal
(31,45).

Figure 3.8: The RPM respiratory trace received bigs: synch pulses or waveform
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Figure caption: The RPM respiratory traces as shomvthe Philips workstation. Top: Without
exporting the RPM file properly, the respiratorgrsil received from the RPM system is just the
synchronizing pulses sent by the RPM system t&thacanner for gating the x-ray tube. Bottom:
With the file transferred to the proper folder fick up, Philips receives the actual breath trace.

The RPM system is also designed to gate radiatgatment beams. It monitors
the consistency of the respiratory pattern, anlkeforeathing becomes too irregular,
RPM will cease to send synchronizing/gating pulsBse user withesses this monitoring
on the Varian RPM workstation by observing a bablaé boxes in the upper left hand
corner of the RPM session GUI. See Figure 3.9.
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Figure 3.9: RPM Workstation: breath regularity
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Figure caption: The full RPM workstation GUI; pritar recording the breath trace, the RPM
system must first learn the patient’s breathinggmat A row of blue boxes in the upper left hand
corner of the GUI indicates to the user when th&IRlystem has recognized that the breathing is
regular enough to record the trace and gate thm Isagely. (The Bellows system does not provide
such indications, and allows the x-ray beam taubeed on before it has learned the breathing
pattern.) Also shown are the basic componentseoRIAM GUI. Many of these components are
not activated in this image as the RPM system babegun recording the breath signal.
Recording should not commence until the numbelwd# boxes has reduced to 5 or less.

A full row of 10 boxes indicates that a new breaghiod has been measured and/or that
the system is adjusting to a new range of motibime RPM software assumes periodicity
and monitors the variation between the currentthraad previous breaths. The number
of boxes reduces as the software perceives théhbrgdbecoming more consistent.
Anything under 5 boxes indicates the system consitle breathing periodic (45p16-17).
It is possible to adjust RPM sensitivity to vamas in the breath pattern by specifying its
normal breathing predictive filte45p17). The filter is based on a percentagelaiityi

to past breaths —the synchronizing/gating pulsessifahe current breath does not meet
the expected percent similarity, such that a vafue00 % means every breath must be
identical to all past breaths in order to proceed] a value of 0 % essentially disables the
filter (45p18).

If phase correlation between the marker and th¥ @GTrequired for a specific
treatment option, this relationship must be deteedi and monitored, as phase
differences between marker and GTV can occur batha-i and inter-fractionally
(21,2,129,88,24). The RPM software also providetimand adjustable video coaching
(45p24).
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Methods of Quantitative Measurement

Patient data is not appropriate for quantitatieasurements since the absolute
size, shape, and location of a tumor are indeteabhn(2). Instead, a mechanical
phantom is used to impart clinically relevant motto acrylic spheres during 4DCT
acquisition. The measured size, shape, and pogifithese spheres in each phase image
are compared to their true size, shape, and positio

The Motion Phantom

The phantom used to move the acrylic spheregialda of motion in the SI, AP,
and LR directions. Electrically driven circulamea with center offsets provide smooth
sinusoidal motion in each orthogonal direction.e Bpecific motions produced by the
phantom are z = -&os(t) for the Sl direction only, x =y = -8os¢t) for AP-LR
motion, and x =y = z = -&os(t) for the SI-AP-LR motion, where As the offset of
the cams. Each of these motions produces a ltrea@slation path. Three sets of cams
enable amplitudes of 0.5 cm, 1.0 cm, and 1.5 ceagh of the three orthogonal
directions. Close adherence to this intended masi@ssured by the mechanically robust
construction of the phantom. Figure 3.10 showshammatic of the phantom, and Figure
3.11 is a digital photograph of the phantom sebmhe patient couch of the Philips CT
scanner.

Figure 3.10: Phantom Schematic
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Figure caption: The specific motions produced eypghantom are z = 8osx) for the Si
direction only, x = y = -Acos(ut) for the AP — LR combined motion, and x = y =zA,cos(x)
for the SI-AP-LR motion. Here, As the offset of the cams (i.e. 0.5 cm, 1.0 cnd, &% cm).
Each of these motions produces a linear translatibh.
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Figure 3.11: The phantom

imaging
platform

AP cam

Figure caption: The acrylic spheres rest on thegintaplatform. The platform is capable of
movement in the SI, AP, and LR directions via aleatly driven cams.

Figure 3.12: Bellows experiment setup

acrylic reference object
acrylic sphere

Bellows strap

Figure captionThe Bellows strap is not wrapped around the pharatsihwould be for a patient
because tension in the elastic Bellows could imfigethe phantom’s motion. Instead, the Bellows
are suspended from the center of the motion phatfwith the other end attached to the patient
couch. Care was taken to stretch the Bellows tilnmim amount necessary to adequately
acquire the signal.
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Figure 3.13: RPM experiment setup

>RPM
| camera

Figure caption: The marker block is set atop tletiom platform and the camera is mounted at the
end of the patient bed. The lightness of the jadix and the remote detection of the reflectors
does not interfere with the phantom’s motion.

Acrylic spheres of 1, 3 and 5 cm diameters (regorésg a small, medium, and
large tumor, respectively (16)) are imaged whildaengoing motion in the following
directions: Sl direction only, AP-LR combined, &BdAP-LR combined. All three
amplitudes of motion are utilized. A stationarference object (i.e. an acrylic cylinder 3
cm in diameter) placed within the field of view amehr the moving sphere is used to aid
in segmentation. A variable transformer controkspieriod of motion, which is confined
to 3.6 to 4.0 s (equating to 15 to 17 bpm). Hamtmutation of sphere size, amplitude of
motion, and type of motion are imaged using bo&hRhilips Bellows and Varian RPM
respiratory monitoring systems. Figures 3.12 aid@ are digital photographs of the
complete experimental set up with the Bellows aRPl/Respiratory monitoring systems,
respectively.

Imaging Protocols

The imaging protocols used are clinical standévdshoracic CT scans. The
helical-retrospective 4DCT protocols along withgador standard clinical 3DCT scans
are given in Table 3.1. The default of 10 phagesaiion (i.e. 00% through 90%) are
reconstructed per 4DCT acquisition. Thus, for eRRT acquisition, 10 spatially and
temporally distinct 3D volumes are reconstructed.
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Table 3.1: Philips protocols for 3DCT and 4DCT #mmc acquisitions

protocol Static (3DCT) Pulmo (4DCT)
Filter type B B

Scan type Helical Helical

FOvV 400 mm 400 mm

Slice thickness 2 mm 2 mm

Tube potential 120 kVp 120 kVp
Reconstruction 180 180

Detector collimation| 16 x 1.5 mm 16 x 1.5 mm
Voxel size 0.78 x 0.78 x 2.00 mi 0.78 x 0.78 x 2.00 mm
Exposure/ detector | 400 mAs 401 mAs

Pitch 0.688 0.081

Tube current 275 mA 65 mA
Rotation speed 1ls 0.5s

Table caption: The protocols specified are theicdil standards for both 3DCT and 4DCT scans.

Metrics of Geometric Evaluation

Each slice of the phase image is converted to@yimage through a
thresholding segmentation algorithm performed inTMAB (version 7.6.0.324, The
MathWorks, Inc.http://mww.mathworks.com/). Various attributestioé binary image
(e.g. centroid, eccentricity, and area) are thex us create the metrics by which the
accuracy of the 4DCT system is analyzed.

Data processing begins by importing into MATLARhalice of the phase
image containing a cross sectional image of thergpfas determined by manual
inspection using ImageJ (version 1.40, http://réb.nih.gov/ij/). The default pixel
values of the imported image matrix are grey séate,approximately 1200. As the
conversion function to Hounsfield units (HU) isdar and the same for all the images
(i.e. from the DICOM header, y = a + bx, where 4624 and b = 1), all image
manipulation is performed using these grayscaleeglreferred to here as pseudo-
Hounsfield units (s-HU). The grayscale image matriconverted to a binary image
matrix using a threshold segmentation algorithnchgaxel value equal to or greater
than a specified threshold is cast to a booleavhile each pixel value below this
threshold is cast to boolean 0.

The threshold applied to each slice of each phmage is chosen from the
segmented diameter of the stationary referencecbagefollows. The 3 cm diameter
acrylic cylinder is located near, but not on thamiom’s moving platform. Beginning
with a threshold of 120 s-HU, each slice of thegm& segmented and the diameter of
the reference object found using the MATLAB funatitSTATS.Majoraxis”, which
returns the major axis of a labeled binary imageumber of pixels. This value is
converted to millimeters and stored in an arrap@lwith the threshold. The threshold is
then increased by 10 s-HU and the process repeatigdhe threshold becomes too large
to segment the reference cylinder as a single tbjEus occurs, typically, around 1000
s-HU. The array is then examined to identify teshold at which the diameter of
segmented reference object equals, as closelysaihf® its true diameter, and this
threshold is then chosen to segment the cros®aattimage of the sphere at that slice
location. This process results in a different myati threshold for each slice of the phase
image; typically, the thresholds used to segmenptiase images range from around 40 -
45 % local contrast of the sphere.
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Various attributes of each phase image are aldected at each threshold which
are then used to create attribute maps, reveadidl attribute’s sensitivity to threshold.
These maps are also used in error calculationsT{s@shold Error-Attribute mapping).
The attributes of these segmented images are datechs from functions found in the
MATLAB imaging toolkit, such as “STATS.Centroid” 6 TATS.Area”, which return,
respectively, the center position and the numbgixafls of a binary image. The various
metrics used to evaluate the accuracy of the 4D@ing system are all derived from
these attributes. These metrics are:

% volume difference:

Using the MATLAB function “STATS.Area”, the numbef pixels contained in
the segmented area of each cross sectional imafe sphere are summed over the
entire phase image, and then converted to unitsnafby multiplication by the volume
of a single voxel (i.e. 0.78 mm x 0.78 mm x 2 mrh.217 mni). This produces the
sphere’s imaged volume. The percent volume difiegebetween the imaged sphere and
the true sphere is then

% volume difference [imaged volume — known volume]/ known volume *100 3.1

Note: absolute value signs are neglected to rétaimature of the discrepancy (i.e. too
large or too small.)

Since multiple spheres are used for each sphezethie “true” volume of each
sphere size is taken from the average radius sphkres of that size. This radius is
determined by acquiring multiple caliper measureére. six measurements, separated
by approximately 30 from three orthogonal planes passing the thrdbglcenter of
each sphere. All the measurements from spherae glame nominal size are averaged
and the “true” volume calculated. The error iis tineasurement is calculated using the
standard deviation of these measurements

The% volume differencis a metric of how well the 4DCT system is able to
capture the true volume of a moving object.

mean eccentricity:

The eccentricity of any given cross sectional iemafjthe sphere, defined here as
the ratio of the distance between the two fociroélipse and the length of its major
axis, is sensitive to residual motion artifactqpezsally for slices near the edges of the
sphere. This sensitivity arises from residual pmo#rtifacts that, when convolved over a
smaller area, may have a greater impact on thelbetape of the imaged cross section
(33). In addition, for spheres undergoing motiatith an SI component, the cross
section seen in the imaging plane changes mordlyagti the edges, generating larger
partial projection artifacts (see Figure 3.14) £33, Thus, rather than select a single cross
sectional image to represent the shape of theeesyiinere, thenean eccentricitpf all
identifiable cross sections is calculated.
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Figure 3.14: Slices of the 3 cm sphere movindi@$I direction

Figure caption: The edge slices show increaseduakimotion artifacts because, for SI motion,
the cross section of the sphere seen in the imadarge changes more quickly at the edges.

Figure 3.15 shows different ways equally spaceating planes may slice
through a sphere. Depending on where the sphepeha to land in relationship to the
slice planes, the eccentricity of the cross seationmages in the first and last slices of the
sphere can vary greatly.
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Figure 3.15: Imaging planes intersecting a sphere
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Figure caption: Medio-lateral view of how equalpaced imaging planes may cut through
different cross sections of the same sphere, dépgmeh the sphere’s location along the z-axis of
the CT scanner.

Figure 3.16 shows plots of the eccentricity vseshamber for each of the 10 phase
images resulting from the 4DCT acquisition of then®d sphere undergoing motions in
the Sl direction only, the combined AP-LR directiand combined SI-AP-LR direction.
Also depicted in each graph is the eccentricitglice number of the 5 cm sphere imaged
while stationary with 3DCT. To produce Figure 3.t& MATLAB function
“STATS.Eccentricity” for a labeled binary imageusts the eccentricity from each
segmented cross sectional image. Despite thebilitsiaof the eccentricity seen in the
first and last slices, phase dependant patterrsaaipr each type of motion. In each
graph, the mean eccentricity of the stationary phemains low compared to its moving
counterparts. For the mobile spheres, eccentiiinieases with distance from the
sphere’s center for all motions and phases. Thlesgnanifest difference between the Si
and AP-LR motions. For SI motion the increasedeceatricity begins much closer to the
sphere’s center for all but the 00% and 50% phageste motion is minimal. The
eccentricities observed with AP-LR motion remailatigely small for the majority of
slice locations and rise dramatically only for #meallest cross sections nearest the edges
of the sphere. When the sphere is moving in edigldirections at once, the eccentricity
vs slice number graphs undulate, as if alterndigtgveen the Sl and AP-LR shaped
graphs. These motion specific patterns exert #uneince over thenean eccentricity
indicating the metric is indeed meaningful.

The mean eccentricity is a metric indicating hoallihe 4DCT system is able to
capture the true shape of a moving object.
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Figure 3.16: Eccentricity vs slice number for 5 sphere undergoing different types of
motion
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eccentricity vs slice: 5 cm sphere: SI-AP-LR motion
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Figure caption: The slice number is the order icksl containing the phase image of the sphere, 1
being the first slice containing a cross sectiomage of the sphere, 2 being the second slice of
the phase image, 3 the third, and so on. Phasgesraf the 5 cm sphere consist of 24 - 26 slices.
a.) For the SI motion, a ‘V’ shape appears fophkses except end inhale (00%) and end exhale
(50%). b.) The eccentricity of the AP-LR motiorlasv for all phases of motion, and c¢.) when the
sphere is moving in all three directions at onbe,dccentricity vs slice graphs undulate, as if
alternating between the Sl and AP-LR shaped graphgese motion specific patterns exert an
influence over the mean eccentricity.

center-to-center distance:

Finding the center of the sphere (x,y,z) in edudsp image entails a different
approach for the transverse coordinates than éaxial coordinate. Within the
Cartesian coordinates of the CT scanner, the zeaxigdinate is given in millimeters,
with an arbitrarily defined reference point basedite scan bed position. Using ImageJ,
the axial coordinate of the sphere’s center zdatied by manually identifying the slice
containing a fiducial marker placed 3 cm from teater of the sphere on the phantom’s
moving platform. Thus, z 52+ 30 mm. For the transverse plane, the MATLAB
function “STATS.Centroid” returns the center of masordinates of the cross sectional
image on the middle slice of the segmented sphEhe. pixel coordinates are then
converted to millimeters to give the center of phase image (x,y,z).

For each 4DCT acquisition, a static 3DCT imageaciguired with the phantom
parked in the 00% phase position (i.e. end inhaléag center of the stationary sphere in
this image (as determined above) provides a knaygitipn on the mechanical path of
the sphere. From this position, the true phasatimes may be determined
mathematically. For ten reconstructed phasesdl, 2, 3, ...10, with a maximum total
displacement o$, the advancemens per phase in any of the three orthogonal direstion
(i.e. x, y, or 2) is given by

dsz%(l—cos(n/S)). 3.2
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Figure 3.17 shows the path of the 5 cm sphere myawnithe SI-AP-LR directions with
an amplitude of 1.5 cm in each of the three ortinagdirections. The calculated center
positions are given as squares and the measurdps$rom the 4DCT phase images
as circles. Thus, theenter to center distander each phase of motidris simply the
distance between the squares (a,bpod the circles (x,y,z)

d =@ -x)"+(0 -y)*+(c -2)*. 3.3

The center-to-center distancis a metric indicating how well the 4DCT systemalsde
track the path of a moving object.

Figure 3.17: Imaged and ideal paths
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Figure caption: The calculated path is shown asuss and the imaged path (i.e. the center
positions of the sphere in each phase image) isslag circles. The only measured data point on
the calculated path is the 00% phase, all othertpaire mathematically derived based off the
mechanical motion of the phantom.

maximum distance to agreement:

Themaximum distance to agreeméetween the segmented volume and the
ideal volume is defined as the point to point diseabetween “like” locations on the
surfaces of the segmented and ideal spheres.istognd by looking at each cross
sectional image of the sphere and finding a paimh(0) on the perimeter of the
segmented area furthest from the sphere’s center)x Anglesp andd, which orient
the point to the center of the segmented sphezehan used to find the “like” point on
the surface of the ideal sphere (e,f,g) (See Figur®). The distance between the points
(m,n,0) and (e,f,g) is determined for each slicthefsegmented sphere (see Figure
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3.19¢), and the largest value is taken asmthgimum distance to agreemémt the entire
volume. If the imaging system were perfect, (m,mould coincide with (e,f,g). Thus,
the maximum distance to agreement is another measimow well the 4DCT system
can localize a moving object. A more in depth desion follows.

First, a binary image of the sphere is creatddATLAB using the threshold
segmentation algorithm described earlier. Theeassrdf the sphere (x,y,z) and its
corresponding ideal sphere (a,b,c) are determisedbave for the center to center
distance. On each slice containing a cross setiimage of the sphere, the location of
the furthest point on the segmented area’s perinfiete the sphere’s center (m,n,0) is
found using the MATLAB function “STATS.Extrema”. his function returns the eight
extrema of a labeled binary image as shown in Ei§ut8.

Figure 3.18: MATLAB Definitions of Extrema

C f ¢ /f

e e
d

Figure caption: This figure illustrates the defimit of extrema/return coordinates of the
MATLAB function “STATS.Extrema” for two differentdbeled binary images: a.) each extremum
is distinct, b.) some extrema points (e.g., topdefl left-top) are identical.

Each set of returned coordinates is examined &rabte which one gives the largest
distanced from the center of the segmented sphere using

d=(Mm-%2+(n-y)>+(0-2?2. % 3.4

Once the point (m,n,0) is located, the angt@eated between this point, the center of the
segmented sphere, and the center of the segmentsisectional area on the slice
containing (m,n,0) is calculated using

J(z-0
=cost ——|. 3.5
¢ ( d j

% Although a calculation of distance between thapgin,n) and the center of the segmented slice
at (x,y) would have sufficed, the distance betwgem,o0) and (x,y,z) reveals the same coordinates
for (m,n,0) while its value is also used to fipd
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Please see Figure 3.19b. The amgteeated by the point, the center of the segmented
area and the y-axis is

6= tan‘l(mj . 36
n

These angles are then applied to the center afigat sphere (a,b,c) to find the “like”
location (e,f,g) on its surface.

If r is the radius of the ideal sphere centered ajcfjafo find the point (e,f,g), the axial
coordinate g is simply

g =c-(rcosp)). 3.7

To locate the transverse axis coordinates (eg)radiud of the ideal cross sectional area
at g must be found

I:1/|r2—(g—c)2|. 3.8

Since the segmented sphere and the ideal spherberiayany orientation with respect to
one another:

e = aHsin®)

f = b +lcosp) {forn<0, 3.9
and

e = a-sin(@)

f = b—lcosp) {forn>0. 3.10

The distance between (m,n,0) and (e,f,g) is th&sulzded (as above fal). This is done
for every slice of the volume. The largest distafar the entire volume is then taken as
the maximum distance to agreement for that phaagem
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Figure caption: a.) The
MATLAB “STATS.Extrema”
function for a labeled binary
image is used to identify the
coordinates of the furthest
point (m,n,o0) from the center
of the segmented sphere
(x,y,2) on each cross sectional
image.

b.) Anglesd andg, which
orient the point (m,n,0) to the
center of the segmented
sphere, are calculated, then
applied to the ideal sphere to
find a point on its surface that
represents the identical
relative location of (m,n,0).

If the imaging system were
perfect, (m,n,0) would
coincide with (e,f,g).

Figure 3.19: Diagram of maximum distance to agregroalculation
a.)
> z
X
v
v Imaged sphere Ideal sphere
b.)
> 7
X
rcosp (a,b,c
v Imaged sphel Ideal spher
y

v
N

(m.n,0

Imaged sphere Ideal sphere

c.) The distance between
(m,n,0) and (e,f,g) is
calculated. The process is
repeated for each slice of the
phase image, and the largest
calculated distance is taken as
themaximum distance to
agreement



69

The coincidence index24):
Thecoincidence indeis the ratio of the intersection of the ideal sphend the
segmented sphere to the union of the two

AnB

, 3.11
AlB

where A is the imaged sphere, and B is the iddaEp(see Figure 3.20). A binary mask
of the ideal sphere is constructed by creatingaulgr mask of radiukfor each slice
location intersecting the ideal sphere (wheeedetermined as above (see Figure 3.19b)
from Equation 3.8 where g is simply the slice lamat For each slice of the 4DCT
phase image, the intersection of the binary segedemage and the binary ideal image is
calculated, then, all the intersections are sumoved all slices containing the imaged
sphere and the binary mask of the ideal sphereetiieethe numerator of the index.
Likewise, the union of the segmented and idealscsestions are calculated and summed
to create the denominator. Ideally, if the imagiggtem works perfectly, the index
equals unity.

Thecoincidence indeis a metric indicating how well the 4DCT systenalide to
capture the size, shape, and position of a movinpeca

Figure 3.20: The coincidence index vs fractionartap

Coincidence index vs fraction overlap
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0 0.2 0.4 0.6 0.8 1
fraction overlap

coincidence index

Figure caption: The relationship between thetifoaal overlap of areas and the coincidence
index is not linear. Insert: A is the imaged sghand B is the ideal sphere. It is irrelevant Wwhic
is which.

Sources of Error

There are three potential sources of error in ea&tnic: resolution error),
threshold errorg), and phantom errogf). For those metrics which are independent of
location within the cartesian coordinates of thes€@nner, only resolution and threshold
errors contribute uncertainties, and these aredanfdguadrature
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error =/(e? +¢e2) . 3.12

For those metrics calculated with respect to aifipdacation within the CT scanner, the
uncertainty introduced by the phantomust be included

error:,/ief+ef+e§j. 3.13

Resolution Error:

All of the data acquired from the 4DCT data seéstaken from binary images
derived by segmenting the data sets using MATLARe attributes of these segmented
images are direct returns from functions founchmimaging toolkit, such as
“STATS.Centroid” or “STATS.Area”. Since the segntexhshape of a 4DCT phase
image is constructed from discrete pixels or voxis resolution error is the uncertainty
in each attribute due to the finite size of theigelp or voxels. The size uncertainties are
therefore propagated through to the metric usedatuate the accuracy of the 4DCT
imaging system.

For eccentricity, an assumption is made that ¢émei-snajor and semi-minor axes
(dmax @anddnin, respectively) bisect one another:

3.14

The error in eccentricity is

Ooin | [ |, (O |
—_— +
dmax dmin dmax

ec(

decc= 3.15

Here, the error contributions of the independerdsueements of the semi-major and
semi-minor axes are added in quadrature. Theussolerror in each of these
measurement&d,,, is half a pixel dimension (i.&, (0.78) = 0.39 mm). The metric of
evaluation ignean eccentricityso the metric’s error due to resolution is sirmply mean
of the eccentricity errors.

With thecenter to center distancthe centroid of the center slice (x,y) is
calculated by center of mass. Since every pixatggned an identical value (i.e. a
weight of boolean 1), this reduces to a simplewdation of the mear andy coordinates
of all the pixels included in the cross sectiomage. For example, the mean
coordinate is

1
Xmeanzﬁzxi . 3.16

With the error in each x coordinate beigof a pixel dimension, the error in this
calculation is als&, of a pixel dimension (i.e. 0.39 mm). The unceain the z-axis
coordinate ig/, slice thickness (i.e. + 1 mm). Since thenter to center distands
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calculated between two points with identical reBoluuncertainties, the error introduced
by resolution in theenter to center distands

(a- X)|(v20a) +|(b - y)|(v20b) +|(c - 2)|(~/29¢)

ccd

dced = | 3.17

For the maximum distance to agreement, the unogrtian pixel size affects the
true location of the extrema to's of a pixel. Propagation of this error through the
calculation steps to find the like point on thealdsphere (i.e. Equations 3.5 - 3.10) has a
tendency to “blow up” due to multiple divisions &yall numbers arising from the
trigometric functions. Thus, the resolution unaity in locating the extremum point
(m,n,0) is simply translated directly to the unagty of the like point (e,f,g), with the
error in the distance between the two points being

|(m-e)|(v20m) +|(n - )|(v20n) + (0 - g)|(v/200)

distmax

ddistmax= 3.18

The error introduced into the coincidence inde& tturesolution uncertainty is
found by moving the location of the ideal spherermm in the z-direction and
calculating the index, then the ideal sphere isedoxl mm in the z-direction and the
index is calculated again. This procedure is pdormed by moving the ideal sphere
0.39 mm up and down in the x and y directionshaalgh the error introduced by this in-
plane maneuvering does not significantly affectttiial error. The error due to resolution
is then taken as plus or minus one half of theegxérindex values.

With the % volume difference, the measured volwinigne sphere is acquired by
counting up all the voxels included in the segmeéiirieage of the spherbl, and
multiplying this number by the dimensions of a #ngpxel. When voxels are used to
make distance measurements, the location of amy pithin the voxel is uncertain.
However, the location of any point, and indeed,|tivation of the voxels themselves is
inconsequential in the calculation of volume ocedgby all the voxels included in the
segmented phase image. This is because the valiareoxel is a known mathematical
construction. Therefore, there is no resolutiooreim this measurement of volume. The
only question is whether any given voxel is incldide the segmented image or is not
included, and this is a thresholding issue.

Threshold Error —Attribute Mapping:

Since the segmented shape and volume of a 4DC3epheage are sensitive to
thresholding, the error contribution due to thrddimg for each attribute as well as the
metrics utilizing these attributes are calculatgartapping each attribute’s response to
threshold.

To find the error in a given attribute with resptecthreshold, first, select slices
of the image (see below) are segmented with a rahtigesholds. Beginning with 120
s-HU and incrementing by 10 s-HU, the slices agesmted until the threshold becomes
too high to segment the sphere as a single obkemteach threshold, the attribute and
percent local contrast of the sphere are graphecete a map of the value of each
attribute as a function threshold. Next, the latiie’'s maximum and minimum values
within the small range of thresholds actually usedegment the 4DCT image (e.g. ~ 40
- 45% local contrast) are found. The error forheattribute is taken to be the difference
in these values divided by two (i.e. £ (max- min)/2
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The slices selected for attribute mapping arditheslice (or edge slice) of the
sphere, the slice in the middle of the sphere thadlice halfway between the center and
the edge of the sphere. The attribute of eccéytriaries greatly depending on which
slice is mapped due to motion artifacts and pavtilime effects. For this attribute, the
error is calculated from the attribute map of theeshalfway between the edge and the
center slices of the segmented sphere, as thésislibe most representative of the entire
sphere. It should also be noted that for manhefittributes, the response to
thresholding on this slice is quite similar to tbathe center slice. The error in the
sphere’s center position is, of course, taken filmenattribute map of the center slice. For
the attribute of volume, the entire sphere is segattand the cross sectional areas from
all the slices are summed to create the attribate of volume as a function of threshold;
the error in volume is then calculated as above.

For the maximum distance to agreement, threshpleliror is determined in a
similar fashion. In order to avoid the error pagption issues mentioned earlier (i.e.
finding the threshold uncertainty in the extreman(m), then propagating this uncertainty
through Equations 3.5 -3.10), a slightly differtattk is adopted. The entire sphere is
segmented to one threshold and the distance tanmaxiagreement is calculated. This
is done repeatedly over the specific range of tiolels used to segment that phase image
for the metric measurements (i.e. typically 40 94Bcal contrast). The error in
maximum distance to agreement due to thresholditigein just the range of these
distances divided in half (i.e. again, £ (max- ) This approach is also employed for
the coincidence index —the center index is caledlatith the sphere segmented to a
single threshold, and this is done repeated fdhalthresholds used in the metric
measurement. The error due to threshold is againthe difference in the two extreme
values divided in half.

Phantom error:

For those metrics which are calculated againskatetion of the ideal sphere
(i.e.center to center distancmaximum distance to agreemead thecoincidence
indeXy, some error is introduced by the phantom’s irlghiib place the sphere exactly at
the correct phase location as determined by th@re¢sry monitoring system. The error
in the dynamic phase positions of the phantom stimated for each set of cams by
calculating the distance between the center positid a sphere imaged with 3DCT
while the phantom is parked at each of the 10 pluasgions (i.e. manually cranked to
each phase position, creating a step-and-shoot pimagie) and the ideal position of each
phase calculated from the mechanical motion optit@ntom. This calculation is
identical to thecenter to center distangaetric, producing a distance of discrepancy
between the true position of the phantom and ppssed position for each of the ten
phase locations.

These measurements utilized the 5 cm sphere aéimek than determine this
error for each specific type of motion (i.e. SI,-AR, and SI-AP-LR), just the SI-AP-LR
motion is chosen, as the dynamic interplay oftadl phantom’s moving components
should induce maximum variability. Figure 3.21whdhe step-and-shoot phase
positions (circles) compared to the calculated pathe phantom (squares) for the 1.0
cm cams.

The distance between the measured phase locdigns) and the ideal phase
positions (a,b,¢)s simply

P =4(@-x)2+( - )2 +(c —2)?. 3.19
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Figure 3.21: The step-and-shoot data for the 1@mscand the ideal path of the phantom
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Figure caption: The step-and-shoot path is showsirekes and the ideal path with squares. All

points on the ideal path are mathematically catedl®ased on the mechanical motion of the
phantom in reference to the measured 00% phasé poin

Errors in this calculation are due to locating ¢eaters of the ideal and imaged spheres
due to resolution and thresholding (just as disstiszrlier for theenter to center
distancg. However, there is a third source of error iis theasurement: the uncertainty
arising from differences in phase position betwaben the phantom is parked and when
it is in motion. The error arising from the dynarphantone, is estimated by measuring
the mean orthogonal distance between the stepfawt-path of the phantom and its
dynamic path. Figure 3.22 shows the orthogonabgréphic projections (i.e. AP (the xz
plane) and LR (the zy plane)) of the path produeitd all three 0.5 cm cams working
together (i.e. SI-AP-LR motion). Small radio-opaquarkers are placed on the
phantom’s imaging platform, and, with the phantanmiotion, radiographs are taken
with the x-ray capabilities of an Oldelft Simulix@®Iradiotherapy simulator (Oldeft Corp
of America, Fairfax, VA, USA) using a technigue4df kVp and 63 mA for a duration of
6.3 s, sufficient time to capture in excess of complete period of motion. The images
are recorded using Agfa CR RT 1.0 (low dose) coegbuadiography imaging plates
(Agfa Corporation, Ridgefield Park, NJ, USA). FiguB.23 shows 10 locations along the
path traced out by the moving phantom in the ominadjradiographs (squares) plotted
with the 10 phase locations of the step-and-shatat fibr the 1 cm cams (circles).
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Figure 3.22: Orthogonal radiographs of the phansombtion in the in the SI-AP-LR
direction

Figure caption: Radiograph of two fiducial markersthe moving platform of the phantom. a.)
AP (xz plane (coronal view)), b.) LR (zy plane (ri@diew)). The lengths of these paths appear
to differ only due to differences in magnificatiohdagnification factors necessary for a
quantitative analysis of the radiographic imagesdatained by measuring the total displacement
of the motion platform in each dimension with al djauge accurate to £ 0.01 mm (Mitutoyo
Corporation, Mississauga, Ontario, Canada ).

Figure 3.23: Step-and-shoot data plotted with saiaken from the orthogonal
radiographs of the moving phantom: 1 cm cams.
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Figure caption: The squares are data points fr@mwadiograph of the moving phantom, and the
circles are the step and shoot data. The erphamtom motion arising from discrepancies in
phase positions between when the phantom is patedvhen it is in motion are estimated by the
average distance between these two lines, meastttexjonal to the radiograph trace
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The total error in phantom motion is then
e =p*V(e’+e’+en), 3.20

but is simply taken as+ V(e?+ e + e,?) to overestimate the error introduced by the
phantom.

For thecenter to center distan@nddistance to maximum agreememetrics,
this error is added in quadrature with the resotuéind threshold errors. For the
coincidence indexhe error due to phantom uncertainty is foundrimying the location
of the ideal sphere, in the direction of the imaged sphere’s centraid ealculating the
index, then the ideal sphere is moegdway from the imaged sphere and the index is
calculated again. The error due to phantom masidinen taken as plus or minus one
half of these values. This error is then addegliadrature to theoincidence indeég
resolution and thresholding errors.

Results of Quantitative Measurement

The full set of data for all three spheres undexgall types of motion using
both respiratory monitoring systems, not including static reference scans, comes to
540 images (i.e. 3D volumes). The RPM system wablke to detect the SI motion with
the 0.5 cm cams, reducing the number of acquiradssto 510. In addition, due to
mechanical failure of the phantom, acquisition atiedfor the 3 & 5 cm spheres moving
in the SI-AP-LR direction using the 1.5 cm camdwiite RPM system was abandoned,
bringing the total number of inspected images dtw#90. This should not cause
concern, however, since acquisition with both thiis’ and Varian’s respiratory
monitoring systems is redundant.

Phantom Error

Estimates of the error introduced by the motioartbm are calculated from
step-and-shoot measurements of the 5 cm spheregaiig motion in the SI-AP-LR
directions.

Table 3.2 : Distance between the step and shoathenchlculated phase positions

distance from ideal positigm(mm)
0.5 cm cams 1.0 cm cams 1.5 cm cams

00% 0.03 +0.77 0.06 +0.59 0.01 +0.56
10% 0.04 +1.6 0.26 +0.99 0.46 +1.52
20% 0.38 £1.43 0.35+0.93 0.58 £ 1.1

30% 0.55 + 1.28 0.34 +0.97 0.42 +1.p8
40% 0.57 +0.70 0.37 +0.91 0.15 + 2.5
50% 0.58 £0.72 0.29 £0.7)7 0.78 £1.68
60% 0.63 +0.71 0.62 +0.86 0.30 + 1.0
70% 0.24 +2.42 0.61 +0.88 0.66 +1.42
80% 0.14 £+ 3.00 0.48 £0.90 0.85+1.)79
90% 0.37 +0.79 0.38 +0.91 0.64 +1.p1

Table captions: Errors are due to uncertaintieisnaging the stationary sphere (i.e. thresholding
and resolution errors). The largest errors arismfsignificant discrepancies in the z-axis directio
(i.e. when the center of the segmented sphereeirstétp-and-shoot phase image is on a different
slice than the calculated location.)
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The distance between the measured phase locatmmstlie step-and-shoot data and the
ideal phase positions based on the mechanical mofithe phantom are given in Table

3.2. Additional error in this measurement arisesmf discrepancies between phase
positions when the phantom is stationary and whenin motion. For each of the three

cam sizes, the mean distance of all ten step-aodtgbhase positions from the path

traced out by the moving phantom in orthogonalagidiphs is given in Table 3.3. Table

3.4 gives the total phantom ergrfor each phase of motion for each cam size.

Table 3.3: The mean distance between the stepfamt-data and the dynamic path of
the phantom taken from the orthogonal radiographs

motion errore, (mm)
0.5cm camg 1.0 cm camg 1.5 cm cams
distance (mm 0.55 0.43 0.68

Table caption: Errors arising from the differenoephase positions between the stationary step-
and-shoot images and the moving phantom. For.ther@ cams, the largest difference occurs
near the 20 and 90 % phases. For the 1 cm camitdatthe 20% and 50% phases. With the 1.5
cm cams, the largest distance corresponds to teBses.

Table 3.4: The error introduced by the phantomefach phase of motion for each cam
size

& (mm)

0.5cm 1.0cm 1.5cm

cams cams cams
00% 0.97 0.78 0.89
10% 1.73 1.34 2.12
20% 1.91 1.37 1.93
30% 1.94 1.40Q 1.87
40% 1.46 1.37 2.89
50% 1.48 1.17 2.59
60% 1.53 1.58 2.13
70% 2.71 1.59 2.24
80% 3.19 1.48 2.76
90% 1.33 1.39 2.03

Table captions: The total phantom error for eachsplof motion and each cam size are the values
from Table 3.2 plus the errors. For the 0.5 cmgaihe greatest phantom error occurs in the 80%
phase, and for the 1 cm cams, the 20% and 50%thavargest phantom errors. For the 1.5 cm
cams, it is the 40% and 70% phases.

Catalogue of Artifacts

It is not the intention of this study to directlyantify the artifacts of 4DCT,
however, some introduction to the artifacts seghdéndata is warranted. Recall the
functional parameters of motion artifacts for anpdike object when motion is
constrained to the imaging plane:

R —the radius of the tube’s rotation

r — the amplitude of the sphere’s oscillation

o —the rotational frequency of the tube (i.e/t2wheret = 0.5 s)

®, —the initial acquisition angle of the tube

o; — the frequency of the object’s oscillation
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{ —the initial phase of the object’s motion
In this experiment, Ry, andw, are fixed,®, and{ are random, and only r is a controlled
variable (i.e. the different cam sizes). Sincefthquency of oscillation remains fixed,
increasing r essentially increases the object'sépad, thus, the small portion of its
amplitude captured by the image acquisition. Olslyg the spheres are not point-like,
and their size will affect the relative severitytbé residual motion artifacts. In-plane
and transverse plane motions produce distinctitifaets, however, the path of the
phantom fixes the relationship of these motionkusl the resulting menagerie of
possible shapes is constrained with respect to glegieral shape, but not in orientation
(which is a function ofb,). The following examples are all fast phasesrdkem 1.5
cm cam data sets, and are windowed and leveleddunty.

In pseudo-Housefield units, the density of théstrylic spheres is about 1150
s-HU, empty space is around 25 s-HU, and the Sigirafblocks on which the spheres
and the reference object sit are about 50 s-HJurEs 3.24, 3.25, and 3.26 are slices
through the 1, 3, and 5 cm spheres, respectivaggéed while undergoing SI motion
only. The partial projections resulting from theangjes in cross section seen in the
imaging plane create this distinctive pinwheelfacti. In all three figures, the spiraling-
out of density is greatest for slices near the eddke spheres where the cross section
changes the quickest (2). As labeled in Figur24,3.25, and 3.26, the density of each
arm of the pinwheel is the same, reflecting theragtny of the objects. The center slice
of the 1 cm sphere (Figure 3.24) is much blurti@ntthose of the 3 and 5 cm spheres
(Figures 3.25 and 3.26, respectively). This is tude extent of motion captured in the
phase image, which although the same for each spisdarger compared to the diameter
of the 1 cm sphere.

Figure 3.24: 1 cm sphere undergoing motion in théirgction (Bellows 80% phase, 1.5
cm cams)

240 s-HU

110 s-HU

. . 110 s-HU *

240 s-HU

Figure caption: Slices through the 1 cm sphere rguileg SI motion imaged with 4DCT. The
density of the pinwheel artifacts are symmetricause the object is symmetric.
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Figure 3.25: 3 cm sphere undergoing motion in thdiréction (RPM 30% phase, 1.5 cm
cams)

Figure caption: Slices through the 3 cm sphere iguileg SI motion imaged with 4DCT. The
severity of the artifact is greatest at the edgestd the rapidly changing cross section of the
sphere in the imaging plane.
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Figure 3.26: 5 cm sphere undergoing motion in thdiréction (RPM 30% phase, 1.5 cm

Figure caption: Slices through the 5 cm sphereetgaing SI motion imaged with 4DCT (one of
the center slices has been removed for convenieridgre are plenty of crisp center slices
because the motion captured in each image is smiapared to the extent of the object. The
pinwheel artifact is larger for the big sphere jostause its cross section is changing fasteeat th
edges.

The center slices of the 5 cm sphere are the atiggce its residual motion is small
compared to its diameter. The size and densitgepinwheel artifact increases with
sphere size due to the increasingly rapid changeoiss section towards the edges. The
orientation of the spiraling arms is determinedhsyinitial acquisition anglé®,, which

is random for each slice of the reconstructed velulthough not shown, these partial
projection artifacts are absent in the static insg@®7).

Figures 3.27, 4.28, and 3.29 show the 1, 3, atrd Spheres undergoing AP-LR
motion. The residual motion artifacts shape tHesplike a horseshoe crab. For each
sphere, a density shadow of 0 s-HU, about 25 s-elbvbbackground, is a direct result
of the filter function optimized for static objed®3,2). In each of the AP-LR phase
images shown here, at least one slice has thetgshsidow overlaying the supporting
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Styrofoam block, making the shadow a full 50 s-Hlblv background in this regiorit
has been noted that this mis-assignment of deissitypre severe for small spheres (32),
which is certainly true in this study as well. &ig 3.27 shows a background density of
150 s-HU opposite the shadow for the 1 cm sphemndewigures 3.28 and 3.29 show
densities opposite the shadow of 110 s-HU for tom3phere and 90 s-HU for the 5 cm
sphere, respectively. Inspection of these backgtaliscrepancies in the 5 cm sphere
slices shows that the smaller cross sections hastay asymmetry. (Please see Figure
3.29).

Figure 3.27: 1 cm sphere undergoing motion in tRelLR direction (Bellows 20%
phase, 1.5 cm cams)

150 s-HU

Figure caption: Slices through the 1 cm sphere rguileg AP-LR motion imaged with 4DCT.
The distinctive horseshoe crab-shaped artifactostmoticeable for the smaller sphere. The
disparity in background values between the shadwitlae face of the crab is 150 s-HU (i.e. 150
HU).
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Figure 3.28: 3 cm sphere undergoing motion in tRelR direction (Bellows 70%
phase, 1.5 cm cams)

240 s-HU
250 s-HU

n £ L

Figure caption: Slices through the 3 cm sphere rguileg AP-LR motion imaged with 4DCT.
The slices for the larger sphere are more circalad, the disparity in background values is only
about 110 s-HU. The densities of the horns ofatttiéact are not completely symmetric like they
are for the pinwheel artifact. However, the hdemsities are still very similar.
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Figure 3.29: 5 cm sphere undergoing motion in tRelR direction (Bellows 30%
phase, 1.5 cm cams)

90 s-HU

10 s-HU

Figure caption: Slices through the 5 cm sphereetgaing motion in the AP-LR directions
imaged with 4DCT. The AP-LR motion induced horseshrab artifacts have the least impact on
the largest sphere; at its worst, the asymmetbaikground values is only about 95 s-HU.

The severity of the artifact derives from both tligparity of densities between the object
and its background and the size of the cross sedtimage. If the motion of the object
is large compared to the cross section image,itpdadement of densities is accentuated.
Partial volume effects which decrease the conbratsteen object and background
diminish the severity of misplaced densities. ThHosspheres, the largest artifacts
appear in slices towards the edges, but not the glilges themselves. Unlike the arms of
the pinwheel artifact, the horns of the horseshiab are not always symmetric, although
they are usually within 20 s-HU of one another.

Motion in the SI-AP-LR direction results in a cahytion of the artifacts arising
from Sl and AP-LR motions. Figures 3.30, 3.31, ar&2 show images of the 1, 3, and 5
cm spheres undergoing motion in all three direstianonce. At the edges of the spheres,
where the partial projection artifacts are strohgase spiraling arm of the pinwheel
cancels one horn of the horseshoe crab artifadte wh the other side, the two reinforce
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one another (See Figures 3.30, 3.31, and 3.32.d®parity in background values
caused by the AP-LR component of motion does np¢apto be affected by the
inclusion of an SI component. For the 3 cm spliEigure 3.31) near the center, the
horseshoe artifact seems to dominate. Howevegritsithe trailing end of the sphere,
the SI-motion artifacts begin to dominate; the eestices start to look nearly circular
and symmetric pinwheel artifacts appear at the edge the 5 cm sphere, the two types
of artifacts seem to balance one another, excephéolast slice, where evidence of an
AP-LR motion artifact is completely absent (Seafig3.32).

Figure 3.30: 1 cm sphere undergoing motion in thARSLR direction (Bellows 20%
phase, 1.5 cm cams)

150 s-HU
150 s-HU

» L

200 s-HU

100 s-HU
250 s-HU
250 s-HU

Figure caption: Slices through the 1 cm sphere rguiteg motion in the SI-AP-LR directions
imaged with 4DCT. The arms of the pinwheel artifaet no longer symmetric, however, the
asymmetry of background densities persists.



Figure 3.31: 3 cm sphere undergoing motion in thARSLR direction (Bellows 80%
phase, 1.5 cm cams)

200 s-HU
300 s-HU

100 s-HU

130 s-HU

120 s-HU

Figure caption: Slices through the 3 cm sphere nguileg SI-AP-LR motion imaged with 4DCT.
Towards the center of the sphere, AP-LR motiorizatis appear to dominate, but as the slices
progress through the sphere, SI motion artifacggno balance them. Towards the trailing edge
of the sphere, S| motion artifacts dominate.
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Figure 3.32: 5 cm sphere undergoing motion in thARSLR direction (RPM 20%
phase, 1.5 cm cams)

100 s-HU 70 s-HU 100 s-HYp

270 s-HU
100 s-HU

20 s-HU 110 ¢-HU

160 s-HU 130 s-HU

300 s-HU

Figure caption: Slice through the 5 cm sphere ugalag motion in the SI-AP-LR direction
| imaged with 4DCT (two of the center slices havengnoved for conveance.) In all but the
edge slices, the AP-LR and Sl residual motionaatf appear balanced.

Philips’ 4DCT reconstruction algorithm is unknovemd as seen in Figure 3.33,
is making some complex decisions about densitgation in each reconstructed slice,
particularly around the center of the field of viewigure 3.33 has been windowed and
leveled to reveal very low density structures. ikinthe images shown up to this point,
these images are not cropped around just the spghérmclude the reference object as
well as the Styrofoam supports. The motion ihmAP-LR direction, and it is clear that
the asymmetric density of empty space extends ¢fvawt the full field of view. Yet, in
some way, the Philips algorithm compensates bykiolgoout regions of artifact affected
space. How these regions are chosen and whereplaeement data originates is
unknown, although it appears that data from twoiadjg slices may be cobbled
together. It is possible that data sharing betvadieas is occurring in every slice,
however, note the three images in the second tmattifact is widening and slowly
rotating with no discernable patchwork affect.



Figure 3.33: Choices of the Philips reconstructiorithm (3 cm sphere, AP-LR
motion, Bellows 20% phase, 1.5 cams)

86
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Figure caption: Slices of the 3 cm sphere undergointion in the AP-LR direction imaged with

ADCT. The entire FOV is shown and the window anel set to 25/30 s-HU, revealing the very
low density objects in the image, including thddaal motion artifacts. It appears that in some

instances, Philips is replacing or partially reptgcthe inner portion of one image with data from
an adjacent slice. However, the Philips algoritsmrnknown.

3DCT Reference Scans

From caliper measurements of the acrylic sphelhesaverage diameter of the 1
cm spheres is 9.99 mm, giving a volume of 522.03 nifine maximum eccentricity
calculated from any combinations of measurements fa single sphere was 0.133. For
the 3 cm spheres, the average diameter is 30.03giwimg a volume of 14165.46 nim
The maximum eccentricity is 0.086. The 5 cm sphésve a mean diameter of 49.98
mm, yielding an average volume of 65371.343nifhe maximum measured eccentricity
for the 5 cm spheres is 0.057.

Recall that a static 3DCT image is required t@te@ point on the mechanical
path of a sphere from which all the actual phasitipos are calculated. Many of the
metrics used to evaluate the phase images havguidatent in the static images since
they are calculated relative to an ideal positlms€d on the position of the static image.)
However, thé¥o volume differencandmean eccentricitgan be calculated for these
static images, and so serve as a reference fa thegics. The averadé volume
differencefor the stationary 1 cm sphere imaged with 3DCI.@6 % too small with
standard deviation of 1.69 %. For the 3 cm sphibeeaveragébo volume differencis
0.10 % too big, with a standard deviation of 0.47 YVhe 5 cm sphere is an average of
0.03 % too small, standard deviation of 0.19 %e &herage of thmean eccentricities
for the 1 cm is sphere is 0.270, with a standaxdatien of 0.049. For the 3 cm sphere,
the averagenean eccentricitis 0.121, standard deviation of 0.012. The statim
sphere has an averagean eccentricitpf 0.084 with a standard deviation of 0.008.
These quantities are summarized in Table 3.5.

Table 3.5: Théo volume differencandmean eccentricitynetrics calculated for the
static spheres

1 cm sphere (17) 3 cm sphere (16 5 cm sphere (16)

% volume difference -1.06 + 1.69 % 0.10 £ 0.47 % 0.03 £ 0.19(%

mean eccentricity 0.270 + 0.049 % 0.121 + 0.012% 0.084 +0.008 %

Table caption: The average measured % volume difters and mean eccentricities of the
stationary spheres. The numbers in parentheséheareimber of inspected images. The error is
one standard deviation of the measured values.



88

Figure 3.34: Three slices of the stationary 1 chresp outlined at 20, 40, 60, and 80%
local contrast

Figure caption: Stationary 1 cm sphere imaged @RICT. From left to right: the edge slice, the
slice halfway to the middle, and the center slkgthe % local contrast increases, more peripheral
pixels are eliminated from the segmented area.8Dié threshold is too high to select any pixels
from the edge slice.

Figure 3.35: Three slices of the stationary 3 chresp outlined at 20, 40, 60, and 80%
local contrast

Figure caption: Stationary 3 cm sphere imaged @RET. Again, the 80% threshold is too high
to select any pixels from the edge slice.

Figure 3.36: Three slices of the stationary 5 chresp outlined at 20, 40, 60, and 80%
local contrast

Figure caption: Stationary 5 cm sphere imaged @RICT. The 60% and 80% thresholds are too
high to select any pixels from the edge slice. Elpisere is not displayed at the same
magnification as the 1 and 3 cm spheres, and seaapgmaller.
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Figures 3.34, 3.35, and 3.36 display select shi¢else stationary spheres imaged
with 3DCT. For each sphere, the edge slice, the khlfway to the middle, and the
center slice are shown. Also included are theilirms using 20, 40, 60, and 80 % local
contrast as the threshold value. These outliragsent the area that would be included
in the cross sectional image of the sphere if se¢mdeat these thresholds.

Figure 3.37 gives the area versus % local conaittriibute maps for the slices
shown in Figures 3.34-3.36. To create these grdpbshreshold is increased until the
sphere cannot be imaged as a single object; eigs,ssharing nearly every pixel with
some degree of background, have a lower overafiifetiue to the partial volume effect,
and break up at lower thresholds than do the meméal slices. Thus, for each size
sphere, the graph associated with the edge slieg miat extend over as large of a
threshold range. This is true for every attribm@pped. The shapes of these graphs are
fairly linear over a wide range of thresholds.alharea attribute maps, the cross
sectional area in the vicinity of thresholds useddgment the sphere for metric
measurement (i.e. ~ 40 - 45 % local contrast) nestetell with reality. The values of
the inner most pixels fluctuate a little due tosapiit is not until the threshold reaches
nearly 100 % local contrast that the vast majaftpixels are excluded and the area
drops quickly. Figure 3.38 shows the analogousmel vs. % local contrast attribute
maps for each sphere.

Figure 3.37: Area vs. % local contrast attributgosfor the 1, 3, and 5 cm spheres
imaged while stationary with 3DCT
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b.) areavs %local contrast: 3 cm sphere
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Figure caption: The area vs. % local contrastkatte maps for the spheres shown in Figures 3.34
-3.36. a.) three slices from the 1 cm spherethibge slices from the 3 cm sphere, and c.) three
slices from the 5 cm sphere data. The attributesnf@pall three spheres are fairly linear over a
wide range of thresholds.
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Figure 3.38: Volume vs. % local contrast attribotaps for the stationary 1, 3, and 5 cm
spheres imaged with 3DCT.
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C) volume vs %local contrast: 5 cm sphere
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Figure caption: The volume vs. % local contragitaite maps for the stationary spheres seen in
Figures 3.34 - 3.36. a.) the 1 cm sphere, b.Btbe sphere, and c.) the 5 cm sphere. The true
volumes of the 1, 3, and 5 cm spheres are 523, 165 mm, and 65371 mh respectively.

Figure 4.39 shows the attribute maps of crossa@®dteccentricity vs. % local
contrast for the same three slices of each spipgreasing in Figures 3.34 - 3.36. In
general, eccentricity fluctuates about a mean valee a wide range of threshold for all
but the edge slices. For all sphere sizes, tltuifttions of eccentricity seen in the edge
slices are about the same. Looking at the inmegsslthe fluctuation is less for the larger
sphere, since the inclusion/exclusion of only a féxels has little effect on the overall
shape of the imaged cross section. The sweep upmarihcreased fluctuation at higher
thresholds is simply due to increased homogenéitlyeoselected pixels’ values. As seen
in the areattribute maps, at high % local contrast, a reddgiemall change in threshold
now excludes of a large number of pixels, moreifggmtly altering the shape of the
segmented area.
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Figure 3.39: Eccentricity vs. % local contrastiattte maps for the static 1, 3, and 5 cm
spheres imaged with 3DCT
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eccentricity vs % local contrast: 5 cm sphere
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Figure caption: Eccentricity vs. % local contrastthe stationary spheres seen in Figures 3.34 -
3.36. a.) three slices from the 1 cm sphere, beetklices from the 3 cm sphere, and c.) three
slices from the 5 cm sphere data. Regardlessofdiemeter, the edge slices of the spheres are
dominated by partial volume effects. Thus, th@oese of the edge slices to thresholding for all
the spheres is similar.

The centroid vs. % local contrast attribute mapgHe cross sectional images of
the three stationary spheres appearing in FiguBzks-33.36 are shown in Figure 3.40.
The centroid is expressed here by its distance frangx,y) coordinates of the center of
the sphere (as segmented for metric measureniéimye is consistently less fluctuation
in centroid position as the object gets biggereersally for the same reasons as with the
eccentricity. The centroid attribute is calculabgdcenter of mass’; the less the shape is
affected, the less the centroid position is affg.cte
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Figure 3.40: Centroid vs. % local contrast attréboiaps for the static 1, 3, and 5 cm
spheres imaged with 3DCT
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centroid vs % local contrast: 5 cm sphere
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Figure caption: Centroid vs. % local contrasttfar spheres shown in Figures 3.34 - 3.36. a.)
three slices from the 1 cm sphere, b.) three sfioes the 3 cm sphere, and c.) three slices from
the 5 cm sphere data. As the sphere becomes theg#uctuation in centroid position is
lessened. The fluctuating values of distance dngeadl under the dimensions of a single pixel.
That the center slice does not reach zero distiimdbe center slice at the threshold used to find
the center of the sphere is simply a matter of dmerror.

It is from theses graphs that the threshold emesderived. These errors give an
indication of the true threshold sensitivity of kgghase image.

4DCT Residual Motion Artifacts

What follows are examples of the artifacts foumthie 4DCT data sets along
with their effects on the attribute maps of eadmesp. In order to illustrate the effects of
residual motion artifacts, only the fastest phdisma the data collected with the 1.5 cm
cams are shown.

1 cm Sphere

Figure 4.41 displays select slices of the 1 cnesphs it undergoes motion in the
Sl direction, the AP-LR direction, and the SI-AP-dRection. Again, the slices shown
are the edge slice, the slice halfway to the middlidne sphere, and the center slice.
These are presented with outlines indicating whegesegmented boundary would lie at
20, 40, 60, and 80 % local contrast.
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Figure 3.41: Three slices of the 1 cm sphere guileg motion in the SI, AP-LR, and
SI-AP-LR directions.

Figure caption: Three slices of the 4DCT acquisitdd the moving 1 cm sphere. a.) 1 cm sphere
Sl motion, b.) 1 cm sphere AP-LR motion, c.) 1 gghere SI-AP-LR motion. From left to right,
the edge slice, the halfway to the middle slicel tre center slice. The outlines of the sphere
using 20, 40, 60, and 80 % local contrast threshatd shown

Figure 3.42 gives the area vs. % local contrasbate maps from the 1 cm
sphere 4DCT data sets shown in Figure 3.41. Tialisiy of densities generated from
S| motion penetrates deep into the segmented sexsi®ns of the sphere, affecting its
overall response to threshold. That SI motionca$fehe area in the edge slices to a
greater extent than more central slices can belsgtre steep descent and steeper
overall slope of the area attribute map for thiaes|see Figure 3.42a). This steep descent
at low thresholds is due to the inclusion of lowsi¢y pinwheel artifacts. For AP-LR
motion (Figure 3.42b), the artifacts impact thdeatiént cross sectional areas more
equally. Again, the swoop at the low threshold eoihes from the inclusion of low-
density residual motion artifacts. The effecths SI-AP-LR residual motion (Figure
3.42c), like the SI motion, has less impact oncibreter slice.
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Figure 3.42: Area vs. % local contrast attributgosior the 1 cm spheres imaged with
4DCT undergoing motion in the SI, AP-LR, SI-AP-LRettions
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area vs %local contrast: 1 cm sphere, SI-AP-LR motion , 20%
C.) phase
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Figure caption: Area vs. % local contrast for thsbees of the 1 cm sphere depicted in Figure
4.18 undergoing motion in the a. ) Sl direction) AP-LR direction, and c.) SI-AP-LR direction.
For the Sl and SI-AP-LR motions, the center slicthie least affected by the artifacts, but for the
AP-LR motion, the center slice is the most affected

Figure 3.43 shows the corresponding volume vs. &l loontrast attribute maps. Also
shown are the volume attribute maps from the staference images accompanying each
ADCT acquisition. The increase in volume at lovegolds for the 1 cm sphere
undergoing SI motion is, again, due to inclusiompaitial projection artifacts. The
steeper overall slope and lack of a rapid declineolume at the highest thresholds
attests to the increased diversity of pixel valpesetrating deep into the sphere’s
segmented image.
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Figure 3.43: Volume vs. % local contrast attribon@ps for the 1 cm spheres imaged with
4DCT undergoing motion in the Sl, AP-LR, SI-AP-LRettions
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volume vs %local contrast: 1cm sphere, SI-AP-LR motion,
C') 20%phase
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Figure caption: Volume vs. % local contrast foethslices of the 1 cm sphere depicted in Figure
3.41 undergoing motion in the a. ) Sl direction) AP-LR direction, and c.) SI-AP-LR direction.
For the 1 cm sphere, volume’s response to thresigpld most affected by AP-LR and SI-AP-LR
motions.

For AP-LR motion, the mis-assignment of densities affects the overall density of the
object, as its 4DCT volume attribute map showsapsr slope than its 3DCT
counterpart. Of all the inspected motions, thelAP4DCT attribute map is the most
different from the 3DCT map, indicating that thduroe of the 1 cm sphere is most
sensitive to in-plane motion artifacts. Both thea®d AP-LR attribute maps attain an
accurate volume (i.e. 522 mMwithin the range of thresholds used to segmensfihere
for metric measurement (i.e. ~ 40 — 45 % local @=t). Yet, for the SI-AP-LR motion,
the 4DCT graph dips below the static volume attebuap at around 35% local contrast,
and is, thus, imaged smaller than actual size.

Figure 3.44 shows the eccentricity vs % local @sitgraphs for these same 1
cm cross sectional images depicted in Figure 3AHain, only the attribute maps from
the edge slice, the halfway to the middle slice #re center slice are shown.
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Figure 3.44: Eccentricity vs. % local contrastibtite maps for the 1cm spheres imaged
with 4DCT undergoing motion in the Sl, AP-LR, andA®-LR directions
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c eccentricity vs % local contrast: 1 cm sphere, SI-AP-LR
) motion, 20% phase
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Figure caption: Eccentricity vs. % local contrastthree slices of the 1 cm sphere undergoing
motion. a. ) SI motion affects the edge and halfaliges the most. b.) AP-LR motion causes
strong deformation of the eccentricity maps forni@re central slices. c.) For motion in the SI-
AP-LR direction, all three slices are strongly affsl by the residual motion artifacts.

Like the eccentricities seen in the static 3DCTgem(see Figure 3.39), the eccentricity
of each cross section fluctuates with contrast,évan, the overall shape of the attribute
maps differs from the 3DCT acquisitions of theistary spheres. At low thresholds,
residual motion artifacts cause increased eccéntfar all types of motion. At high
thresholds, the increased inhomogeneity of thel pedeies throughout the entire cross
sectional image causes the eccentricity of evemibst central slices to respond strongly
to increased threshold. There is typically a dithie eccentricity between that caused by
the inclusion of low density motion artifacts ahdttcaused by overall pixel
inhomogeneity, however, the location of this digslaot often coincide with the
threshold yielding the sphere’s true volume. Ham8tion, the center slice’s eccentricity
map shows the most similarity to the static sphageajn revealing the 1 cm sphere’s
relative insensitivity to pinwheel artifact. Comsely, the heavily bowed eccentricity
maps of the halfway and center slices of the APatdRion reveal again the small
sphere’s vulnerability to the in-plane motion atifs. When undergoing SI-AP-LR
motion, all the eccentricities of the 1 cm sphepetsss sectional are strongly affected by
residual motion.

Lastly, the centroid vs. % local contrast attrébataps for the cross sectional
images of Figure 3.41 are given in Figure 3.45r $lanotion, threshold has little impact
on the object’s centroid (2,163). Except where ttemsity artifacts are included, the
centroid under AP-LR motion is relatively insengitito threshold as well. However, for
all three motions at once, the center point beirtsift at high thresholds.
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Figure 3.45: Centroid vs. % local contrast attigbnonaps for the 1 cm spheres imaged
with 4DCT undergoing motion in the Sl, AP-LR, SI-AR directions
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C.) centroid vs % local contrast: 1 cm sphere, SI-AP-LR motion,
20% phase
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Figure caption: Centroid vs. % local contrast foet slices of the 1 cm sphere depicted in Figure
4.18 undergoing motion in the a. ) Sl direction) AP-LR direction, and c.) SI-AP-LR direction.
Centroid is represented by its distance from thesverse plane coordinates (i.e. x,y) of the center
of the sphere. The SI motion looks the most liedtatic scan of the 1 cm sphere. The AP-LR
and SI-AP-LR motions show a drift of centroid wittreshold at low % local contrast. Under SI-
AP-LR motion and for the edge and halfway slicki drift occurs at high thresholds as well.

3 cm Sphere

Following along the same lines of discussion, FegR146 shows select slices
from the 4DCT acquisitions for the 3 cm sphere witbtion in the Sl direction, AP-LR
direction, and SI-AP-LR direction. Again, these gea are presented with the 20, 40, 60,
and 80 % local contrast threshold outlines.

Figure 3.47 gives the area attribute maps foctbes sectional images of the 3
cm sphere appearing in Figure 3.46, and Figure @v& the corresponding volume
attribute maps. For all types of motion, the diéfeces between the slopes of the
different slice locations is not as extreme adlierl cm sphere. This is because the
relative sizes of the artifacts compared to thesectional areas of the 3 cm sphere are
smaller. This is also the reason why the swodpvathresholds is not as dramatic. For
Sl and SI-AP-LR motions, the area attribute magiegpest for the cross section of the
edge slices, however, for the AP-LR motion, theeshalf way between the edge and the
center shows the most deviation from the statie.c&nce smaller cross sections are
affected more by the mis-assignment of densitimssngrfrom AP-LR motion, it is
reasonable that the halfway slice would show mersigivity to thresholding. That this
increased sensitivity does not extend to the csestonal images on the edge slices
(noting the edge slice of the 1 cm AP-LR area map,Figure 3.42b), is due to the
partial volume affect afflicting nearly every pixéthe overall lower density of the object
means less disparity in density values betweesphere and its background, and so
creates a less dramatic artifact.
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Figure 3.46: Three slices of the 3 cm sphere urmileggmotion in the SI, AP-LR, and SI-
AP-LR directions.

Figure caption: From left to right, the edge slite halfway to the middle slice, and the center
slice. The outlines are where the boundary ostgmented cross sectional image would lie with
20, 40, 60, and 80 % local contrast thresholds3 ath sphere SI motion, b.) 3 cm sphere AP-LR
motion, c.) 3 cm sphere SI-AP-LR motion.
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Figure 3.47: Area vs. % local contrast attributgosior the 3 cm spheres imaged with
4DCT undergoing motion in the Sl, AP-LR, SI-AP-LRettions
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C.) areavs %local contrast: 3 cm sphere, SI-AP-LR motion,
30%phase
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Figure caption: Area vs. % local contrast for thstees of the 3 cm sphere depicted in Figure
3.46 undergoing motion in the a. ) Sl direction) AP-LR direction, and c.) SI-AP-LR direction.
The consequences of residual motion on the cras®sal areas of the 3 cm sphere are not as
dramatic as for the 1 cm sphere.



109

Figure 3.48: Volume vs. % local contrast attribon@ps for the 3 cm spheres imaged with
4DCT undergoing motion in the Sl, AP-LR, SI-AP-LRettions
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volume vs %local contrast: 3cm sphere, SI-AP-LR motion,
) —a-— 70% phase image —oa—— static 3DCT image
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Figure caption: Volume vs. % local contrast for 8hem sphere depicted in Figure 3.46
undergoing motion in the a. ) Sl direction, b.)-AR direction, and c.) SI-AP-LR direction.
Unlike for what was seen with the 1 cm sphere data3 cm sphere AP-LR motion shows the
least difference from the static scan.

Looking at the volume attribute maps in FigureB3like the 1 cm sphere, the 3
cm sphere is also affected by the inclusion of dtmsity artifacts and an overall
decrease in density. Unlike what was seen in tt@ $phere data, the AP-LR motion
seems to have the least impact on the 3 cm spb&mng’s response to threshold.

The 3 cm sphere’s eccentricity attribute mapgHercross sectional images
appearing in Figure 3.46 are shown in Figure 3T4@. eccentricity of the center slices
under SI motion shows essentially the same pasteanfunction of threshold as does the
static image of the 3 cm sphere (See Figure 3.39Miis is true also for the edge slice
under the AP-LR motion. In the rest of the 3 crtadthe eccentricity’s response to
thresholding is similar to that seen in the 1 criada
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Figure 3.49: Eccentricity vs. % local contrastiattte maps for the 3 cm spheres imaged
with 4DCT undergoing motion in the Sl, AP-LR, SI-AR directions
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C') eccentricity vs % local contrast: 3 cm sphere, SI-AP-LR

motion, 30% phase
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Figure caption: Eccentricity vs. % local contrastthree slices of the 3 cm sphere depicted in
Figure 3.46 undergoing motion in the a. ) Sl di@ttb.) AP-LR direction, and c¢.) SI-AP-LR
direction. For the AP-LR motion, the edge slice cuts throagjood chunk of the sphere
(see Figure 3.36¢) and so the map extends ovedanange of thresholds.

The centroid vs % local contrast attribute mapgte images of Figure 3.46 are
shown in Figure 3.50. Like the 1 cm sphere, tikendphere’s centroid is relatively
insensitive to threshold under SI motion. ForAfeLR motion, the fluctuation is
comparable to that seen in the static image, witdnamatic shifts with threshold.
However, the minor offset in absolute position afleimaged center indicates some
asymmetry in the cross sectional areas of the addénalfway slices. With the SI-AP-
LR motion, all slices are affected by the inclusadiow density artifacts (i.e. the drift in
centroid at low thresholds), but only the edgeestioffers sufficient variation in pixel
densities to dramatically alter the centroid catioh at high thresholds as well.
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Figure 3.50: Centroid vs. % local contrast attrbnrtaps for the 3 cm spheres imaged
with 4DCT undergoing motion in the Sl, AP-LR, andA®-LR directions
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centroid vs % local contrast: 3 cm sphere, SI-AP-LR motion,
30% phase
C.) ‘ “““ X edge slice - - <~ - -slice halfway to the center —&—— center slice ‘

2

1.8 1

1.6

1.4

distance (mm)

100

% local contrast

Figure caption: Centroid vs. % local contrast foet slices of the 3 cm sphere depicted in Figure
3.46 undergoing motion in the a. ) Sl direction,ARP-LR direction, and c.) SI-AP-LR direction.
For all types of motion, the 3 cm sphere centroithe center slice is stable over a wide range of
thresholds. For the AP-LR and SI-AP-LR motiong, this-assignment of densities causes an
asymmetry that is noticeable in the centroid drifthe edge and halfway slices.

5 cm Sphere

For the 5 cm sphere, the images correspondirtgetorbss sectional area
attribute maps are shown in Figure 3.51. The image shown with the outlines of the
segmented boundaries of the object at 20, 40,r@D88 % local contrast. Again, Sl,
AP-LR, and SI-AP-LR motions are investigated. &hea vs. % local contrast attribute
maps for these images are given in Figure 3.52.

As seen in the data from the smaller sphereghtieshold’s effect on the area of
the segmented cross section for the 5 cm spherhéageatest impact on the edge slice
when undergoing Sl and SI-AP-LR motions, and fer AiP-LR motion, the largest
impact is on the halfway slice. For the SI andA8H_R graphs, the slopes of the area vs
% local contrast maps become less steep as you tovaeds the center of the sphere
because the strength of the pinwheel artifact dshas. Looking at the volume attribute
maps for these images (Figure 3.53), the voluntbeb cm sphere appears more
impacted by S| motion than the 3 cm sphere. Thig be expected due to the dramatic
changes in its cross sectional diameter towardsdiges, resulting in larger pinwheel
artifacts. Even so, the relative impact of ther®tion on the 5 cm sphere’s volume is
still less than what is seen with the 1 cm spheetd its much larger volume. Of all the
motions, the SI-AP-LR motion appears to have thetratfect on the largest sphere’s
imaged volume.
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Figure 3.51: Three slices of the 5 cm sphere umileggmotion in the SlI, AP-LR, and SI-
AP-LR directions.

Figure caption: From left to right, the edge slite halfway to the middle slice, and the center
slice. The outlines are 20, 40, 60, and 80 % looatrast thresholds. a.) 5 cm sphere SI motion,
b.) 5 cm sphere AP-LR motion, c.) 5 cm sphere Sit&Pmotion—a little piece of the stationary
reference object is visible.
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Figure 3.52: Area vs. % local contrast attributgosifor the 5 cm spheres imaged with
4DCT undergoing motion in the Sl, AP-LR, and SI-AR-directions
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areavs %local contrast: 5 cm sphere, SI-AP-LR motion,
C') 80%phase
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Figure caption: Area vs. % local contrast for thslees of the 5 cm sphere undergoing motion. a.)
For SI motion, the edge slice is the most affecheel to the large pinwheel artifacts. b.) For AP-
LR motion, the halfway slice shows the most effemtn the residual motion artifacts, the edge
slice being very low density and the center sliemd very large. c.) Motion in the SI-AP-LR
direction affects the edge slice the most.
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Figure 3.53: Volume vs. % local contrast attribon@ps for the 5 cm spheres imaged with
4DCT undergoing motion in the Sl, AP-LR, SI-AP-LRettions
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volume vs %local contrast: 5 cm sphere, SI-AP-LR motion, 80%
c.) phase
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Figure caption: Volume vs. % local contrast of shem sphere undergoing motion in the a. ) SI
direction, b.) AP-LR direction, and c.) SI-AP-LR&ction. Because of the 5 cm sphere’s large
size, the volume is not as affected by residualonartifacts. For all types of motion, however,
evidence of low density artifacts and an overatéased sensitivity to threshold are still evident.

The eccentricity and centroid attribute maps ier cm sphere cross sectional
images shown in Figure 3.51 are found in Figuré4 and 3.55, respectively.
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Figure 3.54: Eccentricity vs. % local contrastiattte maps for the 5 cm spheres imaged
with 4DCT undergoing motion in the Sl, AP-LR, SI-AR directions
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eccentricity vs %local contrast: 5 cm sphere, SI-AP-LR
C') motion, 80%phase
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Figure caption: Eccentricity vs. % local contrastthree slices of the 5 cm sphere undergoing
motion in the a. ) Sl direction, b.) AP-LR directicand c.) the SI-AP-LR direction. As with the
smaller sphere sizes, eccentricity of the edge &itigh due to partial volume effects and
accentuated residual motion artifacts. For motitth an AP-LR component, the inner slices
bow, dipping down to stationary sphere levels tiearthreshold range specified by the reference
object.

The eccentricity attribute map for the 5 cm spharéergoing Sl motion is
similar to that of the static sphere (see FiguB®8), especially for the center slice,
which appears impervious to threshold. Since susimall cross sectional area of the
sphere was captured by the edge slice (see Fidbta)3 partial volume effects dominate,
and all that is seen in the eccentricity attribuggp for this slice are residual motion
artifacts which dwindle quickly with threshold. &leccentricity of the AP-LR and SI-
AP-LR motions respond in a similar fashion as tteand 3 cm spheres, exhibiting a
pattern of increased eccentricity at low threshdlgis to inclusion of residual motion
artifacts, as well as an increase at high threshfotum the greater inhomogeneity of pixel
values. For the halfway slice of the SI-AP-LR roatihowever, the eccentricity is much
like the static image, although higher in value.

Since in the SI motion phase image, the edge stiptured only a small sliver of
the sphere, consisting primarily of low densityfadts, the centroid consistently
migrates with increasing threshold (see Figure)3.9%ie centroid on the other two
slices, however, is quite stable over a wide rasfghresholds. Like the 3 cm sphere,
when under AP-LR motion, the centroid just showsfiset in position, but is consistent
with threshold. For the SI-AP-LR motion, the ceidrof the area imaged on the middle
slice is impervious to threshold, but that on thgeeslice reveals the presence of a large
artifact (see Figure 3.51c). On the halfway toteeslice, the centroid drifts slightly with
increased threshold like the 3 cm sphere.
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Figure 3.55: Centroid vs. % local contrast attronrtaps for the 5 cm spheres imaged

with 4DCT undergoing motion in the Sl, AP-LR, SI-AR directions
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centroid vs % local contrast: 5cm sphere, SI-AP-LR motion,
80% phase
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Figure caption: Centroid vs. % local contrast foet slices of the 5 cm sphere undergoing motion
in the a. ) Sl direction, b.) AP-LR direction, anjl SI-AP-LR direction. For the SI motion, the
edge slice appears to consist of nothing but patiame effects and residual motion artifacts.
The centroids of the inner two slices, however vateially impervious to the effects of SI motion.
AP-LR motion creates an offset in centroid locatibut is still consistent over a wide range of
thresholds. In the SI-AP-LR maps, the presencelafge artifact in the edge slice is evident, as
well as some offset in centroid position in theflvaly slice.

Summary of Residual Motion Artifacts

Although motion in the Sl direction produces thmkest pinwheel artifacts for
the 5 cm sphere, the impact of the artifact orotrerall imaged shape of the sphere is
greatest for the 1 cm sphere due to its relatigaigll size. For all sphere sizes, the
pinwheel artifact is reduced at the center, whieeectoss section seen by the imaging
plane changes the least during image acquisitiba.ibrseshoe crab artifact generated
by AP-LR motion has a greater impact on the smajhiere because the motion caught
during image acquisition is still large comparedhe diameter of the object. Thus, for
the smaller cross sectional images of the 3 and Sgheres, the AP-LR motion can
cause significant artifacts as well. Cross seafiomages of the edge slices of all the
spheres, however, have reduced contrast with blaekgrounds due to partial volume
effects, and thus, the mis-assignment of densitising from AP-LR motion is not as
severe. The combined artifacts arising from APdnd S| motions together have a
significant effect on all sphere sizes. Yet, oMethe 5 cm sphere is the most impervious
to residual motion artifacts given its many cengtades with large cross sectional areas.

Only the fastest phases have been presentedrherger to highlight the effects
of residual motion on the attributes of the ADCRghimages. However, it should not
be assumed that these artifacts plague all 4ADCgemarlhe slower phases are virtually
artifact free, as seen in Figure 3.56. Each afd¢hexamples is from the 50 % phase (i.e.
peak exhale) from one of the 4DCT data sets shanliee
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Figure 3.56: Three slices from each sphere siteeai0% phase

Figure caption: Select slices of the 50% phase tfmsame 4DCT acquisition shown earlier.
From right to left: the edge slice, the slice hafwo the center, and the middle slice of a.) the 1
cm sphere undergoing AP-LR motion, b.) the 3 cresplundergoing SI motion, and c.) the 5 cm
sphere undergoing SI-AP-LR motion. Being turn abpoints in the spheres’ trajectories, the
50% and 00% phases are the “slow” phases, virtdalywid of motion artifacts. (The 5 cm sphere
is not shown at the same magnification, and soagpamaller than the 3 cm sphere.)

Functional Dependencies of the Metrics

There are three variables in the quantitative omeasent experiment. These are
type of motion, amplitude of motion, and spheresias well, for each 4DCT
acquisition, the 10 reconstructed phases of matiage the sphere at different
velocities. Peak inhale (00%) and peak exhale j506&6ng the turn-around points in the
sphere’s trajectory, are the slowest phases, anslhere should be virtually stationary.
The 20% and 70% phases occur just before the spltares its maximum velocity, and
the 30% and 80% phases, just after. Due to thengtmy of the circular cams, the speeds
of all 4 phases should be identical. Due to thedr nature of CT acquisition, the
advancement of the scanning plane is in a fixegticeiship with the mechanical motion
of the phantom. During the sphere’s path from pehéle to peak exhale, the scanning



125

plane is moving against the motion of the phantanal, for the return trip to peak inhale,
it is moving with the scanning plane (please segrei 3.57). Along with the various
velocities of the sphere throughout its journeis fixed relationship to the advancing
scanning plane means that no two phases are egpiivglving each metric some degree
of phase dependency. The following discussion iggtd the functional dependencies of
each metric on the type of motion, amplitude ofiorgtsphere size, as well as the phase
of motion.

Figure 3.57: Sphere moving with or against the amtf the scanning plane.

3

Imaging plane

Figure caption : Even though the tube images theesslice location for a duration longer than the
period of motion, it is slowly advancing the entiirae.

Here, Bellows and RPM data have been groupedhegetnd although each
4DCT acquisition is labeled with the respiratorymitoring system used, there is no
distinction made between the two. In the contéthese quantitative measurements,
they are equivalent.

% Volume Difference

A phase dependency is clearly visible in ¥heolume differencdata. Figure
3.58 shows the metric d¥ volume differencgraphed against the phases of motion for
the three types of motion, SI, AP-LR, and SI-AP-LR.each example, ti# volume
differenceis negative when the sphere moves against thanadrgent of the scanning
plane from the 00% to the 50% phase, indicatingttiesphere is imaged smaller than
its true volume. From the scanning plane’s perspeahe z-extent of the sphere shrinks
throughout the acquisition. Then, on the spheetisrn journey to the 00% phase, it
moves with the scanning plan, causing the spheappear elongated in the z-direction,
and thus, thes# volume differenceare positive (3). The resulting sinusoidal shape
appears in ab volume differencdata where an SI component of motion exists. The
maximum volumetric differences appear in the fagterses (e.g. 30 or 70 %), where the
cross section of the sphere caught by the scamfémg is changing most rapidly. This
pattern of volumetric discrepancy has been noteaotlgr investigators (2,44). The AP-
LR motion, being perpendicular to the scanning @lamows no phase dependency, but
rather, just hovers around some mean value. Oghktrakpect that th& volume
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differencewould also be greatest for the faster phases due tootfmle inclusion of low
density residual motion artifacts, but this effschot seen. Notice that th& volume
differencevs phase for SI-AP-LR motion, while producing thstinctive sinusoidal
shape, shows smaller amplitudes than the S| mdispite the fact that the component
of motion causing the phase dependency is iderfocddoth. Thus, the convolution of
AP-LR artifacts with Sl artifacts diminishes theregty of the directional dependency
with respect to the scanning plane. For all typfasmotion, the volume differencesre
lowest at or near the 00% and 50% phases. At fhtesses the sphere is essentially
stationary and the residual motion artifacts aneimméal.

Figure 3.58: % volume difference vs. phase foredédht types of motion
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% volume difference
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d % volume difference vs phase: 3 cm sphere
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Figure caption% volume differences. phase for different types of motion. Graphstifigr 1 cm
sphere are not shown since this data is too noishoéw any phase dependence. a.) 5 cm sphere,
Bellows, 1.5 cm cams, b.) 3 cm sphere, Bellowscinscams, c¢.) 5 cm sphere, Bellows 0.5 cm
cams, d.) 3 cm sphere, Bellows 1.5 cm cams. Theacteristic sinusoidal shape appears in all
volume data with an SI component of motion. Couatioh of AP-LR with Sl artifacts, however,
diminishes the phase discrepancy arising from motiith and against the scanning plane.

Figure 3.59 shows tH volume differences. phase for the different sizes of
spheres. In each example, regardless of the fiypeiion, the larger the sphere the
smaller the absolute value of thevolume differenc€,32). This is due to: the larger
number of voxels in the reconstructed image, thallemsurface to volume ratio which
minimizes the influence of partial volume affe@ad the fact that the extent of any
residual motion artifacts are smaller comparedhéoextent of the sphere. The error bars
for the 1 cm sphere are large since its high sarfsea and the relative size of its artifacts
make it much more susceptible to threshold unceiési. It is common for the 1 cm
sphere to image smaller than its true volume rdgsscdf the phase of motion,
predominately due to partial volume effects. Siteemear?so volume differenctor the
1 cm sphere in the static reference images is 11@@%mall, the thresholds prescribed
by the 3 cm diameter reference object may be §igifigh for the 1 cm diameter sphere.
With a standard deviation of 1.65 %, reconstructirggnall spherical volume with 0.78 x
0.78 x 2.00 mrivoxels is noisy. The 3 cm sphere data has emar gmaller than the 1
cm sphere data, but larger than the 5 cm spheag @athe spheres get larger ¥he
volume differencés more resistant to variations in threshold.



Figure 3.59: % volume difference vs. phase foredédht sphere sizes
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% volume vifference vs phase: SI motion, 0.5 cm cams
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d.) 9% volume difference vs phase: SI-AP-LR motion,dn®cams
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Figure caption: % volume difference vs. phase caimpahe different sizes of spheres. a.) SI-
AP-LR motion, Bellows 0.5 cm cams, b.) AP-LR moti&®&PM 1.0 cm cams, c.) SI motion,
Bellows 0.5 cm cams, d.) SI-AP-LR motion, Bellow® tm cams. The 1 cm data is noisy, with
larger error bars than the 3 & 5 cm spheres, ititigaa greater sensitivity to thresholding. The 3
cm data consistently has a lar§éwvolume differencthan the 5 cm sphere data, as well as larger
error bars. Thus, the larger the sphere, the enthié volume discrepancy and the more resistant
it is to threshold sensitivity.

Mean Eccentricity

Figure 3.60 showmsean eccentricityersus phase for the different types of
motion. The spiraling of electron densities crddtem S| motion has a greater impact
on the object’'s segmented shape than the mis-assigrof densities found with AP-LR
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motion. The AP-LR motions show much less phasendgncy; all that can be said is
that, typically, the 00% and 50% phases have arttm{pwest mean eccentricities. For
the SI-AP-LR motion, convolution of the AP-LR hoskee artifact with the SI pinwheel
artifact has no mitigating effect on the eccentyionetric. Since the nature of Sl and AP-
LR artifacts are different, it is reasonable touass that they have different responses to
thresholding—notice that the AP-LR motion has largeor bars.

Figure 3.60: Mean eccentricity vs. phase for diffartypes of motion
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mean eccentricity vs phase: 5 cm sphere
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d.) mean eccentricity vs phase: 5 cm sphere
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Figure captionMean eccentricitws. phase for different types of motion. a.) 3sphere, RPM

1.0 cm cams, b.) 3 cm sphere, Bellows 1.0 cm cam$,cm sphere, RPM 1.0 cm cams, d.) 5 cm
sphere, Bellows 1.0 cm cams. Note the phase depegdvhere an SI component of motion is
present. Unlike with th& volume differencenetric’s phase dependency, the convolution of the
AP-LR motion artifact does not appear to mitigdterhean eccentricity’sesponse to phase of
motion.

Sphere size should have the same impaatesn eccentricitas or% volume
difference and for the same reasons. Figure 3.61 showsi¢la® eccentricity vs phase
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plots for the different sphere sizes. Since batkvpeel and horseshoe crab artifacts are
geometrically non-isotropic, alterations in voluchee to residual motion artifacts will
reduce the circular symmetry of the segmented sphegach slice. Thus, the smaller the
sphere the largenean eccentricity Again, the 1 cm sphere data is more irreguldr an
shows the greatest variation with phase.

Figure 3.61: Mean eccentricity vs. phase for diffe sizes of spheres
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c.) mean eccentricity vs phase: AP-LR motion
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mean eccentricity vs phase: SI-AP-LR motion
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Figure caption: Mean eccentricity vs. phase commggdiifferent sizes of spheres. a.) SI motion,
RPM 1.5 cm cams, b.) SI motion, Bellows 1.0 cm camsAP-LR motion, Bellows 1.0 cm cams,
d.) SI-AP-LR motion, Bellows 1 cm cams. Again them data is more erratic than that of the 3
& 5 cm spheres.

Sincemean eccentricitis closely linked to residual motion artifactsisit
reasonable to expect that the amplitude of motimuksl have an impact on the metric:
the faster the motion, the more motion capturethbyimage acquisition, the more
extreme the artifact (67). Indeed this is the cdsigure 3.62 showsiean eccentricitys
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phase plots for different amplitudes of motion, vehtine effect is even noticeable in the
noisy 1 cm sphere data (i.e. Figure 3.62a; predateiyy the 0.5 cm cam data has the
lowestmean eccentricitigs The dependency appears clearest for motiotisani S|
component, but can be seen in AP-LR motion as (se# Figure 3.62c and d). As
evident in nearly all thenean eccentricitgraphs of Figures 3.60-3.62, variation in the
sphere’s speed as it traverses its path from pdele to peak exhale also givesan
eccentricityphase dependence.

Figure 3.62: Mean eccentricity vs. phase for diffe amplitudes of motion
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mean eccentricity vs phase: 3 cm sphere, AP-LR motion
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mean eccentricity vs phase: 5 cm sphere, AP-LR motion
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Figure captionMean eccentricit vs. phase for different cam sizes. a..) 1 cm gt&-motion,
Bellows, b.) 3 cm sphere, SI-AP-LR motion, Bellowg,3 cm sphere, AP-LR motion, RPM, d.) 5
cm sphere, AP-LR motion, RPM. The trend of greatean eccentricityith larger cam sizes is
only clearly seen with the SI-AP-LR motions, bueewvith the noisy 1 cm data, the 0.5 cm cams
have a tendency to yield the lowest values of th&im and 1.5 cm cams the highest. The only
clear trend with AP-LR motion data is that the dnd cams attain the highest mean eccentricity.

Center to Center Difference

Figure 3.63 shows theenter to center distanass phase for the different types of
motion. In general, the SI motion exhibits bettaration agreement than motions with an
AP-LR component.
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Figure 3.63: Center to center distance vs. phasdifferent types of motion

center to center distance vs phase: 3 cm sphere
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center to center distance vs phase: 1 cm sphere
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Figure captionCenter to center distance. phase for the different types of motion. 3acm
sphere, Bellows 1 cm cams, b.) 5 cm sphere, RPM.6ams (S| motion is from the Bellows
acquisition as the RPM could not detect 0.5 cm @oge# S| motion), c.) 1 cm sphere, RPM 1.5
cm cams, d.) 5 cm sphere, RPM 1 cm cams. Thedaegeor bars result from difference in
location along the z-axis and, consequently, shegkness error.
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A phase dependency is also evident in Figures-33685. There are some
deviations, however, particularly at the 50% phasehaps due to phantom error. The
center to center distanaes phase graphs for the 1 cm sphere in Figuréb3a6d d are
typical of phantom error. Indeed, a center to @eagreement within a millimeter for the
50% phase is one of the criteria for acceptanacate. In general, the slower phases give
better center to center agreement for all typesatfon.

Under the basic assumption that motion is causimgdiscrepancies seen in each
sphere’s size, shape, and volume, amplitude ofanatependency for tteenter to
center distanceeems plausible. Figure 3.64 showsdieter to center distances phase
for different cam sizes, giving the clearest exaaf an amplitude dependency, yet the
only thing that can be said with any certaintyhiatf in general, the 0.5 cm amplitude
gives the smallestenter to center distance®ther errors in centroid location could be
obscuring the metric’s dependency, however. Intaadto thresholding and resolution
errors, phantom error and the respiratory monigpsiystem’s ability to accurately detect
peak exhale are possible (39), and in the formses,qarobable.

Figure 3.64: Center to center distance vs. phasdifferent amplitudes of motion

a ) center to center distance vs phase: 1 cm sphere, AP-LR motion
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center to center distance vs phase: 1 cm sphere, SI-AP-LR
motion

d.)
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Figure caption: Center to center distance vs. pbasgaring different amplitudes of motion. a.)
1 cm sphere, AP-LR motion, RPM, b.) 3 cm sphereLRAnotion, RPM, c.) 1 cm sphere, SI
motion, RPM (the 0.5 cm cams are Bellows sinceRR& system is unable to detect 0.5 cm
amplitude SI motion), d.) 1 cm cams, SI-AP-LR mpotiRPM. In each case, the 0.5 cm cams
seem to have the smalleginter to center distances

For all thecenter to center distanaata investigated, no sphere size dependency
was evident. Figure 3.65 gives ttenter to center distanass phase for the different
sphere sizes. Since Matlab finds the centroidsggmented area using a center of mass
calculation, symmetry dictates the centroid positibus, it is reasonable that the
centroid position shows no dependency on objeet sithis argument, however, can only
be accepted for symmetric objects.
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Figure 3.65: Center to center distance vs. phasdifferent sizes of spheres

center to center distance vs phase: SI-AP-LR motion
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Figure captionCenter to center distances. phase for different sizes of spheres. aARBER
motion, Bellows 1.0 cm cams, b.) SI motion, RPM dn®cams. No discernable size dependency
was found in any of theenter to center distanakata.
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Maximum Distance to Agreement

Of all the functional dependencies, only the phafsaotion shows any impact
on themaximum distance to agreemertthis is surprising since the metric should be
affected by in-plane (i.e. eccentricity) and asgifacts (i.e. see Figure 3.57). Figure
3.66 shows data in favor of an amplitude of motiependency, and although phase
dependencies such as those seen in Figure 3.6& an@re common than not, the trend
is not universally evident. In general, slower ggmexhibit better surface to surface
agreement.

With sphere size, some of theaximum distance to agreemeata shows a
slight dependency while other graphs have all tepdeeres right on top of each other
(see Figure 3.67). However, the phase of motigeddency is evident here as well.

Figure 3.68 shows thmaximum distance to agreemeast phase for different
types of motion. In all the data, no discernalaltgyn with type of motion is evident.
Although it is possible that the dependencies oinmeccentricity and % volume
difference do have an impact on this metric, thmynot be seen through the
experimental noise.



Figure 3.66: Maximum distance to agreement vs. @fasdifferent amplitudes of
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motion
a) maximum distance to agreement vs phase: 5cm
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Figure caption:Maximum distance to agreemerst phase of motion for different displacement
amplitudes. a.) 5 cm sphere, AP-LR motion, RPMllem sphere, SI-AP-LR motion, RPM.
Although there seems to be a trend with cam dizg niot present in all theaximum distance to

agreementata, and all the data are well within the estadadrrors of one another.
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Figure 3.67: Maximum distance to agreement vs. @fasdifferent sphere sizes

a.) maximum distance to agreement vs phase: SI-AP-LR motion

—o— 1 cm sphere —10O— 3 cmsphere --#--5cm sphere

=
[

o
(6)]
L

distance (mm)

)

(6)]

#

._

H—
H—+

4
-

-1.5

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
phase

maximum distance to agreement vs phase: AP-LR motion

b.)

—o— 1 cmsphere --0--3cmsphere —a—5cm sphere
5.5

4.5 1

3.5
25 F =

157

0.5

distance (mm)

057 4 1

-1.5 + T

-2.5

0% 10% 20% 30% 40% 50% 60% 70% 80% 90%
phase

Figure captionMaximum distance to agreemesst phase for the different sphere sizes. a.)Bi-A
LR motion, RPM 1.0 cm cams, b.) AP-LR motion, RPM ¢m cams. Some graphs show a larger
surface to surface discrepancy with increased sptize. However, all the data for any given
sphere size is well within the estimated errothatt from any other sphere size.
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Figure 3.68: Maximum distance to agreement vs. @fasdifferent types of motion

a ) maximum distance to agreement vs phase: 5 cm sphere
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Figure captionMaximum distance to agreemerst phase for different types of motion. a.) 5 cm

sphere, Bellows 0.5 cm cams, b.) 5 cm sphere, RBMr@ cams. The surface to surface distance
shows no discernable functional dependency withythe of motion.
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Coincidence Index

With thecoincidence indexhe objective is to represent the overall geoimetr
accuracy of the system with a single number. lileemaximum distance to agreement
metric, thecoincidence indeghould show dependencies similarmean eccentricity
volume differenceas well as the position metrics. Yet, the indelyshows a clear
dependence on sphere size, and to a lesser eptast of motion. (see Figure 3.69).
Indeed, all that can be said about a phase depepdethat the thresholding error tends
to be less for the slower phases, possibly indigattduced threshold sensitivity for these
phases.

Figure 3.69: Coincidence index vs. phase for diffitisphere sizes
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b.) coincidence index vs phase: SI-AP-LR motion
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d.) coincidence index vs phase: AP-LR motion
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Figure caption: Coincidence index vs. phase fodifferent sphere sizes. a.) AP-LR motion,
Bellows 0.5 cm cams, b.) SI-AP-LR motion, RPM 1m0 cams, c.) SI motion, Bellows 0.5 cm
cams, d.) AP-LR motion, RPM 0.5 cm cams. The ddirce index improves with the larger
spheres, owing to, at least in part, the largerbmemof pixels available to reconstruct the shape of
the spheres. There also seems to be a phase éepgrd the error bars, showing a phase
dependency on threshold sensitivity.

Summary of Functional Dependencies

A summary of all the functional dependencies @ergin Table 3.6. Théo
volume differencés sensitive to sphere size; the larger the sptheréower the volume
differencesimply due to measurement error. more voxels tseeconstruct the volume
enables a more accurate rendering, as well, thadhgf residual motion artifacts is
lessened by the relative size of the object. Tofpaotion and phase of motion also
affect the% volume differencby the type and extent of the motion specificfacts.
Mean eccentricitys also affected by size, phase, and type of mp#ad for the same
reasons a%o volume differencelt is even more sensitive to motion, howevelit atso
shows a clear dependency on amplitude (i.e. thedsgewhich the sphere was moving).
Thecenter to center distands relatively insensitive to sphere size and tgpmotion,
however, the speed of the sphere affects the tatateasurement as evidenced by both
its amplitude and phase dependency. Mlagimum distance to agreemshbws a clear
dependence on phase. It could be expected tlvauid have the same dependencies as
mean eccentricitpr % volume differengesince the shape of the imaged sphere would
impact the metric. That such dependencies arelg#rved could be attributed to the
sensitivity of the experiment or the method of aidtion which specifically targets the
protruding arms/horns of the residual motion actda Thecoincidence indegxhibits a
clear dependence on sphere size and the phasdiohmagain, all the dependencies of
% volume differencandmean eccentricitgould be expected for this metric as well, and
a more sensitive experiment may possibly revedi siependencies.
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Table 3.6: The functional dependencies of the finadrics of geometric evaluation

Metric Functional dependence
sphere| amplitude type of phase of

size of motion motion motion
% volume difference X X X
Mean eccentricity X X X X
Center to centre distance X X
Max distance to agreement X
Coincidence index X X

Figure caption: The functional dependencies ofiitleemetrics used to evaluate the geometric
accuracy of the 4DCT imaging system.

Consolidation of Quantitative Data

Moulding this data into a usable form requires emmnsolidation. The only
dependency shared by all five metrics is phasefortimately, the large number of
phases is not conducive to consolidation. Theraiheious choice is sphere size —the
majority of metrics show strong size dependencied,it is a clinically relevant question
to ask, “Given a tumor of size such ‘n such, wiwat ef accuracy can | expect?”
Amplitude of motion is also a relevant concern, Hrlfact that it reveathe imaging
system’s response to speed can be directly refatée phase dependency (i.e. fast and
slow phases of motion). Thus, as a preliminary,dtee data is grouped by sphere size
and graphed against the amplitude of motion (sger€i3.70). Each data point in the
graphs represents the mean value of that metrictremerror bars are one standard
deviation of the measured values. With a complata set, each data point would be the
average of that metric over all types of motion phdses of motion, for a total of 60
images. However, there are fewer images for thei. and 1.5 cm cam data points.
Recall that the RPM system was unable to detectdgibn with the smallest cams, thus
only 50 images are represented in each data podnd @m displacement. In addition,
mechanical failure of the phantom forced an abanmmon of attempts to acquire the SI-
AP-LR motion for the 3 and 5 cm spheres using tR&Rystem with the 1.5 cm cams.
This means that for those sphere sizes, only 5@émare included at the 1.5 cm
displacement. Since the Bellows and RPM systerhibiotherwise equivalent
functioning, the omission of the redundant data skbuld not affect the result.



Figure 3.70: Consolidation of the 5 metrics
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mean coincidence index vs Figure caption: Consolidation of the
e.) displacement guantitative data. a.) the mearaximum
1 cm sphere distance to agreemems. cam size, b.) mean
---O-- 3 cm sphere center to center distances cam size, c.)
— ———5cm sphere meancoincidence indexgs cam size, d.) the
0.95 mean eccentricitys cam size, and e.) tbe
09 1 S _ volume differencevs cam size. For only the
' %‘_T ........ % __________ i meancenter to center distan@nd mean
0.85 - maximum distance to agreememaphs are

the data points sufficiently grouped to merge
0.8 the data from all 490 phase images into a
single number, yielding, respectively, the

coincidence index

0.75 1 guantitative accuracy of the 4DCT imaging
0.7 4 system to trace and localize a moving object.
For the other metrics, the data is divided into
0.65 two groups: 1 cm sphere data and 3 & 5 cm
0.6 4 sphere data combined.
0.55

0.5 1.0

displébrement (mms

For the meakenter to center distancthe data points are closely grouped for all
cam sizes, plus there does not appear to be amficigt trend with amplitude of
motion. Thus for this metric, the data from alD4éhages are grouped into a single
number representing the 4DCT system’s ability &aockrmoving objects. The mean
maximum distance to agreemelata is also grouped fairly tightly, and so isals
consolidated into a single number representinglD@T system’s ability to localize
moving objects. For the mean of #t@ncidence indeandmean eccentricitynetrics,
however, the 1 cm sphere data is distinctly sepdraim the other data points. Again,
there is no obvious trend with amplitude, so faséhtwo metrics, all the data for the 3
and 5 cm spheres are grouped together, and thedhtenis kept separate. Although the
mean% volume differencdata is tightly grouped, the large error barstenl cm data
suggests that grouping all the data together meylothe precision of the 3 and 5 cm
data. Thus, like the means of tt@incidence indexeendmean eccentricitiethe mean
% volume differencdata is separated in two groups by sphere size.

The final results are found in Table 3.7. Fomaditrics, the performance of the
4DCT imaging system is worse for the 1 cm sphempaoed to the 3 and 5 cm spheres.
The averagéo volume differencor the 1 cm sphere is -1.3 % with a standardatisn
of 2.3%, indicating that the 1 cm sphere was typidamaged smaller than its true
volume. The largest deviation of the 1 cm sphewmfits true volume is -8 £ 5 % too
small (there is also an outlier of 8 + 5 % too &rgThe best performance of the 4DCT
system in capturing the true volume of the 1 cnesplis 0 £ 2 % volume difference.
The 3 and 5 cm spheres not only image much clogetr true volumes with a meét
volume differencef 0.22 % too large, these measurements are ase consistent with
a standard deviation of only 0.55%. For the 3 %Buwadh sphere group, the worst
measurement dfo volume differencis for the 3 cm sphere at 3 £ 1 % too large, &ed t
best measurement is for the 5 cm sphere at 0.6 %000 large. The averageean
eccentricitymeasured for the 1 cm sphere is 0.31 with a stdriiviation of 0.06. The
largestmean eccentricitis 0.48 + 0.09, and the best performance in maagtine shape
of the 1 cm sphere yieldsnaean eccentricitpf 0.1 £ 0.1. Recall that this metric is an
average of eccentricities over all cross sectionabes of the sphere, and so includes



153

edge slices which contribute high eccentricities thuincreased partial volume effects as
well as heightened residual motion artifacts. ther3 and 5 cm spheres, the average
mean eccentricitis 0.18 with a standard deviation of 0.5. Thosdll sphere sizes, the
measurednean eccentricitieare fairly consistent. The wonsteasureanean
eccentricityfor the 3 and 5 cm spheres is 0.3 £ 0.6 from tben3phere data, and the
bestis 0.1 £ 0.2 from the 5 cm sphere data. Lwgki thecoincidence indefor these
spheres, the 1 cm sphere scores 0.62 out of acpérfeith a standard deviation of 0.06.
The 3 and 5 cm spheres averaged 0.89 with a sthddaiation of 0.02. The best score
achieved with the 1 cm sphere is 0.74 + 0.03, hadvorst is 0.50 £ 0.09. The best score
from the 3 and 5 cm grouped data is 0.93 + 0.06aeld with the 5 cm sphere, and the
worst is 0.82 + 0.06, which comes from the 3 cnespldata.

Table 3.7: Results summary table for the metricguaintitative analysis

Metric mean stdev max min

% volume difference lcm -1.3% 2.39 -8+5% 0+2 %"

3&5cm 0.22 % 0.55 % 3+1% 0.1+0.6 9%

Mean eccentricity lcm 0.31 0.06 0.48 +0.(9 0.1+0.1F

3&5cm 0.18 0.05 0.3+0% 0.1+0.2"

Center to center distance (mm) 0.6 D.4 26421 0.03+213

Max distance to agreement (mm) 1.2 D.4 2.6 £2.1 05+2.7

o _ 1cm 0.62 004 0.74:0.03] 0.50+0.09"
Coincidence index

3&5cm 0.89 0.02 0.93 +0.0% 0.82 +0.06°

Table caption: For each metric, the mean givegHdCT imaging system’s average performance
in accurately imaging the spheres. The letters appg in the upper right indicate the acquisition:
A) 20% phase of SI-AP-LR motion, Bellows 1.0 cm caB)sl0% phase of SI-AP-LR motion,
RPM 1.0 cm cam€) 3 cm sphere, 20% phase of Sl-motion, Bellows infcamsD) 5 cm

sphere, 90% phase, SI-AP-LR motion, RPM 0.5 cm ¢&n80% phase, SI-motion, RPM 1.5 cm
cams; F) 10% phase of SI-motion, Bellows 0.5 cm caf@¥;3 cm sphere, 70% phase of SI-
motion, Bellows 1.5 cm cambt) 5 cm sphere, 50% phase of SI-motion, Bellowscthscams))

5 cm sphere, 20% phase, AP-LR direction, RPM 1.£ams;J) 3 cm sphere, SI-motion, Bellows
1.0 cm camsK) 5 cm sphere, 20% phase, AP-LR direction, RPM 1.kams;L) 1 cm sphere,
90% phase of SI motion, Bellows 0.5 cm carw); 50% phase of AP-LR motion, Bellows 1 cm
cams; N) 20% phase of AP-LR motion, RPM 1.5 cm ca@};5 cm sphere, 40% phase of AP-LR
motion, Bellows 1.5 cm camB) 3 cm sphere, 30% phase of AP-LR motion, RPM 0.ams.

Discussion of 4DCT Geometric Accuracy

Threshold sensitivity

Other authors have remarked on the increasedis@éggo thresholding in
4DCT phase images (2,163). In this study, threkskehsitivity is imbedded in each
metric’s error. Only two of the metrics have aedirstatic 3DCT equivalent for
comparison of thresholding sensitivity between 3C&0i@ 4DCT acquistion8s volume
differenceandmean eccentricity

Table 3.8 gives an apples-to-apples comparistineofverage threshold error in
3DCT and 4DCT measurement¥%fvolume differencéor all three sphere sizes. The
average threshold error for the 1 cm sphere wtatiosary is 1.94 + 0.62 % (where the
error is one standard deviation of all measureraguts.) For the 4DCT images of the 1
cm dynamic sphere, the mean and standard deviattiemor due to thresholding is 2.28
+1.13 %. For both the static 3DCT and the dyna4DI€T images, as the size of the
sphere increases, the average thresholding ercogales, and so does the variability in
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the error; the larger the imaged object, the lessitive its volume is to thresholding.

For all sphere sizes, the thresholding error igdafor the 4DCT acquisitions. This is to
be expected from the volume attribute maps. Ftr the static and 4DCT images, the
volume vs. % local threshold is roughly linear osiexide range of thresholds (see
Figures 3.43, 3.48, and 3.53). The slopes fontbeing spheres imaged with 4DCT tend
to be steeper than for their static counterpartged with 3DCT.

Table 3.8: Average thresholding erroinvolume differenceneasurements

1 cm sphere 3 cm sphere 5 cm sphere
Static 3DCT 1.94 £ 0.62 % (17) 0.58 £ 0.23 % (16) 430+ 0.18 % (16)
dynamic 4DCT 2.28 +1.13 % (170) 0.79 +0.35 % (160 | 0.63 + 0.31 % (160)

Table caption: Thresholding errors in tevolume differenceetric. The numbers in
parentheses indicate the number of images examifiedre are ten times more phase images
because every 10 phase 4DCT acquisition is accoeghay a single static 3DCT image. The 3
& 5 cm sphere data combined yield average errorStatic 3DCT= 0.58 + 0.23 %, and dynamic
4DCT =0.71 £ 0.35 %.

Looking at the thresholding errors of tean eccentricitfor both the static
3DCT and dynamic 4DCT images given in Table 3.9jmgs the sphere becomes larger
the thresholding error reduces. However, wherstagc errors are compared to the
4ADCT errors, it appears as though the 1 cm sphexged with 4DCT shows a greater
threshold dependency while the 3 cm sphere shass [Ehe thresholding errors for the
5 cm sphere are about the same whether the objeatiged while stationary with 3DCT
or while in motion with 4ADCT. Recall that the entricity attribute maps for the static
spheres (see Figure 3.39), although fluctuatingeharound some mean value over a
wide range of thresholds. In the 4DCT eccentrigigps, the eccentricity is bowed,
dipping down to levels comparable to the statiosaaly over a constricted range of
thresholds —with a window of only about 5 - 10 %4dbcontrast (see Figures 3.44, 3.49,
and 3.54 ). This range of low eccentricity valaemcides roughly with the “optimal”
range of thresholds specified by the stationargregfce object, however, not in all
instances (i.e. see Figure 3.44). In a clinidalagion where there is no reference object,
if the chosen threshold(s) fall outside this narrawge, the eccentricity would not only
increase, it would also be subject to much gresgability with threshold (i.e. be on a
steep portion of the attribute map).

Table 3.9: Average thresholding error in the meaeetricity measurements

1 cm sphere

3 cm sphere

5 cm sphere

Static 3DCT

0.023 + 0.015 %7)

0.028 + 0.018 %16)

0.018 + 0.009 %16)

Dynamic 4DCT

0.045 + 0.031 Y470)

0.019 + 0.011 %160)

0.018 + 0.015 %160)

Table caption: Combining the 3 &5 cm data : Stat®.023 + 0.015 % and Dynamic = 0.019 *
0.013 %. The thresholding error depends on thpesb&the eccentricity attribute map for each
cross sectional image of the object and on whatgothe segmented sphere lies. Also, note the
reduced fluctuation with threshold for the mapshef dynamic 1 and 3 cm sphere (i.e. Figures
3.44 and 3.49, respectively) compared to the maps the static images (i.e. Figure 3.39).

Thresholding sensitivity of theenter to center distangeetric cannot be
compared to any center to center distances witBtdte scans because this measurement
is relative to the phantom movement. However,gflaok at the centroid attribute maps
for the static 3DCT (Figure 3.40) and dynamic 4D@iages (Figures 3.45, 3.50, 3.55),
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both are fairly stable over a wide range of thrédhioThe relative insensitivity of the
centroid to thresholding in 4DCT images has bedadpreviously (2,163).

Imaged Volume

When the 1 cm sphere is stationary and imagedawitbn-temporally correlated
CT (i.e. 3DCT), the averagé volume differencis -1.09 % with standard deviation of
1.65 % (please see Table 3.5). When the sphenevig and imaged using 4DCT, the
average % volume difference is -1.3 % with a steshdaviation of 2.6 % (see Table
3.7). The larger variation in volumes with 4DCTasbe expected since all the phases of
motion have been included, yet in terms of the kibswolumetric differences, the mean
for dynamic 4DCT is only slightly higher than tlathieved with the standard 3DCT
clinical protocols and a stationary sphere. Grogphe 3 and 5 cm spheres together, the
mean% volume differencbetween the 3DCT imaged static spheres and tleir t
volumes was 0.10 % with a standard deviation o8 063 compared to the 4DCT data
sets of 0.22 % with a standard deviation of 0.55®ese results are in keeping with
those of Shih et al. who noted that spheres latgar 1.8 cm maintained volume
discrepancies below 7 % (115).

Other authors have commented on the high degraecofacy of 4DCT in
producing representative volumes (121,88,115)itzBleconsiders a GTV volume within
5 % sufficiently accurate (118). The 1 cm spheadits this criterion within one
standard deviation, although there are a coupéxiwéme outliers: 8% too small and 8 %
too larger, both in the 20 % phase of SI-AP-LR moti As seen in Figures 3.58 and
3.59, the?s volume differenceare closest to zero in the 00% and 50% phase.lafpest
discrepancies are observed in the fastest phase&(j 30, 70, 80% phases) 83 % of the
time, coinciding with the maximum speed captureth?m4DCT acquisitions (88). This
is also in keeping with published results (44).

Imaged Shape

Mechanical measurement reveals maximum eccergdaf 0.133, 0.086, and
0.057 for the 1, 3, and 5 cm spheres, respectiviéhder dynamic conditions, 4DCT
yieldsmean eccentricitiesf 0.31 for the 1 cm sphere and 0.18 for the 3%ooh
spheres. Recall that only planes passing thrdugleenter of each sphere were
investigated with physical measurements wheream#an eccentricitynetric evaluates
each cross sectional image to give the averagen&wity of all segmented areas
constituting the imaged volume of the sphere. lIA@RCT images of the spheres, the
cross sectional images on edge slices exhibit derably more shape deformity than
those on interior slices but are weighted equallyhie metric. As well, an eccentricity of
0.3 translates to a difference of only 5% betwéennbajor and minor axes of an ellipse,
and for the 1 cm sphere, the addition or subtraaifcthe smallest dimension of an
individual voxel (i.e. 0.78 mm) to a single axiteas its length by about 8 %. Under
static conditions, standard clinical 3DCT yieldsrespondingnean eccentricitiesf
0.27 for the 1 cm sphere, and 0.103 for the 3 acmh Spheres.

Comparing the 4DCT acquisitions of moving spheéoehe 3DCT acquisitions
while stationary, thenean eccentricitys larger in the 4DCT images for every sphere size
(See Table 3.7). For both the 3DCT and 4DCT immatie2e mean eccentricity decreases
with increasing sphere size due to the low surfaea to volume ratio minimizing partial
volume effects as well as the impact of any redich@ion artifacts. The increase in
shape conformity with increasing sphere size hes laden documented (2). Yet, in the
static images, the standard deviation in mean é&xicignalso drops as the spheres get
larger (with the larger number of pixels, the shdepiction is more reliable), but in the
4DCT images, the standard deviation remains relgticonstant regardless of size. This
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is most likely due to how the data has been grougadh type of motion has its own
distinct eccentricity pattern (See Figure 3.49)ewlgrouped together, the disparity of
these patterns overwhelms the size advantage fisigtency.

As with the volume differences, motion artifacts keast at the 00% and 50%
phases where motion is the least (32,39), angfasdes show the worst artifacts (39). In
patient data, the targets will be irregularly stthped susceptible to deformation which
could cause additional shape distortions beyond ishseen in this report, however, in a
ten patient study by Wu et. al, these deformatioaie not considered significant (153).
Also, motion artifacts should not be as severeatiiept data, since less dramatic
difference in density between the objects of irteamd the background will mollify both
in plane and transverse plane motion artifacts (2).

Table 3.10: Mean eccentricities for each spheisimged with static 3DCT and
dynamic 4DCT

Mean eccentricity
Static 3DCT images Dynamic 4DCT images

Sphere sizes| Mean Standard Mean Standard

deviation deviation
1cm 0.27 0.05 0.31 0.06
3cm 0.12 0.01 0.20 0.06
5cm 0.083 0.008 0.16 0.06
3&5cm 0.10 0.02 0.18 0.05

Table captionMean eccentricityneasurements for the static 3DCT and dynamic 4D@hes.
For both types of imaging, the standard deviatitoméan eccentricitget smaller as the spheres
get larger. However, in the 4DCT images, the stahdaviation remains relatively constant
regardless of size due to the grouping of distuctentricity patterns (see Figure 3.26).

Tracking Ability

Rietzel considers the ability to track an objetgguate if the discrepancy is less
than 1 mm (118). The meaenter to center distanad all phase images meets this
criterion to within one standard deviation (i.erfr Table 4.3: 0.6 + 0.4 mm). The largest
center to center distance measured is 2.6 mm,saihe ionly data set with a center
discrepancy over 2 mm (i.e. RPM, 5 cm sphere 1.5@ms, AP-LR motion). The next
closest discrepancy is only 1.58 mm, from a difiéphase of the same 4DCT
acquisition. Yet, with all error accounted for, euhis outlier is acceptable. The high
contrast produced by acrylic spheres surroundeadrigorresponds well to the clinical
situation in which mobile tumors are fully circumiged by lung. Departure from this
high contrast scenario, however, could prove probté.

Given the stability of the centroid in the cergkce for even the fastest phases
(see Figures 3.45, 3.50, and 3.55) and that, iemadata, SI motion is the most
prominent motion while affecting thaenter to center distandbe least (see Figure 3.63),
the most important factor in accurately trackingpbject with 4DCT is temporal
resolution. Even with very small slice thickness @ery fast tube speed, it is possible to
still miss the full extent of motion if an insuffemt number of phases are reconstructed
(121,122). This is particularly true when a phsisiét exists between the external marker
and the internal anatomy, which is common in patilatta (21,162,129,88,24). Since the
retrospective method allows for unlimited recondtian without additional dose to the
patient, the maximum default number of phases shioelichosen for all patients (e.g. ten
phases) and additional phases reconstructed efiflen phase shift between the marker
and target is suspected.
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Localization

Rietzel considered a surface to surface agreeaigéhb + 2 mm adequate (140).
Themaximum distance to agreemelid not exceed 2.6 mm for all 490 examined
images, with a mean value of 1.2 + 0.4 mm. Fowgbhases, the surface to surface
distances are typically sub-millimeter, and anyltasg delineation errors may easily be
accounted for by typical clinical margins (e.g.eéhat The Cross Cancer Institute, 5 - 15
mm). Thus, 4DCT produces acceptable localizatiorgéting. When contouring all
phases of motion, such as for an ITV, discreparaiegveral millimeters are still
possible. Table 4.7 gives the largest measom&ximum distances to agreemémteach
sphere size and displacement.

Table 3.11: The Largest measuredximum distance to agreemémt each sphere size
and amplitude of motion

Amplitude | 1 cm Sphere3 cm Sphere 5 cm Sphere
0.5cmcams 1.2 mm 1.8 mm 1.9 mm
1.0cmcams 1.8 mm 2.2 mm 2.2 mm
1.5cmcams 2.0 mm 2.3 mm 2.6 mm

Table caption: The largest surface to surfacedcss show a trend of increasing with sphere size
as well as with increasing displacement.

Although the data points for the memaximum distance to agreemeamé grouped fairly
closely in Figure 3.70b, the largest measurecimum distance to agreeméoitows a
trend of increasing with increasing sphere sizedisglacement amplitude.

Coincidence index

With its small number of voxels and increased #ieity to threshold, one would
expect that theoincidence indefor the 1 cm sphere should be low, and with amaye
value of 0.62, it is (see Table 4.6). For the 5sphere, the index hovers around 0.90, on
average, a mere 0.03 point improvement over tha 8ghere. Thus, the index clearly
shows some diminishing returns on geometrical aaguwith increased size. This can
be attributed to the presence of residual motitifaats which, although they can be
minimized by a fast tube rotation speed, cannatdmpletely eliminated. In clinical use,
90 % of patient 4DCT scans show some artifact dtiean blurring (164). An extensive
survey of 4DCT by Rietzel et al. indicates a conative estimate of these artifacts
would beabout 2.5 mm for typical respiratory patterns (2).

There are no stepladder artifacts in this dataestifying to both the periodicy
of the phantom and the high performance accuratiyeoBellows and RPM respiratory
monitoring systems. The problem is certainly stilinmon in patient data, however,
particularly near the diaphragm where the motiathésgreatest, or near the heart, where
the cardiac beat, being on a different timescale tespiratory motion, is unaccounted
for with the 4DCT technique. In addition, as dissed earlier, irregularities in patient
breathing patterns or not allowing sufficient tifoe the respirator monitoring system to
learn the patient’s breathing pattern can also featepladder artifacts (157).

It should be expected that all in-slice artifastauld be less severe in patient data
than what is seen here. Human physiology hasalesgt charges in electron density
than an acrylic sphere surrounded by air. Thengtcaction algorithm will see less
inconsistency between projection angles and thergiiois more likely to attribute
densities to the various structures appropria®ly@f course, there will always be a
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propensity for partial projection artifacts invalg the diaphragm and other nearby
structures simply due to the magnitude and diraatfomotion in that region (157).

Figure 3.33 gives an example of some mysteriotensruction choices of the
Philips algorithm. Although it is not known exacthat the algorithm is doing, it is
obvious that it is attempting to improve the cotesisy of the image by blocking out
residual motion artifacts. It is not known whehe teplacement data comes from nor
what impact replacing data at the location of Hrget has on its delineation. This is just
one example why each 4DCT system should be indiligevaluated (47).

Summary and Conclusion of Quantitative Measurements

The geometric accuracy of a Philips Brilliance €&rmner's 4DCT capabilities is
guantitatively evaluated. Both the Philips Belfoand Varian Real-Time Position
Management (RPM) Respiratory Gating System arzedil A mechanical phantom
imparts clinically relevant motion to acrylic spherof various diameters, and the size,
shape, and position of these spheres, as measithedDdCT, are compared to their true
size, shape, and position.

The accuracy in the volume of the imaged sphisreensitive to sphere size; the
larger the sphere the lower thevolume differencdue to measurement error as well as
the relative size of the object compared to thelinge of its motion. Type and phase of
motion also affect th& volume differencby the type and extent of the motion specific
artifacts. Differences between true and segmertkdnes for the 1cm sphere did not
exceed 8 %, (mean 1.3%, standard deviation = 2.3%)).the 3 and 5 cm spheres, the
combined average volumetric difference is 0.22% &istandard deviation of 0.55%.
Mean eccentricitys also affected by size, phase, and type of matial also shows a
clear dependency on the speed at which the sphereving. The averageean
eccentricityis 0.31 for the 1 cm sphere, and 0.18 for thedB&om sphere data
combined. The tracking ability of the 4DCT systengasured by theenter to center
distancejs relatively insensitive to sphere size and typmotion, however, the speed of
the sphere affects the location measurement aeméd by both its amplitude and phase
dependency. For all sphere sizes, types of matishamplitudes of motion, the average
performance of the 4DCT system yieldseater to center distanad 0.6 £ 0.4 mm.
Localization, as expressed in tm@aximum distance to agreememetric is accurate on
average to 1.2 + 0.4 mm. Theincidence indexa single number that represents the
ADCT system’s ability to image the true size, shape location of the spheres, exhibits
a clear dependence on sphere size and the phassioh. The highest score attained by
the 1 cm sphere is 0.74 out of a perfect 1.0. @name, the system produced a
coincidence index of only 0.62 + 0.06 for the 1 gphmere. However, for the 3 and 5 cm
sphere data combined, the average index was 00892+

From the data presented in this thesis, it is etitleat the Philips big bore CT,
with either the Philips Bellows or Varian RPM raspory monitoring systems, is capable
of imaging mobile acrylic spheres in air to a haggree of accuracy. This high contrast
scenario corresponds well to the clinical situatiowhich mobile tumors are fully
circumscribed by lung.

Chapter 4. Analysis of Image Quality

Methods of Image Quality Analysis
In order to evaluate the image quality of 4DCTuasifjons, measurements of
image noise, CT#, and modulation transfer func{MmF), as well as a qualitative



159

analysis of high and low contrast resolution anmgared with those of a standard
clinical non-temporally correlated CT scan (3DCT).

Imaging Protocols

The 4DCT image acquisitions differ from 3DCT inighi, tube current, and tube
rotation speed. Two protocols for each type ohsar@ investigated: @inical protocol
which uses standard clinical CT settings for bdlC3 and 4DCT thoracic acquisitions
(detailed in Table 4.1) and aptimizedprotocol with increased exposure and reduced
field of view (FOV). The optimized protocols arwen in Table 4.2 (all else being the
same as for the clinical scans).

There has been some confusion as to the defirgfiexposure. In the DICOM
header for both clinical protocols, an Exposurdéefofeferred to by its units mAs) of 400
mAs is given. This is, in fact, theffective exposur@nAs.y), defined as

MAS.x = mASs/pitch, 4.1

which is distinct from the more common definitioh(tube current) x (acquisition

time)®. The concept of exposure was originally defingdaixial acquisitions, a situation
in which each slice location would not normallydgosed to more than a single rotation
of the tube. With the advent of helical acquisisphowever, the pitch drastically affects
the amount of radiation a single slice locatiorerees, thus the quantity effective
exposurds the more relevant metric for helical scan téghes, particularly when
estimating dose to a patient. In 4DCT, where asynaa ten or more images may be
reconstructed for each slice location, the gyA®es not necessarily represent the
exposure contributing to a single cross sectianalge. Thus, for discussions on image
guality, the common definition of mAs must be uséaspection of Table 4.1 reveals that
the mAs of the clinical 3DCT protocol is 275 mAsddor the clinical 4DCT it is only
32.5 mAs. The difference is a factor of 8.5.

Table 4.1: Clinical protocols

protocol 3DCT Pulmo 4DCT
Filter type B B

Scan type Helical Helical

FOV 400 mm 400 mm
Slice thickness 2 mm 2 mm

Tube potential 120 kVp 120 kVp
Reconstruction 180 180
Detector collimation| 16 x 1.5 mm 16 x 1.5 mm
Voxel size 0.78 x 0.78 x 2.00 mi 0.78 x 0.78 x 2.00 mmMm
Effective Exposure | 400 mAs 401 mAs
Pitch 0.688 0.081

Tube current 275 mA 65 mA
Rotation speed 1ls 0.5s

Table caption: Filter type B is typical for bodyaging. In the DICOM header, “Effective
Exposure” is referred to simply as “Exposure”.

% \Whereacquisition timeis the time required for the tube to complete faierotation.
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Table 4.2: Optimized protocols

protocol 3DCT ADCT
FOV 350 mm | 350 mm
Effective exposure 600 mAs| 1198 mAs
Tube current 413 mA | 194 mA
Table caption: In the optimized scans, the FOkedhiced (essentially “zooming-in”, but still

clinically relevant) and the effective exposure &k current are increased from that used in the
clinical scans. All other imaging protocols are game as for the clinical scans.

The Phantoms

A Catphan 600 series CT quality assurance phargased in conjunction with
the in-house conebeam quality assurance soft@anebeamQAo measure the noise,
mean CT#s, and MTF for each protocol. As well,High and low contrast segments of
the Catphan are qualitatively evaluated. In additd the Catphan CT# data, a small
Lexan (i.e. low density plastic) cylinder (diame2eb cm and length 4.5 cm) is used to
evaluate the CT#s of moving objects. A lightweibighh contrast phantom consisting of
an acrylic cylinder (diameter of 5 cm and lengthtef. cm) with holes drilled through it
of various sizes and separation distances is usiedestigate the high contrast resolution
of moving objects. Images of all three phantonesstwown in Figure 4.1.

Figure 4.1: Image Quality Phantoms

Figure caption: a.) The two mobile phantoms: atligtight acrylic high contrast phantom and a
Lexan cylinder. b.) the Catphan 600 series CT guabsurance phantom.

The Catphan, being too large to set into motiath wny mechanical device
available for this study, is imaged while statignaith both 4ADCT and 3DCT
acquisitions. Ten reconstructed 4DCT phase imafjiee Catphan are compared with
ten 3DCT images of the phantom. The smaller higtirast phantom and uniform Lexan
cylinder are also imaged while stationary usingrapgthase 4DCT acquisition and ten
3DCT scans. Since these phantoms are lightweighigh to be set into motion, they are
also imaged with 4DCT while undergoing motion ie tBI-AP-LR direction at an
amplitude of 1 cm in each orthogonal direction.agimg of all phantoms is performed
using both clinical and optimized protocaols.
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CT# Evaluation

To evaluate the equivalence of the 10 reconstiyait@ses of a stationary object,
the mean and standard deviation of CT#s from alatgnber of pixels (i.e. ~10,000) are
collected from the specified slice of the uniforalid water module of the Catphan (CT
486, see Figure 4.2).

Using the specified slice of the Catphan CT# nd3 TP 404, depicted in
Figure 4.3) and our in-housgonebeamQAoftware, the mean CT#s of seven different
materials are averaged over all ten 4DCT phasedmabikewise, the mean CT#s from
all ten 3DCT images of the phantom are also average the percent difference
between the 4DCT and 3DCT measurements calculatezhth material.

Figure 4.2: Catphan Uniform Solid Water Module (CA8®)

Figure caption: The uniform solid water module featureless slab with the same radiological
properties as water. The correct (or optimal)estiEeach Catphan module is identified by a tick
at the top center of the specified slice.
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Figure 4.3: Catphan CT# Module CTP 404

O
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O acrylic polystyrene O
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Figure caption: The 8 plugs (7 materials, since &anaair only) in the Catphan
CT# module.” Low density polystyrene, Propylene Glycol Monomethyl Ether Propionate

A quantitative analysis of CT#s in moving objestperformed using the 3DCT
and 4DCT images of the Lexan cylinder. In Imadgskograms of the object’s CT#s are
extracted from the center of the cylinder (i.e. dbater of the center slice) with an ROI
set more than 5 pixels in from the edge of theaikje avoid partial volume affects).
The ten histograms from the ten 3DCT images acduifale the cylinder is stationary
are summed and compared with the summation ofistagnams extracted from the ten
4DCT phase images of the stationary object asagethe summed histograms from the
ten 4DCT phase images acquired while the objdatrisotion.

Noise Measurement

Noise, expressed as the standard deviation of y@lees in a uniform region, is
calculated from the Catphan uniform solid water mledCTP 486) using the
ConebeamQAoftware. Pixel values are collected from 5 R@isa specific slice of
each 4DCT phase image and the noise is calculatezhth ROI (see Figure 4.4). For
each phase image, the noise is averaged ovenvth®Is. The results are then
averaged over all ten 4DCT phase images, yieldisiggle noise value for the entire
4DCT acquigtion. The result is compared to the average ollaity collected noise
values from the ten 3DCT images of the Catphan.

Low contrast Resolution

Low contrast resolution is the imaging system’sitgtio represent an object as
distinct from its background when the attenuatioopprties of the object and its
background are very similar (156p18). Using thectjed slice of the Catphan low
contrast module (CTP 515, depicted in Figure 4vdow and level are chosen for
optimal low contrast visibility. The smallest disnable low contrast plug is identified
for each type of acquisition.
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Figure 4.4: The placing of 5 ROls on the Catphaifddm Solid Water Module

Figure caption: Using the ConebeamQA softwarentlise measurements are collected from 5
ROIs: center, top, right, bottom, and left.

Figure 4.5: Catphan Low Contrast Module CTP 515

Figure caption: Outer ring: supra-slice-- indisagecylindrical plug that spans many slices of the
Catphan module. Inner ring: sub-slice-- plugs @y short cylinders intended to span less than a
single slice. The nominal contrast values areesged as a % difference between the plug and its
background. All the inner ring sub-slice plugs &% contrast.
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High contrast Resolution

High contrast resolution is the imaging systentity to differentiate objects of
very dissimilar densities when they are within elpsoximity to one another. Using the
specified slice of the Catphan 21 line pair higéotetion module (CTP 528, depicted in
Figure 4.6), window and level are chosen for optivigualization of the line pair
patterns. The smallest discernable pattern isiitkshfor each type of acquisition.

Since the Catphan is too heavy to move, the sswajlic high contrast phantom
is imaged while mounted on the moving platformtef thechanical phantom used in the
Quantitative Measurements section. Line profiles the CT#s collected along a straight
line) are taken through selected patterns (e.gsialest pattern consisting of 1 mm
holes spaced 1 mm apart, see Figure 4.1a), arabitteast calculated as

CT#max— CTHin - 4.2

The contrast between the dynamic 4DCT acquisitimhthe stationary 3DCT
acquisitions are compared.

Figure 4.6: Catphan High Contrast Module CTP 528
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Figure caption: The high contrast module cont@ihéine pair gauges, ranging from 1 - 21 line
pairs per centimeter (Ip/cm). This slice also e two small tungsten beads. These beads
represent point objects used in the measuremeart MTF.

Modulation Transfer Function

Since it is not possible to separate an imagistesy's resolution from its
contrast, the MTF is measured as an expressiontbf(t65). The MFT is the Fourier
transform of the system’s line spread function.resléne point spread function (psf) is
imaged as the 2D spatial distribution of pixel eain the immediate vicinity of a small
tungsten bead. The specified slice of the Catjplwdémt source module (CTP 528) is
used. The&ConebeamQAoftware code calculates the MTF from a 2D discFeturier
transform of the psf



165

2N —o5 Ny
N, -1 -2ﬂlk1% N,-1 2mk2/
Yo, =2, 1€ Y e
112 n2

N2
n1:0 yn1n2 y 43

wherey,in,is the 2D matrix of the psf, amd andn, are vectors of indicies of lengthg
andN,, respectively. Likewisek; andk, are vectors of indicies of length andN,. The
nested summation essentially calculates the desémtrrier transform of all the rows,
then all the columns, by matrix multiplication bitpsf by a transform of complex
exponential?s7 (166). The values in the resulting transformedn2&irix Y, .are then
radially binned to create a 1D MTF. The ten MTFthe ten 4DCT phase images are
averaged and graphed along with the average MTHweden 3DCT images. Error bars
are one standard deviation of the measured values.

Results of Image Quality Analysis

CT#

There is an intrinsic ambiguity to evaluating 4D€ans due to the number of
images volume reconstructed from a single acqaisitWhich image volume do you
use? How legitimate would it be to combine theadatlected from the various phase
images? Table 4.3 gives the mean and standardtievof CT#s (in true HU) in a large
region of uniform solid water (i.e. the Catphanfam solid water module) from the 10
ADCT phase images acquired while the phantom t®stay.

Table 4.3: Mean and standard deviation of pix&lesin a large uniform density region
imaged while stationary with clinical 4ADCT

4DCT mean stdev
phase image| (HU) (HU)
00% | 15.222| 22.152
10%| 15.657| 22.652
20% | 15.330] 19.299
30% | 15.834| 19.001
40%| 16.004| 18.769
50% | 15.493| 18.053
60% | 15.806] 18.134
70% | 16.102| 22.104
80% | 15.497| 22.002
90% | 15.444| 21.871

Table caption: The 10 4DCT phase images of theh@atp uniform solid water module yields an
average CT# of 15.64 + 0.29, where the error isstaedard deviation of the presented values.
The average standard deviation in CT#s is 20.48%.1Again, the error is one standard deviation
of presented values. The area from which thesistita are collected is 6475.22 rhhe. 103 x

103 pixels).

%" The fast Fourier transform is a discrete Four@ngform that computes quickly. There are
many different types of fast Fourier transforms$feding from one another and the discrete
Fourier transform only in processing algorithms, incany mathematical sense (166).
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The average mean and standard deviation of CT#hédcclinical 4DCT images
are 15.64 + 0.29 and 20.40 + 1.89, respectivelgreithe error is one standard deviation
in the presented values. For comparison, TadlstHows the mean and standard
deviation of CT#s in the same region of uniformdalater from the 10 static clinical
3DCT images. The standard deviation in reportddes for the mean CT#s is only
0.07, and for the standard deviation of CT#s @.G5.

Table 4.4: Mean and standard deviation of pix&lesin a large uniform density region
imaged while stationary with clinical 3DCT

mean | stdev
3DCT image| (HU) (HU)

14.326| 5.195
14.322| 5.180
14.202| 5.220
14.446| 5.297
14.239| 5.155
14.259| 5.246
14.254| 5.235
14.228| 5.194
14.246| 5.309
10| 14.228| 5.267

Table caption: The 10 3DCT images of the Catphani®rm solid water module yield an
average CT# 14.28 + 0.07, where the error is ceredstrd deviation of the presented values. The
average standard deviation in CT#s is 5.23 £ 0Again, the error is one standard deviation of
presented values. The area from which thesetitatare collected is 6475.22 rfAm

OO NP W(IN|F-

Table 4.6 gives the CT#s measured from the statyo@atphan imaged with
clinical 3DCT and 4DCT scans.

Table 4.6: Mean CT#s for 7 materials measured 8T and 4DCT

Mean CT # (HU)

mean 3DCT static mean 4DCT stat|c % diff
Air(top) -954.0 £ 0.9 -955+3 0.07 %
Teflon 911.1 +0.5 912+3 0.07 %
Acrylic 122.4+ 0.6 123 +3 0.46 %
LDPE -86.7 £ 0.7 -84 +4 2.66 %
Air(bottom) 962.7 + 0.8 -963 +3 0.04 %
Delrin 340.1 + 0.7 341 +4 0.22 %
Polystyrene -31.0 0.6 29+ 2 6.61 %
PMP -173.3+0.9 -173+3 0.32%

Figure caption: The average CT#s of the 3DCT scangpared against the average of all ten
4DCT phase images. Nominal values: Air -1000 Hef]dn 990 HU, Acrylic 120 HU,
LDPE -100 HU, Delrin 340 HU, Polystyrene -35 HUdaPMP -200 HU (167).

The materials range from very high to very low dées. Although the low density
materials (i.e. LDPE and Polystyrene) show the rdisstrepancy between the 3DCT and
4DCT acquisitions, all the 4DCT mean values aréiwibne standard deviation of those
measured with 3DCT. The percent differences betvlee 3DCT and 4DCT CT#s,
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while not exceeding 7 %, are more often below 1Bgen for polystyrene with the
greatest percent difference, the absolute mean @ifigs by only 2 HU.

Figure 4.7. Cumulative histograms of CT#s in aamif low density plastic cylinder
imaged while stationary with clinical 3DCT

CT#s of Uniform Lexan Object: Cumulative 10
Phases Static 3DCT
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90
75
0
g 60 -
o
>
* 45
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0 _
o < O (o] o o~ < Y] o0 o o < Yo} (o] o
o (Vo] O (o] ~ ~ ~ ~ ~ o0 0 o0 0 o0 ()}
CT#

Figure caption: The sum of 10 histograms colleétech 10 different 3DCT scans of the
stationary uniform Lexan cylinder imaged using iclah protocols. The ROI from which the pixel
samples are collected is set more than 5 pixei®m the perimeter of the object to avoid partial
volume effect. The cumulative histogram has besmalized to 100 counts.

The cumulative histogram of CT# for the ten st&8ICT images acquired using
clinical protocols is found in Figure 4.7. In Figu4.8, the envelope of this cumulative
histogram is presented along with the envelopesnafar cumulative histograms from
the 10 phase images of two 4DCT acquisitions: a@geieed while the object is
stationary and the other acquired with the cylindettergoing SI-AP-LR motion with an
amplitude of 1 cm in each orthogonal directionl lstograms are constructed from
pixels well within the boundary of the object, awth, are not affected by partial volume
effects.
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Figure 4.8: Cumulative histograms of CT#s in a amf low density plastic cylinder
imaged while stationary with clinical 3DCT and 4DGihd while in motion with clinical
4DCT

Comparison of CT#s of a Uniform Lexan Object:
Clinical Protocol
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Figure caption: The envelope of the cumulativédgisam from three different clinical
acquisitions of the uniform Lexan cylinder: 3DCTages acquired while the object is stationary,
4DCT acquired while the object is stationary, abdC4 acquired while the object is undergoing
motion in the SI-AP-LR direction with an amplitudé1 cm in each of the three orthogonal
directions. An ROI 10.92 x 10.92 nins used for all 30 histograms.

The mean and median pixel values of the ten SB&ICT scans are 80.3 HU and
81.8 HU, respectively. For the 4DCT acquisitiorited same static object, both the mean
and median CT#s increase to 81.2 HU and 82.1 Hipemively. This increase is very
slight —the most dramatic difference between th€Bland 4DCT acquisitions of the
stationary object being the shape of the cumulaliVé histogram. The broadening of
the distribution with the 4DCT acquisition (evetigh the object is imaged while
stationary and so void of residual motion artifactsuld be expected from the increase in
standard deviation of pixel values (i.e. seen ihl&4.3 compared to Table 4.4). That the
mean pixel values of the 3DCT and 4DCT acquisitiareswithin 1 HU of one another is
consistent with the Catphan CT# data. The cunwadtistogram from the ten 4ADCT
phases acquired while the object is in motion shawsnilar broadening of CT#
distribution, with the mean and median CT#s slighktifted down to 79.5 HU and 80.3
HU, respectively. This shift is to be expected tluthe penetrating low density artifacts
associated with both Sl and AP-LR motion. Figufghows the same histograms
constructed from images of the low density plasyiinder acquired using the optimized
3DCT and 4DCT protocols (i.e. increased mfend reduced FOV).
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Figure 4.9: Cumulative histograms of CT#s in a amf low density plastic cylinder
imaged while stationary with optimized 3DCT and 4D@nd while in motion with
clinical 4DCT

Comparison of CT#s of a Uniform Lexan
Object: Optimized Protocol
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Figure caption: The envelope of the cumulativédgigam from three different optimized
acquisitions of the uniform Lexan cylinder: 3DCTages acquired while the object is stationary,
4DCT acquired while the object is stationary, abdC4 acquired while the object is undergoing
motion in the SI-AP-LR direction with an amplitudé1 cm in each of the three orthogonal
directions. An ROI 12.48 x 12.48 s used for all 30 histograms.

Table 4.7: Summary of measured CT# distributiomsfioical & optimized 3DCT and
4DCT acquisitions of a uniform low density plastidinder

Clinical CT#s (HU) Optimized CT#s (HU)
mean| median| range| FWHM | mean | median range| FWHM
Static 3DCT 80.3 81.8 29 6| 78.8 79.8 28 5
Static 4ADCT 81.2 821 45 14| 81.2 80.9 44 13
Dynamic 4DCT | 79.5 80.3 44 11| 80.0 79.9 37 12

Table caption: The mean, median, full range of @alties, and FWHM for each acquisition.
With the increased m# of the optimized scans, the distributions of aly8es of acquisitions
become slightly narrower, presumable due to n@daation.

In the optimized 3DCT scans, the mean CT# of thedensity plastic cylinder is 78.8
HU with a median of 79.8 HU, 1.5 HU and 2 HU lowerspectively, than what was
measured with the clinical protocols. For the 4Dg€uisition of the stationary object,
the mean and median are 81.2 and 80.9 HU, respbgtonly 0.2 HU and 1.2 HU
different from their clinical counterparts, respeely. From the 4DCT acquisition of the
moving object, the mean is 80.0 HU and the mediat®i9 HU, 0.5 and 0.4 HU different
from the clinical scans, respectively. In goingnh the clinical to the optimized
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protocols, the mean and median CT#s of the 4DCffildigions change less than the
3DCT distributions. The relative pattern of thetdbutions, however, are the same for
both protocols: the distributions are broadenedd€T acquisitions and shifted to
higher CT# when the object remains stationaryttlawer CT#s when motion is
present. These results are summarized in Table 4.

Noise

The noise data collected from the Catphan soliggmaodule is shown in Tables
4.8, 4.9, and 4.10, giving the standard deviatiopixel values from the clinical 3DCT,
clinical 4DCT, and optimized 4DCT scans, respetjivéooking solely at a stationary
object, the noise increased by 328 % in the clidl&CT images compared to the
standard clinical 3DCT scans. Optimized 4DCT insag¢hibited a noise increase of
200% compared to clinical 3DCT images.

Table 4.8: Noise values collected from ten clinBRICT scans

Noise
Image center top right bottom left
1 5.437 5.239 5.609 6.204 6.571
2 5.503 5.712 6.749 6.653 7.367
3 5.542 5.536 5.854 5.638 6.258
4 5.59 5.724 6.481 6.294 6.614
5 5.4 5.819 5.619 6.272 5.863
6 5.436 5.564 6.077 5.393 6.475
7 5.337 5.332 5.942 6.298 6.283
8 5.357 5.475 5.783 6.555 6.09
9 5.465 6.184 5.747 6.42 6.591
10 5.524 5.548 6.017 6.1 6.242

Table caption: The standard deviations in pixelgalfor the five ROIs in ten clinical 3DCT
images of the specified slice of the Catphan sehtker module (CTP 486). The mean (error is
one standard deviation) of measured noise valuab fan images is 5.94 + 0.48.

| Table 4.9: Noise values collected from ten clinkBCT scans

Noise
phase center top right bottom left
00% 22.949 20.463 20.596 19.609 20.521
10% 23.759 21.987 20.362 19.013 20.113
20% 20.495 18.173 17.012 19.13 19.158
30% 19.504 16.735 18.086 17.885 18.005
40% 20.261 18.99 17.814 18.137 15.845
50% 19.244 17.388 16.957 15.471 18.679
60% 19.169 18.156 16.048 18.694 16.865
70% 22.1 19.907 20.362 21.926 20.242
80% 21.716 21.23 20.704 20.816 19.444
90% 22.844 20.529 19.424 19.827 19.896

Table caption: The standard deviations in pixelgalfor the five ROIs in the ten clinical 4DCT
phase images of the specified slice of the Catgbld water module (CTP 486). The mean of
measured noise values in all ten images is 19486 (error is one standard deviation).
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| Table 4.10: Noise values collected from ten optadi#aDCT scans

Noise
phase center top right bottom left
00% 11.958 10.569 11.26 9.978 10.362
10% 11.959 11.379 9.789 10.105 9.877
20% 11.941 10.438 10.396 10.236 10.616
30% 12.26 10.934 11.439 11.137 10.541
40% 14.307 12.827 13.161 12.021 12.051
50% 13.938 13.312 12.474 11.387 12.797
60% 14.421 12.987 12.523 12.858 12.82
70% 14.184 12.579 12.803 12.474 12.221
80% 14.688 13.17 11.662 12.518 13.407
90% 13.233 12.444 12.066 13.334 13.291

Table caption: The standard deviations in pixelgalfor the five ROIs in the ten ooptimized
ADCT phase images of the specified slice of thekat solid water module (CTP 486). The
mean of measured noise values in all ten image®.10 + 1.25 (again, error is one standard
deviation).

Low Contrast Resolution

The effect of increased noise on low contrastlati®m can be seen in Figure
4.10. When the contrast in an image is low, dteéisvariation in fluence collected by
the detectors (i.e. from the x-ray’s formation ameéraction with the absorbing mediun)
can overwhelm subtle differences in fluence dua¢oattenuation properties of the
object and its background. With the 3DCT imagdimthnique (Figure 4.10a), typically 4
or more of the 0.3 % nominal contrast plugs arérdjaishable from the background.
For the majority of slices in the clinical 4DCT @leamages, however, only two or three
of the largest 1 % nominal contrast inserts areedligable, and in some images, only the
largest one. Going to the optimized 4DCT scanuyfegt.10c), the low contrast
resolution improves to a degree; the largest oDtBe% nominal contrast inserts is
visible, yet, at the cost of tripling the delivergase.



172

Figure 4.10: Low Contrast images acquired withicih3DCT, clinical 4DCT, and
optimized 4DCT

a)

Figure caption: Low contrast resolution
module (CTP 515, tick mark indicating
specified slice is cropped out in these
images). a.) clinical 3DCT, b.) clinical
4DCT, and c.) optimized 4DCT. The
increase of noise in the 4DCT images
significantly reduces the low contrast
resolution in the phase images. Even
tripling the mAy in the optimized 4DCT
scans does not regain the low contrast lost
by choosing a 4DCT acquisition.

High Contrast Resolution
The high contrast resolution Catphan insertsterdinical 3DCT scan, clinical
4DCT scan, and optimized 4DCT scan are shown iarEig.11. The 6 Ip/cm bar pattern
is distinguishable in both the 3DCT and 4DCT clatiprotocol scans. This is not
surprising since high contrast resolution is deteeah by the system’s MTF, not image
| noise(156p2). Reducing the FOV with the optimized 4D€Can allows the 7 Ip/cm
pattern to be resolved.
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Figure 4.11: High Contrast images acquired withicil 3DCT, clinical 4DCT, and
optimized 4DCT

Figure caption: The 21 line pair high
resolution module (CTP 528 tick mark
indicating specified slice is cropped
out in these images). a.) clinical
3DCT, b.) clinical 4DCT, and c.)
optimized 4DCT. The increased noise
in the 4DCT images does not affect
the high contrast resolution. The
reduced FOV in the optimized 4DCT
scan, however, enables one more line
pair per cm of high contrast resolution.

To investigate the high contrast resolution ofavimg object, the small acrylic
high contrast phantom is imaged with 4DCT while imgvn the SI-AP-LR direction and
line profiles through the hole patterns are compaéwehose from 3DCT images taken
while the phantom is stationary. Figure 4.12 shthesstatic 3DCT image of the
phantom as well as the line profiles through seiégit contrast hole patterns: the top row
(3 mm holes with a 3 mm gap between them), the lmidolv (2 mm holes with a 2 mm
gap), and the bottom row (1 mm holes with a 1 mp).g&or the 3DCT acquisition of
the stationary phantom, the contrast calculatedidion 4.4) from the 1mm hole pattern
is 95 HU.
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Figure 4.12: Line profiles through a small acryligh contrast phantom imaged with
3DCT while stationary

Line Profiles Through a PMMA and Air High Contrast

Resolution Phantom: clinical 3DCT protocol
==0==1mm holes, 1Imm gap —8— 2mm holes, 2mm gap

-—-4--3mm holes, 3mm gap

distance (mm)

Figure caption: Line profiles through select high
contrast test patterns, i.e. the top row (3 mmsuli¢h

a 3 mm gap between them), the middle row (2 mm
holes with a 2 mm gap), and the bottom row (1 mm
holes with a 1 mm gap). Also shown is the imagenfro
which these profiles were acquired

Figure 4.13 shows the equivalent graph from theessline in the 80 % phase image of
the dynamic 4DCT acquisition. The contrast cataddrom the smallest hole pattern of
this 4DCT phase image is 130 HU, 35 HU higher tioarthe static 3DCT image. The
direction of the residual motion artifacts is diffat in each slice of the phase image,
since this depends on the initial acquisition amglthe tubeb,. In these experiment®,

is a random variable. Figure 4.14 shows threeslitom the same 80% phase image
(slice 2 is the same cross sectional image showigure 4.14b.) Figure 4.15 gives the
line profiles through the smallest hole pattereach image shown in Figure 4.14. The
measured contrasts in the smallest hole pattersiitms 1, 2, and 3 are 55 HU, 130 HU,
and 136 HU, respectively. The residual motion acti$ in Slice 1 cut through the line
patterns, and the measured contrast for this insalgever than what is seen in the static
3DCT image. Slices 2 and 3 are contiguous and &néfacts are nearly antiparallel.
Notice in Figure 4.15 that the contrasts for slizemd 3 are similar but offset 50 HU
from each other. Thus, not only can the high asttbe affected by residual motion
artifacts, and so may be different for each slicéne phase image, it can be both higher
and lower than what would be seen in a static 3DaAgye.
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Figure 4.13: Line profiles through a small acryligh contrast phantom imaged with
4DCT while moving in the SI-AP-LR direction

Line Profiles Through a PMMA & Air High Contrast
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Figure caption: Line profiles through the top r(8umm
holes with a 3 mm gap between them), the middle (@w
mm holes with a 2 mm gap), and the bottom row (1 m
holes with a 1 mm gap) of the small acrylic tesamtom
imaged with 4DCT while moving in the SI-AP-LR
direction with an amplitude of 1 cm in each orthoglo
direction. Also shown is the image from which #es
profiles were acquired

Figure 4.14: Three slices of a small acrylic hightcast phantom moving in the SI-AP-
LR direction, imaged with 4DCT, 80% phase

a.) slice i b.) sc c.) s

Figure caption: Slices through a moving high cositghantom. The direction of the residual
motion artifacts is different in each slice, asttiepends on the initial acquisition angle of thmet
which is a random variable in this experiment.
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Figure 4.15: Line profiles through the smalledehmattern of acrylic high contrast
phantom undergoing motion in the SI-AP-LR directimnaged with 4DCT: 3 slices from
the same 4DCT phase image
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Figure caption: Line profiles through the smalleigih contrast pattern of the small acrylic high
contrast phantom imaged while moving in the SI-ARdirection with an amplitude of 1 cm in
each orthogonal direction. All three cross seaiamages are from different slices of the same
80% phase image of the 4DCT acquisition.

MTF

The MTFs of the clinical and optimized scans &@s in Figure 4.16. Both
clinical scans are within acceptable tolerancep18130). The clinical 4ADCT MTF is
slightly higher than that of the clinical 3DCT aggjtion, but they are still within error of
one another up until about 4 Ip/cm. The optimi2BCT and 4DCT scans are also
within error of one another, and appear to givadwantage over both clinical scans at
lower spatial frequencies, presumably due to tdaeed FOV. The error bars on the
4DCT scans are slightly larger than on the clinBRCT.
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Figure 4.16: The MTFs of the clinical 3DCT and 4Dfbtocols, and the optimized
3DCT and 4DCT protocols.
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Figure caption: The MTFs of the clinical 3DCT arfldCIT scans are each averaged from 10
images. So is the optimized 4DCT MTF, howeverdpémized 3DCT MTF was taken from a
single image, and thus has no error bars. (Acbépta within 15 % of (1,0.9), (2,0.64), (3,0.34),
(4,0.15), (5,0.05), (6,0.02), and (7,0) (31p18-B0).

Discussion of 4DCT Image Quality

To use 4DCT in treatment planning, the images mage sufficient high and
low contrast resolution for delineation of targatel organs at risk as well as accurate
electron densities for calculation of the delivedede.

The accuracy and consistency of mean CT#s indichtg 4DCT phase images
are appropriate for treatment planning. In a staygloharian et al., a Catphan was
placed on a moving platform, and the measured @/&#s found to be within + 5 % of
the those from static images (including polysty)g201). While most of the materials
examined here are well within 5 % of the staticgmaalues, the polystyrene is 6.6% oOff.
With a nominal CT# of around -35 HU, differencesafy a few HU are sufficient to
exceed a 5 % criteria. With the small Lexan cydinfl.e. low density plastic, nominal
CT# of ~ 120 HU) the differences in both the mead median CT# for the clinical
protocols, under all imaging conditions, are |dssnt2 HU, about 2.5 %.

For CT, the predominant source of noise is stadivariation in the fluence of
x-rays arising from their formation and subsequetaractions with the phantom and
detectors (168)). To a much lesser extent, eleictmmise in the projection data, which is
relatively constant, also affects the image nal$&(147). Looking solely at a stationary
object, the noise increased by 328 % in the clidl&CT images compared to the
standard clinical 3DCT scans. This increase caexptained by the decrease in
exposure (i.e. mAs —the tube current times theiostapeed). The signal to noise ratio
(SNR) squared is proportional to the dose, whighr@portional to the exposure
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SNR ~ dose ~ mAs. 4.4

(151p19). Since noise is the standard deviatidgh@tignab, SNR is inversely
proportional tos, thus

o° ~'/dose. 4.5
The standard deviation of the 3DCT acquisitionsalg; can be expressed as
61= kW75 mA *1s) 4.6

(where k is a constant of proportionality concegnépatial resolution (168p17)), and that
of the 4DCT signab, as

6, = kW(65 mA *0.5 s). 4.7

The ratio of these predicts an increase in noise fagtor of 2.9 (i.ec./c, = V(275/32.5)
= 2.9. The constants, being equal, cancel). Téasored increase of 3.3 + 0.6 (the error
derived using 1 standard deviation of collectedi®s) is within error of the value
predicted by the drop in exposure alone. Thus) dveugh both 3DCT and 4DCT scans
show the same mAsin the DICOM header, 4DCT images will, in genebed,much
noisier due to the reduced exposure. Since thegid\gipled in the optimized 4DCT
acquisition, the expected increase in noise oveclinical 3DCT images is a factor of
only 1.7 (i.e. oo/o, = V(275/97); the measured noise increase is 2.0 fibidincreased
noise of 4DCT is the primary cause of the broadgimirthe CT# distributions for the
4DCT acquisitions seen in Figures 4.7 and 4.8,akas the slight shift in mean and
median CT#s to higher values for the stationary Z@€quisitions. However, the
reconstruction algorithm’s effect on the images €T#nnot be discounted entirély.

Although the increase in noise going from a 3DEAYUDCT acquisition can be
attributed to exposure differences between the 3B@I4DCT images (i.e. 4ADCT
utilizes fewer x-rays per image), the reconstructitgorithm can also affect the noise
(157), and the exact nature of both algorithmsiinown. Goldman claims that pitch
does not affect noise in helical multislice CT (L 4vwever, Flohr shows that noise
increases ever so slightly as pitch is decreas®®) (INeither paper addresses the n-PI
method specifically—thus, without undertaking acfie experiment, it is difficult to say
whether the extremely low pitch of the 4DCT protomantributes to either the noise
itself or the observed variation in noise from ghasage to phase image.

The exposure in 4DCT images is reduced in ordethfotube to withstand
extended scan times and to prevent an exorbitad thothe patient (32,63). Although

% From Table 5.6, the CT# distributions for the dyim@4DCT acquisitions span a smaller range
of values and have a smaller FWHM than the 4DCTusitipns taken while the object is at rest.
If you recall Figure 4.10 and the patchwork-likeaestruction choices of the Philips 4DCT
reconstruction algorithm, you will notice that radtt slices are treated equally; only some cross
sectional images appear to have data patchedrimdtber slices. It is clear that the algorithm is
making some complex choices as to when (and pgdsil) to alter the data in a given cross
sectional image. Most likely, these decisionska®ed on the significance of residual motion
artifacts found in that slice. Thus, since the 4Dequisition of the stationary object contains no
residual motion artifacts, the algorithm is notghg the data to the extent that it is for the 4DC
acquisition of the moving cylinder. When the altfom includes data from other slices, it
increases the SNR of the cross sectional imags;wheusee dynamic 4DCT images have a tighter
CT# distributions.
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the tube rotates around the same slice locatioagproximately 4 s, not all the exposure
to that slice location (i.e. m&) goes into the formation of that cross sectiomage. In

a study by Vedam et al., the tube current was rdit@ 100 mA without any noticeable
effect on noise, although the author admits that@iee evaluation was performed (32).
However, this problem of increased noise due toedesed tube current is known. A
study by Dinkle et al. reports no pattern of insezhnoise in any particular phase of the
4DCT image sets (157).

Low contrast resolution is dominated by image @¢i$68), and although the loss
of low contrast with 4DCT is dramatic, the aeratidhung tissues even at end exhale
gives CT high contrast in that region. When thaduis not surrounded by low density
tissue but attached or adjacent to other structfrsgnilar density, such as the chest wall
or the mediastinum, delineation is difficult. Ewsith the low contrast resolution
provided by clinical 3DCT, either PET informationan additional CT with contrast is
often required to improve delineation. Registmaiad 4DCT with PET images (4DPET
(63,170)) using intensity-based methods has beanrsto improve low contrast
resolution and increase SNR of the resulting imdg@és).

High contrast resolution in CT is not particulasinsitive to noise, nor is the
system’s MTF. Both are primarily influenced by @&Bolution. Thus, it is not surprising
that high contrast resolution and MTFs for both 3Ddhid 4DCT image acquisitions are
nearly identical —the focal spot size, detectedtape the number of radial detectors,
filter function, pixel size, and number of projects (156p2) are the same for both
acquisitions. With the reduced FOV of the optindiZ®CT scans, an additional line pair
per millimeter igesolved, exceeding the high contrast resolutiahetlinical 3DCT
scan. Yet, despite minor improvements in low casttresolution attained by tripling
effective exposure, it is difficult to justify tHéewiseincrease in patient dose which
would result clinically, particularly as low kV redion is becoming recognized as a
significant source of radiation to the public (L7Zhe effect of residual motion artifacts
on high contrast resolution may be problematiceeigly for intensity based deformable
registration methods which are sensitive to imagaity (173).

Summary and Conclusion of 4DCT Image Quality

Each CT manufacturer supporting 4DCT provides\ia proprietary software,
and multiple options exist for acquiring the reafory signal (31,45,46). Thus, each
4DCT system must be individually assessed for aogyubefore it may be used in RT
treatment planning (47). An evaluation of imageldy for the 4DCT capabilities of the
Philips’ Brilliance Big Bore imaging system are rjpemed with the Varian Real-Time
Position Management (RPM) Respiratory Gating Systéteasurements of image noise,
CT#, and modulation transfer function (MTF), aslvesl a qualitative analysis of high
and low contrast in 4ADCT images, are compared thitse of standard clinical non-
temporally correlated CT scans (i.e. 3DCT images).

The accuracy and consistency of mean CT#s in 4pi@ZEe images indicate that
4DCT is an appropriate technique for treatmentrmitagn For stationary objects, the
mean CT#s did not differ from those in 3DCT acdigais by more than 6.61%. For an
object with similar density to tissue, moving irtBI-AP-LR direction with an amplitude
of 1 cm in each orthogonal direction, the mean ©ffall ten phases of the 4DCT
acquisition is only 0.8 HU lower than the averafgen 3DCT images acquired while the
object is stationary.

An increase in noise of 328 % due to decreasesl¢ulrent significantly affects
the low contrast resolution in the 4DCT phase irsagéowever, the aeration of lung
tissues even at end exhale enables sufficientastritr the thoracic region. In the
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absence of residual motion artifacts, the highrestiresolution and MTF of 3DCT and
4DCT acquisitions are nearly identical. Yet, residnotion artifacts can alter high
contrast regions, causing the high contrast reisoltit vary from slice to slice in 4DCT
phase images.

Chapter 5: Summary and Conclusion

Summary of Results

Four dimensional computed tomography (4DCT) adé=asany of the issues
associated with respiratory motion in target delti@n; it uses a fast tube rotation to
minimize motion artifacts (32,33) and provides ggatnporally resolved volumes to
reveal the presence and extent of target motiogt, &ach 4DCT system must be
individually assessed for accuracy prior to its msBT treatment planning (47). Here, a
Philips Brilliance 16 slice CT scanner and two fepry monitoring systems (i.e. the
Philips Bellows and Varian’s Real-Time Position Mgament (RPM) Respiratory
Gating System) are quantitatively evaluated fomgeinic accuracy. A mechanical
phantom imparts clinically relevant motions to dicrgpheres of various diameters, and
five metrics of evaluation are computed. Phevolume differencdicates the accuracy
of the 4DCT system in representing the true sizm@fing objectsmean eccentricity
evaluates shape representation in 4DCT images;emdr to center distanand
maximum distance to agreememeasure the system'’s ability to track and locatimbile
volumes, respectively. The fifth metric, tb@incidence indexs a single score
representing the system’s overall ability to captilne true size, shape, and position of
mobile targets.

The% volume differencis sensitive to sphere size. In general, largrmes
are rendered more accurately due to the greatebeuai voxels involved. In general,
the relative impact of residual motion artifactsitiishes as target sizes increase. Type
of motion and phase of motion also affect%h&olume differencaccording to the form
and extent of motion specific artifactean eccentricitys also affected by size, phase,
and type of motion in a similar manner®tovolume differencealso, a clear dependency
on amplitude is also observeder@er to center distangaroves insensitive to sphere size
and type of motion, however, the speed of the sphtects this location measurement as
evidenced by both its amplitude and phase depegddtaximum distance to agreement
shows a clear dependence on phase, andtheidence indewnly exhibits a clear
dependence on sphere size and the phase of motion.

Differences between true and segmented volumetidotcm sphere do not
exceed 8 %, (mean 1.3 % too small with a standewétion of 2.3 %). For the 3and 5
cm spheres, the combined average volumetric difterés only 0.22 % with a standard
deviation of 0.55 %. The averagean eccentricitjor the 1 cm sphere is 0.31, and for
the 3 and 5 cm sphere data combined it is 0.18.alFsphere sizes, types of motion, and
amplitudes of motion, the average tracking perforoesof the 4DCT system yields a
center to center distanad 0.6 + 0.4 mm. Localization, as expressed entlaximum
distance to agreementetric is accurate, on average, to 1.2 + 0.4 mor.the
coincidence indexhe highest score attained by the 1 cm sphdy&#out of a perfect
1.0. On average, the 4DCT system produassrecidence inderf only 0.62 + 0.06 for
the 1 cm sphere. However, for the 3 and 5 cm spti@ia combined, the average index is
0.89 + 0.02.
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In order to evaluate the image quality of 4DCT asitjons, measurements of
image noise, CT#, and modulation transfer func{MmF), as well as a qualitative
analysis of high and low contrast are compared thitise of a standard clinical 3DCT
scan. The 4DCT image acquisitions differ from 3D@pitch, tube current, and tube
rotation speed. For stationary objects, the meB#s@o not differ from those in 3DCT
acquisitions by more than just a few HU; the latgesasured discrepancy is 6.61 % for
polystyrene (nominal CT# of -35 HU). For a rougtibsue equivalent density object
moving in the SI-AP-LR directions with an amplitudiel cm in each orthogonal
direction, the mean CT# of ten phases images amjfiom a single 4DCT acquisition is
only 0.8 HU lower than the average of ten 3DCT igmacquired while the object is
stationary. An increase in noise by 328 % duestmehsed tube current significantly
affects low contrast resolution in the 4DCT phasades. In the absence of residual
motion artifacts, the high contrast resolution 8itF of 3DCT and 4DCT acquisitions
are nearly identical. Yet, residual motion artifacan alter high contrast regions, causing
contrast in 4ADCT phase images to vary from slicglite.

Clinical Implications

The image quality of the Philips 4DCT thoracic gim protocol is clinically
acceptable, as one might hope from any Philipsopodt Mean CT#s in both stationary
and mobile objects imaged with 4DCT are withinwa féounsfield units of those
measured from the same objects imaged while statjomith 3DCT. As such, any
guantitative CT# measurements from 4DCT imagesréatment planning purposes will
fall under the same calibrations parameters asté&dard clinical 3DCT images.
Modulation transfer function and high contrast teson are nearly identical for both
protocols. Noise in 4DCT images, however, is dyaatreased due to the reduced tube
current. As a result, low contrast resolution ergfserious deterioration from what is
seen in clinical thoracic 3DCT images. Even soatén of lung tissues can still provide
sufficient high contrast for delineation when tusiare completely surrounded by
healthy lung; as well, contrast enhanced CT isimelyt utilized for delineation when
necessary. Residual motion artifacts can altetrashin 4DCT images, and so,
automatic segmentation algorithms which are semsit image quality and high contrast
in particular, may require additional supervisidtfiere at the Cross Cancer Institute,
automatic contouring with the Eclipse treatmentplag system (version 8.6, Varian
Medical Systems, Palo Alto, CA) reliably delineatedy body contours and lung
volumes (i.e. tissue/air interfaces)—its applicatio other structures, including bony
anatomy, is problematic at best, often requiringsiderable manual editing. At worst,
this state of the art planning system completdlg fa produce useful structure
delineation. Thus, at the Cross Cancer Instialtéumors are manually contoured by
radiation oncologists based upon their personaicakdxpertise. The impracticality of
manually delineating every organ in every phasadwer, is a major hindrance to
attaining full utilization of 4DCT'’s potential. Ehresults of this investigation suggest
that, in high contrast situations such as a turoangetely surrounded by aerated lung
tissue, automatic threshold segmentation of 4DCAges using local contrast levels of
40 - 45 % may Yield target volumes sufficiently aate for radiotherapy treatment
planning. Of course, this hypothesis must be desgsing real patient data prior to
clinical implementation of any such technique.

From the data presented in this thesis, it is evitieat 4DCT, using the Philips
big bore CT in conjunction with either the Philipsllows or Varian RPM respiratory
monitoring systems, is capable of tracking mobdle/léc spheres in air to a high degree
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of accuracy. This high contrast scenario corredparell to the clinical situation in
which mobile tumors are fully circumscribed by lungny departure from high contrast
geometry could prove problematic, however, paréidylas uncertainties in
differentiation between diseased and healthy tissger low contrast conditions may be
exacerbated by significant noise increases in 4iages.

Volume delineation of mobile targets imaged wilhCT is less accurate than
when the same objects are imaged while stationahy3CT, which can only be
expected from motion artifacts in CT. Still, thé& 8 tube rotation provides a temporal
resolution of ¥ second, minimizing the extent aidaal motion artifacts which lead to
volume discrepancies. In moving from stationaryCtto dynamic 4DCT, the mean
volumetric error increases 0.12 % for the 3 andhSsphere combined data (i%.
volume differencef 0.1 % with static 3DCT and 0.22 % with dynamieCT). For the 1
cm sphere, the mean volumetric error increasesilyyatout 0.24 % in going from 3D
static to 4D dynamic scanning. Considering thsihgle voxel (i.e. 0.78 x 0.78 x 2.0
mm® = 1.2 mni) constitutes 0.23 % of the entire 1cm sphere’sva, these differences
are relatively insignificant. Greater disparitytween dynamic 4DCT and static 3DCT
imaging arises with regard to rendered shape. tyglgamic conditions, 4DCT images
of the 1 cm sphere yieliean eccentricityalues 0.04 higher than what is measured from
static 3DCT images, and 0.08 larger for the 3 anchSphere combined data. With both
volume and shape rendering, the larger spheresrdaffs absolute deformation in
dynamic 4DCT imaging but more relative deformatimmoving from stationary 3DCT
to dynamic 4DCT, indicating that resolution uncittias, which are identical for both
imaging modalities, dominate for smaller objedfsiesidual motion artifacts are still a
concern, Philips also offers a 0.44 s tube rotatjpeed.

Perhaps a more clinically relevant measure of tijiadine accuracy is provided
by themaximum distance to agreemamtdcoincidence inderetrics. Theoincidence
indexindicates the degree of overlap observed betwserdlume rendered by 4DCT
and that expected based on the known shape, sidenation of the objects in question.
For the 1cm sphere, tleincidence inderanges from 0.5 to 0.74, translating into
overlaps of 66.7 % and 85.1 %, respectively. Tmesabers result from surface to
surface disagreements between the imaged and ksiveres as indicated by the
maximum distance to agreememetric (i.e. in this instance: between 0.5 andi2ng).
Here at The Cross Cancer Institute, standard eliiactice results in 5 - 15 mm
margins around the GTV in order to produce a PTMreatment planning. Such
margins will readily compensate for errors in detition resulting from residual motion
artifacts in 4DCT images. Depending on the demanfhdsgiven treatment plan,
however, a phase dependent GTV margin may be weadamorder to convert the
segmented image of the tumor into a volume morgaiceto contain the physical GTV.
For those phases corresponding to rapid tumor memgra uniform GTV margin of 2.6
mm may be reasonably suggested by the resultssahtrestigation. A perusal of Table
3.11 is recommended prior to selection of any suahgin, however, as both size and
amplitude of motion affect the maximum observedasg to surface discrepancies.
Also, adding a uniform margin of 2.0 mm around$bgmented image of a 1 cm sphere,
for instance, may create a volume that circumssribe actual object, but may not
necessarily improve thevincidence indegcore, which ranks the amount of healthy
tissue contained within the GTV equally with thecamt of diseased tissue neglected.
Analysis of how added margins affect t@ncidence indewould be a useful tool in
evaluating margin schemes devised from 4DCT imadregeneral, delineation errors
implied from themaximum distances to agreemeangtric are smaller for phases with
little or no residual motion (e.g. at or near emldale and end exhale). For the end inhale
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and end exhale phases, the required GTV margindimeibof such a diminutive size that
it may be safely ignored.

Future Work

While the process of acquiring 4DCT images is ingamaturity, there may,
however, be some room for development of motiomaped CT filter functions.
Clinically, recommended 4DCT protocols should beher investigated for optimization.
Breath coaching programs, with multiple modalitidsommunicating with patients
require development and implementation. Given &éingtphase offset between target and
external respiratory signal is problematic, attesygitnovel methods of acquiring a
reliable respiratory trace from the target itsedf warranted.

In post processing, there is still much work tadbee on noise in 4DCT images.
The SNR can be increased by registering differeasp images together (63) —no paltry
task depending on the extent of motion and defaomat the different phase images.
As well, registration of 4ADCT images to other imagimodalities (e.g. 4DPET, 4DMRI)
has the potential to significantly improve theiettépeutic utility. A wealth of precious
patient specific data rests within 4DCT images, iyebrder to make full utilization of
this information clinically viable, reliable autoted segmentation algorithms need
development to efficiently and accurately delinddtes target as well as critical organs
in each phase image.

Application of 4DCT data to predictive algorithmsuld help facilitate the future
of IGRT. Patient specific tracking algorithms taintain target recognition and to
compensate for mechanical lag time could be coctstdurom 4DCT data. In addition,
for non-gated treatments utilizing IMRT, algorithtosinterpolate anatomy between
phase images are required. Depending on the sdlgetatment option and the
performance of each 4DCT system, determinatiorD@&@# margins may be necessary.
Undoubtedly, new and imaginative ways of utilizthg patient specific spatiotemporal
resolution of 4DCT have yet to be discovered. g&emetric accuracy of the
Philips/Bellows and Philips/Varian RPM systems ssig the technique is appropriate
for implementation in a variety of research prgesuch as 4D Monte Carlo inverse
treatment planning or the identification of appiafg margins to account for sorting
errors and intra-faction variability due to incatent patient breathing.

Conclusion

The geometric precision of the Philips Big BoreGIDimaging system with both
Philips Bellows and Varian RPM respiratory monitgrisystems, as well as the accuracy
and consistency of mean CT#s in 4DCT phase imaugisate that 4DCT is an
appropriate imaging technique for treatment plagniflaving 4DCT capabilities at The
Cross Cancer Institute will enable more patientrappate margins and a wider selection
of treatment options for patients, as well as agperdoor to advanced research in four
dimensional radiation therapy techniques.
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Appendix A: Additional Comments on 4DCT in RT
What gate?

It is widely accepted that satisfactory gating paeters are reliably achieved
using 4DCT (174,153,129), partially because expkinbwledge of the displacement
correlation between the target and the surrogatetiseeded (1). All that is required is
the indentification of a reproducible phase and@eaquate duty cycle (38).

To keep residual motion artifacts to a minimuntjrgawindows are often
chosen around end inhale or end exhale phaseeXfrade is a popular choice because it
is the most reproducible (23,176,175). Howevdreotwuthors have reported end inhale
as the more stable phase (46) and, with the idfflateg, the dose coverage of the lung
and heart can be reduced (89). The choice of whtielse to use depends on the patient’s
ability to reliably reproduce it and the relativegortance of minimizing the involvement
of normal tissues and organs at risk (38,127).b8ew et. al measured the residual target
motion at end exhale to be 1.2 mm when using aggbased gate and 1.0 mm with an
amplitude gate. End inhale fluctuations were mesasas 2.7 mm for phase-based and
2.2 mm for amplitude-based gating. These discr@parbetween phase- and amplitude-
base gating methods were eliminated when breaithomg@was used (176). Thus, there
may well be differences in the simulated gate &wdactual delivered gate, especially if
the simulation is derived from phase-based sodimdjthe actual RT gating is amplitude-
based (174). Any such discrepancy should be eerdind accounted for at the time of
delivery (174). Although breath coaching has b&®mwn to increase the reproducibility
of the chosen gate, and thus improve the gatingaddle (177,176), the amplitudes
achieved under coached conditions are typicallipdnighan for free breathing (46);
therefore, the patient’s ability to respond to duvag should be evaluated prior to
treatment planning (178) so that he/she may eliberoached for both planning and
treatment or not at all.

The extended delivery time accompanying gatedriRieases patient discomfort
as well as elevates the risk of inter-fraction mot{49,21) —any patient motion during
the treatment essentially negates the benefitatirigy(21). A study by Keall et al. found
that the dosimetric consequences of periodic iatémh and partial tumor irradiation in
gated IMRT had less of an impamt RT than the extended delivery time, again,
highlighting the importance of an appropriate deggle (179). Thus, as many phases as
possible should be included in the gated ITV topkieeatment times short (50) without
nullifying the benefit of the reduced margin si28@). The gating window will be much
larger than the acquisition time of a single 4DCGiRge image, thus, even if a turnaround
point in the target’s path is chosen, significamor motion will be included in the
gating PTV, and so motion uncertainties in the Bwhmot be avoided (181). One method
of incorporating breathing uncertainty suggested fiynashima et. al involves utilizing
the standard deviation of the respiratory tradb@thosen phase (129).

Inter-fraction baseline drift can range from 0.7 mm, and can be in any
direction (111). This is a random error, with naglgible dosimetric consequences.
Inter-fraction baseline drift cannot be assesseat py treatment, and so the necessary
margins to account for this uncertainty remain pafan-based. Frequent gated portal
images are necessary to not only verify the pasiticthe target (or a surrogate) during
the gate throughout the entire RT course, buttalsneasure the inter-fraction variations
(46).
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IMRT

In IMRT, isodose lines conform tightly to the tatgolume (119), yet it is the
localization that results in the largest uncertagtvith 4ADCT. Gated IMRT is a viable
option. Even though a fair amount of reprodudipilih amplitude and extent of
hysteresis over the course of RT has been rep(28d.73), use of a surrogate signal,
such as the RPM system, to guide IMRT is dubious eould easily result in geometric
misses if additional margins are not added to autcfon the uncertainty in reproducibly,
base-line drift, anatomical consistency, and phelsgion (162).

External markers

The Bellows system is not quantitative and, atfessent, can only be used
during imaging. The RPM waveform however, can&librated to provide quantitative
measurement of surface motion (45). Many studée® lshown a strong correlation
between surface skin motion and tumor motion (182,1183), yet this relationship is
complex, affected by the location of the targeg, ltsication of the surface marker, and the
patient’s breathing pattern (183). Not only hahege offsets between reported between
surrogate signal and the target (129,162,88),Hisirélationship is variable. Statistically
distinct phase relationships can be measuredfatelit times, appearing in phase then
out of phase on different days or even during #meessession (61,24). Since the phase
and relative amplitude of the respiratory signadatel on the location of the marker
block (160), it is imperative that the phase relaship between target and surrogate
signal be defined at the time of imaging, thatrtteeker block be placed in the same
location during the entire planning and treatmentess, and that the defined phase
relationship is verified prior to each RT treatment

Breath coaching

Breath coaching has been shown to greatly improeeeaproducibility of patient
breathing patterns. With audio coaching alonesthbility of frequency improves, but
the amplitude variability can increase (111,158)184d with visual coaching alone,
amplitude reproducibility improves but frequencytrol can suffer (111,158). Audio-
visual coaching shows the least variation in botipl#ude and frequency (30), and the
patient’s performance improves with practice (158ce the method of coaching can
affect the target’s motion, it should not be altkdeiring the entire planning and
treatment process (89).

With coaching, variations in the placement ofdi@phragm at end exhale can be
reduced by 21 % (46), lung volumes at end inspinatian increase by 43 %, and mean
displacement of the ITV can be reduced by as mach&mm (89). Yet, not all patients
are capable of following coaching instructions.t GU33 patients in a study by Stevens
et. al, half could not follow audio-visual instrizat and 13 could only be coached with
audio (16). It should be noted that dramatic clearig the anatomy due to RT, such as
tumor shrinkage or increased aeration of the lurgtd reduced atalectasis, may affect
the patient’s breathing pattern even with coaching.

Physiological variations

During the course of RT, the GTV defined by thenpiag 4DCT may not
coincide with the position of the tumor during treant (20), and the PTV can lose its



203

geographical relevance since planning marginstatie svhile the patient’s anatomy can
be significantly altered by common physiologicahnfes, such as weight loss or tumor
shrinkage (185,119,135). In a study of eighty lumg cancer patients by McDermott et.
al (186), 57% of these patients showed progressia¢omical changes and 37 % random
anatomical changes Another recent study by Maetinal (135) observed clinically
significant changes in both tumor size and mobilitypughout the course of RT.
Interestingly, the end inhale and end exhale vokiimeveekly 4DCT scans differed,
showing a mean reduction of 41.7% and 37.1 %, ctisedy. This reduction did not
follow any weekly trend (135). A study of ten jeatis by Kupelian et. al (185), using
serial MVCT images from daily tomotherapy treatnsemecorded tumor shrinkage at a
rate of 1.2 % per day. From these images, newntezg plans were developed and
compared to the original plan. As the tumor volsrdeindled, there was a small
increase in deposited dose (i.gs)Panging from 0.02 - 0.1% per day, presumably from
the subsequent decrease in attenuation with reduosat volume (185). In the Maxim
study, dose calculations from the EPI concludetlttiareduction in tumor size resulted
from high doses to the PTV; again, no weekly patfgesented itself, rather, the
reduction in tumor volumes appeared to fluctuaBbj1 A recent study by Britton et. al
(119), involving ten lung patients undergoing 3DGRAnd IMRT, looked at variation in
the surrounding normal tissues as well as the taxgemes during the course of RT.
Fresh treatment plans were constructed from wedRIYT scans and compared to the
original. Britton recorded a reduction in both th® and PTV for all patients along with
reductions in dose coverage (e.go @ the ITV down 5.7 %, anddgto PTV down 20.5
%). With the receding tumor boundaries, the meag dose increased 2.2 %, ang V
went up 3.1 %. In general, the volumes of the rotloemal tissues in the vicinity (i.e. the
esophagus, heart, and spinal cord) did not chaggédisantly during RT the course, and
the mean dose variation depended on that orgasitigrorelative to the tumor (119).

All the authors agree that fast tumor shrinkagelead to inteffraction dose delivery
errors, and that it is worse for larger tumors,clibdppear to shrivel more and in an
irregular fashion (106). However, the worst doghinecompromises involve positional
uncertainties (119) exacerbated by physiologicahges and small systematic margins
(135). Use of daily onboard imaging such as CBE€dhtviously necessary to verify
target position (117), but these scans are alsieciuio motion artifacts, and 4DCBCT
techniques should be implemented. Daily 4ADMVCRtmgent planning as in the
Kupelian study is impractical even for centers vtitmotherapy units, but a second
4DCT scan may be useful. Maxim notes the largasations in tumor volumes
typically occur on the second week of RT treatmant] suggests this may be a good
time to reevaluate the treatment plan using antiaddl 4DCT scan (27). In terms of
patient outcome, however, the threshold at whielsdldosimetric discrepancies become
clinical relevant is still under assessment (119)

Threshold and Segmentation

To take full advantage of 4DCT, an efficient anliblde manner of contouring
the multiple phase images must be adopted. Daseggiancies as much as 9.3 Gy have
been reported between the end inhale phase antréathing RT, presumably due to the
deformation of soft tissues and the motion of the in and out of the beam (134). Thus,
complete images must be taken of all the involveguas and each organ contoured in

2 3-dimensional conformal radiation therapy: a stafiternal beam therapy planned in 3D to
conform closely to tumor volumes.
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every phase (187,7,64). Manual evaluation of eveggn in every phase, however, is
time consuming (78). Automated segmentation algms can offer clinically plausible
contours with considerable time savings and minisar interaction (187,101,65,68,39),
but careful human assessment is still necessaryodihe inevitable presence of residual
motion artifacts (68,65). The effects of residualtion artifacts on high contrast
resolution may be problematic as well, especiahiritensity based deformable
registration methods which are sensitive to imagaity (173). Also, 4DCT does not
account for motion induced from the heart beat,\@rthtions in automated contouring
of GTVs in the vicinity of the heart can vary asahuwas 5 mm (187).

Appendix B: X-ray Formation and Interactions widatter

X-rays

X-rays are electromagnetic radiation in the rapig@pproximately 0.01 to 10 nm
(188p23). For medical applications, this ranger@éen into groups by the energy of the
x-rays producedsoftx-rays range from 0.1 - 20 keWliagnosticx-rays appropriate for
radiographic imaging of the human body are 20 KeN, orthovoltage used to treat
superficial lesions, are about 80-300 kMermediatex-rays range from approximately
300 keV to 1 MeV, and final, anything over 1 Me\ftéerred to asnegavoltage X-
rays can be generated by the change in momentancludrged particle and by the
removal of an orbital electron from an atom (189p8oth events may result when an
electron beam is stopped by an absorbing matesah an x-ray tube.

An x-ray tube generates photons by liberatingtedas from a heated filament
and accelerating them into a high Z target (SearEig.1)

Figure B.1: A simple x-ray tube

000
B
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Figure caption (after (190)) A current is passedulgh the filament, heating it to the point where
electrons are emitted form its surface. A voltegapplied between the filament and the target,
drawing the free electrons towards the anode. iftleeactions of the electrons with the target
generate x-rays.
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When the electrons meet the target, their rapiéldeation results ibremsstrahlung
while other electrons may collide with atoms of &m®mde to cause orbital vacancies,
resulting in so calledharacteristic radiatioras this radiation is characteristic of the
anode’s material (189p87). The spectrum of raaliagimitted from an x-ray tube
contains both bremsstrahlung and characteristiatiad. Figure B.2 shows a generic x-
ray spectrum of a tungsten target.

Figure B.2: The radiation spectrum of an x-ray tulith a tungsten anode

theoretical
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Figure caption (after (190)) Bremsstrahlung, résglfrom the innumerable inelastic interactions
of the impinging electrons with the atoms of thegéd, constitutes the bulk of the x-rays produced.
The theoretical line shows the spectrum of breamaisising if absorption by the target and other
components of the x-ray tube is neglected. Cheariatic radiation is named by the shells

involved with the emission: ‘k’ indicates a tramsit from a higher shell to the K sheld; ‘means

that the transition @riginated from a shell one energy level up fréva K shell (i.e. the L shell)
and ' means two shells up (i.e. the M shell). The suipss ‘1" and ‘2’ distinguish the slight
energy difference between the two electrons iniap#ach of the: andp shells.

Characteristic radiation

Characteristic radiation is produced when an aklgiiectron is removed from an
atom and a more energetic orbital electron dropendo fill the vacancy (191). The
excess energy of the replacement electron is edeas a photon of energy

hv=E, -E_, B.1
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where k is the binding energy of the vacant orbital apds&he binding energy of the
replacement electron’s orbital (188p89) (See Fidudg . Vacancies in an atom’s orbital
structure occur under a variety of circumstanaeguding, but not limited to, Coulombic
interactions, nuclear decay, and the Auger effE8998). At medical x-ray energies,
however, only the Coulombic forces between theteladoeam and the atoms of the
cathode cause orbital vacancies (188p87).

Figure B.3: Formation of a characteristic x-ray

characteristic
radiation
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Figure caption (after (190))Characteristic x-rages farmed when an impinging ejects an orbital
electron, and an electron from a higher energytalrdrops down to take its place. The excess
energy of the replacement electron is emitted fasoson.

As seen from Equation A.1, the energy of the attaristic photon is dictated by
the energy of atomic orbitals, which are, in tutetermined by the atomic number of the
cathode’s material and the quantum numbers ofttblissinvolved (189p98). Figure B.4
is the energy level diagram of a tungsten atome tfénsition from the L shell to the K
shell results in the emission of a 59 keV photosigteated by k A transition from the
M to K shells, referred to ag,keleases 67 keV. The fact that twaakd two k peaks
appear in Figure B.2 arises from the Pauli exchugionciple. Two electrons sharing the
same orbital differ only in their spin quantum nwmnb, and the slight difference in
energies (e.g. betweep & k., seen in Figure B.2) arises from their respectpia-s
orbital coupling (191). In general, inner shedirsitions result in characteristic x-rays
with energies between 10 keV and 100 keV, whileoshell transitions emit radiation at
energies on the order of just a few electron Vdi&9p90). However, not just any
transition between energy levels results in thessiomn of a photon. Radiative transitions
follow a selection rule based on quantum numbéisfining the orbital cloud shape) and
j (the total angular momentum of the electron)(1@1)nust equal = 1, andlj =+ 1 or O,
with the exemption that transitions frgnx 0 toj = 0 are forbidden (189p90).

Transitions which violate this rule result in theoalsion of an orbital electron (i.e. an
Auger electron) rather than a photon. The eleateries away energy,equal to
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E, =(E. —E,)-E,. B.2

where E, is the binding energy of the ejected electronkstat (188p89). See Figure A.3.
Yet, even if a radiative transition is allowedpiay still be accompanied by an Auger
electron rather than a characteristic photon (18Rp3he probability of a radiative
emission is represented for each orbital b§litsrescent yieldok, weremyx = the number
of photons emitted per vacancy, and increasesatitimic number (189p91).

Figure B.4: Energy level diagram of a tungsten astiowing the emission of
characteristic radiation
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Figure caption (after (190)) The energy levelthefN, M, L, and K shells of a tungsten atom are
labeled with their binding energy. Electrons diiogpdown from higher energy orbitals (i.e. those
having a lower binding energy) emit photons witkergy equal to the difference in energy
between the two orbitals. See Figure B.2. (Figuoeto scale)

Bremsstrahlung
When a charged patrticle is stationary, its en&gyored in an isotropic electric
field around the particle

1l g
E(r) =———, B.3
) 47E 12

o]

were ¢ is the charge of the particle, apid the dielectric constant of the vacuurg<
8.85 E-12 As/Vm) (189p93). The electric fieldeomoving charge is

1 q

) arE, r2(c-v)° [(C_V)(C -V )+r(C—v)asin6’] B.A

where r is the distance from the charge to the figlint (192p460,189p95) see Figure
B.5, v anda are the charge’s velocity and acceleration, respygt ando is the angle
betweera and r, and c is the speed of light (192p438).
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Figure B.5: Vector diagram of a moving charge aulombic field
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Figure caption (adapted from (192p430) The calaiabf the electric field for an arbitrarily
moving point charge q. The vector &—v (where c is the speed of light) represents thidie
from charge g to the observation pginat the time of observatidn However, the information
about g ap originates from an earlier tintewhen the charge was at locatio(t,). Thus,
integrating over the charge density to find thetle field att, entails doing so for two different
moments in time sindg =t — (s/c). This is the origin of the two terms in thedtic field of
Equation B.4 (192p430).

The first term in brackets depends only on veloaity falls off with 14. This is the
energy field that is carried along with the pagi192p460), and is referred to as the
velocity fieldor near field The second term in brackets contains an actigler@rm and
falls with 1/r (192p438). This is the field thairsstitutes the radiated energy, and is
known as thecceleration field 192p460)far field, or radiation field When v << c, the
radiation field becomes

E =ii2asin6? B.5
4re, rc

and the corresponding magnetic field is

B= E/c:&iasiné?, B.6
4nrc

wherey, is the permeability of the vacuum, & 4r E -7 Vs/Am)(189p95). Thus, when a
charged particle undergoes a change in momentutnefpigs kinetic energy is emanated
away as the electric and magnetic fields which agape outwards from the particle at
the speed of light. This is bremsstrahlung (189p94

In an x-ray tube, Coulombic interactions betweeergetic electrons and the
anode’s nuclei cause the impinging electrons telacate, creating bremsstrahlung. See
Figure B.6.
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Figure B.6: Impinging electrons interacting ineieatly with an atom

a.) b.)

bremsstrahlur bremsstrahlur
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Figure caption (after (190)) An electron enterihg Coulombic field of an atom emits radiation
due to a.) a small change in momentum, b.) a rdg@dgtleration, and everything in between.

The acceleration of the electrons can be foundopfyang Newton'’s second law to
Coulomb'’s force

1 eze o
ArE, T? '
1 eZe B.8
ArE, mr?’ '

wherem is the mass of the charged partiglés the charge on an electron (e = 1.602E-19
J) ,Zis the atomic number of the nucleus, anslthe distance between the two charges
(189p97). The intensity of the radiation produlfed) is given by the Poynting vector
(i.e. the cross product of the electric and magrfetid vectors divided by, (192p460)

). In scalar terms, this is

- 1 é .
I(r,8) =(ExB)/u, = £,cE* = ToE 170 a’sin’@ B.9
0

(sinceB = E/c (G438) and = 1k, (192p376), and here, q = €)(189p96). Equation B.9
reveals bremsstrahlung’s intensity dependenc& and sifg; thus, the maximum
bremsstrahlung intensity is in the transverse ptartee charge’s velocity ét= /2, and
zero in the direction of motion, whéwr 0 orz. See Figure B.7. Also, since Hijs
proportional tce?, it is insensitive to whether the impinging electis accelerating or
decelerating (192p464).

As seen in Equation B.E is affected by the speed of the charged partid8)
asp = vic increasesE is increased by a factor of fbo%)) >?(189p98). In this way the
speed of the electrons also affects the intensity;

(r.6) = 1 e a’sin’é B.10
7167, r2c® (1- Bcosh)® '
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The inclusion o® in this new factor alters the angular dependeffithedemitted electric
field, causing it to tip forward as the speed @f tharge increases (189p98) (shown in
Figure B.7). As the velocity of the electrons geses, the more forward peaked the
radiation, and for each velocity, there is a chiarégtic angled,.x at which the
bremsstrahlung radiation is the most intense. @hgde may be found by integrating the
intensity with respect t6, and setting = 0.« to zero, resulting in

2 —
8. =cos" yir1ss -1 : B.11
3B

As S goes to Ofmaxapproaches/2, and ag goes tolfn.x approaches 0. The decent is
rapid; at only 100 keWmax = 35’ (189p100).

Figure B.7: Cross section view of the radiationtégdi from an accelerating charged
particle

E.=10eV

" E.=100 eV
B = 0.548
0oy - 35.0

Figure caption (after 189p99): A= v/c increases, the radiation tips forward in the diogcof
motion, never emitted in the directionwfbut in an ever tightening cone around it. (weigthe
velocity of the charge) (Figure not to scale)

Conservation of energy mandates that the enerthyeaémitted photon cannot be greater
than the energy used to create it (188p24). Irb,1Pliane and Hunt empirically showed
that the shortest emitted wavelength, multiplied by the accelerating voltage U is
constant:

U Amin= 1.24 E-6 Vm , Al12

(194) which, from the energy equation,
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KE =eU = hd Amin A.13

whereh is Planck’s constant (194), shows that the greatesunt of energy that can be
lost in a single radiative event is equal to theekic energy of the impinging electron,
and that the Duane Hunt constarid¢e. Radiation events of lower energy are, of
course, possible; thus, the bremsstrahlung speatinges from zefao the entire
kinetic energy of the electron (189p97)(see FiduR).

The vast majority of interactions between an esiizglectron and the nuclei of
the absorbing media are elastic collisions (1¥ge Figure B.8. Since greater than 99%
of the energy carried by the electrons depositséranode as heat, tungsten is also used
as the target material due to its high melting pdire. 3376C (195)). Tungsten, with an
atomic number of 74, yields substantial bremsstiradn(as evident from Equations B.8 &
B.9) as well as characteristic x-rays (i.e. hig.

Figure B.8: Interactions of an impinging electron

S Q
a) b) c.) d.)

Figure caption (after (190)): More than 99 % of #hectron’s interactions with the anode are
elastic collisions. a.) the electron’s energy égferred directly to the medium in numerous
elastic collisions, causing heat. b.) Far lessuesdjy, the electron displaces an orbital electron,
resulting in the production of characteristic xgag.) An encounter with the Coulombic field of
an atom causes the electron to change courserdleasing a portion of its kinetic energy as a
photon. d.) A close encounter with the atom stbpselectron; the entire kinetic energy of the
electron is radiated away.

The fluence from the x-ray tube is polychromatid avill vary from tube to tube
as well as in time; the variables include the autrterough the filament, the voltage
across the tube, the nature of the power suppigpoaent materials, quality of the
vacuum, anode and cathode configuration, tube hguSitration, etc (195). It turns out
that the biological effectiveness of x-rays is tigkgly insensitive to their energy
(188p270), rather it is the penetrative power eflieam, referred to as gsality, that is
of primary interest (195). Thus, instead of ddsng the nature of each beam by its
unique spectrum, just its depth of penetration stme homogeneous material is often
quoted. For diagnostic x-rays, the quality is esged by the thickness of material
(typically millimeters of aluminum) needed to redube fluence of the beam by one
half, called théhalf value laye(HVL) (189p238).
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Photon Interactions with matter

Incident x-rays pass with random trajectories amd through the cross sectional
area of any material in their path. The expectedlrer of interactionp between an x-
ray and the absorbing material is proportionahtdrea (or effective area) occupied by
each atom, referred to as ttr@ss sectiomf the atomu. Mathematically,

p=N_uX, B.14

where N is the population of atoms per unit volwhthe target, and x is the thickness of
the target (196) . Each possible interaction beitwnan x-ray and the atoms in its path has
its own probability of occurrence, and thus, itsnowoss section. Possible interactions
between an incident x-ray and the absorbing mawej@end on the energy of the photon
and on the atomic number of the material. Thewgantions include:
Classical scatter the elastic scatter of the photon off a freetebec(189p189).
Rayleigh scatter the elastic scatter of a photon off the bouedtebns of an
atom (189p214).
Compton scatter the inelastic scatter of a photon off a loos®lynd electron
(189p193).
The photoelectric effeet the complete absorption of the photon by a tightl
bound electron, resulting in the expulsion of tkeeon(s) from the atom
(189p220).
Pair productior— the complete absorption of the photon by the eusbf the
atom, resulting in the creation and emission oglactron/positron pair
(189p227).
Triplet productior— the complete absorption of the photon by a tightdund
electron, resulting in the expulsion of the electimm the atom as well as the
creation and emission of an electron/positron {a80p227).
Photodisintegration-the complete absorption of the photon by thequscbf an
atom, triggering some form of nuclear decay, tyibydhe emission of a single
neutron. (189p235)
For the photon energies associated with radiolbgitaging, only Rayleigh, Compton,
and photoelectric interaction are significant (1399).

Rayleigh Scatter

Rayleigh scatter occurs when a photon interadts tive atom as a whole
(188p172,189p188). However, it is instructiveitstfdiscuss the classical derivation of a
scattering event off a single, free electron.

Consider a photon with an electric fidglwhich, when interacting with a free
electron, is absorbed, and having transferredsafiriergy to the electron, sets up a
resonance in the charged particle with a force of

m,a, = ef =eE, sinwt, B.15

wherew is the frequency of oscillation of the electrooward its mean position, amds
time (189p189). During oscillation, the chargeengnces acceleration

a =iE0 sinwt. B.16
m,
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See Figure B.11. The accelerating charge emitatiad, as in Equation B.5, which,
with the substitution of Equation A.16 far ande for g, becomes

El':ie—z(i E, sinwt}sine, B.17
4re, rce\m,

where® is the angle between the emission vectand the polarization vectarof the
incident photon from Figure B.9 (189p191). Notihgtt1/(4re.)(e¥/mc?) is the classical
radius of the electron,(r, = 2.81795E-15 m) (188p168), Equation B.17 maynee
simply expressed as

r . .
E,'=—=E,sinwtsin©. B.18
r

(188p169) The emission of radiation dissipatesthetron’s kinetic energy until it is
once again “at rest”(188p171).

Figure B.9: Vector diagram of the classical scatfea photon off a free electron
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Figure caption (after (189p191))Diagram of cladsicatter: a photon is absorbed by a free
electron (depicted here at the origin), settingaupsonance which radiates the absorbed energy
away as a scattered photon. The relationship betteescattering angkeand the polarization
angley can be determined from the geometry:@es(a/r), si® = (b/r), and cog = (a/b), giving
co = sircosy and sif® = 1 — sifdcosy (P191).

The probability of the re-emission of the incidphbton into a solid angiQ,
referred to as the differentielassical scattering cross sectiper electron per unit solid
angled.o,/dQ (188p170), is found from the time-averaged rafimtensities (radiation-
out divided by the radiation-in) multiplied by theea differential, i.e.
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]
d.o,==%dA. B.19

in

(189p190). From Equations B.9, B.15 and B.18, astihg that the average of éivt=
s,

— — . 1
Iin = EOCElz = SOCEg(San Wt)ave = EEOCEC? B.20

and

2

= re (.. : 1 e .
| = &,CE'Z = £,CE? r% (sln2 wt)ave(sm2 0) .. = EsocEf r% (sin*@),,. B.21

(189p190). WithdA = r? dQ, Equation B.19 becomes

2
2.
1(eocE(f - (sm2 O)ave
do, =2 r r?dQ , B.22
1 cE?
2 [0}
and reduces to
4:9, _ rZ(sin’ ©) .- B.23
dQ

(189p190). Noting that the emitted radiation ipalarized, to find the average value of
sirf®, integrate over the polarization anglérom 0 to Z to get

(sin? ©) —%(1+ oL 6), B.24

ave

wheref is the scattering angle between the incident aethitted photons (189p191).
The relationship betweed andy is depicted in Figure B.9. This gives

d.o,

e

dQ

:%roz (1+cos 6) B.25

(189p191). In order to calculate the total probgbif the scattering evendes,/dQ must
be integrated over all scattering angles findthe differential classical cross section per
electron per unit scattering angltkg/df = (deo, / dQ)( dQ/ db), and given thadQ/dd =
27Sing,

% =r2msind(l+cos 6). B.26
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(188p169). A graph of bottho/dQ anddew/dd vs 6 is shown in Figure A.10. The
resulting total classical scattering cross segb@nelectrons,, found by integrating
Equation A.26 over all scattering angles, esséwtifihding the area under the curve in
Figure A.10, is constant, = 66.5 E-30 ri(188p171). The lack of an energy
dependence shows that there is no change in ebhetggen the incident and reemitted
photons (i.e. the scattering event is elastic) 183).

Figure B.10: The classical differential cross satiier electron (per unit scattering angle
and per unit solid angle) plotted against scattesingle
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Figure caption (after 188p171) Radiation is emittedvery direction. A = 0 orz, des/dQ = r?
= 7.94 E-30 (fie steradian), and af2, half that, indicating that twice as much raidiats
scattered either forward or backwards than at igigies to the incident photon. To derive the
total probability of the scattering evedtg,/dé is integrated over all scattering angles, giving
66.5E-30 M. (dewo/dd gives the fraction of incident radiation scatteiretd the cone contained
betweert andd +db.)

Moving to the case where all of the atomic eletrare involved in the
scattering event (i.e. Rayleigh scattering), tlessical coefficient must be modified to
account for the atom’s complete orbital structuif@e atomic structure is described by its
form factor F(x, Z) (197); here again Z is the atomumber of the atom, and the term x
is the momentum transfer variable, defined as

x=sin@/2) L , B.27

where/ is the wavelength of the incident x-ray (189p21Bhe form factor is,
understandably, an extremely complex function aadanly be solved analytically for
the hydrogen atom —all other atoms require apprations and atomic modeling
(189p215). Now at last, we come to the mathemadiefinition of the Rayleigh
scattering. The differential Rayleigh cross secper unit solid angle is simply

d aaR - d eaO{F (X! Z)}2
dQ dQ '

B.28
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The subscript ‘a’ denotes that the cross sectipeisatom. Likewise, the differential
Rayleigh cross section per unit scattering afgteay be found by

daJR - deJO

G 3 {F(x,2)}? =r2msin6@+ cos’ O){F (x,2)}? B.29

(189p215) Since the momentum transfer factoripnisrsely proportional to the incident
photon’s wavelength (Equation B.27), Rayleigh scattering is energyahejent as well
as Z dependent. The complex nature of these depeasd can be seen in Figure B.11,
which shows the Rayleigh differential cross sectidth respect to scattering angle for
Hydrogen and Carbon absorbers, respectively, plattginst scattering angle for several
incident photon energies. Also plotted are theesponding differential classical cross
sections per atom, simply, = Zoo,.

From Figure B.11, it is evident that the Raylesglttering is not symmetric
aboutn/2, but especially for high energies, favors fomvacattering. The characteristic
angle of Rayleigh scatterirt is defined as the half-angle of the cone contgii@id% of
the scattered photons, and is estimated by (189p216

2—1/3
6. 2(002_ GrEecz J 530
Vv

For the extreme case of only a single orbital ebegtas the energy of the incident photon
decreases, the Rayleigh differential cross seemroaches the classical one. However,
for Z >1, incorporation of the form factor increasbe Rayleigh differential cross section
well above the classical case (189p217).

The total Rayleigh scattering cross sectmycan be found by integrating
Equation B.29 over all scattering angles (189p2X5.incident photon energies
increase, the Rayleigh cross section decreasetiyaaind for low atomic number
materials, such as soft tissues, is negligibly fomenergies above 1 MeV (188p150).
(See Figure B.11.)
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Figure B.11: The effects of incident photon eneagyg Z of the absorber on the Rayleigh
differential cross section per unit scattering angl
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(m?/atom) x1C*°

0 L LJ LJ LJ LJ LJ
0 /6 /3 /2 2n/3 5n/6 b
Angle of photon scatted

differential atomic crsoss section
(m?/atom) x1C%®

0 a6 w3 w2 2u3 516 m
Angle of photon scattet

Figure caption (189p217) Top: For fd, = ©o, and atv > 0, ;or = 200, but for atoms with more
complex orbital structurger never approachgs, Bottom: The C atom shows the general case:
as photon energy increases, the cross sectionadesrand the scattered radiation becomes
decidedly forward peaked.

Compton Scatter:
Compton scatter describes an inelastic collisietwvben a photon and a loosely
bound electron. Having transferred a portion ®fmergy to the electron, the scattered
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photon leaves the interaction with diminished epavbile the electron recoils
(188p174). See Figure B.12.

Figure B.12: Diagram of Compton scatter
recoil e

_________________

incident x-ray
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Figure caption (after (190)): An incident phototeiracts with bound electron, and is scattered.
The scattered photon is of a lower energy tharirnttident photon, having transferred a portion of
its momentum to the recoiling electron.

If one assumes that the electron is free and statypit is a straightforward derivation to
obtain the post collision energies using the caraEm of momentum and energy:

E = hva (1- cosH)

o = B.31
1+a(@—cosh)

1

v =hyv—«———
1+a(l—-cosb)

B.32

where E andhv are the energies of the electron and photon #feecollision, and =
hv/(me®), where mais the mass of the electron (188p174). The waiatiip between the
electron recoil angl® and the scatter angdds

cotg =—-(L+a) tar(gj : B.33

(196). In the case were the incident photon makegect hit’ on an electron, the
photon will be scattered backwards at an angle=ofL8C. This results in the maximum
energy transfer to the electron and the minimurmggnescaping with the scattered
photon (188p175). A classical description of sadvllision tells us nothing of the
probability of such an event occurring. For teisjuantum mechanical treatment is
necessary. In 1929, Oskar Klein and Yoshio Nishimdertook the task of deriving the
differential cross section of Compton scatteriggelQ (189p200) (Note the subscript
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‘e’, indicating the cross section is per electroHere again, the new cross section can be
expressed in terms of the classical one, this thmehe inclusion of the Klein-Nishina
form factor ky

d,o. _d.o :

d—QC =d—60(FKN) =r2msin@(L+cos O)F,,, B.34

were

_— 1 1-(a(@-cosd))? 835
™ |1+a@-cosd) | |(L+a@-cosh))L+cogd)|’ '

(189p200). There is no Z dependence in Equatiob Aidce the electron is assumed to
be free. Thus, the probability of a Compton intéica is independent of the absorber
material. The inclusion af = hvm«?, however, gives a clear energy dependence to
deo/dQ, which is illuminated in Figure B.13.

Figure B.13: The affects of incident photon enasgythe Compton differential cross
section per unit solid angle
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Figure caption (After 188p177): The Compton diffgral cross section equals the classical cross
section only for zero energy photons. As the phistenergy increases, the larger the scattering
angle (i.e. interactions where the recoiling el@ttreceives a significant portion of the incident
photon’s energy) the lower the cross section.
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Again, the classical differential cross sectiomiduded for reference, and, as with the
Rayleigh differential cross section for a hydrogéom, as the energy of the incident
photon goes to zeroga/dQ = do/dQ. To find the total probability of a Compton
scattering eventpc, Equation B.34 must be integrated over all sdatjesingles. The
result is

e

o =§eao{( (1+2a)j( 2+a) In(L+ Za)j JIn@+2a) @+ 3a)2} 5 36
4 a 1+2a a 2a 1+ 2a)
(188p178).

The obvious flaw, however, is that electrons withimaterial are not truly free,
nor are they stationary. An accurate account®gthctron’s binding energy entails
knowledge of its wave function, thus, for anythother than the simplest of atomic
structures, an approximate solution must suffi@3(lL81). The probability of a
Compton scattering event off a bound electg (the subscript ‘inc’ refers to the fact
that, unlike Rayleigh scattering, this is an ingeim¢ scattering event) is expressed in
differential form as two separate probabilities

daainc - deo-c S(X,Z) B.37
dé dé

The probability dsc/d6 describes, as we have just seen, the probalfilityat photon will
scatter off a free electron through an artglerhe second factor in Equation A.37 S(x,2),
called the incoherent scattering function (188p1B2he probability that the recoiling
electron will escape its binding energy and ledneedtom with energy £188p181).

Here again, x is the momentum transfer variableaktp sing/2)/A. Using a quantum
mechanical treatment, John Hubbell derived extensibles of S(x, Z) (197).

The integral of this differential over all angkesannot be solved in closed form
(188p182); thankfully Hubbell also calculatgs,. for Z from 1 to 100 (197). Figure
B.16 shows the angular distribution of the sevdiféérential cross sections discussed:
the classical &,/d6, coherent scatter (Rayleighyog/do, incoherent scatter off a free
electron (Compton/ Klein-Nishina)&k/do, and incoherent scatter off a bound electron
daoinc/do.
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Figure B.14: The Classical, Rayleigh, Compton, imedherent differential cross sections
per unit scattering angle plotted against the sdag angle for carbon and 10 keV
photons
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Figure caption (after 188p183): The differentiadss sections for coherent and incoherent
scattering events, wherea}/d6 and doc/dd are simply the differentials per electron mulégliby
the atomic number of carbon Z = 6. TheH0 graph shows the angular probability of a
scattering event of a free electron with no endrgysfer. The gz/d graph is also for a
scattering event without energy transfer, howelerdonstructive interference of the atom’s
electrons create a coherent scattering event.dlédd give the angular probability of a
scattering event off a free electron with energynsfer, and &i,/d6 shows the angular
probability if the electron is not free.

Photoelectric effect

In the photoelectric effect, the photon interagith the whole atom. The entire
energy of the photon is absorbed and the atom emésr more electrons to dissipate
the acquired energy. The kinetic energy KE ofekiéing electron is equal to the photon
energyhv minus the binding energy of the electron shgl(EB9p224)

KE =hv- Eg. B.38

If only a single electron is emitted, the atom remean an excited state with excess
energy

E=hv-KE. B.39

Remaining in an excited state leaves a vacandyeitbital, which, if filled with an
electron from a higher orbital, results in eithereanission of a characteristic photon or
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an Auger electron (189p224), reducing the atom&gneven further. A cascade of
Auger electrons and characteristic x-rays dimirssie excitation of energy of the atom

i k
E=hv-3% KE -> hy,, B.40
1 1

whereXKE; is the sum of the energies of all the expelledtedas, andhy is the sum
of the emitted photon energies. As E approaches the atom returns to its original
energy state, thus the amount of energy leavingnteeaction site ranges frorh\— Es)
tohv. Itis important to note for both radiologicalaging and dosimetry, that the
characteristic photons of low Z organic materiasally deposit their energy at the
interaction site (i.e. within the dimensions ofuaran cell) (188p167).

Returning again to the first ejected electronyeis bremsstrahlung, the angular
distribution of photoelectrons is energy depend&r low incident photon energies, the
peak in emissions approaches, ¥t moves progressively to lower angles\as h
increases (189p223).

The photoelectric cross section per atprfor water and lead are graphed for
energies 10 keV to 10 MeV in Figure 15. The spikehe lead graph are called
absorption edges, and correspond to the bindingyierseof the atom’s L and K orbitals.
Absorption edges result from the x-ray’s abilityidaize that orbital; at photon energies
just slightly below the binding energy of the oabithe photon cannot overcome the
orbital’s grip on the electron. Yet, onkhe= Eg, the cross section graph spikes,
indicating absorption of the photon is most effeetivhen its energy is just capable of
ionizing the orbital (188p148). Apart from thelgs, the probability of a photoelectric
interaction drops steadily with increasing photorrgies. For lead, the sudden ability to
ionize the two K shell electrons increases the gipillty of a photoelectric interaction by
a factor of 5 over all 16 electrons of the L andgiwvlls combined, indicating that the
inner shells contribute more significantly to pheleetric absorption (188p148).

There are distinctive regions in theenergy dependency: the area in the vicinity
of the spikes, regions without spikes at non-reistic energies, and at relativistic
energies (189p222). In the region of the absonmidges, prediction gf is uncertain
(189p222). For energies below about 1 MeV but reeddrom the spikes, the slopeof
vs. hvis essentially linear on a log scale, and fallepgroximately #*%(188p146). It is
in these regions that the Z dependency is obvitligher Z materials hold onto their K
orbital electrons much tighter! Just beyond theogtion edges, the photoelectric cross
sectionstk may be approximated by

37
Tk = 0’4e0'ozn‘/?, B.41

where herey is the fine structure constant £ €/(2hcs,) ~ (1/137) )¢ is the normalized
photon energy (i.e = hvi(m«?) ), and finally, n is the power of the Z dependewhich
varies with photon energy from n = 4 to n = 4.691822) . The region described by
Equation B.41 constitutes the entire portion of;thes energy graph for water in Figure
B.15. Ataround 1 MeV, the slopes of both grapbsome shallower, gradually
approaching an energy dependencevdf Hn this region where >> 1, 1 is
approximated by
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15

T =—a*,0,2° B.42
&

(189p223).

Figure B.15: The photoelectric cross section forewand lead plotted against the
incident photon energy

Photoelectric Cross Section for Water and Lead: 10 keV to 10
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Figure caption: (graphed with values from the XCQ&da base (198)) At lower energies, the
absorption edges of the M orbitals would also kiceable.

Linear Attenuation Coefficient

Although the possible fates of an x-ray enteringhject are many, the situation
is simple —either the photon passes through thenabhtind out the other side, or it
interacts with it. The expected numbeiaoifyinteraction p is the sum of the expected
number of each possible interaction, i.e. Equaidi®l becomes
P=(NaworX)+ (NaoincX) + (Nat X) B.43

where N and x, again, are the number atoms pewahitne of the target and x is its
thickness, respectively. Thus,

P =N (Or + Oinc +4T) X, B.44
where it becomes evident that

all = aOR + aOinc +al - B.45
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(189p243). Figure B.16 shows the total cross seetiong with its constituent cross
sections.

Figure B.16: The total atomic cross sections fotévand Lead plotted against the
incident photon’s energy
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Figure caption: The total atomic cross sectiorefgpmwvater and b.) lead at energies ranging from
10 to 10 MeV (graphed with values from the XCOMadhase (198).

The number of atoms per unit volume N is a functibthe object’s density

N=pA/Np, B.46

where A is the material’'s atomic mass andi?NAvogadro’'s number (189p243). The

product Ny is called thdinear attenuation coefficier#nd is denoted as without

subscript (188p134).

[L = OR + Ginc + T. B.47
The change in photon fluence due to attenuati@rredium is proportional to

both the number of photons in the beam and theatggeiumber of interactions with the
medium
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dp = -pp B.48

where the negative sign indicates that the fluemceduced by interactions with the
absorbing medium. By substitution of Equation Bihis becomes

dp=pNux =pux. B.49
Integrating Equation B.49 gives
® = o ghX B.50

whereg, is the incident influence, angdis what remains of the fluence after attenuation
by the absorber (196). Thus, the significancénefdoefficient is that it allows the
differential equation for the attenuation of a mhofluencep to be integrated (196).

An inspection of Equations B.45-47 reminds us thiata function of the energy
of the photon fluence as well as both the atomiolmer and density of the attenuating
medium. Therefore, Equation B.50 only holds fon@nochromatic beam and for a
homogenous absorbing material. When this is tBe,d@aoweven. can be measured
directly with the aid of judicious collimation knowasnarrow beam geometrgee
Figure B.17 (189p237).

Figure B.17: Narrow beam geometry

xa coIItilranaiion
tube
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X{ \ scatter the photons
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I, R \\
detector”| \detector

collimation

Figure caption: With narrow beam geometry, onlays that have not undergone an interaction
are allowed to reach the detector. In an x-ragttiee photons are not monochromatic, however,
the beam’effective energydefined by itgquality) can be used.
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Ideally, narrow beam geometry allows only thosaysrwhich have passed through the
object without interaction of any kind to be degsf;tand the fluence of photons on the
other sidep is measured. With knowledge of the photon fluemitbout an absorbing
object in its pathg,, 1 can be easily solved for (189p237).

Radiological imges are formed by the spatial ‘emieof x-ray fluence detected
on the exiting side of an absorbing object. Tlitus,the exiting fluence, i.e. the degree
and variation of attenuation of the incident phdb@am, which communicates
information in the radiological exam. It must ieessed that ,ideally, only photons
which have survived the journey without interactiith the object, calledrimaries
communicate this information, namely the probapitit surviving the journey (199p5).

X-ray formation and its interactions with mattee aandom events governed by
Poisson statistics (165p3), thusuf = p is the expected number of interactions betwee
the photon and the absorbing medium, th&riethe probability of no interaction (i.e. A
= P(O|ux) = (ux)’/0! * e** = &*). From Equation B.50, this survival probability=Ae"*
is equal to the fraction of photons that survive jiurney to the detectorp,.
Mathematically, A is a function of both the photepath and its energy, and is described
by the weighted sum of all the linear attenuatioefficients along the path of the photon
from the source to the detector (i.e. W(E)|’ —r|) (see Figure B.18)

A(r,rE)=er(- u(E)F -r|) B.51

where E is the photon beam energy, amadr’ are the position vectors of the source
and detector element, respectively (199p16).

Figure B.18: Geometry of an x-rays path througlalgorbing medium

A source

r detector

v

Figure caption: Each photon traverses some path fih@ source to the detector. Its probability of
interaction depends of the distribution of matarialits path.

Of course, the photons leaving the target of amyxtube are not monoenergetic,
nor are typical patients undergoing radiologicarag homogeneous. Addressing the
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issue of nonhomogeneity firgt(E)r’- r| must be integrated along the path of the x-rays
from the source to the detector (199p16). The m@itthe x-ray beam’s attenuation is
then

F-r
p1p,=A(F.rE)= e“[ Jule+(r-ryr - r*l)f,E)fd‘z] |
0
B.52
where§ is an increment of distance along the path betweesource and the detector.
When the beam also contains photons of varyingggnéne beam as well as the linear

attenuation coefficients along the path of the beaust be integrated over the range of
energies, i.e. from 0 vy (165p2).

s | " BAC T B
P, J. hv::ax ¢, (B)dE |

B.53

Contrast, which allows us to perceive the inforaanf the radiological exam by
distinguishing one region from another, is defiasd

C=(¢A_¢B), B.54

D

where the subscripts A and B refer to fluence detkat different locations in the image
(165p5). Itis clear that contrast depends oditlear attenuation coefficients of the
object being investigated. Both coherent and ircett scattered photons, called
secondariesare not true survivors of the journey, and sttetiected, are presumed to be
primaries, and only obfuscate the information @f thdiological exam (199p15).
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Figure B.19: The total atomic cross sections diewand air for energies between 1 keV
and 100 keV
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Figure caption: The total atomic cross sectionsmater and air plotted with values from the
XCOM data base (198) (air is approximated Y. N\Most of the body’s tissues have similar cross
sections to water. The lungs, however, which dordasignificant amount of air even at end
exhale, provide excellent radiological contrastsfie the apparent proximity of the two graphs).

CT#

In radiological exams, the exact distributionioEhlr attenuation coefficients is
not known, but inferred from the measured valpesdge,. Also, the exact spectrum of
the x-ray tube is not known. Instead, #ifective energgf the x-rays is used. This
effective energy is the energy of a monochromagamnb with the same quality as the
tube’s polychromatic spectrum. Recall, the qualita beam is described by the HVL in
aluminum, i.e.
olpo= 11, = eV, B.55

Since all the discernable information from a réatical exam is due to the linear
attenuation coefficients of the object, the goah @T scan is to create a map the object’s
u distribution, i.eu[x,y] (144). The pixel values of a CT image aréired as

CT#= (Mj 1000 HU B.56
Iuwater

with units ofHounsfield unit{HU). Here, the measured linear attenuation ¢@efits

Ly are normalized to that of wate.. for a particular CT tube’s x-ray spectrum. This
removes the energy dependencea &bm the unit. Thus, in all CT machines, the CT#
for water is equal to 0 HU, and for air, withug essentially equal to 0, the CT# is -1000
HU (143).



