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ABSTRACT System-level electromagnetic transient (EMT) simulation of large-scale power converters with
high-order nonlinear semiconductor switch models remains a challenge albeit it is essential for design pre-
view. In this work, a multi-layer hierarchical modeling methodology is proposed for high-performance com-
puting of the modular multilevel converter involving device-level IGBT/diode models. The computational
burden induced by converter scale and model complexity is dramatically alleviated following the proposal
of topological reconfiguration and network equivalence, which create a substantial number of identical
circuit units that facilitate massively parallel processing on the graphics processing unit (GPU), using the
kernel-based single-instruction multi-threading computing architecture. As the DC system brings significant
inhomogeneity which dilutes parallelism, heterogeneous computing is investigated and the computational
tasks are properly assigned to CPU and GPU to fully exploit their respective features. The separation of
nonlinear device-level models from the rest of the system enables multi-rate implementation for further
efficiency enhancement since the two parts allow distinct time-steps. A remarkable acceleration of over 50
times is achieved by the hybrid CPU/GPU platform over conventional CPU simulation, and the validity of
the proposed modeling and computing method is confirmed by commercial EMT tools ANSYS/Simplorer
and PSCAD/EMTDC.

INDEX TERMS Device-level modeling, electromagnetic transient, graphics processing unit, high-
performance computing, high-voltage direct current, modular multilevel converter, parallel processing.

I. INTRODUCTION
The electromagnetic transients (EMTs) of semiconductor
switches in a power converter are of increasing concern
due to the need to develop efficacious control and protec-
tion strategies, and consequently, intensive tests are con-
ducted during the design stage to ensure their safe oper-
ation once the converter is commissioned [1], [2]. Prior
to prototype tests, commercial simulation tools with de-
tailed nonlinear device-level models such as Pspice and
Saber are frequently resorted to for preliminary studies [3]–
[7], which offer a comprehensive insight into the con-
verter operation status that aids a proper selection of
devices.

When the power converter scales up to withstand a higher
voltage and a larger current, the dozens or even hundreds of
power semiconductor switches easily overwhelm the simula-
tion capacity, especially in applications such as high-voltage
direct-current (HVDC) transmission where the modular mul-
tilevel converter (MMC) contains numerous insulated-gate
bipolar transistors (IGBTs). As a result, it forces the adoption
of simpler models such as the Thévenin equivalent circuit
based on two-state resistor model, or the average value model,
which are largely adequate for system-level study following a
tradeoff between accuracy and efficiency [8]–[10].

Nevertheless, detailed full-scale power converter modeling
is still mandatory for design purposes and accurate system
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interaction study. Some alternatives were proposed in an en-
deavor to reveal more device-level information, such as the
curve-fitting model, which divides the overall IGBT switch-
ing waveform into multiple piecewise linear segments, a few
discrete numbers exhibiting nonlinearity or some continuous
curves whose duration could be automatically adjusted ac-
cording to several parameters [11]–[14]. Based on these mod-
els, the power consumption can be estimated under normal
operation. The fact that curve-fitting models are merely a
rough approximation, rather than a substitution, of a power
semiconductor switch and therefore could not reveal its ex-
act spontaneous behaviors under various operating conditions
in the EMT program manifests the significance of nonlinear
high-order IGBT models [15], [16].

The MMC’s sheer scale also exacerbates the processors’
burden, even though simpler device-level models are adopted
in the simulation, due to a huge submodule (SM) quantity
that requires repeated calculations conducted in a sequen-
tial manner on the CPU, which is dominant in current com-
mercial EMT-type solvers [17]–[19]. Therefore, focuses are
diverted to multi-core CPU that supports parallel process-
ing algorithms [20]. The graphics processing unit (GPU) is
emerging in the massively parallel computation of electri-
cal systems, and a remarkable speedup is desirable in some
cases where an explicit homogeneity prevails [21], [22]. On
the contrary, the CPU outperforms its many-core counterpart
when the system is highly inhomogeneous, considering the
latter processor has a lower clock frequency. As a result, for
a complex system such as the MMC-based multi-terminal DC
system which possesses both homogeneity and inhomogene-
ity, neither pure CPU or GPU could achieve the maximum
efficiency.

In this work, a CPU/GPU co-simulation platform is pro-
posed as a general solution for simulating complex device-
level electrical systems, noticing that nowadays GPU is
quite common in a workstation or a personal computer.
The IGBT which has a huge quantity is proceeded by
the GPU, whilst the less repetitive tasks can be tack-
led by the CPU. Topological reconfiguration (TR) using
coupled voltage and current sources is adopted to reduce
the corresponding admittance matrix dimension and con-
sequently improve circuit solution efficiency in addition
to avoiding numerical divergence. Meanwhile, as the SM
still contains many nodes due to the high-order IGBT
and its freewheeling diode (FWD) model, network equiv-
alence (NE) is proposed for further computational burden
alleviation.

The rest of the paper is organized as follows: Section II
introduces the high-order nonlinear IGBT model, including
its freewheeling diode. The detailed MMC multi-layer mod-
eling is then specified in Section III, followed by Section IV
where heterogeneous high-performance computing architec-
ture design is illustrated. The CPU/GPU co-simulation re-
sults are presented, analyzed, and validated by commercial
simulation tools in Section V, and Section VI provides the
conclusions.

FIGURE 1. Physics-based IGBT modeling: (a) Nonlinear high-order model,
(b) discrete time-domain EMT companion circuit.

II. HIGH-ORDER NONLINEAR IGBT MODEL
A. MATHEMATICAL DESCRIPTION
1) BASIC STATIC MODEL
The IGBT physical structure determines that it can be deemed
as a metal-oxide-semiconductor field-effect transistor (MOS-
FET) sharing its drain with the base of a bipolar junction tran-
sistor (BJT), as shown in Fig. 1(a). The classical Schichman-
Hodges model [23] is used to describe the N-channel MOS-
FET static characteristics in 3 different regions, namely the
cutoff, linear, and saturation:

Ids(Vgs,Vds) =

⎧⎪⎪⎨
⎪⎪⎩

0, Vgs ≤ Vth
Vds
Vsat

Isat (Vgs,Vds) ·
(

2 − Vds
Vsat

)
, Vds ≤ Vsat

Isat (Vgs,Vds), Vds > Vsat

(1)
where Ids is the drain current, Vds denotes the drain-source
voltage, Vgs, Vth represent the voltages of gate-source and
the channel threshold, respectively, and variables relating to
saturation are

Isat = K (Vgs − Vth)NFET · (1 + λVds), (2)

Vsat = AFET (Vgs − Vth)MFET , (3)

K = μnCox

2

Weff

Leff
, (4)

where λ and μn are channel length modulation parameter and
carrier mobility, Cox is the gate capacitance per unit area,
Weff and Leff are effective channel width and length, and the
remaining symbols with subscript FET are constants.
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In the PNP-BJT, with a current gain β, the collector current
maintains a proportional relationship with the base current,
which takes the form of

Ib = ISBJT

(
e

Vbe
MBJT VT − 1

)
, (5)

where Vbe is the base-emitter voltage, VT is the thermal volt-
age, and ISBJT and MBJT are coefficients.

2) PARASITIC DYNAMICS
The distribution of holes and electrons in the semiconductor
yields parasitic capacitance. Following the changes of junc-
tion bias, a dynamic process when the positive and nega-
tive charges accumulate or neutralize with each other con-
tributes to switching transients. Therefore, stray capacitors
should be included in an integral nonlinear high-order model
in Fig. 1(a).

The capacitors, including Cgc, Cce, Cds and Cge, are gener-
ally under either the enhancement or depletion state, depend-
ing on how the junction is biased, i.e.,

V ∗
JNC = Ms · Vdiff − VJNC, (6)

where Vdiff and VJNC are diffusion and junction voltages,
respectively, Ms is a coefficient, and transition between the
2 states occurs when V ∗

JNC crosses 0. Then, the capacitors,
generally referred to as Cxy, can be written as [24]

Cxy(V ∗
JNC )=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

C0

[
(κ−1) ·

(
1−exp

(
−α·V ∗

JNC (1−ρ)
(κ−1)Vdiff

))
+ 1

]
,

V ∗
JNC ≥0

C0

(
ρ + 1−ρ

(1−V ∗
JNC

Vdiff
)α

)
, V ∗

JNC <0

(7)
where C0 is the reference capacitance, and α, κ , and ρ are
factors. Taking the form of

Rs(V ∗
JNC ) = Dd p

√
LC + LE

Cxy(V ∗
JNC )

, (8)

in which Dd p is a coefficient, some additional damping resis-
tances can be added in series to C-E and C-G capacitors so
as to avoid possible oscillation between them and the terminal
parasitic inductance LC and LE .

The diffusion capacitors Cbe between the BJT base-emitter
and CD in the freewheeling diode, on the other hand, can
uniformly be expressed as

Cdiff = τ
i(t ) + K (Vgs − Vth)NFET

Mdiff · VT
, (9)

where i(t ) is the BJT base current or diode anode current, τ

denotes carrier lifetime, and Mdiff is a coefficient.

3) FREEWHEELING DIODE
The freewheeling diode connected to the IGBT in an anti-
parallel position has the following typical static characteristics

ID = IDsat ·
(

e
VD

MDVT − 1

)
, (10)

where MD is an ideality factor, IDsat means saturation current,
and VD is the forward-biased voltage between anode and cath-
ode. The current-dependent series resistor is calculated by

Rb = RBk√
1 + ID

INOM

. (11)

In the above equation, RBk is the diode’s bulk resistance, and
INOM is the nominal collector current.

B. EMT MODEL DERIVATION
The IGBT/FWD model is described in continuous time-
domain and therefore, discretization prior to digital simulation
implementation on any processor is mandatory, as shown in
Fig. 1(b). Among a variety of integration methods, the 1st-
order implicit Backward Euler is preferred since it results in
fewer computations without compromising accuracy due to a
small time-step that is compulsory for device-level simulation.

Many internal components are determined by multiple fac-
tors, e.g., (1)-(3) indicates that the MOSFET current is not
only dependent on its own terminal voltage Vds, but also Vgs

that exerts between gate and source. Therefore, partial deriva-
tives which lead to both conductance and transconductance
respectively are performed, e.g., for the former,

Gds = ∂Ids

∂Vds
=

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0, Vgs ≤ Vth

∂Isat
∂Vds

2VsatVds−V 2
ds

V 2
sat

+ 2Isat

(
Vsat −Vds

V 2
sat

)
,

Vds ≤ Vsat
∂Isat
∂Vds

= λK (Vgs − Vth)NFET . Vds > Vsat

(12)
The transconductance Gds,gs can also be derived by taking
∂Ids/∂Vgs in the same manner. Then, the companion current
in Branch F1 can be found as

Idseq = Ids − GdsVds − Gds,gsVgs. (13)

Being nonreciprocal between 2 nodes is one distinct feature
of transconductance, e.g., other than Gds in F1, Node 3 also
links to Node 4 and 5 with -Gds,gs and Gds,gs, respectively, but
the latter 2 nodes do not have any transconductance pointing
to Node 3. Therefore, virtual nodes 4′ and 5′ are introduced
to reflect the unilateral relationship in branches F3 and F2.
Similarly, Node 5 also has Gds,gs in F4 whilst the reverse is
not the case.

The BJT companion model is conceptually the same, with
its conductance expressed by

GBJT = ∂Ib

∂Vbe
= ISBJT

MBJT VT
e

Vbe
MBJT VT , (14)

and the accompanying current contribution in Branch B1 as

IBJTeq = Ib − GBJT Vbe. (15)

As another 3-terminal device, the BJT discretization also
yields transconductance that demonstrates unidirectionality.
Among the 5 branches, B1 and B2 are reciprocal between
nodes 2-5 and 2-3, respectively; however, to Node 3 and 5,
B3-B5 are unilateral and therefore, 2 virtual nodes 3′ and
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TABLE I. Admittance Contributed by Mosfet and bjt

5′ are introduced. Table I lists all admittance G contributed
by the 2 3-terminal nonlinear devices and the node-to-node
relations where N-m denotes node m. The nonreciprocal re-
lationship between different nodes is fully shown, e.g., when
establishing the admittance matrix, Node 3 contributes branch
B3 to Node 2, while the reverse is not the case. Therefore, the
admittance matrix turns out to be asymmetric.

The nonlinear capacitors also distinguish themselves from
linear elements. Since Cxy is solely dependent on its terminal
voltage, the companion current is calculated in a manner given
in (15), whilst the actual current is calculated by

ICxy (t ) = QCxy (t ) − QCxy (t − 	t )

	t
, (16)

QCxy (t ) =
∫ t

t0

Cxy(V ∗
JNC )dV ∗

JNC, (17)

and the equivalent conductance is expressed as

GCxy (t ) = Cxy(V ∗
JNC )

	t
, (18)

just as other linear and nonlinear capacitors. For diffusion
capacitors, the charge is first derived using integration

QCdiff (t ) = τK
(
Vgs − Vth

)NFET
(

eV ·VT M−1 − 1
)

, (19)

and then the current can be calculated according to variation
of the charges in two neighboring time-steps, i.e., (16).

As annotated, the entire IGBT model has 8 nodes, meaning
a single such device corresponds to an admittance matrix of
8×8 and a current vector with 8 elements in the process of
nodal voltages solution using the following equation:

Gk (t ) · Uk+1(t ) = Jk (t ), (20)

where k denotes the Newton-Raphson iteration count, since
the nonlinearity requires the admittance matrix and the current
vector be updated in every calculation based on the nodal
voltage vector at the same iteration Uk (t ).

III. HIERARCHICAL MMC DEVICE-LEVEL MODELING
A general 3-phase MMC is depicted in Fig. 2(a), where the
submodule, depending on its type, contains a few high-order
nonlinear IGBT/FWDs. All SMs should be presented once
device-level power semiconductor switch models are involved
to reveal their actual operation status in addition to avoiding
numerical divergence. The instant consequence, as the circuit
implies, is that there could be tens of thousands of nodes
in the power converter. Therefore, in EMT simulation, an

FIGURE 2. Modular multilevel converter modeling: (a) Three-phase
configuration, (b) nonlinear submodule partitioning, and (c) linear circuit.

admittance matrix of the same order generated accordingly
will undergo repetitive Newton-Raphson iterations in each
time-step, and numerical convergence may not be attained
due to extensive nonlinearity, in addition to an extremely
low computation efficiency, which accounts for the fact that
device-level large scale converters are not seen in commercial
EMT-type solvers.

A. TOPOLOGICAL RECONFIGURATION (TR)
A topologically reconfigured EMT model is proposed to mit-
igate the computational burden by reducing the order of the
corresponding admittance matrix, as shown in Fig. 2(b). The
submodules can always be separated from the arm to con-
stitute individual subsystems regardless of their type, for the
fact that the arm currents have a much lower frequency than
that of EMT computation, and consequently can be deemed
as constant in two neighboring time-steps.

Coupled by a pair of voltage-current sources, the reconfig-
ured MMC largely has 2 parts, i.e., the nonlinear submodules,
and the remaining linear main circuit which interfaces with
the external AC and DC grids. Their respective solution turns
out to be independent, as the only bond is the interaction
which occurs when the 2 sides exchange arm currents and
submodules’ voltages. Noticing that the main circuit part is
purely system-level, a large time-step in the range of a few
microseconds is applicable, so that the simulation can pro-
ceed faster. In the meantime, each SM undergoes individual
Newton-Raphson iterations, and the lower nonlinearity im-
plies better and faster numerical convergence compared with
solving the entire MMC as one circuit.

In the main circuit, each arm is comprised of cascaded
voltage sources and an inductor, and it can be properly con-
verted into the Norton equivalent circuit in Fig. 2(c), with an
equivalent conductance and its companion current of

GLA = 	t/(2LA), (21)

JAeq(t ) = GLA ·
(

N∑
k=1

vk (t ) + 2vi
LA

(t )

)
, (22)
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FIGURE 3. Network equivalence: (a) Partitioned CDSM, (b) two-port
Thévenin/Norton equivalent circuit derivation.

where vi
LA

means the incident pulse of a lossless transmission
line that could represent reactive components [25]. Then, with
a 3-phase transformer and transmission line on its AC and DC
sides, the converter linear part has 8 nodes, whose voltage can
be solved without iteration following the establishment of the
admittance matrix and companion current vector.

B. NETWORK EQUIVALENCE (NE)
The separation of nonlinear submodules from each other
achieves a remarkable computational burden alleviation and
therefore, for the predominant half-bridge SM (HBSM)
MMC, HVDC system-level simulation involving high-order
IGBT/FWD model becomes feasible. Nevertheless, the par-
titioned subsystems may still be beyond the computational
capability, especially when many high-order power switches
exist, e.g., the clamped double submodule (CDSM) contains
5 IGBTs and 7 diodes, as shown in Fig. 3(a). Therefore, the
partitioned circuit with the proposed IGBT/FWD model has
up to 35 nodes which results in a large admittance matrix
of 35×35, accompanied by excessive iterations and a high
chance of numerical divergence.

It can be found that of all the nodes in a single partitioned
CDSM, 30 of them are IGBT/FWD internal nodes, while
the remaining 5, i.e., Node 1-5, are external nodes. The ev-
ident fact that solving a 5-node circuit is remarkably faster
than its 35-node counterpart prompts a further simplification.
During the iterative solution of a submodule, the admittance
matrix and current vector are updated in each calculation
following a temporary solution of nodal voltages, meaning
that the IGBT/FWD EMT model, including the conductance,
transconductance, and companion current sources, is known.
Then, the 3-terminal device can be treated as a two-port net-
work since the gate voltage keeps constant in a time-step and
consequently does not change any circuit parameters.

Two sets of inputs are sufficient for deriving the
IGBT/FWD network’s equivalent circuit, as given in Fig. 3(b).
The first one is open-circuit which seeks the Thévenin inter-
nal voltage Veq. Noticing that one of IGBT/FWD’s 8 nodes
should be grounded when solving the 2-port circuit, the actual
dimension of the admittance matrix reduces to 7. Using the
following expanded form of (20), the terminal voltage U1o,
which is also Veq, can be obtained:

⎡
⎢⎢⎢⎢⎣

U1o

U2
...

U7

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎢⎣

G11 G12 · · · G17 G18

G21 G22 · · · G27 G28
...

...
. . .

...
...

G71 G72 · · · G77 G78

G81 G82 · · · G87 G88

⎤
⎥⎥⎥⎥⎥⎥⎦

−1⎡
⎢⎢⎢⎢⎢⎢⎣

J1

J2
...

J7

J8

⎤
⎥⎥⎥⎥⎥⎥⎦

. (23)

In the above equation, elements Gi j and Ji belong solely to
IGBT/FWD and no external circuit is involved since the two-
port network is under the open-circuit state.

In the second case, a DC current source Is is imposed on the
semiconductor switch. Thus, the external current should be
added to the 1st element of J, and U1 s, the first element of U,
can be obtained from the same equation (23). Taking the two-
port IGBT/FWD network as a Norton circuit, its resistance
can be derived as

Req = U1s − U1o

Is
. (24)

Solving a 7th-order matrix equation, rather than direct com-
ponents merging, is adopted since a number of suspended
nodes in the EMT model make it incomplete.

Following the establishment of a hierarchical MMC struc-
ture of system-level main circuit, device-level submodule, and
a single IGBT/FWD, the iterative Newton-Raphson process
evolves to calculating each IGBT/FWD with a dimension of 7,
rather than the overall power converter, or a subsystem involv-
ing too many nonlinear high-order semiconductor switches.
For example, the solution of CDSM-MMC after the multi-
layer modeling becomes solving 5 individual IGBTs first, and
then the 5-node SM in conjunction with the main circuit.

IV. HETEROGENEOUS COMPUTING ARCHITECTURE
A. BOUNDARY DEFINITION
The MMC-based HVDC system exhibits both homogeneity
and inhomogeneity that requires coordinated processing of
GPU and CPU respectively so that the computing resources
can be thoroughly utilized. Prior to that, a proper boundary
that defines the subsystems that the two processors will handle
needs to be created. Based on the GPU’s hardware features,
e.g., the core number and its memory, two main principles
are proposed to appropriately divide the DC system, i.e., the
component quantity, and the number of signals that will be ex-
changed between the 2 processors as a result. Fig. 4 presents a
complete reconfigured (N+1)-level MMC, whose 6N SMs and
corresponding PWM units fully address massive parallelism,
whilst the main circuit and the controller are an epitome of
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FIGURE 4. Boundary definition for MMC-HVDC high-performance
computing.

inhomogeneity. Thus, conforming to the first principle, an
initial boundary can be ascertained.

To be more specific, the MMC controller is twofold: the
outer-loop in d-q frame regulates DC voltage or active power
on the d-axis, and the AC voltage or reactive power on the
other axis; the inner-loop using phase-shift control (PSC) [26]
is specifically designed for MMC SM capacitor voltage man-
agement. The balancing control (BC) units which generate
IGBT gate signals belong to the same category as submod-
ules noticing its huge quantity, whereas the averaging control
(AVC) redefines the boundary by moving to the GPU domain
considering it minimizes the number of signals exchanged
between the two processors.

As a result, the existing boundary leads to an exchange
of following signals, the arm currents ia, the summation of
submodule voltages 
v, the DC voltage, and three-phase
modulation signals ma,b,c that PSC needs.

B. CPU/GPU COMPUTING ARCHITECTURE
The units classified above are implemented on NVIDIA Tesla
V100 GPU [27] installed in a server with 192 GB RAM and
20-core Intel Xeon E5-2698 v4 CPU for the co-simulation,
based on the heterogeneous framework where GPU exhibits
superiority in computing numerous identical elements which
otherwise would be a huge burden to CPU, whose higher
processing frequency, in turn, caters to circuits with low reg-
ularity. Thus, as shown in Fig. 5, the MMC model yields a
hierarchical multi-layer computing structure involving both
sequential and parallel processors.

The CPU is in charge of the basic system-level layer L-1
where the MMC linear part, the DC transmission lines, and the
d-q frame controller are allocated. In a point-to-point HVDC
transmission system or a multi-terminal DC grid, their num-
bers are limited to a few, whereas the mathematical operations
are potentially significant, especially the controller which
could include a variety of control and protection strategies.
The other 2 layers are dealt with by the GPU using single-
instruction multi-threading (SIMT) massive parallelism [28].
The kernel-based layer L-2 is interactive with CPU and consti-
tutes an individual simulation loop with a time-step of 100 ns.

FIGURE 5. Hierarchical multi-layer HVDC system EMT simulation
heterogeneous CPU/GPU computing architecture.

Once the submodule kernel SM is invoked, each thread con-
ducts concurrent computation, and a number of GPU device
functions are called. The implementation of the last layer is
sequential, as shown in the figure: each IGBT/FWD function
is first called and then discounted into a 2-port equivalent
circuit, followed by solving the submodule and an individual
power switch. The iterative Newton-Raphson process ends
when the maximum error between two neighboring calcula-
tions is below the preset threshold ζ , meaning that 1 thread
of SM kernel completes. However, this by no means indicates
that all corresponding threads complete as SIMT allows slight
diversity which maximizes parallelism. Therefore, a synchro-
nization order is included in each kernel so that the disparity
among threads will not induce any signal mismatch between
two kernels.

Noticing that system-level simulation tolerates a large time-
step, multi-rate is employed in the computing scheme, and
a 10 μs step size is applied in L-1. Therefore, the simula-
tion circulates among the 4 major GPU kernels in L-2 100
times before CPU functions intervene and constitute an intact
CPU/GPU co-simulation loop.

V. HETEROGENEOUS CPU/GPU HPC RESULTS
AND VALIDATION
As one CDSM is equivalent to 2 HBSMs regarding generat-
ing the number of voltage levels, the 2 types can share the
same control strategy and consequently the performance of
HBSM-MMC under normal operation status is representative.
In Fig. 6(a)-(b), the upper IGBT switching transients under
2 different freewheeling times, as well as the power loss in
one cycle, are compared. Commanding ON/OFF states of the
IGBT without any freewheeling time as normally seen in the
ideal switch model leads to a dramatic collector current over-
shoot that is detrimental to the converter. On the other hand,
the inclusion of a 10% freewheeling time mitigates the turn-on
surge, and the IGBT switching power loss reduces almost by
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FIGURE 6. IGBT switching transients ((a)-(b) left: physics model; right:
ANSYS/Simplorer model): (a) without freewheeling time, (b) 10%
freewheeling time, and (c) accumulative energy loss with (L) and without
(R) freewheeling time.

FIGURE 7. A 4-terminal DC grid composed of 2 links.

one order of magnitude. These switching transients demon-
strate a good agreement with results from ANSYS/Simplorer,
whose IGBT/diode model has been experimentally validated
against real devices and shows a decent accuracy from both
static and dynamic perspectives [29], [30]. The accumulated
energy losses under these 2 scenarios also show a good agree-
ment with the validation tool in Fig. 6(c). In contrast, the ideal
switch model is unable to reveal power loss, neither could it
reflect the relationship between current waveform shape and
freewheeling time. Therefore, a high-order device-level model
is unique for being able to assess a converter design.

A. HBSM-MMC-BASED DC SYSTEMS
System-level simulation with device-level MMC model is car-
ried out, based on the DC system in Fig. 7, which shows a
4-terminal DC grid composing of 2 individual links.

Fig. 8 gives the 5-level rectifier arm currents and submodule
DC voltages in a 4 kV DC system. It shows that the MMC
is internally well balanced and the SM voltages are regu-
lated with small ripples under steady-state. These waveforms
are validated by PSCAD/EMTDC which is a highly-regarded

FIGURE 8. MMC steady-state operation (L: physics model; R:
PSCAD/EMTDC switch model): (a) rectifier arm currents, (b) submodule DC
voltages.

FIGURE 9. DC link 1 power step test (L: physics model; R: PSCAD/EMTDC
switch model): (a) Line-line DC voltages, (b) rectifier and inverter power.

EMT-type solver specialized for electric utility systems sim-
ulation, and it has a rich model library that precisely de-
scribes the characteristics of various electrical components.
Numerous works have been carried out based on this de facto
longest-standing, industry-leading transient study tool [31].

As point-to-point HVDC is prevalent, in Fig. 9, DC link 1
is chosen and some system-level simulation results are given,
based on the proposed device-level modeling and heteroge-
neous computing method. After entry into the steady-state,
a step order of 200 MW to the power is issued at t=4 s
and retrieved 1 sec later. As can be seen, the power strictly
follows the order because of a proper controller, and some
perturbations to the DC voltages are witnessed in the pro-
posed physic model-based MMC, as well as the two-state
resistor case for comparison. The variations in both cases are
virtually the same, e.g., the DC voltage first has a sudden
rise of approximately 4.8 kV and then gradually reaches a
new steady-state at around 4.8 s before sagging. However, the
ripples in both voltage and power waveforms reveal that the
proposed physics-based IGBT model has a wider frequency
band, whereas the conventional ideal switch model adopted
in PSCAD/EMTDC leads to much smoother curves since the
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FIGURE 10. Inverter-side HBSM lower IGBT power loss and junction
temperature when HVDC DC power is: (a) Pdc = 400 MW, (b) Pdc = 600 MW.

FIGURE 11. HBSM-HVDC line fault (L: physics model; R: PSCAD/EMTDC
switch model): (a) Line-line DC voltages, (b) rectifier and inverter power.

transition between ON and OFF states completes instantly. As
the physics model has been validated in Fig. 6, its involvement
in system-level simulation yields more accurate results.

The power losses of a lower IGBT in HBSM can be es-
timated by the device-level simulation when the 401-level
HVDC link delivers 400 MW and 600MW, respectively, as
shown in Fig. 10. The peak power loss, caused by IGBT
switching transients, could momentarily reach 1.5 MW and
2.5 MW in every cycle for these 2 transmission conditions.
The junction temperatures – derived based on the power loss
and thermal impedance given in Appendix – are also provided.
In addition to a larger fluctuation, a 200 MW increase in the
power could also result in an approximate 20 ◦C temperature
rise. Nevertheless, it demonstrates that the converter will be
able to maintain a normal function since the junction tem-
peratures in both cases are below the maximum operating
temperature 125 ◦C, as specified in the datasheet [32].

Fig. 11 gives the DC system’s response when its ±200 kV
lines touch each other in the center at t = 4 s and the
MMCs block 200 μs later. Initially, the rectifier station de-
livers 400 MW to the inverter. Following the contingency, a
momentary power injection of 8.2 GW and 7.4 GW from the
2 stations into the fault is witnessed, and eventually, they –

FIGURE 12. HVDC rectifier HBSM 1 inner short-circuit fault: (a) 5-level
MMC, (b) 51-level MMC.

TABLE II. Processor Execution Times With 2-t hbsm-hvdc

both working as rectifiers – have a stable provision of 1.5 GW.
As mentioned, the pre-fault DC voltage waveform shapes of
the two models are different, but they become the same after
fault since only freewheeling diodes conduct. The ON-state
resistance of the ideal switch is calibrated as 1 m� so that the
results could match those of the proposed model.

Fig. 12 shows the responses of different MMCs when the
inner short-circuit fault occurs in an HBSM in the rectifier.
When the MMC level is 5, the DC system’s voltage and
power are severely affected, and other SMs witness an obvious
voltage rise; on the contrary, a sufficient number of remaining
SMs in the 51-level MMC can remedy the loss of a single
submodule. It implies that conducting experiments with a
low-level MMC prototype may lead to incorrect results and
therefore, full-scale modeling and simulation are crucial for
studying a practical system.

Table II gives a summary of times that pure CPU and
hybrid CPU/GPU require to execute 1 million steps of a
2-terminal DC system. The involvement of GPU achieves a
few to dozens of times speedup over pure CPU simulation
due to its massively parallel processing capability, and the
speedup is roughly proportional to the voltage level. Though
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FIGURE 13. CDSM-HVDC line fault (L: physics model; R: PSCAD/EMTDC
switch model): (a) Line-line DC voltages, (b) rectifier and inverter power.

TABLE III. Execution Times of cdsm-hvdc With TR+NE

pure TR method leads to a higher simulation efficiency than
the other scheme when CPU is the only processor, adopting
GPU enables the introduction of NE to yield an additional
20% efficiency improvement, and thereby becomes the most
efficient simulation method among the 4 schemes.

B. CDSM MMC-HVDC
Fig. 13 shows the CDSM-HVDC performance when the same
DC line fault occurs as Fig. 11. Following the issue of con-
verter block order 200 μs after the fault, the DC voltage
instantly drops to 0, and there is no power exchange between
AC and DC grids, indicating that CDSM-MMC has the capa-
bility to prevent the hazardous line fault from affecting the re-
maining system. A similar magnitude of power surge emerges
as the transmission path discharges the energy into the fault
location. Since the physics-based IGBT model is adopted in
the proposed CPU/GPU co-simulation, the voltage waveform,
as well as the power, has a larger ripple than that of the ideal
switch case; nevertheless, their averages are identical.

Table III summarizes the execution times of the CPU/GPU
platform over 1 million steps with proposed TR and NE
schemes. The CPU computation time is approximately pro-
portional to the number of DC terminals and the converter
output voltage level, whilst the duration increases steadily for
hybrid simulation until the voltage level reaches 401 in the
4-terminal case, or from a computational point of view when
the total number of threads have a step from the 2 neighboring
cases of 4800 to 9600 for the 5120-core GPU. Nevertheless,

the speedup increases to around 40 albeit the comparisons
are made within the same TR+NE scheme, not to mention
the mere TR or original configuration, both of which fail to
proceed with the simulation.

VI. CONCLUSION
This paper proposes a hierarchical multi-layer modeling
architecture for heterogeneous CPU/GPU computing of
electromagnetic transients of MMC-based HVDC systems.
The device-level EMT model of a nonlinear high-order
IGBT/FWD which yields an asymmetric admittance matrix
is described in detail and is included in system-level stud-
ies. As the direct solution of a dramatic rise in number of
IGBT/FWDs in the MMC posing a severe computational chal-
lenge, submodule separation which consequently reduced the
scale of nonlinearity and distributes it to individual subsys-
tems was adopted. The two-port network equivalence further
improves computation performance noticing that a mere topo-
logical reconfiguration could not guarantee numerical calcu-
lation efficiency and convergence. The existence of numer-
ous elements with identical attributes such as submodules
enabled efficient kernel-based massively parallel processing
on the GPU; meanwhile, CPU is superior in handling the
remaining inhomogeneity. A proper boundary definition of
the converter, including its controller, is critical to achieving
high-performance computing with thorough utilization of the
2 processors’ capacities and a minimum data exchange latency
between them. Test results show that the proposed model-
ing and computing approach overcomes numerical divergence
which accounts for an early simulation abortion in conven-
tional circuit solvers, and device-level system study becomes
feasible since the integration of CPU and GPU attains a re-
markable speedup over pure CPU computation.

APPENDIX

TABLE IV. DC System Parameters

REFERENCES
[1] Y. Tang, L. Ran, O. Alatise, and P. Mawby, “A model assisted testing

scheme for modular multilevel converter,” IEEE Trans. Power Electron.,
vol. 31, no. 1, pp. 165–176, Jan. 2016.

[2] M. Morati, D. Girod, F. Terrien, V. Peron, P. Poure, and S. Saadate,
“Industrial 100-MVA EAF voltage flicker mitigation using VSC-based
STATCOM with improved performance,” IEEE Trans. Power Del.,
vol. 31, no. 6, pp. 2494–2501, Dec. 2016.

[3] A. Raciti, D. Cristaldi, G. Greco, G. Vinci, and G. Bazzano, “Elec-
trothermal PSpice modeling and simulation of power modules,” IEEE
Trans. Ind. Electron., vol. 62, no. 10, pp. 6260–6271, Oct. 2015.

[4] M. Turzynski and W. J. Kulesza, “A simplified behavioral MOSFET
model based on parameters extraction for circuit simulations,” IEEE
Trans. Power Electron., vol. 31, no. 4, pp. 3096–3105, Apr. 2016.

320 VOLUME 1, 2020



[5] D. Kumar and F. Zare, “Harmonic analysis of grid connected power
electronic systems in low voltage distribution networks,” IEEE J.
Emerg. Sel. Topics Power Electron., vol. 4, no. 1, pp. 70–79, Mar. 2016.

[6] I. Zeltser and S. Ben-Yaakov, “On SPICE simulation of voltage-
dependent capacitors,” IEEE Trans. Power Electron., vol. 33, no. 5,
pp. 3703–3710, May 2018.

[7] Y. Jia, F. Xiao, Y. Duan, Y. Luo, B. Liu, and Y. Huang, “PSpice-
COMSOL based 3D electro-thermal-mechanical modeling of IGBT
power module,” IEEE J. Emerg. Sel. Topics Power Electron., doi:
10.1109/JESTPE.2019.2935037, 2019.

[8] J. Xu, C. Zhao, W. Liu, and C. Guo, “Accelerated model of modular
multilevel converters in PSCAD/EMTDC,” IEEE Trans. Power Del.,
vol. 28, no. 1, pp. 129–136, Jan. 2013.

[9] A. Beddard, M. Barnes, and R. Preece, “Comparison of detailed mod-
eling techniques for MMC employed on VSC-HVDC schemes,” IEEE
Trans. Power Del., vol. 30, no. 2, pp. 579–589, Apr. 2015.

[10] L. Yang, Y. Li, Z. Li, P. Wang, S. Xu, and R. Gou, “A simplified ana-
lytical calculation model of average power loss for modular multilevel
converter,” IEEE Trans. Ind. Electron., vol. 66, no. 3, pp. 2313–2322,
Mar. 2019.

[11] C. Wong, “EMTP modeling of IGBT dynamic performance for
power dissipation estimation,” IEEE Trans. Ind. Appl., vol. 33, no. 1,
pp. 64–71, Jan. 1997.

[12] N. Lin and V. Dinavahi, “Dynamic electro-magnetic-thermal modeling
of MMC-based DC–DC converter for real-time simulation of MTDC
grid,” IEEE Trans. Power Del., vol. 33, no. 3, pp. 1337–1347, Jun. 2018.

[13] H. Bai, C. Liu, A. K. Rathore, D. Paire, and F. Gao, “An FPGA-based
IGBT behavioral model with high transient resolution for real-time
simulation of power electronic circuits,” IEEE Trans. Ind. Electron.,
vol. 66, no. 8, pp. 6581–6591, Aug. 2019.

[14] C. Liu, R. Ma, H. Bai, Z. Li, F. Gechter, and F. Gao, “FPGA-based
real-time simulation of high-power electronic system with nonlinear
IGBT characteristics,” IEEE J. Emerg. Sel. Topics Power Electron.,
vol. 7, no. 1, pp. 41–51, Mar. 2019.

[15] K. Sheng, B. W. Williams, and S. J. Finney, “A review of IGBT
models,” IEEE Trans. Power Electron., vol. 15, no. 6, pp. 1250–1266,
Nov. 2000.

[16] B. J. Baliga, “Analytical modeling of IGBTs: Challenges and solutions,”
IEEE Trans. Electron Devices, vol. 60, no. 2, pp. 535–543, Feb. 2013.

[17] S. Debnath and M. Chinthavali, “Numerical-stiffness-based simulation
of mixed transmission systems,” IEEE Trans. Ind. Electron., vol. 65,
no. 12, pp. 9215–9224, Dec. 2018.

[18] G. P. Adam and B. W. Williams, “Half- and full-bridge modular mul-
tilevel converter models for simulations of full-scale HVDC links and
multiterminal DC grids,” IEEE J. Emerg. Sel. Topics Power Electron.,
vol. 2, no. 4, pp. 1089–1108, Dec. 2014.

[19] E. Sánchez-Sánchez, E. Prieto-Araujo, A. Junyent-Ferré, and O. Gomis-
Bellmunt, “Analysis of MMC energy-based control structures for VSC-
HVDC links,” IEEE J. Emerg. Sel. Topics Power Electron., vol. 6, no. 3,
pp. 1065–1076, Sep. 2018.

[20] S. Debnath, “Parallel-in-time simulation algorithm for power electron-
ics: MMC-HVdc system,” IEEE J. Emerg. Sel. Topics Power Electron.,
doi: 10.1109/JESTPE.2019.2947411, 2019.

[21] S. Yan, Z. Zhou, and V. Dinavahi, “Large-scale nonlinear device-level
power electronic circuit simulation on massively parallel graphics pro-
cessing architectures,” IEEE Trans. Power Electron., vol. 33, no. 6,
pp. 4660–4678, Jun. 2018.

[22] N. Lin and V. Dinavahi, “Exact nonlinear mcromodeling for fine-
grained parallel EMT simulation of MTDC grid interaction with wind
farm,” IEEE Trans. Ind. Electron., vol. 66, no. 8, pp. 6427–6436,
Aug. 2019.

[23] H. Shichman and D. A. Hodges, “Modeling and simulation of insulated-
gate field-effect transistor switching circuits,” IEEE Trans. Circuits
Syst., vol. 3, no. 3, pp. 285–289, Sep. 1968.

[24] ANSYS, Inc., Simplorer Components: Basic Elements, Jan. 2020.
[25] H. Selhi, C. Christopoulos, A. F. Howe, and S. Y. R. Hui, “The appli-

cation of transmission-line modelling to the simulation of an induction
motor drive,” IEEE Trans. Energy Convers., vol. 11, no. 2, pp. 287–297,
Jun. 1996.

[26] M. Hagiwara and H. Akagi, “Control and experiment of pulsewidth-
modulated modular multilevel converters,” IEEE Trans. Power Elec-
tron., vol. 24, no. 7, pp. 1737–1746, Jul. 2009.

[27] NVIDIA Corp., NVIDIA Tesla V100 GPU Architecture, Aug. 2017.
[28] NVIDIA Corp., CUDA C++ Programming Guide, Aug. 2020.
[29] T. Musikka et al., “Improvement of IGBT model characterization

with experimental tests,” in Proc. 15th Conf. EPE, Sep. 2013,
pp. 1808–1813.

[30] ON Semiconductor, Physically Based, Scalable SPICE Modeling
Methodologies for Modern Power Electronic Devices, Oct. 2019.

[31] [Online]. Available: https://www.pscad.com/about-us
[32] ABB Switzerland Ltd., 5SNA 2000K450300 StakPak IGBT Module,

Jan. 2018.

NING LIN (Member, IEEE) received the B.Sc.
and M.Sc. degrees in electrical engineering from
Zhejiang University, China, in 2008 and 2011, re-
spectively, and the Ph.D. degree in electrical and
computer engineering from the University of Al-
berta, Edmonton, AB, Canada, in 2018. From 2011
to 2014, he worked as an Engineer on FACTS and
HVDC. His research interests include electromag-
netic transient simulation, transient stability analy-
sis, real-time hardware-in-the-loop emulation, inte-
grated AC/DC grids, massively parallel processing,

heterogeneous high-performance computing of power systems and power
electronics.

RUIMIN ZHU (Member, IEEE) received the
B.Eng. and Ph.D. degree in electrical engineer-
ing from North China Electric Power Univer-
sity, Beijing, China, in 2012 and 2020 respec-
tively. He is currently a Lecturer with the School
of Electrical and Electronic Engineering, North
China Electric Power University, Baoding, China.
In 2018 and 2019, he was a Joint Ph.D. Student
with RTX-LAB, University of Alberta, Edmon-
ton, AB, Canada. His research interests include
EMI analysis of power systems, power electronics,
device-level modeling, and parallel simulation.

VENKATA DINAVAHI (Fellow, IEEE) received
the B.Eng. degree in electrical engineering from
the Visveswaraya National Institute of Technology
(VNIT), Nagpur, India, in 1993, the M.Tech. de-
gree in electrical engineering from the Indian In-
stitute of Technology (IIT) Kanpur, India, in 1996,
and the Ph.D. degree in electrical and computer en-
gineering from the University of Toronto, Toronto,
ON, Canada, in 2000. Presently he is a Professor
with the Department of Electrical and Computer
engineering, University of Alberta, Edmonton, AB,

Canada. His research interests include real-time simulation of power systems
and power electronic systems, electromagnetic transients, device-level mod-
eling, large-scale systems, and parallel and distributed computing.

VOLUME 1, 2020 321

https://dx.doi.org/10.1109/JESTPE.2019.2935037,
https://dx.doi.org/10.1109/JESTPE.2019.2947411,
https://www.pscad.com/about-us


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


