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The sciences do not try to explain, they hardly even try to interpret, they 
mainly make models. By a model is m.eant a mathematical construct, which, 

with the addition of certain verbal interpretations, describes observed 
phenomena. The justification of such a mathematical construct is solely and 

precisely that it is expected to work.

-  John von Neumann
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Abstract

Colour has been used in many computer vision applications, such as image seg­

mentation, object tracking and recognition. The appearance of an image is af­

fected by illumination and so colour-based vision applications have often faced 

the problem of colours being sensitive to illumination variation. A static colour 

model can not handle illumination variation and so an adaptive colour model 

was introduced to deal with dynamic illumination. Our work is motivated by 

the need for colour classification in robocup research. We have developed an 

adaptive colour classification algorithm tha t uses a two component Gaussian 

Mixture Model (GMM) to model a colour distribution in YUV colour space. 

The components of this model represent the diffuse and the specular parts of 

the dichromatic reflectance model. The GMM is derived from classified colour 

pixels using the standard Expectation-Maximization (EM) algorithm, and the 

colour model is repeatedly updated with the derived GMM. We propose the 

novel idea tha t a GMM with two Gaussian components is an accurate and com­

plete representation of the colour distribution of a dichromatic surface. This 

work is of practical significance because our adaptive system provides accurate 

colour classification under variant lighting conditions and it outperforms the 

previous colour vision system without adversely affecting efficiency.
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Chapter 1 

Introduction

1.1 Background

1.1.1 W hat is colour?

Colour is a phenomenon that we humans are familiar with and it has played an 

important role in our everyday life through thousands of years of the human 

history. Colour is not only used in decoration and art, from traffic lights to 

lifejacket to the clothes we wear, colours are all around us and they affect our 

lives in a great manner.

W hat is colour? It is interesting to know that not many of us can answer 

this question even though colour is such a common phenomenon. As a matter 

of fact, even many colour science literatures lack of definition of colour despite 

the fact tha t they study colours. The main reason why it is hard to define 

colour is tha t colour is not part of the object property, rather it is the prop­

erty of the human sensation. An object does not have a colour, it appears 

to be of a certain colour only because the light this object gives off has a 

certain spectral power distribution which is perceived by human observer as 

a certain colour. The colour we perceive depends on many factors, such as 

the object material, the illumination condition, the observer, and etc. Even 

if all the physical conditions are well controlled to be invariant, there exists

1
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a slight difference in colour sensation from one individual to another. In fact 

even the same individual has slightly different colour sensation from time to 

time. The subjectivity existing in colour perception makes an objective defi­

nition of colour almost impossible for a long time till people came up with a 

measurement of colours.

According to the Webster’s Dictionary in 1913. colour is defined as a prop­

erty depending on the relations of light to the eye, by which individual and 

specific differences in the hues and tints of objects are apprehended in vision. 

According to a  textbook definition [62], colour is the characteristic of a vis­

ible object or light source by which an observer may distinguish differences 

between two structure-free fields of the same size and shape, such may be 

caused by differences in the spectral composition of the light concerned in the 

observation. In other words, colour is the perception by which we can tell 

two objects apart, when they have otherwise similar attributes of shape, size, 

texture, etc..

To understand what is colour, it is necessary to understand the physical 

property of colour and the physiology mechanism of human colour vision sys­

tem. Colour is our perception of a light with a unique spectral distribution. 

Light is the electromagnetic radiation which consists of a mixture of radiations 

of different wavelengths and intensities. Our eyes are only sensitive to the elec­

tromagnetic radiation with wavelength in the range between 380 nm  and 740 

nm. which is called visible light. The spectrum of the light is the distribu­

tion of intensity a t different wavelength. The light with different spectrum is 

perceived by human as different colour.

When we talk about what is colour, it is unavoidable to mention how we 

perceive colour. There are three types of cone cells in human vision system as 

colour receptors. One type is most responsive to blue light with wavelength

9
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Figure 1.1: Electromagnetic radiation spectrum.

around 420 nm, and this type is sometimes called short-wavelength cones, 

S cones, or blue cones. The other two types are both responsive most to 

greenish light. One is most sensitive to yellowish-green light with wavelength 

around 564 nm, and this type is sometimes called long-wavelength cones, L 

cones, or red cones. The other is most sensitive to green light with wavelength 

around 534 nm, and this type is sometimes called middle-wavelength cones, 

M cones, or green cones. The sensitivity curves of the three types of cones 

are all roughly bell-shaped and overlap considerably. The incoming signal 

spectrum is thus reduced by the eye to three values, representing the intensity 

of the response of each of these types of colour receptors. The signal from 

the colour receptors is analyzed by nerve cells to calculate the colour of the 

light which reaches the retina, and then the signal is sent to the brain via 

visual pathway. Specifically, the signals from colour receptors are analyzed by

3
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ganglian cells which code colour information, and then the signals are sent to 

the parvocellular cell layers of the dorsal lateral geniculate nucleus (LGN) in 

the thalamus, onwards to the retinotopic mapped layers of the LGN. which are 

named as VI. V2, an so on. It is in fact our brain that perceives the colour. 

A number of clinical studies present evidence that without the development of 

the visual cortex inside the brain, people have a problem in colour perception 

even though they have completely normal visual system from retina to the 

pathway to brain.

Choroid

Retina

Optic nerve

Ciliary body

Figure 1.2: The physiological structure of human eye

Brightness, hue, and saturation are the three commonly used character­

istics to distinguish one colour from another [18]. Brightness embodies the 

achromatic notion of intensity, it is in fact a subjective descriptor that is 

practically impossible to measure. Hue is an attribute associated with the 

dominant wavelength in a mixture of light waves, and it represents dominant 

colour as perceived by an observer. Saturation refers to the relative purity 

or the amount of white light mixed with a hue. The degree of saturation is 

inversely proportional to the amount of white light added. When we call an 

object red, green, or yellow, we are specifying its hue. When we call an object

4
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deep blue or light blue, we are specifying its saturation. Hue and saturation 

together are called chromaticity; therefore a colour is defined by its brightness 

and chromaticity [18]. The standard designated by Commission Internationale 

de FEclairage in 1931 uses three primary colours to represent a colour: blue 

with wavelength of 435.8nm. green with wavelength of 546.1 nm, and red 

with wavelength of 700 nm. The amounts of red, green, and blue which form 

a colour are called tristimulus values and are denoted as X, Y, and Z. This 

notation is called the CIE-XYZ colour space. With this notation, a colour can 

be specified by its trichromatic coefficients, defined as [18]:

X X  +  Y +  Z  (L1)

V X  + Y  + Z

(1.3)
X  + Y  + Z

Based on the CIE-XYZ space notation, a colour can also be specified with 

the CIE chromaticity diagram. Because x + y + z  =  1, CIE chromaticity 

diagram uses x and y to represent the colour composition, x represents red, y 

represents green, as shown in Figure 1.4.

1.1.2 The history of colour science

Although humans are always interested in the colour phenomenon through our 

recorded history, and lots of brilliant philosophers and scientists, from Plato to 

Aristotle to Leonardo da Vinci, all have different theories about colour, it was 

only in the seventeenth century when people started to have an understanding 

of the physics nature of colour through scientific studies.

6
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In 1666 Sir Isaac Newton presented that white light is a mixture of all 

the colours of the visible spectrum. Using his famous prism experiments. 

Newton showed that when the white light passes through a prism, the light 

is separated into seven-colour band, and when the seven-colour band passes 

through a reversed prism, the colours recombine to form white light. Based on 

the experiments, Newton developed the Newton’s colour circle which presents 

the additive mixing properties of colours.

In 1802 Thomas Young suggested that the human eye has three differ­

ent kinds of colour receptors, and each kind of the receptors corresponds to 

the red, green, and blue primary colours. Hermann von Helmholtz provided 

more quantitative evidence on Young’s idea; therefore this theory is called the 

Young-Holmholtz theory. It was not until about 1965 that the detailed physio­

logical experiments were performed to measure the absorption of the different 

types of cones in the eye. Those experiments verified the Young-Holmholtz 

theory tha t there are indeed three types of cones.

A method of measuring colours is a necessity for the purpose of studying 

colour. The work done by James Clerk Maxwell in the 1860s could be consid­

ered as the basis for modern colourimetry, which is the science of measuring 

colours despite the fact that we perceive colours slightly differently. Maxwell 

explored the use of three primary colours and studied the problem of if ad­

ditive combination of three primary colours can cover the entire range, also 

called gamut, of perceivable colours. He showed that although the three pri­

mary colours are not sufficient to cover the entire gamut of perceivable colours, 

the spectral primaries more widely separated in wavelength could be used to 

produce a wider range of perceived colours, and indeed the entire gamut of 

perceived colours could be covered. Also Maxwell recognized that the chro­

maticity (hue and saturation) of a coloured surface is relatively insensitive to

7
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the brightness.

Detailed experiments carried out in the 1920s showed that the RGB pri­

maries could indeed match all visual colours within a certain range, but tha t 

they could not match all the spectral colours, particularly in the green range. 

It was found that if a certain amount of red light was added to the colour 

being matched, then all colours could be matched. The quantitative results 

were expressed in terms of tristimulus values for the RGB primaries, but it 

was necessary to allow negative values for the red tristimulus values in order 

to match all colours.

In 1931 the Commission International de 1’Eclairage (CIE) defined a stan­

dard system in which all the tristimulus values would be positive and in which 

all visible colours could be unambiguously represented by two chromaticity 

coordinates x,y. Mapping the visual colours led to the now familiar horseshoe 

curve in the x,y plane known as the CIE chromaticity diagram (see Figure 

1.4). It is the basis for most quantitative colour measurement at present. It is 

noted that the 1931 CIE standard chromaticity diagram has a problem tha t 

the distance between two points on the diagram is not proportional to the per­

ceived colour difference. In 1976 a new CIE standard was released to correct 

this problem, but it did not gain acceptance. The 1931 CIE standard is still 

universally used.

1.2 M otivation

1.2.1 How is colour used in computer vision?

Colour started to play a role in computer vision not long ago, as the colour 

cameras and colour digitizers have become more and more common during the 

past twenty years. Before that, computer vision mostly dealt with gray-scale

S
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images, which contain only the information of the image intensity. With the 

development of colour devices, the application of colour in computer vision 

has progressed greatly in many different areas, such as image retrieval, image 

synthesize, image segmentation, object recognition, object tracking, and etc..

Colour has been used as an im portant image feature in computer vision 

applications because of its advantages over other image features. First of all, 

colour can be a powerful image feature that simplifies object identification 

and extraction from a scene [18]. Colour has the benefit of being fairly invari­

ant with respect to change in the object geometry caused by object moving 

in space, such as its rotation, translation, or scaling. This is particularly 

important when we are interested in detecting an object with known colour 

appearance but unknown geometry or variant geometric properties. In this 

case, a simple colour segmentation could separate the object from the back­

ground while other image features might fail to handle the variation in the 

feature space. For example, when we detect a football player who is playing a 

game from the image of the football field, using colour would be more reliable 

than using shape or contour of the player, as the colour information of the 

player keeps more invariant than its shape or contour during his movement. 

Secondly, colour has the benefit of being computationally efficient as a  low- 

level image feature, especially when compared with high-level image features 

such as object edge, shape, or contour. For example, a bottom-up colour-based 

tracking algorithm can locate an object by first labeling each pixel in the image 

into one of the colour classes and then applying spatial constraints, while a 

contour-based tracking algorithm might suffer from inefficiency as it involves 

searching in a high-dimensional feature space. This makes colour a suitable 

candidate for computer vision applications with high efficiency requirement, 

such as real-time object tracking and object recognition.

9
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There is a large amount of research work in colour-based human skin recog­

nition [59. 64. 10, 19, 23. 37, 40, 65, 55, 66, 52, 53, 26, 61]. Tracking and de­

tecting human skin colour from video sequence serves as an effective approach 

in applications, such as video surveillance, face detection, human-computer in­

teraction, and etc. Colour has also been used in automatic vehicle navigation, 

robot navigation, object tracking, and etc.

The motivation of this thesis is one typical example of colour vision appli­

cation, the small size league of the RoboCup competition. In robocup com­

petition, as two teams of robots play soccer, the vision system for each team 

serves as the “eye” of the team to find the locations and the identities of the 

robots on the field, before the information is processed for making game strat­

egy. This requires the vision system to be both accurate and efficient, as it is 

essential that all the robots and the ball be located and identified in real-time 

in order to effectively play the game. Each robot has a colour patch of its own 

team colour on the top, and each team uses a certain colour patch pattern 

to identify its own team members. These colour patches serve as markers of 

the player so that the vision system can easily locate and identify each robot. 

In the past this approach has been successfully used in robocup competition. 

Figure 3.1 shows a typical view of the field with robots and ball from the 

camera.

1.2.2 How does illumination affect colour-based com­
puter vision?

With the benefits of the colour in computer vision being mentioned above, 

we should also note that colour faces the inevitable problem of being affected 

by illumination. It is commonly acknowledged that illumination changes the 

appearance of an image taken from a fixed scene. Generally illumination con-

10
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ditions can have a critical impact on a computer vision application. This 

is also true for colour-based vision applications. As the image appearance 

changes due to the illumination, it leads to difficulties of stability, robustness, 

and accuracy of the colour-based vision. For example, when a person walks 

into shade, the light casting on his face goes though a dramatic change, which 

leads to the change of his skin colour. In this situation, a face detection appli­

cation relying on the skin colour under light will have difficulty in locating the 

face in shade. This issue has been addressed by many researchers, and intense 

research work has been devoted trying to solve the problem associated with 

illumination.

We will briefly reemphasize this issue here by addressing the imaging for­

mation problem.

illuminant

E ( x )

surface reflectance

.S’" (>,)

photoreceptor responses

Rt ( x ) . k  = l  2,3

Figure 1.5: A simple scene with a single light source and no inter-reflection 

We can treat a digital image as a sampling of the light signal which can

11
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be modeled by a continuous function of wavelength and geometric variables. 

For a colour image, we have three samples overlapping at the same spatial 

location. Figure 1.5 illustrates a simple scene in which there is only a single 

light source, and the light reaches the imaging device after being absorbed and 

reemitted by just one surface [36]. The camera response a t each location xy  

in the image can be expressed by the equation

pxky = I  E(X)Sxy(X)Rk(X)dX, k = 1 ,2 ,3  (1.4)

where S xy(A) is the surface spectral reflectance function of a surface patch 

imaged on location xy. E(X) is the spectral power distribution of the light 

incident on the surface patch, and R k(X), k =  1,2,3 are spectral sensitivities of 

the imaging sensor, or photoreceptor in case of human vision. These functions 

are all indexed by wavelength A in the electromagnetic spectrum. A more 

realistic model of a scene would include the possibility of multiple light sources 

and inter-reflections between the surfaces, and would also take into account 

the orientation of the surfaces. In both the simple and the realistic models, 

the sensor response on each channel depends on the spectral properties of both 

the illuminant and the surfaces present in a scene.

This model has been verified as being adequate for computer vision over a 

wide variety of systems. It is also assumed for the human visual system, and 

forms the basis for the CIE colourimetry standard. Here, pxy are the X, Y and 

Z colour coordinates. In the common case of three camera channels, pxy is the 

linearized red channel, designated by R, pVJ is the green channel, designated 

by G, and p^y is the blue channel, designated by B.

Formula 1.4 illustrates that an image depends not only on the physical 

content of the scene, but also on the illumination incident on the scene, and 

the characteristics of the camera. This phenomenon could lead to a problem of

12
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computer vision applications in which we are interested in the physical content 

of the scene. If the illumination change affects object colours beyond the toler­

ance of the vision system, this change of the illumination can cause significant 

problems. This is particularly a problem for an outdoor video surveillance or 

face recognition system, which lacks of a well controlled lighting environment. 

Usually a static colour model can not capture the wide distribution of this 

colour due to dynamic lighting condition, and the accuracy of the system is 

affected by the illumination change in the environment. For the robocup com­

petition, fortunately indoor lighting usually does not have dramatic change 

during the game; therefore illumination has not been a serious threat to the 

vision system. However, as the latest regulation starts to enforce less con­

trolled lighting on the field, we believe it is the trend that in the future robot 

soccer game will be played on a field with ambient lighting, and the vision 

system will need to be less constrained by the lighting condition. A vision 

system which can classify colour under dynamic lighting will be considered 

in robocup as a necessity. Besides the robocup, illumination effect is a very 

common problem in most of the computer vision applications. It would be of 

significant importance to  be able to deal with illumination change for a general 

vision application.

There are different approaches in dealing with the effect of the illumination 

on the image. One approach is colour constancy, which attempts to recover 

the intrinsic physical property of a scene from images. Another approach 

is adaptive colour modeling, which attempts to model the evolution of the 

colour due to lighting change so that a colour model can adapt to different 

illuminations. Both approaches will be discussed in detail in Chapter 2 as 

previous work. Adaptive colour modeling is the focus of this study.
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1.3 Approach

How to deal with the illumination effect on the colour has attracted attention 

from many researchers. It is noted that some colour spaces have the property 

of being less sensitive to lighting effect, such as HSV or YUV space, so choosing 

a proper colour space could compensate the lighting variation to some extent. 

Unfortunately such a colour space can only deal with mild lighting change; 

therefore they do not always serve as a reliable solution.

In this work we present an algorithm for colour classification using adaptive 

colour modeling, and we present a colour vision system for real-time colour 

classification in robocup which implements our algorithm. We use Gaussian 

Mixture model (GMM) of two components in YUV space to model the colour 

distribution of each colour, according to the dichromatic reflectance model. By 

using the GMM to evaluate the probability of a pixel belonging to a certain 

colour class, and then labeling this pixel after thresholding its probability, an 

accurate colour classification of this colour from an image can be achieved. 

The GMM is adapted with an exponentially decaying function as the lighting 

changes so tha t it handles dynamic lighting condition efficiently. The experi­

ments demonstrate tha t the colour classification system implemented with our 

algorithm remains accurate, robust, and efficient under dynamic lighting.

1.4 Structure of this thesis

This thesis presents a study of adaptive colour classification. Chapter 1 

presents an introduction of the colour science and the motivation of this study. 

In Chapter 2 previous work on colour vision studies is described with focus on 

three aspects: colour constancy, adaptive colour modeling, and colour vision in 

robocup domain. Chapter 3 presents our algorithm, and chapter 4 presents the
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description of colour vision system implemented with our algorithm. Chapter 

5 presents our experimental results on the robustness and the accuracy of our 

algorithm. As the last chapter of this thesis. Chapter 6 presents a discussion 

of our algorithm and the conclusion.

15
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Chapter 2 

Previous Work

The research on how to deal with the effect of illumination on image ap­

pearance has been following two approaches based on two different schools of 

philosophy. One approach is colour constancy, which refers to the ability of a 

vision system to diminish or even remove the effect of the illumination such 

tha t it can understand the physical scene more precisely. Colour constancy 

originally comes from the colour perceptual constancy of human vision. Al­

though there is ample evidence th a t the human vision system exhibits some 

degree of colour constancy [39, 4, 35], its mechanism is still not clear. It is com­

monly acknowledged that estimating illumination from images is an ill-posed 

problem, and most existing colour constancy algorithms rely on assumptions of 

reflectance models and illumination models to simplify the problem. As these 

colour constancy algorithms are usually accompanied with strong assumptions 

and heavy computational burden, it is not feasible to use these algorithms in a 

real-time application. The second approach is adaptive colour modeling. This 

approach does not attem pt to recover the illumination-independent descrip­

tion of a scenes surface colours, instead it tries to model the evolution of the 

colour under different lighting conditions. The focus of the adaptive colour 

model algorithms is to find a more suitable colour model and to adapt this 

colour model as lighting change. Adaptive colour model has attracted intense
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research interests in the past, and its use in colour tracking applications shows 

promising results [60. 63. 42].

In this chapter, we will introduce the previous work on how to compensate 

the effect of illumination on image appearance. Firstly, we will describe the 

studies previously done in this area from two aspects, colour constancy and 

adaptive colour modeling. Secondly, we will describe the different approaches 

used in colour vision of robocup and how they manage to  handle illumination 

change.

2.1 Colour Constancy

Colour constancy is a term originated from the phenomenon observed in human 

colour perception. Colour constancy is a feature of human colour perception 

system which ensures that human's perception of colours of objects remains 

constant even though there is dynamic illumination. Humans have a fairly 

good ability to keep a constant colour perception under varying lighting con­

ditions. We have been aware of this phenomenon long time ago, although the 

mechanism behind it is still not well understood. For example, Thomas Young- 

had noted in 1S07 that white paper still looks white even when illuminated by 

the red light from a fire. Colour constancy helps us to  easily recognize objects 

under varying lighting, and this is of great importance for us to survive in the 

world of changing lighting.

It is believed by some researchers that human colour perception system 

takes the colour information of the scene, calculates the ratio of different colour 

components perceived by different types of colour receptors, and uses the in­

formation of ratio between different colour components to approximate the 

illumination condition [30]. The approximated illumination condition helps 

us to discount the illumination effect on images and regain the actual colour
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information of the objects. The algorithm behind this mechanism is not clear 

yet.

Colour constancy is a desired visual performance in computer vision. As 

mentioned before, illumination has significant influence on image appearance 

and it leads to difficulties for computer vision to recognize a colour under 

varying lighting. It would greatly help computer vision to deal with varying 

illumination if it has the ability of colour constancy. Lots of research works 

have been carried out for the goal of achieving colour constancy in computer 

vision during the past decades, and most of them have attempted to base 

their ideas on the understanding of how human vision system maintains colour 

constancy. The following sections describe several major algorithms in colour 

constancy research area.

2.1.1 Retinex Theory

Retinex theory proposed by Edwins Land in 1977 has been considered as one 

of the most important theories on colour perceptual constancy, as it was the 

first attem pt at developing a computational model for human colour constancy 

[5]. The name retinex comes from retina and cortex, which are two important 

physiological structures of human visual system. Retinex theory was originally 

proposed to model human vision, and since then it has been greatly extended 

to colour constancy research.

In the late 1950s, Land reported some interesting results from his exper­

iments on colour perceptual constancy. These results can not be explained 

with the classic colour vision theory. In fact, these experiments led to the 

development of the retinex theory and the retinex algorithm.

In one of his early experiments, Land used black-and-white transparency 

film to photograph a highly coloured scene. As he photographed this scene,
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he had a red filter in front of the camera lens to  take the first photo, also 

he had a green filter in front of the camera lens to take the second photo. 

Now these two black-and-white photos were almost identical, except that the 

intensity of the image was slightly different between these two photos. Land 

then projected these two photos with two projectors and superimposed them 

on a screen, with a red filter in front of the projector which projected the 

photo taken with a red filter, and a green filter in front of the projector which 

projected the photo taken with a green filter. Surprisingly, the superimposed 

projections on the screen became a full colour image. This phenomenon can 

not be explained by classic colour vision theory. According to the traditional 

colour mixture theory, the red and the green can only mix into yellow with 

different shades, but not full colours.

The experiment described above together with other experiments confirm 

the theory that the visual system converts the light into three sets of lightness 

values independently with each of the three types of colour receptors. Also 

these experiments imply that human perceives colours not by measuring the 

absolute value of the wavelength of the light, instead th a t colour is perceived 

by calculating the ratio between the longer and the shorter wavelength of 

light. Based on these experiments, Land proposed tha t the information people 

require to see colour is not in the wavelength of light reflected by an object, 

instead that colour information is encoded in the ratio of the longer and the 

shorter wavelengths of light reflected by an object.

The purpose of the retinex algorithm is to compute lightness values which 

are invariant under changes of illumination, just like human performance is 

roughly invariant under similar changes. At each pixel x. the lightness values 

depend only on the surface reflectance S x( A„) at this pixel, and not on the 

spectral power distribution of the light or the surface reflectance functions of
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the other surfaces in the scene [5].

Retinex algorithm estimates the lightness of a surface in each channel by 

comparing the quantum captured at each pixel to the value of some statistics— 

originally the maximum— found by looking at a large area around the pixel 

or photoreceptor. The ratios of these quantities, or the differences of their 

logarithms, are the descriptors of interest. The original Retinex algorithm is 

to follow random paths from the pixels of interest [38. 30]. As each path is 

followed, the ratio, or the difference of the logarithms, of the response in each 

channel for adjacent pixels is computed. If we start from a pixel and follow 

a random path, we then randomly select a neighboring pixel x 2. The difference 

of the logarithms of the sensor response at these two pixels is calculated and 

stored such tha t

By following this random path, a number of pixels along this path are 

processed in the same manner, such tha t for a pixel x i:

A(xj) and N(x{) are both initialized to zero. A(xi)  stores the updated value 

at pixel Xi contributed by the difference between pixel x t and the starting point 

of the path aq. N{x{) stores the frequency of how many times pixel x{ has 

been counted along all paths. After processing a number of random paths 

starting from a number of pixels of interests, the lightness value at pixel Xi is 

calculated by

A{x2) =  A(x2) +  log(p12) -  log(pXl) 
N ( x2) = N ( x2) + 1 (2 .1)

A{xi) = A{xi) +  log(p12) -  log(pXl) 
N[xi) = N{Xi) 4-1 (2 .2)

A (x^
(2.3)

N{xi)
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Retinex based methods assume th a t small spatial changes in responses 

are due to changes in the illumination and large changes are due to surfaces 

changes. If the ratio is close to one, it is assumed that the difference is due to 

noise or varying illumination, and the ratio is treated as exactly one. In this 

case, the algorithm looks like this

A(x{) =  A(xi ) . .
N{xi)  =  N { Xi) +  1

If the ratio is sufficiently different from one, then it is used as is. The 

ratios are then combined to determine the ratio of the response of the pixel of 

interest to the largest response found in the path. Finally, the results for all 

the paths are averaged.

In summary, with the logarithmic representation, the essence of the algo­

rithm is differentiation (to identify the jumps), followed by thresholding (to 

separate reflectance from illumination), followed by integration (to recover 

lightness).

While retinex theory challenges the classic colour vision theory, it is also 

challenged by many researchers [5]. Brainard argued that retinex theory is es­

sentially equivalent to image normalization, and it corrects colour in a manner 

that depends strongly on the surfaces in the scene [5]. Based on this argu­

ment, Brainard claimed tha t retinex is not a colour constancy algorithm [5]. 

Despite of these arguments, retinex theory has been extended and used widely 

in computer vision area. For example, NASA has been using retinex theory 

for photo enhancement.

2.1.2 Gamut Mapping

The goal of colour constancy is to diminish the influence of the illumination 

on an image in order to get a more accurate description of the physical prop-
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erty of the scene. The generic approach is to find the illuminant-independent 

description of the scene. An alternative approach is to recover the image ap­

pearance under a known illumination for an image taken under an unknown 

illuminant. This latter approach also achieves the goal of diminishing the ef­

fect of unknown illumination on an image to get a better understanding of 

the physical property of the scene. Gamut mapping is an approach which 

constrains the set of possible mappings from the images of the scene under 

the unknown illuminant to the image of the scene under the known canonical 

illuminant. It was presented by Forsyth and modified by Finlayson [16, 13].

Suppose we have a set of images {I{, i =  l...n} of the scene, each of them 

taken under a unique unknown illuminant from the set of illuminants {Lt, i =  

l...n}, and we want to exam these images to see if they are all taken from the 

same scene. If we are given a known canonical illumination V , and we are able 

to recover the image appearance of A to I- as if it is taken under illumination 

L', then we can answer the question if these images are taken from the same 

scene easily through a straightforward comparison of the images The image 

comparison is now an easy problem since it does not have to consider the 

influence of the different illumination.

Suppose we specify a known canonical illuminant, and all possible image 

pixels due to all known surface reflectance under this canonical illuminant 

compose a convex set, which is called a gamut. In this case it is called the 

canonical gamut. If we change the illuminant to an unknown one, all possible 

image pixels under this unknown illuminant also compose a convex set, which is 

called the unknown gamut. Assume the illumination change follows a diagonal 

model, these two gamuts also follow a diagonal transformation. If we are able 

to find the diagonal model of gamut transformation, we can derive the image 

appearance from unknown illuminant to known canonical illuminant.
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Now the question is that since we only know the canonical gamut but not 

the unknown gamut, how do we calculate the diagonal transformation between 

these two gamuts'.-' Fortunately, the image samples taken under unknown illu­

minant provide a subset of the unknown gamut, which is called the measured 

gamut. Gamut mapping tries to find the mapping between the canonical 

gamut and the unknown gamut using the measured gamut.

Figure 2.1 shows a visualization of the idea of gamut mapping. The triangle 

“abc” represents the convex hull which is the measured gamut, and the triangle 

“ABC” represents the convex hull which is the canonical gamut. As “abc” is 

the subset of the unknown gamut, the mapping from point a  to “ABC” must 

be a point inside “ABC” . Although we don’t  know where exactly this mapped 

point is, we can bound this mapping inside the convex hull of maps “aA”, “aB” , 

and “aC” . Now if we only consider point a, the set of all possible mapping is 

constrained to within this set.

Now if we repeat this process on more points of “abc” , we can get a different 

set of possible mappings from those points. The intersection of these different 

set of mappings is the constrained possible mappings from the unknown gamut 

to the canonical gamut. Figure 2.2 illustrates this process.

Finlayson modified the gamut mapping approach by reducing the dimen­

sionality of the problem from 3D RGB space to 2D chromaticity space[13]. He 

showed that a 2D chromaticity space in the form of (R/B, G/B) can maintain 

the convexity of the gamut. By changing the problem to chromaticity space, 

the algorithm is robust with respect to the image difference caused by intensity 

variation, such as shadow or nonuniform lighting.
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unknown gamut under 
unknown illumination

known gamut under 
canonical illumination

map aC

convex hull of measured RGB
under unknown illumination

Figure 2.1: Visualization of the first part of the gamut mapping procedure

possible m aps from a 
to ABC

aA

possible m aps from abc 
to ABC

possible m aps 
from c  to ABC

possible m aps from b 
to ABC

Figure 2.2: Visualization of the second part of the gamut mapping procedure
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2.1.3 Colour by Correlation

Colour by correlation method is to solve the illuminant estimation problem: 

given an image taken under an unknown illuminant. how can we recover an 

estimation of the illuminant [14]? Colour by correlation method is presented 

by Finlayson et al. [15, 14]. The basic idea of colour by correlation is to 

pre-compute a correlation matrix which describes how compatible proposed il- 

luminants are with the occurrence of image chromaticities. Each column in the 

matrix corresponds to a different training illuminant. Each row corresponds 

to possible chromaticity ranges resulting from a discretization of (r,g) space, 

ordered in any convenient manner.

There are two different versions of colour by correlation [15]. The first ver­

sion calculates the elements of the correlation matrix under a given illuminant 

as follows. First, the (r, g) chromaticities of the reflectance in the training set 

under the given illuminant are computed using the camera sensors input. Then 

the convex hull of these chromaticities is found, and all chromaticities within 

this convex hull are identified as being compatible with the given illuminant. 

Finally, all entries in the column for that given illuminant corresponding to 

compatible chromaticities are set to one, and all other elements are set to zero.

Given an image taken under unknown illuminant, this correlation matrix 

can be used to estimate the illuminant chromaticity. First, the chromaticities 

in the image are converted to a vector which contains elements corresponding 

to the order of (r,g) used in the correlation matrix. An element is one if its 

corresponding chromaticity exists in the image, or zero otherwise. Multiplying 

the correlation matrix with this vector gives the correlation between the image 

and each of the illuminants in the correlation matrix. Ideally, the actual 

illuminant which the image is taken under has the maximal correlation with
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the given image. As the possible illuminant might not be the only one. multiple 

illuminants which are close to the maximum are chosen as candidates, and their 

average is taken as the estimated illuminant.

The second version of colour by correlation algorithm introduces the proba­

bility of the chromaticities under a certain illuminant. and it recovers a measure 

of the likelihood tha t each of a set of possible illuminants is the scene illumi­

nant. Using this likelihood information, an estimation of the scene illuminant 

can be recovered [14].

In this version, each entry of the correlation matrix is not one or zero; 

instead it stores the logarithm of the probability of a chromaticity under an 

illuminant. Now the correlation matrix can be used to compute the logarithm 

of the posterior distribution, which is the probability of the illuminant given an 

observation image, by multiplying the vector calculated from the image. This 

posterior distribution is calculated by applying Bayes's rule. The probability 

tha t the scene illuminant is I, given a set of observed chromaticities C, is given 

by Bayes’s rule:

Pt/IO = (2.5)

If we assume uniform distribution for I, and since P(C)  is a normalization, 

we have:

P(I\C) cc P{C\I)  (2.6)

Assume the independence of the observed chromaticities, we have:

P(C\I)  = n  P W )  (2.7)
c € C

Taking logarithms on it gives:
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lo g (J W ) )  = 2 > g ( P ( c | / ) )  (2.8)
ce c

This formula gives the results of multiplying the correlation matrix to the 

vector of the chromaticity observation. Each element of the resulting vector is 

the logarithm of the posterior probability under that illuminant.

2.1.4 Dichromatic Reflectance Model

Most reflectance models make the assumption that the object surfaces are 

Lambertian; i.e. they are perfectly matte and appear equally bright from all 

directions. This is a rather simplified model of the material’s reflectance prop­

erty as in practice most of the materials are not perfectly Lambertian. In fact, 

dielectric materials such as paper, paint, plastic, etc. are very common in the 

real world, and most of the dielectric materials are inhomogeneous and not 

perfectly Lambertian. Dielectric materials appear more or less glossy depend­

ing on the view angle and the lighting intensity, and this phenomenon can not 

be explained by the Lambertian model. The dichromatic reflectance model 

was first presented by Shafer in 1985 to explain the reflectance property of 

objects with surface of dielectric materials.

According to the dichromatic reflectance model, the light reflected from 

a surface of dielectric material usually consists of two distinct colours that 

correspond to the highlight areas and the m atte areas. As dielectric material 

consists of a medium and some embedded pigment, when light hits the surface, 

the inhomogeneity of the surface material causes the light to partially reflect 

back into the air, and partially refract into the material body. The light 

reflected from the surface into the air is called surface reflection, and it usually 

appears as a highlight on the object. Depending on the roughness of the 

surface, the surface reflection can be in one direction or many directions. The
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light refracted into the material body travels through the medium, refracted 

between the pigments, and eventually leaves the body. This portion of the light 

is called the body reflectance; it usually appears as the diffuse on the object. 

The body reflectance depends on many factors, such as the physics property 

of the medium, the size, the shape and the concentration of the pigments in 

the body.

The dichromatic reflectance model describes the reflected light from a di­

electric material surface L(A, i, e. g), as the mixture of two portions, the surface 

reflection Ls(X,i,e, g) and the body reflection L b(X.i.e, g).

L{A, i, e, g) =  Ls(A, i. e, g) +  Lb{A, i, e, g) (2.9)

where i, e. and g describe the angles of the incident and emitted light and

phase angle, and A is the wavelength.

If we assume there is only a single light source, and there is no inter­

reflection between the objects in the scene, we can separate the surface re­

flectance component Ls(A, i. e, g) as the product of a specular power distribu­

tion cs(A) and a scalar m s(i,e,g).  Also we can separate the body reflectance 

component Lb{X.i,e.g) as the product of a specular power distribution cb{X) 

and a scalar m b(i,e,g). The formula 2.9 can be written as the dichromatic 

reflection model equation as below:

L(A, i. e, g) =  m s(i, e, g)cs(A) +  m b(i. e. g)cb(A) (2.10)

Thus the light reflected from an object point can be described as a mixture

of two distinct spectral power distributions, c5(A) and q,(A). Each of these 

spectral power distributions is scaled according to the geometric reflection 

property of the body and surface reflection. The body part models conven-
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tional matte surfaces, which have Lambertian character. The surface part, 

models highlights, which have the same spectral power distribution as the illu­

minant. Klinker et. al. show that for convex shaped objects with dichromatic 

reflectance, the distribution of RGBs maps out a T shape, with the bar of the 

T  corresponding to body reflectance, and the stem of the T corresponding to 

surface reflectance [28]. The dichromatic model has proved useful for a variety 

of computer vision tasks including colour constancy [32, 31, 20, 50, 57], shape 

recovery [11] and segmentation [6, 43].

As pointed out by Lee and others, the dichromatic reflectance model pro­

posed by Shafer is inaccurate as a description of certain naturally occurring 

surfaces [31], and it is not known how well it approximates surfaces in the 

everyday environment. It is, however, an accurate approximation of a large 

class of surfaces known as dielectrics, which include paper, paint, and plastics 

[36]-

2.2 Adaptive Colour M odeling

Adaptive colour modeling looks at the problem of how to compensate illumi­

nation effect on image appearance in a different way from colour constancy 

research. Instead of recovering the intrinsic reflectance image from an im­

age taken under unknown illumination, adaptive colour modeling attempts to 

adjust the colour model according to the illumination change.

Adaptive colour modeling can be divided into two categories, physics-based 

modeling and statistics-based modeling. In the previous studies of statistics- 

based modeling, colour is generally represented either by a parametric model or 

a non-parametric model. A non-parametric colour model is typically a colour 

histogram [22. 26. 54, 42], and a parametric model is typically a Gaussian 

model or a Gaussian Mixture model (GMM) in case of multiple colours [63.
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•59, 64]. The benefit of the colour histogram is tha t it already represents 

the underlying probability distribution; therefore there is no need to make 

any assumption of the underlying probability distribution of the model. The 

disadvantage is th a t it normally requires a large number of samples to build 

such a histogram, which may not always be possible to obtain. Also the 

evolution of such a histogram due to lighting change is difficult to model. The 

benefit and the shortcoming of the parametric model are almost contrary to 

the histogram model, in the sense that it does not require a large number of 

samples, and its motion is easy to model. Meanwhile, as parametric model is 

the approximation of the underlying probability distribution, the accuracy of 

the model depends on the parameters of the model. For example, in the case 

of GMM, it is important to choose the number of Gaussian components and 

the attributes for each component.

2.2.1 Non-Parametric Modeling

Non-parametric modeling is a common approach for modeling colour distrib­

ution in a colour-based computer vision application. Non-parametric model is 

appealing because it can be applied to any arbitrary distribution and does not 

need to make assumptions of the underlying probability distribution function 

of the model [12].

A commonly used non-parametric approach is based on colour histogram 

[23, 37, 40, 9]. In a study of tracking multiple people in a real-time video, 

McKenna used adaptive colour histogram to model the colour of each person 

in order to track the targets with gradual change in illumination [40]. In this 

study colour distributions were calculated in the RGB space with 16 x 16 x 

16 bins [40], and they were updated based on the previous model and the 

probability computed at the current time step. Nummiaro presented a study
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on tracking object with an adaptive colour-based particle filter [42], In this 

study, colour distribution is integrated into a framework of particle filtering. 

Particle filtering allows to track several hypotheses simultaneously and weight 

each hypotheses based on a measured similarity to the target model. This 

allows tracking objects in cases of clutter and occlusions. The target model 

used in this study is a colour distribution calculated in the RGB space using 

8 x 8 x 8  bins, and the target model is updated iteratively using the previous 

model and the measured model at each image frame in order to adapt to 

illumination change [42],

Colour histogram is an appropriate model in a problem with large data set 

and coarsely quantized colour space [40]. Since obtaining large sample data 

set is not always feasible, and maintaining large sample data set requires large 

memory storage, kernel density estimation techniques have been introduced to 

estimate probability distribution without explicitly storing the complete date 

set [12], The kernel density estimation estimates the underlying probability 

function as

f ( x )  = Y , ^ i K { x  -  (2.11)
i

where K  is a  kernel function centered at the data points, usually K  is a 

Gaussian function, x ^ i  =  1 ...n are the sample data points, and a,- are the 

weighting coefficients at X{ [12],

Kernel density estimation is different from parametric modeling of the prob­

ability distribution, in the sense that it does not attem pt to fit the data into 

a parametric model. Although it is a general and effective approach in model­

ing the underlying probability distribution, it introduces the problem of high 

computational costs. In the case of M  source data points and N  target data 

points, the complexity of evaluating the probability distribution over the N
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target data points is O(M N).  While this high computational complexity be­

comes a huge burden for a practical colour tracking or colour segmentation 

application. Elgammal presented a kernel density estimation approach which 

uses Fast Gaussian Transform [12] to improve the complexity to 0 ( M  +  Ar). 

This approach is successfully applied in a practical real-time colour segmenta­

tion and colour tracking application [12].

Jones carried out a  study in which he constructed statistical colour models 

based on a huge dataset of nearly one billion labeled pixels collected from the 

World Wide Web [23]. In his study he compared the performance of histogram 

model and Gaussian mixture model in skin-colour detection, and the results 

show that histogram model gives slightly better performance than Gaussian 

mixture model in terms of accuracy. Also, histogram model is superior com­

pared with Gaussian model with respect to the computational costs, though 

Gaussian model is better with respect to the storage costs [23]. These results 

are not surprising given the huge amount of training data to construct the 

colour histogram model.

There is not always a clear distinction between colour histogram model and 

parametric model. An interesting study tracks human skin colour based on the 

affine transformation of the skin colour evolution due to dynamic lighting [53]. 

The colour distribution obtained a t two continuous time steps is observed to 

follow an affine transformation. Once the affine transformation for each time 

step is calculated, it is fitted into a second order dynamic model. W ith this 

dynamic model and the histogram at time step t, the expected histogram at 

the next step t + 1 is then computed. This study is based on the assumption 

that probability distribution of the skin colour model is a single multivariant 

normal distribution. Although the colour model is represented with a colour 

histogram, the evolution of the colour model is described with the means and
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the eigenvectors of the distribution.

2.2.2 Parametric Modeling
Gaussian

Gaussian is a commonly used colour model in many colour-based computer 

vision applications [59. 64. 10, 19]. Wren et al. use a single Gaussian in 

the YUV colour space to model the colour distribution of a uniformed colour 

region [59]. Darrell et al. use a single Gaussian to model the human skin 

colour in the log colour-opponent colour space, which they defined in the form 

(log{G), log(R) -  log(G), log(B) -  (log(R) +  log(G))/2) [10].

Most of these studies use Gaussian to model human skin colour for face 

tracking or face detection. According to a study by Yang, under a certain 

lighting condition, skin-colour distribution can be modeled by a multivariate 

normal distribution in the normalized colour space [64],

While a single Gaussian has been commonly used to model skin-colour, 

more studies show that the skin-colour distribution is often multimodal, and 

can not be adequately represented as a single Gaussian in colour space [55, 65]. 

In one of his studies on skin-colour distribution, Yang proposed tha t a Gaussian 

Mixture model is a more appropriate colour model than a single Gaussian 

in estimating the skin colour distribution [65]. In his work, Yang carried 

out statistic tests to examine the validity of Gaussian mixture model. Yang 

performed Hawkins’ statistical test on the normality and homoscedasticity of 

the estimated Gaussian mixture models, and he used McLachlan’s bootstrap 

method to test the number of components in the mixture model. Yang also 

presented the results of applying estimated Gaussian mixture density functions 

in a face detection application. The results show that a mixture model has a 

better performance than a single Gaussian model in detecting faces.

33

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



A single Gaussian model is also used in a general colour tracking application 

[45]. In this work, a single Gaussian is used as colour model for object with 

surface nearly Lambertian and of homogeneous colour. This model is derived 

from the dichromatic reflection model of Klinker [29], which explains the colour 

distribution of an object with both  Lambertian and specular reflectance as 

a mixture of two clusters, which represent specular component and diffuse 

component respectively. Assuming specularity is negligible, they found that a 

single tubal cluster can capture the colour distribution very well. Assuming 

a simple ellipsoidal colour model, they apply principal component analysis 

(PCA) to find the bounding ellipsoid of the colour distribution. This simple 

yet efficient approach is successfully used for tracking coloured objects in real­

time video.

From above, we can see that a  single Gaussian model is typically applicable 

to objects with an uniform colour surface, and the object surface property and 

illumination condition property need to ensure that the specular reflection 

from the object surface is negligible. This prevents the single Gaussian model 

from being used in a more general colour-based computer vision application, 

in which a Gaussian mixture model might be more appropriate. The next 

section will explain Gaussian mixture model and its applications in computer 

vision.

Gaussian Mixture Model

As mentioned in the previous section, a Gaussian mixture was presented as a 

more appropriate model for skin-colour distribution [65]. A Gaussian mixture 

is also introduced into a general colour-based computer vision, in which the 

Gaussian mixture is usually used to  model a colour region with a mixture of 

colours [63, 44].
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Raja and McKenna presented an adaptive colour tracking algorithm which 

uses Gaussian mixture model as a parametric colour model [63]. Within this 

approach, a number of Gaussian functions are used to approximate the multi­

modal colour distribution, and the conditional probability for each pixel is 

calculated based on these Gaussian functions.

In R aja’s study the purpose of using GMM is to model colour distribution 

of a multi-coloured object. Suppose we have a multi-coloured object O, and 

the colour distribution of O can be modeled as a Gaussian mixture model of

M  Gaussian components. Given a pixel <f, the conditional density for £ to

belong to O is

Mp<.m = Y.p(mpu) (2.i2)
j=i

Where P{j) is the prior probability that pixel f is generated by component j .  

and J2jLi P(J) = 1- If we assume that each Gaussian component has a mean 

Hj and a covariance matrix Hj,

P(£\j) =  W T-Ti-exjT5(*-w )rV K-/y) (2.13)
27r|EJ-|2

Raja uses a standard Expectation-Maximization (EM) algorithm to fit the 

GMM to a data set. The focus of his work is on the model order selection 

problem, which is how to choose the number of parameters of the GMM in or­

der to have an accurate modeling of the underlying distribution. Raja presents 

an algorithm which chooses the number of parameters by iteratively splitting 

components and evaluating with a validation set. It starts with modeling 

with a GMM of low order, then iteratively finds the component with the low­

est responsibility and splits this component into two components. After each 

splitting, the likelihood for the validation set is evaluated. The iteration ter-
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minates when the peak of the likelihood measurement for the validation set is 

detected.

The adaptation of the colour model is done by linear extrapolating the 

GMM obtained at time step t — 1 and the measured GMM at time step t from 

the labeled pixels. The resulting GMM is used as the updated colour model 

for time step t, which is expected to adapt to the changes due to dynamic 

lighting.

R aja’s work has been extended by many other researchers. In a related 

study, instead of making implicit assumption about the linear transformation 

of the GMM, they use transductive learning techniques to train the classifiers 

with the labeled pixels obtained during the tracking [60]. A recent study 

presents an adaptive skin-detection method [66]. Given an image, they derive 

GMM from a coarse skin colour classification and then use a SVM classifier to 

identify the skin Gaussian from the GMM by incorporating spatial and shape 

information of the skin pixels.

Raja treats the specular highlights as outliers points during the model­

ing process, and he claimed that these outliers points are possibly caused by 

the image noise and specular highlights have little influence upon the mixture 

model [63]. While in our work, specular highlights axe innegligible compo­

nent of the colour distribution, and our GMM takes into account the specular 

component of the colour distribution.

2.3 Colour V ision in RoboCup

2.3.1 Summary

The Robot World Cup Initiative (RoboCup) is an international research ini­

tiative tha t uses the domain of robot soccer to foster Al and intelligent ro-
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botics research [25]. RoboCup serves as an excellent test bed in several areas 

of research interests, such as path planning, obstacle avoidance, multi-agent 

collaboration, game strategy, real-time data and image processing, robotic vi­

sion, artificial intelligence and control [27]. In recent years, RoboCup has 

gained much popularity among researchers worldwide. It is the colour vision 

in RoboCup that motivates the work on adaptive colour classification.

In the RoboCup small-size league, two teams, each made up of five robots, 

play soccer with an orange golf ball on a field 3.4 meters wide by 4.9 meters 

long. Robots must fit inside a ISO mm diameter cylinder, with a maximum 

height of 150 mm if the team is using the global vision system . Each team 

is allowed to mount one or more cameras above the field to provide a global 

vision system [49]. The global vision system is the only sensor for the team, 

through which it sees the entire field and detects the positions of the team 

members, the opponent players, and the ball. The information is fed to  the 

next module which decides the game strategy, and sends radio signals to each 

player to give them instructions with respect to how to play the game.

As the vision system acts as the “eye" for the entire team, it is important 

tha t the vision system detects the positions of the ball and the players from 

both teams accurately, otherwise game strategy would be misled if incomplete 

or even false information is provided by vision system. Also the vision system 

needs to be efficient to handle 30 frames/sec NTSC video signal so tha t the 

process of making decisions on game strategy does not suffer from the time of 

processing with vision. Colour vision is used as it can serve the requirement 

of both efficiency and accuracy very well. According to the game regulation, 

each of the two teams is assigned a  colour before the game, namely yellow or 

blue. Circular markers of the assigned colour must be mounted on top of the 

robots, each with a diameter of 50 mm [49]. The only other colours permitted
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are pink, green, light cyan, black, and white. Most of the teams use a certain 

pattern of colour patches in these colours on the top of each of the robots to 

indicate the identity and the heading of the robot. For Team Canuck of the 

University of Alberta, each robot has a pattern of three colour patches on the 

top surrounding the center colour patch which is of the team colour. Two of 

the patches are collinear with the center patch and parallel with the robot’s 

heading, and the third is perpendicular to the robot heading and on the right 

hand side of the center patch, as viewed from behind the robot. Each patch 

is either green or pink, representing “1” or “0” in binary coding. The heading 

of the robot can be computed based on the configuration of the three colour 

patches. W ith the heading identified, the identification number of the robot is 

the binary number represented by the colour and order of these three patches.

With these colour patch configuration, the goal of the vision system is to 

identity a number of colour blobs in several different colours from each image 

frame of the real-time video sequence. Once the blobs are all identified, the 

vision system will be able to locate the ball and each of the robots on the field. 

Therefore, the task of the vision system is colour classification of multiple 

colours in real-time video.

2.3.2 Vision system  of previous teams

The complexity of the colour classification problem with RoboCup was his­

torically rather straight-forward, as the field used to be as small as 2.3m wide 

by 2.8m long, under fairly well controlled uniform room lighting. In such a 

setting, the colour model for each colour normally does not suffer from the in­

fluence of temporal illumination change. A carefully calibrated colour model 

for each colour is sufficiently accurate during the match. The spatial variation 

of illumination is quiet small and can be easily dealt with. For example, one
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approach to compensate spatial illumination variation is to divide the entire 

field into a 4 x 4 grid and assign each region a scalar multiplication factor on 

the R. G. and B three channels of the pixel within this region [41].

As the complexity of the colour classification problem is not a major con­

cern, most of the efforts put on the vision system are focused on the efficiency 

issue. A commonly used approach for modeling the colour class is using a 

lookup table (LUT).

In the commonly used RGB colour space, a pixel has three colour compo­

nents, each has a discrete value of [0...255]. The pixel value takes the form 

of R G B  =  [0...255]3, a total of 224 distinct pixel values compose the entire 

colour space. With respect to how to define a colour class, a colour class can 

be regarded as a subset of the entire colour space, a set of all possible pixel 

values of the same colour. A LUT indexed by colour component values is 

commonly used to model the colour class. The LUT can be pre-calibrated 

by collecting sample pixels of the same colour and then populating the LUT 

entries with these sample pixel values. Once a LUT is built, we can answer 

a query that “does a given pixel Pi belong to colour class CV?" by looking 

up this pixel in the LUT using the pixel values as indexes. This operation 

of checking pixel membership is very efficient as it only spends CPU time on 

a few machine instructions. While it is very efficient, the LUT method has 

the inherited problem of colour space quantization. In RGB colour space the 

colour component of each channel has 256 discrete values, so the number of 

all the entries in the LUT can be as large as 256 x 256 x 256. The large size of 

LUT is not desirable because the LUT needs to be stored in memory in order 

to ensure efficient pixel membership checking. The huge memory burden can 

reduce the efficiency of the system.

Many different approaches have been taken to deal with the quantization
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problem of LUT. One common approach is to reduce the dimensionality of the 

colour class in order to reduce the storage space. A simple approach defines 

a rectangular bounding box around the colour class in 3D colour space, and 

it classifies a pixel according to if this pixel is inside the box or outside [21], 

This bounding box is also called axis-aligned rectangular volumes. Within 

this approach, a total of 6 numbers is sufficient to define the membership of a 

pixel:

P i e  Ck -  {Ftp, e  [rio,rhl])&.{GPi e  [gi0,ghi])b(BPi e  [bi0:bhi\). (2.14)

The essence of this approach is to reduce the dimensionality of the colour 

space from 3D to ID. Using two numbers on each of the three dimensions to 

represent the colour class is equivalent to projecting the 3D colour class onto 

three axes to get a ID representation. As simple as it looks, this approach 

has the problem of over-generalization. In RGB colour space, a colour class 

which consists of a set of pixels of the same hue but different brightness does 

not align with axes well. Therefore the rectangular volume is inappropriate 

to specify this colour class [41]. Imagine an extreme case in which we want to 

model white colour, as the illumination brightness increases from totally dark 

to  very bright, the pixels values of white colour evolves along the diagonal axis 

of the RGB colour cube from [0,0,0] to  [255,255,255]. Now the axis-aligned 

rectangular volume is as big as the entire colour cube, all possible colours 

inside the colour cube will be classified as white.

It is observed that in some colour spaces a colour class has better alignment 

with the axes. YUV space and HSI space are two commonly used colour spaces 

which have this property. In YUV space, Y component indicates brightness or 

luminance, while U and V components indicate colour or chrominance. In HSI
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space. I component indicates brightness or luminance, while H and S compo­

nents indicate colour or chrominance. As the illumination brightness changes, 

the colour class evolves mostly along the luminance axis, while the variabili­

ties along two chrominance axes are comparatively small. The colour class of 

pixels with the same hue but different brightness aligns with luminance axis 

approximately, making the rectangular volume representation more accurate. 

Most colour cameras provide video input in RGB space. Because the conver­

sion from RGB to HSI is computationally expensive and the conversion from 

RGB to YUV is much efficient. YUV is a more appealing candidate colour 

space in real-time vision applications. Carnegie-Mellon’s RoboDragons team 

uses axis-aligned rectangular volumes in YUV space for colour classification 

[8]-

Although choosing an appropriate colour space improves colour classifica­

tion, as pointed by Thomas et al. The rectangular representation of the colour 

model is quiet constrictive, however, since any incident luminosity changes and 

glare from incorrect field lighting produce colour deviations beyond rectangu­

lar decision regions [56]. A colour class representation more accurate than 

rectangular volume is necessary to handle these situations.

Other approaches either use LUT in a coarsely quantized 3D colour space, 

or use LUT in a colour space with a reduced dimensionality. The vision system 

used by CM-Dragons'Ol. CMVision, segments pixels in YUV colour space 

using a 3D lookup table , which is a subsampled version of the colour space 

with S levels for Y, and 32 levels each for U and V [7]. This coarsely quantized 

LUT does not require huge memory size. Meanwhile it keeps a fairly accurate 

representation of the colour class. The Dutch team uses two lookup tables, 

one for Y and another for (U.V), such that a pixel is classified as in a colour 

class if it exists in both lookup tables [24]. This is equivalent to reduce the
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dimensionality of the colour class by projecting the colour class onto UV plane 

and Y axis respectively. In another study. Thomas et al. presented a approach 

which discards the information on Y component completely, and only uses the 

colour class on UV colour plane. As they observed tha t the colour classes 

of different colours on UV plane are separable by pie slicing segments, the 

colour class is defined with a pie-slice decision region in UV plane [-56]. The 

classification is done by calculating the angle of a given pixel in UV plane and 

then checking this angle against the upper and the lower bound angle of the 

pie segment, and the distance of this pixel from the pie center.

This approach is reported to be robust under changing lighting conditions 

in experimental trials [56]. While it maintains robustness, it is possible that 

this approach could introduce over-classification, as the constraints of the pie- 

slice shaped colour model are defined fairly loose.

An approach reduces the dimensionality of the colour class from 3D to 2D 

by projecting the colour class onto 3 colour planes, which are RG plane, GB 

plane, and RB plane in RGB space [41]. In this way, the LUT for each colour 

consists of three 2D tables. A pixel is classified as in this colour class if and 

only if

This approach represents the colour class in 3D RGB space using the pro­

jections on three 2D planes. The advantage is it reduces the memory storage 

of LUT, instead of a 3D LUT of size 256 x 256 x 256. three 2D tables, each 

of size 256 x 2-56, are sufficient to represent one colour. Since the 3D colour

i m u v  > <Pi)kk{<?uv < Qi)&&{distijv > r)) 
Then (colour =  1) (2.15)

C = LUTTg[r)\g)kLUTrb[r)[b]kLUTgb[g}[b) (2.16)
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class is discarded after projecting it on 2D planes, the colour class is approxi­

mated with the 3D shape reconstructed from three 2D projections. While this 

approach has been successfully used for accurate and fast colour classification, 

it should be noted th a t since this approach uses reconstructed 3D shape to 

approximate a colour model, the accuracy of the colour model depends on how 

well the colour class aligns with the axes of colour space. This reconstructed 

colour class is a better approximation when it aligns well than the case when 

it does not align well. This suggests that a different colour space such as YUV 

or HSI could improve the accuracy of the colour model of this approach.

While most of the studies on colour vision in RoboCup only deal with 

static colour classification, there is some work which aims at adaptive colour 

classification in order to be able to adapt to varying light [17, 34, 33].

Wyeth presented an adaptive vision for robot soccer [17]. In their approach, 

first the background playing field is removed so that the points of interest are 

highlighted. This background removal is based on the fact tha t the playing field 

is of an uniform colour and it occupies a major portion of the image. Therefore 

if we take the colour histogram of a field image, the three peaks in three 

component colours represent the colour histogram of the field colour. If we 

define a cube around the three peaks, we can classify pixels within the cube as 

field, and pixels outside the cube as points of interest. This technique is called 

adaptive colour histogram, in the sense that even though the lighting change 

causes the colour histograms to shift, the peaks always remain to represent 

the field colour. Therefore, if we can derive the cube around the field colour 

for each image frame, we can differentiate field from points of interest even 

under lighting change. This step is followed by a two pass thinning operation 

to reduce the noise, and then a two pass dilation operation to fill the holes 

on the robots if the marker on a robot was discarded because it was similar
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to field colour. The selected pixels are aggregated into blobs, followed by a 

template matching to examine if a blob is the ball or the colour marker for 

a team robot or an opponent robot. The final step is to get orientation and 

member identification of the team robots.

Li presented an adaptive colour segmentation algorithm for local vision of 

Sony legged robots [34], The camera in the Sony legged robot outputs images 

in a YUV format and it has a hardware colour segmentation method, called a 

General Colour Detection (GCD) Table. GCD conditions can be described as

i = Py/8
Tu rnin i < Pu < T u  maj- ; (2.17)
T v m in i ^  P v  ^  T v  max i

There is a rectangular threshold in 2D UV space, which is indexed by 

the value of Y component. Using a learning network trained with manually 

constructed GCD tables under a set of lighting conditions, the algorithm can 

generate GCD tables under varying illuminations. The learning network has 

Y, U, V, LI, and L2 as inputs, LI is the luminance decided by the meter, and

L2 is the luminance measured from the image. The output is the CDT tables

when illumination changes [34].
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Chapter 3 

Methodology

In this thesis, we study the problem of adaptive colour classification. This 

study is motivated by the robocup research initiative. The colour vision of the 

robocup is essentially a colour classification system, as the major functionality 

of the robocup vision, target recognition, is based on the result of colour 

classification. In this problem domain, colour classification is done on each 

image frame of a real-time video sequence, such tha t a number of blobs with 

several different colours can be located in the image. These colour blobs are 

used as markers of the robots and the ball, and the locations of these colour 

blobs serve as cues to help locate and identify each robot player and the ball 

during the game. Figure 3.1 shows a typical view of the field with the robots 

and the ball from the camera of the vision system. For team Canuck, each 

robot has four colour patches on the top. The center patch is either blue or 

yellow, which represents the team colour. The other three patches are in either 

pink or green, which is the binary coding representing the player number.

Since there is spatial variation of the illumination on the field which affects 

the colour appearance of each blob at different locations on the field, this 

spatial variation of the illumination needs to be taken into account in order to 

locate multiple targets scattered over the field at each time step. Also, there 

is possible temporal variation of the illumination on the field which affects the
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colour appearance of each blob as well. Therefore, both spatial variation and 

temporal variation of the illumination need to be considered for an accurate 

colour classification, and they both are dealt with in our algorithm.

Our work follows adaptive colour modeling approaches. As mentioned 

above, there are two major issues existing in this colour classification problem, 

the spatial illumination variation and the temporal illumination variation. Our 

algorithm deals with these two issues in this way: in order to deal with spatial 

illumination variation, at each time step we construct a global colour classifier 

which is capable of classifying the blobs located at different positions on the 

field; in order to deal with the temporal illumination variation, we update 

the global colour classifier according to the illumination change so that the 

classifier can adapt to dynamic illumination and accurately classify the blobs 

in the consequent image frame.

There are several issues with respect to an adaptive colour modeling ap­

proach. The first issue is how we model the colour. Based on the property 

of our problem domain, we decide to use a parametric model to represent the 

colour distribution. The second issue is which colour space we choose. Based 

on our comparison studies and the previous work from other researchers, we 

choose YUV colour space in our algorithm. The third issue is how to update 

colour model as illumination changes temporally. We choose an exponentially 

decaying function as our adaptation mechanism.

This chapter describes the methodology of our algorithm in detail, with 

respect to the issues mentioned above.

3.1 Colour M odeling

Under an invariant illumination, an accurate colour classification requires a 

colour model which can represent the colour distribution completely and ac-
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Figure 3.1: A typical camera view of robocup team and the field. Pink, green, 
blue, and yellow blobs are illustrated with x, + , circle, and square.

curately. An over general colour model will likely lead to  an over-classification 

with a large number of false positives. The falsely classified colour pixels 

could reduce the performance of the system. On the other hand, an incom­

plete colour model will likely cause an under-classification with a large number 

of false negatives, and possibly not be able to  classify the  interesting regions in 

the image. In our case, we need to avoid false negatives and false positives as 

much as possible, because the accuracy of the vision system is essential. Either 

not being able to locate a robot or the ball or misjudging the background noise 

colour as a robot or the ball will very likely lead to making mistakes in game 

strategy, and it will jeopardize the entire game.

We choose parametric modeling instead of non-parametric modeling for 

each colour. A non-parametric modeling normally requires a large number of 

sample points to construct the model, while in our case it is not feasible to
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obtain a large number of samples, since each colour blob is of very small size 

in terms of the number of pixels it occupies in the entire image. Take the 

orange ball as an example, the number of pixels extracted from the ball from 

an image frame usually does not exceed 40 or 50. While this small number 

of points makes non-parametric modeling unsuitable, parametric modeling is 

more suitable in our case since it does not require large number of samples. 

Another advantage of parametric modeling is that each of the colour blobs to 

be classified consists of a uniform colour, and the uniform colour appearance 

greatly reduces the complexity of the parametric model needed to  represent 

the colour distribution of the object.

Now the question is which parametric model we should use in order to 

model the colour distribution in an accurate and complete manner. For a uni­

form colour such as human skin-colour or an obj’ect of homogeneous colour, 

most of the previous works assume that the underlying probability distribution 

of the colour model is a single Gaussian. This is based on the assumption that 

the object surface is approximately Lambertian. Based on this assumption, a 

single Gaussian can be used as a sufficiently accurate colour model. Also the 

evolution of the colour model due to dynamic lighting can be approximated 

as a linear transformation. While the assumption of Lambertian surface is 

reasonably accurate in many applications, they do not hold for a general pur­

pose colour modeling. Most objects existing in the real world do not have an 

ideally Lambertian surface; instead it is very common that they have a surface 

of inhomogeneous materials, such as paints, plastics, and paper. For these ob­

jects, the colour distribution of their surfaces can not be modeled as a single 

Gaussian. The dichromatic reflectance model explains the colour distribution 

of these materials as a “T-shape" of two clusters [28, 51, 50]. In our case, it 

is observed that the colour distributions of the colour patches on robots are
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not suitable to be modeled with a single Gaussian; instead they consist of two 

clusters which are approximately Gaussian-shaped. The colour distributions 

of the green colour and the pink colour in RGB space under a normal room 

lighting are given in Figure 3.2. the top figure is pink, the bottom figure is 

green. These colour distributions are in fact consistent with the dichromatic 

reflectance model proposed by Shafer and others [51. 50].

According to the dichromatic reflectance model for inhomogeneous di­

electrics proposed by Shafer and others [51. 50], the light reflected from a 

surface comprises two physically different types of reflection, surface reflec­

tion and body reflection. The body part models conventional m atte surfaces, 

which has Lambertian property. The surface part models highlight, which has 

the same spectral power distribution as the illuminant. Klinker et al. show 

that for convex shaped objects with dichromatic reflectance, the distribution 

of RGBs maps out a T  shape, with the bar of the T corresponding to  body 

reflectance, and the stem of the T corresponding to surface reflectance [28]. 

The colour histogram is shown in Figure 3.3.

Figure 3.4 shows an example of the colour distribution of the green patches 

in RGB space under different lighting conditions. A number of robots with 

green patches on their top scatter over the field, and they are exposed under 

four different lighting conditions as the room lighting is dimmed from bright to 

dark. Under each lighting condition, the pixels are manually selected from the 

green blobs in an image frame. The selected pixel values are fitted into a two- 

component Gaussian mixture model, and the pixels belonging to each of the 

Gaussian components are labeled as red or green in this figure. From the left 

to the right, the lighting condition is gradually changed by dimming the room 

lighting from bright to dark. It is observed that data points can be fitted into 

a mixture of two Gaussian components well. This is especially the case when
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Figure 3.2: Colour distribution of the colour patches used on top of the robot 
in RGB space
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highlight cluster

body reflection cluster

Figure 3.3: Histogram of an object with dichromatic reflectance

the illumination is bright, as shown in the top two figures. As illumination 

intensity decreases, the distinction between these two Gaussians gradually de­

creases, as one of the Gaussians starts to grow smaller, as shown in the bottom 

two figures, but even so there still clearly exist two Gaussian components. The 

colour distribution shown in this figure is consistent with Klinker’s T shape 

model, the stem of the T corresponding to surface reflectance, and the bar of 

the T corresponding to body reflectance. Based on our observation, we ex­

pect that a two-component Gaussian mixture models the colour distribution 

accurately.

Another observation is, throughout this process as the room lighting is 

dimmed from bright to dark, the portion of the surface reflection decreases 

and the portion of the body reflection increases. Also the colour distributions 

of both the body reflectance and the surface reflectance go through a wide
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range in colour space under dynamic lighting. This demonstrates that a single 

Gaussian model is inadequate to represent the colour distribution, also it is 

unsuitable to model the evolution of the colour distribution due to dynamic 

lighting. As both the surface reflection and the body reflection should be 

taken into account in order to have an accurate colour classifier under a stable 

lighting condition, adaptation needs to be done for both of surface reflection 

and body reflection in order to adapt to dynamic lighting changes.

For such a colour distribution, either representing it with a single Gaussian 

or modeling its evolution with a linear transformation is no longer suitable. 

The fact tha t this colour distribution has dichromatic reflectance property and 

it is a "T-shape" of two clusters motivates us to model the colour distribution 

with two Gaussian components, each component corresponding to one of the 

two clusters.

In our algorithm, we choose GMM to represent the colour distribution 

based on the dichromatic reflectance model. The dichromatic reflectance 

model explains a colour distribution as the combination of two clusters: dif­

fuse cluster from the body reflectance and specular cluster from the surface 

reflectance. We use GMM of two components to represent these two clusters. 

Again the benefit of using GMM is that it does not require many samples, 

which is particularly important in our case, since the colour blobs on the field 

are of very small size.

We use a standard Expectation-Maximization (EM) algorithm to derive the 

GMM from the set of sample pixels. Given a set of sample pixels {?/*, i =  l...n}. 

a standard EM is a commonly used approach to provide an effective maximum- 

likelihood method to fit a GMM to the data set [2, 46]. The EM used in our 

algorithm is based on the Cluster algorithm, an unsupervised algorithm for 

modeling Gaussian mixtures, presented by Bouman at Purdue University [3].
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Figure 3.4: The evolution of the distribution of green colour in RGB space

Instead of using maximum-likelihood estimation, the EM algorithm in our al­

gorithm uses the Rissenen order identification criterion known as minimum 

description length (MDL) to estimate the number of clusters[3]. The benefit 

of this EM algorithm is tha t it is equivalent to maximum-likelihood (ML) es­

timation when the number of clusters is fixed, but in addition it allows the
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Figure 3.5: The evolution of the distribution of green colour in YUV space

number of clusters to be accurately estimated. This is important in our case 

because the ability of an accurate modeling order estimation ensures the ro­

bustness of our algorithm. Although through our experiments it is observed 

tha t a GMM of two Gaussian components is an accurate model of the colour 

distribution in most cases, it could also happen tha t a  single Gaussian repre-
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Figure 3.6: The evolution of the distribution of green colour in UV space

sentation of the colour distribution is appropriate under certain illumination 

conditions. For example, when the illumination intensity drops to a certain 

level, the surface reflectance of all the surface patches diminishes to an in­

significant portion of the entire colour distribution. Now the dominant part 

of the colour distribution is the body reflectance, which can be modeled with
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a single Gaussian. In this case, forcing the modeling to be two components 

could possibly introduce the problem of over-clustering and therefore increase 

the error in modeling. Being able to estimate the accurate order for modeling 

ensures the robustness and the stability of our algorithm under a broad range 

of illumination conditions.

EM is an iterative optimization method to estimate some unknown pa­

rameters 0 , given measurement data U, where the measurement data are 

incomplete or the likelihood function involves latent variables or so-called hid­

den variables. Intuitively, what EM does is to iteratively grow the data by 

guessing the values of the hidden variables and to iteratively estimate the pa­

rameters by assuming tha t the guessed values are the true values. Informally, 

the EM algorithm starts with randomly assigning values to all the parameters 

to be estimated. It then iteratively alternates between two steps, which are 

called the expectation step and the maximization step, i.e., the E-step and the 

M-step respectively. In the E-step, given the current settings of parameters 

and our observed incomplete data, it computes the expected likelihood for the 

complete data (the Q-function) where the expectation is taken with respect to 

the computed conditional distribution of the latent variables. In the M-step, it 

re-estimates all the parameters by maximizing the Q-function. Once we have 

a new generation of parameter values, we can repeat another iteration of the 

E-step and the M-step. This process continues until the likelihood converges, 

i.e.. reaching a local maximum.

In summary, the general procedure of the EM algorithm is the following:

1. Initialize randomly or heuristically according to any prior knowledge 

about where the optimal parameter value might be.

2. Iteratively improve the estimate of 0 by alternating between the following
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two-steps:

(a) The E-step (expectation): Compute Q{9:9{-n))

(b) The M-step (maximization): Re-estimate 6 by maximizing the Q- 

funct.ion: =  argmaxQ(9:9 ^ )

3. Stop when the likelihood L{9) converges.

In our method, the colour model is a GMM which consists of at most two 

Gaussian components. Assume the sample points are M  dimensional vectors, 

the number of Gaussian components is K , and each Gaussian component is the 

subclass of the colour class, the following parameters axe required to completely 

specify the k th subclass, where k < K. K  = { 1,2}:

7rfc -  the probability tha t a pixel belongs to kUi subclass.

Pk ~ the M  dimensional spectral mean vector for k th subclass.

Rk -  the M  x M  spectral covariance matrix for k th subclass.

Also we need to estimate K ,  therefore the set of parameters of the GMM 

is {K.9}.  where 9 =  {?rk,Pk,Rk}fLv

First, let us consider the problem of optimizing 9 when K  is fixed. Let 

2/i, 2/2 , y.v be N  pixels of the sample data set. Assume that for each pixel yl 

the subclass of that pixel is x n. Based on the assumption tha t each subclass 

has a multivariate Gaussian distribution, the probability density function for 

the pixel yn given tha t xn = k  is given by

p{yn\k.9) = \Rk\~1/2exp |  ~ ( y n -  HkYRkl {yn -  ^ -)}  (3.1)

The density function of yn given the parameter 9 is computed by applying 

the definition of conditional probability and summing p(yn\k,9) over k.
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K
P(Vn\d) = P(yn\k -. O)*k (3.2)

k=1
The proliability of the entire sequence Y  =  {yn}„=1 is then given by

P(Y\K,e)  =  T \ p ( y n\e) =  n  ( I > W M k )  (3.3)
n =  1 n = l  \k=l /

If we take the logarithm of the above equation, it is then 

\ogp{Y\K,6) = 'Z \ o g ( j ^ p { y n\h6)-xk
n = l  \A:=1

The objective is to estimate the parameters K  and 9 such that p(Y\I\. 9) 

has the maximum value. The commonly used maximum likelihood (ML) esti­

mate is given by

9ml = argmax\ogp{Y\K,9)  (3.5)9

However, the above maximum-likelihood estimate has a problem when the 

value of K  is not fixed. As pointed out by Bouman, the log likelihood may 

always be increased by adding more subclasses; i.e.. since the likelihood may 

always be made better by choosing a large number of subclusters, the ML esti­

mate of I\ is not well defined [3]. In order to estimate the order of the Gaussian 

mixture, the minimum description length (MDL) suggested by Rissanen is used 

instead of the maximum likelihood estimate [48, 3]. This descriptor works by 

attempting to find the model order which minimizes the number of bits that 

would be required to code both the data samples yn and the parameter vector 

9 [3]. An approximate expression developed by Rissanen is

M DL[K,  9) = -  logp(Y |K, 9) +  l- L  log (JVM) (3.6)

(3.4)

5S

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



in which N  is the size of the sample data, M  is the number of the dimension 

of the data, and L is the number of continuously valued real numbers required 

to specify the parameter 9 [3]. Now the objective is to minimize the MDL

criterion given by

M D L ( K , e ) =  - f > g ( f > f e n |M ) * d  ^ i l ° g ( A \ V )  (3.7)
n = 1 \fc= l /

The expectation-maximization (EM) algorithm is introduced to minimize 

the MDL criterion. Intuitively, the EM algorithm works by first classifying 

the pixels yn according to their subclasses, and then re-estimating the subclass 

parameters based on this approximate classification. The process is started by 

assuming tha t the true parameter is given by 9 ^ \  where i is the index of the 

the iterative procedure of the EM algorithm for improving the MDL criterion 

[3]. Given the probability that pixel yn belongs to subclass k may then 

be computed using the Bayes rule.

/  7.1 _  P ( y n l M W K f c  ^

U=lP(yn\l:

Based on these estimated subclass memberships we will then compute new- 

set of estimated parameters for each subclass. If we denote these new estimated 

parameters as tt*, jlk and Rk, they are given by

N

N k = E p ( k \yn > ^)  (3-9)
17 =  1

n  = %  (3.10)

y-k = j r  ynPik \yn, 0W) (3.n)
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1 N
R k = -ft- J2(yn -  i*k){yn -  flkYp(k\yn: 9{l)) (3.12)

k n = l

The EM algorithm update equation is computed as the following [3]:

Q (M W) =  E[\og p(y ,X\6) \Y  = y,6®] -  ±Llog(NM)  (3.13)

where Y  and X  are the sets of random variables {yn}^_i and { x n } n - \  respec­

tively, and y and x  are realizations of these random objects [3].

It is proved by Baum and etc. that for all 9 in EM algorithm [1],

M D L(I<, 6) -  M D L (K ,  9(i) < Q(0«; 0(i)) -  Q{9; 0W) (3.14)

This shows that any value of 9 that increases the value of Q(9;9®) is 

guaranteed to reduce the MDL criteria. Therefore optimization of MDL can 

be replaced by optimization of Q(9:9 ^ )  [3]. The objective of the EM algorithm 

is to find a local minimum of the MDL function by iteratively optimizing with 

respect to 9 [3]. We can accomplish this goal by finding the local maximum of

<3(M W).

A more explicit form for the function Q(9; 9 ^ )  after substituting logp(y. X\9) 

and simplifying is provided by Bouman as the following[3]

Q(8;0®) =
Efcli N k{-^ trace[RkR k x] -  ±(jik -  /j,ky  R ^  (fik -  y k)
- f  log(2/r) -  \  log(|i2fc|) +  log(/r*)} -  \L \og (N M )

The optimization of 9 is done using the following update equations [3]

(7T(i+1), ^ (‘+1),i? (i+1))
=  argmax{- tfltR) Q(9; 9W)
=  (ff, ji. R )

Above we have shown how to update the parameter 9 for a given K , now 

the question is how to find the appropriate K  as the model order. In Cluster 

an agglomerative clustering technique is used to find the accurate K.  Given an
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initial K,  the agglomera.t.ive technique is to combine some of the subclusters 

together to form a clustering with less clusters. Finding I\ is a much simplified 

problem in our case, as K  <  2. As mentioned before, this initial value of K  is 

based on the empirical knowledge of the problem domain. First of all. EM is 

executed with the initial K  = 2 to find the optimized parameters, and MDL for 

k = 2 is computed. It then follows that K  = 1 is applied to clustering to  find 

the optimized 9, and MDL for k =  1 is computed. The appropriate K  which 

minimizes the value of MDL is then chosen, together with the corresponding 

parameter of 9.

3.2 Colour Space

Our system uses YUV colour space for colour classification. YUV space is 

commonly used in a computer vision system mostly due to the fact tha t it is 

capable of dealing with mild lighting variation. Also. YUV space is especially 

popular in the robocup colour vision domain.

YUV and YIQ are standard colour spaces used for analogue television 

transmission. YUV is used in European TVs (PAL) and YIQ in North Amer­

ican TVs (NTSC). Y is the luminance component and is usually referred to 

as the luma component, which comes from CIE standard. U,V or I.Q are the 

chrominance components, which are the colour signals.

The benefit of YUV space is that Y channel, which represents luminance, 

captures most of the variations due to the luminance change of the environ­

ment, while U and V channels which represent chromaticity are insensitive 

to the luminance change. This property of the YUV space makes it easier 

to model the evolution of the colour distribution due to illumination changes. 

Another benefit of YUV space is tha t conversion from RGB camera input to 

YUV space is relatively inexpensive, compared with other space such as HSI.
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Some cameras even have YUV input, which minimizes the time of colour space 

conversion.

Y  = 0.299 x R  + 0-587 x G  +  0.114 x B
U = -0 .147 x R -  0.289 x G +  0.436 x B  (3.15)
V  = 0.615 x R -  0.515 x G  -  0.100 x B

Our observation shows that YUV is a suitable colour space for our problem.

Figure 3-5 and Figure 3.6 show the colour distribution of green patches under 

different lighting conditions. These two figures are under the same experiment 

conditions as Figure 3.4, except in YUV and UV space respectively. From 

Figure 3.5 we can see tha t under each lighting condition, the most variability of 

the colour distribution is approximately along the Y axis. Also from Figure 3.6 

we can see tha t as lighting condition varies, the variation of colour distribution 

on UV space is very small.

As Figure 3.6 shows, the colour distribution in UV space has very small 

variation even when the illumination goes through a dramatic change; there­

fore it is tempting to define a colour classifier only in UV space. In fact, our 

preliminary experiments show that under an illumination with mild brightness, 

such a colour classifier defined on UV plane is capable of accurately classify­

ing colours despite the illumination variation within a certain range. Such a 

colour classifier defined on UV space is indeed very robust and accurate under 

dynamic lighting, but it has the inherited problem of over-classification. This 

is especially true when the illumination brightness is increased to a certain 

point. Under such a condition, the classifier defined on UV space generally 

over-classifies the image and generates a large number of false positives. This 

is due to the fact tha t when the illumination brightness increases, the surface 

reflection component grows to be significantly distinctive from the body reflec­

tion component. As shown in Figure 3.5, as the surface reflection component
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does not align with the Y axis well, the 2D colour model built with the pro­

jection on UV plane of both the body reflectance component and the surface 

reflectance component will be an over-generalized classifier.

In our algorithm we use YUV 3D space. A colour classifier defined in 

YUV space is more accurate as a classifier defined in UV space, because a 

classifier in YUV space incorporates the information of luminance, w-hile a 

classifier in UV space ignores the luminance completely. Having said this, a 

classifier in YUV space has the benefit of having less over-classification. In 

our case, over-classification needs to be as low as possible. Although most of 

the over-classified pixels can be filtered out with spatial constraints imposed 

after colour classification, the large number of false positives still could cause 

“phantom robot” or “phantom ball” in the output of the vision system, which 

may lead to making mistakes in game strategy. Meanwhile, we can akvays 

compensate the robustness by updating the classifier as lighting changes. Our 

experiments illustrates th a t a classifier defined on YUV space has satisfactory 

performance.

Although YUV 3D space is used for colour modeling, we build the GMM 

only on three colour planes, which are YU, YV, and UV planes. The colour 

distribution in 3D YUV space is projected onto these three planes, and the 

projected distributions on these planes are used to build the GMM on the cor­

responding plane. In other words, instead of using a single GMM in 3D colour 

space to model the colour distribution, we use three separate GMMs on three 

colour planes to define a colour model. The reason is mainly computational. 

It is not feasible to build the parametric model in 3D space in a real-time 

video sequence. Also, in order to maintain efficiency, w-e need to convert the 

GMM to a lookup table after evaluating the probability of the pixel values in 

each of the table entries. Evaluating the probability in 3D space with a GMM
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is time-consuming, and 3D lookup table requires large memory size. While 

reducing the dimensionality of colour space to 2D can satisfy building model 

in real-time, it also reduces the memory storage of the lookup table converted 

from the GMM. We make the assumption that in our problem domain, two 

Gaussian components in 3D space are also differentiable after being projected 

onto 2D plane. Based on this assumption, modeling in 2D space is a close 

approximation of modeling in 3D space. With more computational power, 

directly modeling in 3D would be more accurate.

3.3 Colour A daptation

The adaptation scheme used in our system is a simple exponentially decay­

ing function. We avoid making linear assumption of the colour evolution. 

As discussed earlier, the linear transformation is applicable for modeling the 

evolution of the colour distribution from an approximate Lambertian surface, 

while in our case the surface reflectance and the body reflectance together 

can not be described with a linear transformation. Instead we apply a simple 

exponentially decaying function to update the colour model using the GMM 

derived at each time step.

Suppose at time step tk, a number of sample pixels {pk,i  = l...n} are 

collected from the image frame, and a measured GMM, G M M £, is built for 

this colour using these pixels. Also we have a current colour model estimated 

at time step k —1. as G M M k~l . Now we need to use the previously estimated 

model G M M k~1 and the currently measured model G M M .* to derive the 

currently estimated model G M M k.

Since the GMM is actually built on 3 2D projection planes, we can convert 

each GMM to a probability distribution table in the corresponding projection 

plane, i.e.. for each colour we have three probability tables: Pvv- Py u • and
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Figure 3.7: The colour distribution of a  blue colour patch in RGB space

P y v ■ Each of these tables is of dimension 256 x 256, and the entry contains 

the probability value of this colour being evaluated by the GMM.

Suppose we have a decay factor of a , the indexes of the probability table 

are i = 1...256, j  = 1...256, our exponentially decaying mechanism will update 

each entry of the probability tables as:
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Figure 3.8: The colour distribution of a blue colour patch in UV space

P U V { i . j )  —  a ^ U V ( i J )  +  (1 ~  a ) P L i V ( i , j )

p yu{, j) = aPYU^)  + C1 -  a )p YUdd) (3.16)
P Y V ( i . j )  —  a P Y V ( i , j )  +  (* ~  a ) P y V { i , j )

The decay factor a  represents the extent of the influence from the previ­

ously estimated colour model on the current colour model. The range of a  

is within [0,1], 0 means the previous colour model is totally discarded when
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update the colour model, and the measured colour model entirely contributes 

to the estimated current model; 1 means that the previous colour model is 

kept as the estimated current model, the measured colour model is entirely 

discarded.

It should be noted that with ground truth unknown, a GMM built from 

the pixels labeled at each time step is only a weak classifier. The error in­

troduced into the adaptation includes both false positive and false negative. 

Our algorithm reduces the error by applying spatial constraints on the colour 

blobs.

As illumination changes on the field, the classification rate will drop if we 

use the colour model from the last time step. This introduces false negative, 

which are the pixels belonging to the interesting colour but not being classified 

into this colour class. As the labeled pixels are used as samples to update the 

colour model, the decreasing of the number of the labeled pixels will cause 

the colour distribution to be only a subset of the colour model and biased 

toward the original model. Based on the observation that target colour blobs 

are closed regions in both image and colour space, a region growing is done in 

order to reduce false negative. Once the classified blob size is below a certain 

threshold, the pixels classified with the current lookup table are used as seeds 

to grow region on their neighboring pixels according to the pixel distance in the 

colour space. The classified pixels and the grown pixels together are selected 

as samples to build the GMM. The threshold for region growing is adjusted 

automatically by the system according to the size of the blobs being identified.

A common problem which exists in an adaptive algorithm is the possibility 

of converging to a false target. The adaptation is done based on the labeled 

data collected during the unsupervised tracking. While the ground tru th  is 

unknown, the labeled data might include false positive as noise colours being
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classified as the target colour. The noise colour could attract the colour model 

to drift away from the target colour entirely if the noise colour gets more 

weight during adaptation, which will eventually lead to the failure of tracking. 

In our algorithm, a spatial constraint of the colour blobs is applied to reduce 

false positive. Because most of the false positive are from the boundary of 

the colour blob, only the pixels within a certain range around the center are 

selected as samples to update the colour model.
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Chapter 4 

System Description

Our adaptive colour classification algorithm is implemented in the colour vision 

system for RoboCup team Team Canuck. The vision system uses an IEEE 1394 

(Firewire) Dragonfly camera and a normal Linux PC. The camera is made by 

Point Grey Research Inc.. and it features a single 1/3” progressive scan CCD. 

The PC has an off-the-shelf Firewire capture card, and AMD Athlon XP 1700+ 

processor with 512 MB of RAM. We use the camera to sample 640 x 480 24 

bit RGB colour images at 30 fps into the PC. Since the camera only provides a 

monochrome image in raw Bayer format, i.e. it only provides one of the RGB 

components at each pixel, simple convolution matrices are used to generate 

RGB values at each pixel from the camera output [41]:

■ 1
4 0 1 - 

4 ' 0 1
4 0 ■

II 0 0 0 Mo = 1
4 0 1

41
. 4 0 1

4 - 0 1
4 0

' 0 1
2 0 ' ; 0 0 o s

m 3 = 0 0 0 m 4 = 1o 0 10
0 1

2 0 _ 0 0 0 _

Mi  and Mo are used at blue (red) pixels to fill in the missing red (blue) and 

green values. M3 and MA are used at green pixels to fill in missing red and 

blue values [41].

The vision system uses a graphical user interface (GUI) to display the
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continuous video sequence from the camera, as shown in Figure 4.1. The GUI 

was originally designed by Team Canuck for their previous vision system, and 

has been modified for the current adaptive system. The main functionality 

of the GUI was to provide a visual debugging mechanism to calibrate camera 

and to set parameters for the vision system. Either the classified pixels, or 

the classified colour blobs, or the identified robots can be shown on the video 

display window within the GUI. As shown in Figure 4.7, each identified robot 

is marked on its top-right with a number which corresponds to the id of this 

robot, and the classified pixels are drawn in a unique colour on the top of 

the original pixels, also the classified center colour blobs are marked with a 

small red square. This provides to the user a very intuitive way for visually 

inspecting the classification result on the video sequence, it also provides to 

the user an intuitive way for tuning the parameters of the vision system since 

the result of classification is directly displayed on the video display.

The previous system requires an off-line manual colour calibration process, 

which uses a stand-alone software module, as shown in Figure 4.2. Firstly, 

an image frame is captured from the video sequence and then loaded into the 

manual calibration tool. With the assistance of the interactive function of this 

tool, the user can select colour pixels of the same colour class by hand from the 

captured image, and then the selected pixels are projected as binary masks on 

three 2D planes in the RGB colour space. In Figure 4.2, these three 2D binary 

masks are shown in the three windows on the left hand side of the GUI. The 

calibrated binary masks are applied onto the captured image to examine the 

accuracy of the calibration. Each pixel which falls into three binary masks is 

labeled with this colour class. Figure 4.3 shows the classification results after 

the binary masks are applied on the captured image. The labeled pixels are 

drawn as black, and the background pixels are drawn as white. After colour
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Figure 4.1: System GUI. Pink, green, and blue blobs are illustrated with x. 
+ , and circle.

calibration is done, these binary masks are saved to  mask files and then the 

vision system loads the binary mask files as LUTs for colour classification. The 

current system replaces this stand-alone colour calibration tool and integrates 

the colour calibration functionality within the vision system. The LUTs are 

now calibrated on-the-fly as part of the system functionality. Instead of taking
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approximately an hour to build the LUT using the previous system, it now 

takes only a few minutes to calibrate accurate LUTs on the entire field. For 

the current vision system, the GUI now includes functionalities for colour 

calibration, camera calibration, and the vision parameter tunning.

Figure 4.2: Adhoc-colourpicker GUI calibration step 1. Pink, green, blue, and 
yellow blobs are illustrated with x, + , circle, and square.

The system works in two steps. The first step is off-line colour calibration, 

and the second step is on-line adaptive colour classification. Both are described 

in detail in this chapter.

4.1 Off-line Colour Calibration

The off-line colour calibration step extracts the colour pixels of the target 

colour from each frame of the video sequence, and uses these sample pixels 

to build a colour model which incorporates spatial variation of illumination
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Figure 4.3: Adhoc-colourpicker GUI calibration step 2

on the field. This step is under the supervision of a human operator, and the 

finalized model is used as an accurate colour model to initialize the system.

To start the calibration step, user selects pixels of the interested colours 

from the colour blobs in an image using interactive tool provided by the sys­

tem. Once the pixels are selected, a simple colour tracker starts to track the 

movement of the object which the selected pixels belong to. The tracker se­

lects an image region as a tracking window which includes the object, within 

the tracking window a region growing starts from the selected pixels as seeds 

to include neighboring pixels of the same colour. The pixels being selected by 

region growing form blobs, and the locations of the blobs are used as a cue to 

update the position of the tracking window in the consequent image frames, 

so th a t the tracker follows the movement of the object over the field. Figure 

4.5 illustrates how the tracker follows the object of the selected colour blobs,
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where the red square drown around the top-left, robot represents the tracking 

window of the tracker. For each image frame, the tracker collects all the pixels 

selected by region growing inside the tracking window as the sample pixels of 

the interested colour. As the robot moves around over the field, the set of 

sample pixels can incorporate the variation of the pixel values due to spatial 

variation of illumination. In summary, during the auto-calibration step, the 

sample pixels are collected by a tracker while it follows the movement of the 

object over the entire field, so tha t it samples the pixels of a certain colour 

under the illumination of spatial variation.

This data collecting process stops when the robot approximately goes 

through representative locations on the field, especially the places with sig­

nificant different illuminations. The sample pixels collected during this step 

are then used to  derive the GMM of two components using a standard EM 

algorithm. The derived GMM is used by the vision system as colour model for 

classifying this colour. W ith the GMM of the colour class, the classification 

for each pixel can be done by calculating the probability of this pixel with the 

model. As this calculated probability represents the probability for this pixel 

to be within this colour class, a simple thresholding method will classify this 

pixel as within the colour class or not. For efficiency, instead of evaluating each 

pixel with the GMM, each GMM is used to derive the probability distribution 

on each of the three 2D projection planes, which are YU, YV, and UV plane. 

After the probability distribution on each plane is built, this probability dis­

tribution is converted to a lookup table after thresholding the probability at 

each entry. The classification for each pixel is done by checking the entry of 

this pixel in the three lookup tables.

As being mentioned above, the previous vision system provides a debugging 

mechanism which visualizes the classified pixels and the classified colour blobs
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in each image frame of the video sequence. Also, the robot being identified 

with all its colour blobs located is visualized with its number shown nearby. 

As shown in Figure 4.7, each of the robots on the field has colour blobs of 

three different colours, blue, pink, and green. The debugging functionality 

visualizes these colours with three different colours to illustrate the result of 

colour classification, and each robot has its identification number displayed 

next to it. This provides a convenient way to visually inspect the accuracy and 

the completeness of the colour model for classifying a certain colour. During 

this auto-calibration step, the user can examine the calibrated colour table by 

using this debugging functionality to inspect the result of the classification on 

video sequence. When all the robots in the field are correctly identified while 

they are moving around over the field, the derived colour model is accurate 

and complete enough. At this point, the user can stop the colour calibration 

step. Otherwise, the user can repeat this process and refine the colour model 

till it is acceptable.

4.2 On-line A daptive Colour Classification

When a game starts, the pre-calibrated colour models are used as the ground 

tru th  by vision system for colour classification. Meanwhile, an adaptation 

mechanism is imposed to update the colour model in real-time in order to 

adapt to dynamic lighting.

For each image frame fed into the vision system, a colour classification is 

done for all the pixels in a scan line order using the current LUTs. This process 

labels each pixel with a colour class, either one of the interesting colours, or the 

background. The pixels of each of the interesting colour classes are extracted 

from the image, and then grouped together into a region if they are spatially 

connected. At this step, a  region growing is applied using each of these labeled
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Figure 4.4: Offline colour calibration

pixels as seed to include the neighboring pixels, which has pixel values close 

in colour space but are not being classified within the colour class with the 

current colour model. The reason why these pixels with the same colour are 

not picked up by our current colour table is either that the sample pixels 

collected during the calibration step are not a complete representation of the 

entire field, or that the illumination on the field has gone through a temporal 

change such that some of the pixel values fall outside of the calibrated colour 

model. In either way, we have a number of false negatives due to possibly 

spatial variation or the temporal variation of the illumination. The purpose 

of the region growing is to reduce false negatives. We want to ensure that the 

colour pixels which shifts beyond the current colour model due to illumination 

change are also being correctly labeled. In this way, we can compensate the
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Figure 4.5: Initialized colour blob. Pink, green, and blue blobs are illustrated 
with x, + , and circle.

inaccuracy of our current colour model by incorporating the pixel values due 

to spatial or temporal variation of illumination. Because the colour model 

is updated with the labeled pixels, we need to include the false negatives to 

update our colour model to adapt to the current environment. If we only use 

pixels being labeled with the current colour model, since these pixels are only 

a subset of the ground tru th  if there is any illumination change, the adaptation 

of the colour model will lead to a subset of the previous model and will be 

biased toward the previous model.

After all the colour pixels of the interesting colours are classified in an 

image, the labeled pixels and their neighbors of the same colour class are 

connected to form a number of colour blobs. Usually the colour blobs are 

of different size and shape, some of which are noise due to the background 

noise or over-classification of the inaccurate colour model. The noisy blobs
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are filtered by applying a set of spatial constraints, such as the height and 

the width of each blob, the density of the colour pixels within each blob, etc. 

These spatial constraints are based on our a  priori knowledge of the size and 

shape of the target blobs used in this application. Now the filtered blobs are 

the candidates of potential markers of the robots and the ball. After being 

evaluated with the sets of spatial constraints described above, these candidate 

blobs are recognized as belonging to either a robot or the ball. By now the 

robots and the ball are located and identified.

For each of the identified robots and the ball, their colour blobs are used 

as labeled samples to derive the GMM as the measured colour model at the 

current time step. Since there are a number of false positives within the labeled 

pixels, to reduce the influence of the false positives on the measured model, for 

each blob only pixels in the center region within a certain radius are collected 

as sample pixels to build GMM. This is based on our observation th a t the 

boundary pixels of each blob are affected by the colour region surrounding 

the blob due to camera noise. These pixels axe likely to attract colour model 

toward a false target.

The evaluation of the GMM from collected labeled pixels is done for every 

20 frames. It is unnecessary to reevaluate the GMM for each frame unless the 

illumination condition goes through a rapid change, in which case reevaluation 

and update of the colour model needs to be done for each frame. In our 

application the rapid change of illumination rarely happens. The first benefit 

of reevaluating the GMM after a time interval is efficiency. Another benefit 

is tha t since the robots are moving around over the field, a number of frames 

can provide a more complete set of sample pixels which capture the spatial 

variation of illumination; therefore the collected pixels during this time interval 

will incorporate the spatial variation of the entire field. After a GMM is built
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for each colour, its Gaussian components are used to evaluate the probability 

distribution on UV, YU. and YV plane. After the probability distribution on 

each plane is used to update the current distribution table, it is converted to 

a lookup table and used for colour classification at the next frame.

time=t

form color bioos using region growing 
on classified pxeis

ca m e  over

filter out noise  Woos a n c  
identify valid color Dlobs

locate robots a n d  bail 
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classify im age fram e using LUT

collect pixels inside valid bioos 
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b u id  GMM from sampling data 
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Figure 4.6: Online adaptive colour classification
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Chapter 5 

Results

Experiments were carried out to  test the efficiency and the accuracy of the 

adaptive colour classification algorithm. The vision system with adaptive 

colour classification can process approximately 30 frames/second, which is of 

satisfactory performance for a real-time vision application. It should be noted 

tha t our vision system does RGB to YUV transformation of each image frame 

with software since the camera only provides RGB image. This transforma­

tion process costs about 15 millisecond for each frame on our system, which 

is about 50% of the total time for processing one frame. Using a camera with 

YUV image input can reduce this time and wall make our algorithm more 

efficient.

The adaptive colour classification algorithm was tested under laboratory 

environment. The illumination was gradually changed by varying the room 

lighting between dim and bright. The illumination on the field was measured 

with a photographic meter MINOLTA auto meter VF. The range of the average 

illumination measured on the field was from 70 Lux to 256 Lux as the room 

lighting was varied from dim to bright. The spatial illumination variation on 

the field was between 40 Lux and 80 Lux at the lowest room lighting, and 

between 135 and 320 Lux at the highest room lighting. Under this experiment 

condition, all the robots were correctly identified using the adaptive colour
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classification algorithm. Figure 5.1 shows the correctly classified pixels from 

the 460 frames of video sequence using adaptive classification and non-adaptive 

classification, under the condition tha t the illumination was gradually changed 

between 70 Lux and 256 Lux. It shows that with adaptive classification the 

number of the correctly classified pLxels keep approximately constant when 

the illumination changes, while the non-adaptive classification fails soon after 

the illumination changes. Figure 5.2 shows the illumination on the field varies 

between 70 Lux and 256 Lux during these 460 frames of video sequence.

A series of comparison experiments were carried out to examine the accu­

racy of our algorithm under dynamic lighting. The first set of experiments com­

pares the classification accuracy between adaptive algorithm and non-adaptive 

algorithm under dynamic illumination. The results show the adaptive algo­

rithm is capable of handling illumination change through a broad range while 

the non-adaptive algorithm fails very quickly after illumination changes. The 

second set of experiments compares the classification accuracy between using 

RGB space and YUV space for our adaptive algorithm under dynamic light­

ing. The results show that adaptive colour classification using YUV space 

is more capable of handling illumination change in a wide range than using 

RGB space. The third set of experiments compares the classification accuracy 

between using only diffuse component vs using both diffuse and specular com­

ponent for our adaptive algorithm under dynamic lighting. The results show 

that adaptive colour classification using both diffuse and specular component 

is more capable of handling a wide range of illumination change than only 

using diffuse component. This chapter describes these experiments in detail.

We use the F-Measure as the criterion for measuring the classification accu­

racy in order to compare the performance of two algorithms. The F-Measure 

was first introduced by Rijsbergen [58], and it has been used widely to evaluate
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the performance of a classifier. We use a weighted version of the F-Measure 

which combines weighted recall r and weighted precision p. as shown in the 

following form [47]:

( a  +  1 )rp
Fa(r,p) = >- - - o.l

r  +  cap

where r  has a weight of a  G (0, +oo) and p has a weight of 1. r  is defined 

as true positive rate, i.e. the proportion of positive cases tha t were correctly 

identified, p is defined as the proportion of the predicted positive cases that 

were correct. We assign a  =  0.5 so tha t r  has more weight than p. This is 

because recall is more of a critical importance in our application.

In order to control the experimental condition to  be the exactly same for 

the purpose of comparing these two algorithms, we simulate the variation of 

the illumination condition by changing the camera gain control. Camera gain 

control represents the amount of the signal amplification of the camera. By 

increasing a camera’s gain control, it will boost the contrast and effectively 

increase the brightness of the image. Through changing the gain control of 

the camera, we get an approximate simulation of brightness change in the 

environment. Figure 5.3 demonstrates how the different colors vary due to 

the actual illumination change. Figure 5.4 demonstrates how the colors van- 

due to the simulated illumination change by adjusting the camera gain. These 

two figures together support that using camera gain to simulate illumination 

variation can be a reasonable approximation of the actual illumination change 

within a certain range. It is observed that when gain value increases in the 

range between 200 and 500. the color models evolves in the color space approx­

imately along the luminance axis. When the gain value reaches approximately 

higher than 500, colors become saturated and adaptive modeling can not ac­

curately model the color distribution. The situation when the gain value gets
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too high is beyond the limit of our color model; therefore it is not considered 

in the comparison experiments. For our comparison experiments, we collected 

data during the gain value changes between 200 and -500.

5.1 A daptive vs Non-Adaptive

Although the adaptive colour classification algorithm does not impose heavy 

computational burden on our system, it still costs more CPU time than the 

non-adaptive algorithm which only uses a static colour model, due to its effort 

of evaluating the current colour distribution and refining the current colour 

model. So the first question we need to answer is: how much can we gain from 

the extra effort of adaptive colour classification?

Our assumption is that adaptive algorithm is more robust to dynamic 

environment than non-adaptive algorithm; therefore it must have a better 

accuracy with respect to illumination change compared with a non-adaptive 

algorithm. To verify this assumption, we set up an experiment to compare 

the accuracy of colour classification between adaptive vs non-adaptive colour 

classification algorithms.

Figures 5.5 -  5.8 show the results from the experiments which compare 

the classification results of the adaptive algorithm against the non-adaptive 

algorithm under dynamic lighting. The gain value, which corresponds to  the 

brightness of the image, is the x axis in all these figures. For each image 

frame, we record the total number of pixels being classified as within a colour 

class, the total number of pixels being correctly classified as within a colour 

class, the total number of blobs being correctly classified as within a colour 

class, and the total number of robots being correctly identified. In Figure 

5.5, the number of robots being correctly identified is plotted. In Figure 5.6. 

the classification accuracy, which is computed with the F-Measure, is plotted.
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Also, the number of the correctly classified pixels is plotted in Figure 5.7. and 

the number of the correctly classified blobs is plotted in Figure 5.8.

Figure 5.5 shows that with adaptive colour classification the robots are all 

identified through a wide range of illumination change. With non-adaptive 

colour classification, the number of the identified robots drops right after a 

mild illumination change and reaches zero very quickly. This comparison ex­

periment demonstrates the practical significance of the proposed adaptive al­

gorithm in the colour vision system, i.e, all robots can be correctly identified 

under lighting changes.

Figure 5.6 shows that with adaptive colour classification the score of F- 

Measure keeps approximately 1 through a wide range of illumination change. 

With non-adaptive colour classification, the score drops after a mild illumina­

tion change, and reaches zero soon. It is observed tha t for the green colour 

the F-score drops when the brightness of the image reaches the point of being 

very high. This is because that once the brightness of the image becomes very- 

high, the green colour and the background colour are all saturated and not 

differentiable any more.

Figure 5.7 shows the absolute number of the pixels which are correctly- 

classified as within a colour class, with adaptive colour classification and non- 

adaptive colour classification respectively. With non-adaptive colour classifica­

tion, the number of the correctly classified pixels drops soon after the illumina­

tion changes, while with adaptive colour classification, the number of correctly- 

classified pixels remain non-decreasing through this process. The correctness 

of the classified pixels are based on comparison between the classified results 

with the manually-classified results.

Figure 5.S shows tha t all the colour blobs are correctly classified with adap­

tive colour classification through the process of illumination change, while with
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the non-adaptive colour classification the number of blobs being identified 

drops soon after the illumination changes and reaches zero quickly.

It is observed tha t the adaptive colour classification can adapt to the light­

ing change and remain a high classification accuracy, and the robots on the 

field are all identified through the lighting variation till the brightness reaches 

a certain point tha t colours are not differentiable any more; meanwhile the 

non-adaptive colour system fails right about the lighting changes.

5.2 RGB vs Y U V

We have carried out comparison experiment to evaluate the classification ac­

curacy of the adaptive colour classification between RGB colour space and 

YUV colour space. Figure 5.9 -  5.10 show the results from the experiments 

which compare the classification accuracy of the adaptive colour system using 

YUV colour space against the adaptive vision system using RGB colour space 

under dynamic lighting. The lighting change is simulated by increasing the 

camera gain. The gain value, as before, which corresponds to the brightness 

of the image, is the x axis in all these figures. For each image frame, we also 

record the total number of pixels being classified as within a colour class, the 

total number of pixels being correctly classified as within a colour class, the 

total number of blobs being correctly classified as within a colour class, and 

the total number of robots being correctly identified.

In Figure 5.9, the number of robots being correctly identified is plotted. 

Figure 5.9 shows tha t with adaptive colour classification in YUV space the 

robots are all identified through a wide range of illumination change. With 

adaptive colour classification in RGB space, the number of the identified robots 

drops soon after a mild illumination change and reaches zero very quickly.

In Figure 5.10, the classification accuracy represented with F-Measure is
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plotted. Figure -5.10 shows that with adaptive colour classification in YUV 

space the F-score keeps approximately 1 during the illumination change. With 

adaptive colour classification in RGB space, the classification correct rate drops 

after a mild illumination change, and reaches zero soon. For the green colour, 

the classification accuracy drops when the illumination brightness reaches the 

point that it is not differentiable from the background green any more.

It is observed that the adaptive colour classification with Y'UV space can 

adapt to the lighting change and maintain a high classification accuracy, and 

the robots on the field are all identified through the lighting variation till the 

brightness reaches a certain threshold tha t colours are not differentiable with 

the background; meanwhile the adaptive colour system with RGB space fails 

right about the lighting changes.

5.3 Diffuse vs Specular and Diffuse

Figure 5.11 -  5.12 show the results from the experiments which compare the 

classification accuracy of the adaptive colour system using only the diffuse 

component and both diffuse and specular components in YUV colour space 

under dynamic lighting. The two components of the GMM were separated 

according to their Y values. Based on the observation that diffuse component 

has a lower luminance than specular component, we assume that the one com­

ponent with a smaller Y value in YUV colour space is the diffuse component, 

the one component with a larger Y value is the specular component. This 

assumption is consistent with the “T-shape" of dichromatic reflectance prop­

erty. For this group of comparison experiments, the lighting change is also 

simulated by increasing the camera gain. The gain value, which corresponds 

to the brightness of the image, is the x axis in all these figures. For each image 

frame, again, we record the total number of pixels being classified as within
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a colour class, the total number of pixels being correctly classified as within 

a colour class, the total number of blobs being correctly classified as within a 

colour class, and the total number of robots being correctly identified.

In Figure 5.11, the number of robots being correctly identified is plotted. 

With adaptive classification algorithm using both diffuse and specular com­

ponents, the number of correctly identified robots remains constant through a 

broad range of illumination brightness change, till the brightness reaches very 

high. With adaptive classification using only the diffuse component, the num­

ber of correctly identified robots drops right after a mild illumination change, 

and decreases to zero quickly.

In Figure 5.12, the classification accuracy, measured with the F-Measure, is 

plotted. Figure 5.12 shows th a t the F-scores of the  adaptive classification us­

ing both components are significantly higher than the F-scores of the adaptive 

classification using only diffuse component through a wide range of illumina­

tion change. With adaptive colour classification using both components the 

classification accuracy score drops only after a  broad range of illumination 

brightness change. With adaptive colour classification using only diffuse com­

ponent, the F-score drops after a mild illumination change, and reaches zero 

soon.

It is observed tha t the adaptive colour classification of both diffuse and 

specular component can adapt to the lighting change and remain a high clas­

sification accuracy, and the robots on the field are all identified through the 

lighting variation till the brightness reaches a certain threshold that different 

colours are not differentiable any more. Meanwhile the adaptive colour system 

of only the diffuse component fails right about the lighting changes.
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Figure 5.1: The correctly classified pixels with adaptive colour classification vs 
non-adaptive colour classification under gradually changing illumination from 
70 Lux to 256 Lux.
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Figure 5.2: The gradual illumination variation on the field from 70 Lux to 256 
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Figure 5.6: Comparison of the classification accuracy between adaptive colour 
classification and non-adaptive colour classification under gradually changing 
lighting.
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Figure 5.7: Comparison of the correctly classified pixels between adaptive 
colour classification and non-adaptive colour classification under gradually 
changing lighting.
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changing lighting.
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Figure 5.9: Comparison of the correctly identified robots by adaptive colour 
classification under gradually changing lighting between RGB and YUV colour 
space
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Figure 5.10: Comparison of the classification accuracy of adaptive colour clas­
sification under gradually changing lighting between RGB and YUV colour 
space.
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Figure -5.11: Comparison of the correctly identified robots by adaptive colour 
classification in YUV space under gradually changing lighting between using 
only the diffuse component and both diffuse and specular components
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Figure 5.12: Comparison of the classification rate between using only diffuse 
component and using both diffuse and specular components with adaptive 
colour system under gradually changing lighting.
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Chapter 6 

Discussion and Conclusion

The adaptive colour classification algorithm is tested under gradually changing 

lighting condition. The GMM colour model is adapted to the illumination 

change, and colour classification on all interesting colours is based on the 

adaptive colour model. Using the proposed adaptive classification algorithm, 

the vision system has a satisfying performance as all the robots are located 

and identified correctly under a wide range of illumination variation.

Our algorithm is closely related to R aja’s work, as both use GMM as colour 

model in an adaptive colour classification algorithm [63]. The major difference 

between our work and Raja’s work is tha t Raja uses GMM to model a multi­

coloured surface, while we use GMM to model a uniform-coloured dichromatic 

surface. R aja’s work treats the specular highlights as outliers points during 

the modeling process, and claims that these outliers points are possibly caused 

by the image noise and specular highlights have little influence upon the mix­

ture model [63]. While in our work, specular highlights are not negligible 

component of the colour distribution, and our GMM takes into account the 

specular component of the colour distribution. This makes our work different 

from many other colour modeling methods which approximate surface prop­

erty as Lambertian and do not take specular reflectance into account. While a 

colour classifier relying on only the diffuse reflection is not capable of handling
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the situation when specular reflection takes significant portion of the object 

surface reflection, our algorithm can maintain stability under a wide range of 

illumination, even when specular reflection is becoming a significant portion 

of the surface reflection.

Our experiment results support that a GMM of two components is an 

accurate representation of the colour distribution. The GMM which incorpo­

rates both diffuse and specular component of the colour distribution has better 

accuracy in colour classification than a colour model which only uses the dif­

fuse component. This can be of significant importance for a general-purpose 

colour-vision application. For example, an outdoor computer vision applica­

tion faces a more serious problem of the specular reflection of the scene caused 

by the outdoor illumination. An autonomous vehicle system needs to have 

good recognition of the road signs and other image informations, which are 

usually coupled with specular reflection. Using the GMM for colour modeling, 

it would have better performance in dealing with segmenting images with spec­

ular reflection. Another example is the human-skin tracking commonly used 

in a human-computer interactive system. Although a single Gaussian can be 

used to model the skin-colour distribution in most illumination-friendly situa­

tions, it is noted tha t a single Gaussian is not always sufficient [55, 65]. Using 

the GMM modeling with adaptive mechanism, skin-colour tracking can have 

a better performance.

In our algorithm we apply a simple exponentially decaying function to up­

date the colour model using the GMM derived at each time step. Iteratively 

updating the GMM colour model enables our system to keep an accurate and 

complete representation of the colour distribution even when the illumination 

goes through a wide range of variation. This ensures the colour classifica­

tion system to be robust under dynamic illumination. We avoid making the
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linearity assumption of the colour evolution, as the linear transformation is 

applicable only for approximately Lambertian surfaces. For dichromatic ma­

terials the surface reflectance and the body reflectance together can not be 

modeled with a linear transformation.

Another advantage of our algorithm is efficiency. By reducing the dimen­

sionality of GMM modeling from 3D to 2D, converting the GMM to prob­

ability tables in 2D, and checking the membership of each pixel within the 

LUTs derived from 2D probability tables, our algorithm reduces the time cost 

of the entire process. Currently, our system can process video feed a t 30 

frames/second on an off-the-shelf desktop computer. We are aware tha t it is 

possible to reduce the computational cost of evaluating a color pixel with the 

GMM to 0 (n ) by applying some techniques to approximate the evaluation 

function. For example, taking the logarithm on both sides of the Gaussian 

function could avoid directly evaluating the exponential function; therefore it 

could reduce the computational cost of evaluating a color pixel with a Gaussian 

function to be constant. As the probability of a color pixel in GMM is the 

weighted sum of Gaussian functions, directly applying logarithm can only be 

applied as an approximation for a  GMM with well separated Gaussian com­

ponents. The accuracy of this approximation decreases if there is significant 

overlapping among Gaussian components. The same techniques for approx­

imation could also be applied in our algorithm to further improve efficiency. 

The approach taken in our algorithm is one of the methods to  achieve real­

time efficiency. It should be noted that our vision system converts RGB to 

YUV in software since the camera only provides RGB image. This conversion 

consumes about 15 ms per frame or about 50% of the total processing time 

for every frame.

The estimated GMM derived from labeled pixels during illumination changes
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is only an approximation of the colour model. As the colour adaptation of our 

algorithm is an unsupervised process, there always exists a problem of false 

negative and false positive. False negatives are the pixels belonging to an in­

teresting colour class but not being correctly classified. As lighting changes, 

false negatives can cause a problem for adaptation as only the labeled pix­

els are used as samples to measure and update the colour model; therefore 

the measured colour model is biased toward the previous model. Based on 

the observation that target colour blobs are closed regions in both image and 

colour space, we solve this problem with a simple region growing technique. 

Another issue is false positive. False positives are the noise pixels classified as 

an interesting colour class. In our system, a spatial constraint of the colour 

blobs is applied to remove false positive.

In summary, we present a study of the colour classification problem in 

this thesis. An adaptive colour classification algorithm is proposed, and a 

colour classification system for RoboCup which implements our algorithm is 

also presented. We use this system for fast and accurate colour classification 

to locate and identify the ball and all robot players on the field for RoboCup 

competition. The results show tha t our system can handle dynamic light­

ing condition quiet reliably in the sense of efficiency and accuracy. Also our 

experiments shows the proposed algorithm can be applied in a more general 

colour vision system such as human-skin colour tracking application, with a 

satisfying performance. Our study suggests that GMM representation of the 

body reflectance and the surface reflectance is a good approximation of the 

colour distribution of an dichromatic surface, and it can be expected to serve 

as an accurate model for a general colour classification application. Also the 

simplicity of our colour model ensures that it can be effectively adapted to 

dynamic lighting, such tha t it serves as a robust adaptive colour classification
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algorithm .
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