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Abstract—Detailed nonlinear transient modeling of the photo-
voltaic (PV) system enables an accurate study of the host integrated
AC/DC grid. In this article, the parallel architecture of the graphics
processing unit (GPU) catering to a massive number of PV modules
is utilized in conjunction with CPU for efficient transient simula-
tion. To reflect the exact operation status of the solar power system
subjected to various temperatures and nonuniform solar irradiance
in the electromagnetic transient (EMT) simulation, all necessary
panels are modeled individually, and therefore, a scalable PV array
model with a flexible level of aggregation is proposed in addition
to its fully detailed discrete counterpart so as to improve the
computational efficiency. The single-instruction multiple-thread
implementation mode of the GPU enables up to 10 million PV
panels, regardless of the size or type, to be computed concurrently,
and noticing that the hybrid AC/DC grid has a significant irregu-
larity, the CPU is also adopted to tackle systems with inadequate
parallelism. Meanwhile, since the AC grid dynamic interaction has
a distinct tolerance on the time-step to that of the remaining part, a
multi-rate scheme is employed to expedite the heterogeneous CPU-
GPU computation for dynamic-EMT co-simulation, whose results
are validated by the commercial off-line tools MATLAB/Simulink
and DSATools/TSAT.

Index Terms—AC/DC grid, dynamic simulation,
electromagnetic transients, graphics processing unit (GPU),
multi-terminal DC, parallel processing, photovoltaic, transient
stability.

I. INTRODUCTION

THE RENEWABLE energy generated by the photovoltaic
(PV) effect has witnessed a dramatic increase in its propor-

tion in power generation worldwide [1]. The high-voltage direct
current (HVDC) transmission is an effective interface to link
solar power plants with a capacity of dozens or even hundreds
of megawatts in remote areas to the major grid [2]. While
being environment-friendly, the vulnerability of large-scale PV
installations to the weather condition is potentially hazardous to
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the safe operation of the overall power system [3]–[5]. There-
fore, a number of commercial transient simulation tools were
developed and used extensively to study their impact on AC and
DC grids that form an integrated AC/DC grid [6].

A heavy burden exists in computing a comprehensive AC/DC
grid, especially the detailed PV systems due to its nonlinear
transcendental i-v relationship, and therefore efforts have been
made to shorten the simulation time [7]–[10]. Reasonable model
simplification is conducted to improve the simulation efficiency,
e.g., the average value model of the modular multi-level con-
verter (MMC) justifies itself in the AC grid stability analysis
when power flow is a major concern [11]. Nevertheless, it
should be noted that the omission of modeling details even
disqualifies the MMC detailed equivalent model from accurate
electromagnetic transient (EMT) simulation. Similarly, lumping
together all the solar panels hinders a thorough investigation of
the hybrid grid; however, a tremendous computational burden on
the predominant CPU restricts the scale of the detailed PV array
model [12] and the renewable energy source was always greatly
simplified [13], [14]. Thus, detailed modeling of a massive
number of PV modules has remained a major obstacle to efficient
EMT simulation.

In the power system with a high penetration of renewable
energy, a number of factors, especially the weather, have influ-
ence on the power flow which in turn affects the operation and
stability of the synchronous generators in the AC grid [15], [16].
Since a PV plant normally covers a wide region, the irradiation
every panel receives could vary significantly, and it is quite
common to encounter partial shading [17]–[19]. Theoretically,
the total output power of a PV station can be calculated precisely
if each PV panel is taken individually. However, computing
hundreds of thousands or even millions of PV models using the
Newton-Raphson iteration method pose a remarkable challenge
to the capacity of CPU [20], which accounts for the prevalence of
the lumped model albeit it is unable to reflect their uniqueness.

High-performance computing using the graphics processing
unit (GPU) has been gaining momentum in the EMT simulation
of large-scale power systems and power converters that exhibit
a high regularity [21]–[23]. It provides a solution to retaining
a high fidelity of the PV systems in EMT simulation. Though
it outweighs CPU in parallelism, the GPU has a much lower
frequency, e.g., the Nvidia Tesla V100 has a boosted clock of
1530 MHz [24], which indicates that processing the AC/DC
grid is more challenging than the previously studied systems

0885-8969 © 2020 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on April 18,2022 at 17:21:44 UTC from IEEE Xplore.  Restrictions apply. 

READ O
NLY

https://orcid.org/0000-0002-7220-2109
https://orcid.org/0000-0002-4017-6575
https://orcid.org/0000-0001-7438-9547
mailto:ning3@ualberta.ca
mailto:sc5@ualberta.ca
mailto:dinavahi@ualberta.ca
https://ieeexplore.ieee.org


918 IEEE TRANSACTIONS ON ENERGY CONVERSION, VOL. 35, NO. 2, JUNE 2020

Fig. 1. PV unit model: (a) Equivalent circcuit, and (b) EMT model.

due to a large portion of inhomogeneities, i.e., there are more
components whose number is insufficient to support massive
parallelism, and consequently the GPU performance is adversely
affected.

Therefore, the EMT-dynamic co-simulation using a heteroge-
neous CPU-GPU platform is proposed in this work for studying
the AC/DC grid. Any components with a sufficient quantity
are computed on the GPU to fully exploit its single-instruction
multiple-thread (SIMT) implementation feature, especially the
PV panels for which a scalable model is proposed to cater to
the high fidelity requirement. The CPU, on the other hand, is in
charge of those less repetitive, e.g., the IEEE 39-bus system
as AC grid. The multi-rate scheme is investigated to further
improve the simulation efficiency considering that the EMT and
dynamic simulations have distinct time-steps.

This paper is organized as follows: Section II proposes the
detailed scalable PV array model. In Section III, the integrated
AC/DC grid is specified, followed by Section IV where the
heterogeneous computational architecture of the hybrid grid on
mixed CPU-GPU is presented. The co-simulation results are
provided and analyzed in Section V, and the conclusions are
drawn in Section VI.

II. DETAILED PHOTOVOLTAIC SYSTEM EMT MODEL

A. Basic PV Unit

Fig. 1(a) shows the single-diode equivalent circuit of a ba-
sic PV unit whose photoelectric effect is represented by the
irradiance-dependent current source [25]

Iph =
Sirr

S∗
irr

· I∗ph(1 + αT · (TK − T ∗
K)), (1)

which has variables with the superscription ∗ as references,
Sirr as the solar irradiance, αT the temperature coefficient,
and TK the absolute temperature. In addition, the model is also
comprised of the shunt and series resistors Rp and Rs, respec-
tively, and the anti-parallel diode D which has the following
exponential i-v characteristics

iD(t) = Is ·
(
e

vD(t)

VT − 1

)
, (2)

where Is is the saturation current, and VT denotes the ther-
mal voltage. After discretization using partial derivatives for
EMT computation, the nonlinear diode yields an equivalent

Fig. 2. An arbitrary array of PV panels: (a) PV array of Np ×Ns panels, and
(b) the scalable EMT model.

conductance GD and current IDeq, as expressed by

GD =
∂vD(t)

∂iD(t)
=

Is
VT

· e
vD(t)

VT , (3)

IDeq = iD(t)−GD · vD(t). (4)

Therefore, with all of its components represented by current
sources and conductors or resistors, the PV unit can be converted
into the most concise two-node Norton equivalent circuit, as
shown in Fig. 1(b), where

JPV eq =
Iph − IDeq

GDRs +RsR−1
p + 1

, (5)

GPV =
GD +R−1

p

GDRs +RsR−1
p + 1

. (6)

B. Scalable PV Array Model

In large-scale PV plants, a substantial number of panels are
arranged in an array in the centralized configuration in order
to generate sufficient energy to an inverter that the whole array
connects to. For an arbitrary PV array with Np parallel strings
each of which containingNs series panels, as shown in Fig. 2(a),
the equivalent circuit in Fig. 1(a) is still applicable in describing
its i-v characteristics, expressed by

iPV (t) = NpIph −NpIs ·
(
e

vPV (t)+NsN−1
p RsiPV (t)

NsVT − 1

)

−Gp(iPV (t)Rs +NpN
−1
s vPV (t)), (7)

when the lumped model is adopted. The transcendental equation
cannot be discretized directly in an identical manner as of (3)
and (4). Therefore, using the same method, each component in
the Thévenin or Norton equivalent circuit of the lumped PV
model is calculated separately and then aggregated, leading to
the equivalent conductance and current GPV ary and JPV ary

with a similar form to (5) and (6).
A major shortcoming of the lumped model is that the char-

acteristics of PV panels subjected to the various environment –
most notably the solar irradiance – cannot be revealed in this
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case, for example, when the irradiance exhibits the normal
distribution, as

f(Sirr|μ, σ2) =
1√
2πσ

e

(
− (Sirr−μ)2

2σ2

)
, (8)

where μ is the mean value of the distribution, and σ denotes
the standard deviation. Therefore, the performance of each PV
panel needs to be considered to achieve the highest simulation
fidelity, meaning aNp ×Ns array corresponds to an admittance
matrix virtually 4 times larger in its dimension undergoing the
Newton-Raphson iteration that makes the simulation extremely
slow. The Norton equivalent circuit lays the foundation for a
simple solution, as based on (5) and (6), by first merging all Ns

panels in every string and then the Np branches, the equivalent
circuit of an array can be derived as

GPV ary =

Np∑
i=1

⎛
⎝ Ns∑

j=1

G−1
PV (i, j)

⎞
⎠

−1

, (9)

JPV ary =

Np∑
i=1

⎡
⎣ Ns∑
j=1

(JPV (i)G
−1
PV (i)) ·

⎛
⎝ Ns∑

j=1

G−1
PV (i)

⎞
⎠

−1⎤
⎦ .

(10)

where i denotes an arbitrary PV board along with j.
Nevertheless, aggregating millions of PV panels in one or a

number of plants still constitutes a tremendous computational
burden on the CPU, because (3)–(10) other than (7) need to be
calculated repeatedly at every time instant. Noticing that it is
not necessary to distinguish every panel from each other, as a
large proportion of the panels normally operate under virtually
the same condition, a scalable PV array model is proposed to
utilize the low computational burden achieved by the lumped
model while in the meantime retaining a maximum possible
individuality of the remaining panels.

In Fig. 2(b), a flexible number ofNp1 ×Ns panels in theNp ×
Ns array are modeled in detail, and consequently the lumped
model is applied to the rest Np2 = Np − Np1 strings. As an
outcome of the hybrid modeling method, the overall EMT model
of a PV array can be derived by summation

GPV ary = G
Np2

PV ary +

Np1∑
1

(
Ns∑
1

G−1
PV (i)

)−1

(11)

JPV ary = J
Np2

PV ary +

Np1∑
1

⎡
⎣ Ns∑

1

[JPV (i)G
−1
PV (i)]

·
[

Ns∑
1

G−1
PV (i)

]−1
⎤
⎦ . (12)

The selection of Np1 is determined primarily by the simulation
accuracy since it is obvious that a zero Np1 means the scalable
model degenerates into the absolute lumped model, while more
PV panels are depicted when Np1 approaches Np. Therefore,
Np1 is defined as a variable in the program to leave sufficient
room for adjustment so that a tradeoff between simulation

Fig. 3. IEEE 39-bus system integrated with DC grid connected to PV plants.

efficiency and the extent of information to be revealed can be
made. The combination of lumped and discrete PV parts enables
less computational work on the processors; in the meantime,
since both models share virtually identical equations, it is not
necessary to distinguish them when parallel processing is carried
out.

III. INTEGRATED AC/DC GRID

Fig. 3 shows the integrated AC/DC grid comprising of the
following three parts: the AC grid based on the IEEE 39-bus
system, the multi-terminal DC grid where stations MMC5 and
MMC6 are inverters while the other 4 are rectifiers, and the
4 PV farms with each having a capacity of 500 MW. The
transient stability is of concern in the IEEE 39-bus system and
therefore dynamic simulation is conducted; on the contrary,
EMT simulation is required to reveal the exact behavior of the
PV farms as well as the DC grid.

A. AC Grid

The transient stability analysis of the AC grid is conducted
based on the following set of differential-algebraic equations:

ẋ = f(x,u, t), (13)

g(x,u, t) = 0, (14)
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where x and u denote the state variable vector and the bus
voltages, respectively. To enable the dynamic simulation starts
properly, the initial conditions should be set, e.g.,

x0 = x(t0). (15)

The differential equation describes the dynamics of the syn-
chronous generators using the 9th-order model. It should be
discretized prior to the solution, as it takes the form of

x(t) = x(t−Δt) +
Δt

2
(f(x,u, t) + f(x,u, t−Δt)), (16)

when the 2nd-order Trapezoidal rule is applied, where the vector
x contains the 9 generator states

x = [δ,Δω, ψfd, ψ1d, ψ1q, ψ2q, v1, v2, v3]. (17)

The first two variables, the rotor angle and angular speed deriva-
tive, are used in the motion equation, the fluxψ is used to describe
the rotor electrical circuit, and the voltages v1,2,3 appear in the
excitation system.

Following the solution of the differential equation, the alge-
braic equation representing the network can also be solved in
conjunction with the generator’s stator equations

[
Im

Ir

]
=

[
Ymm Ymr

Yrm Yrr

][
Vm

Vr

]
, (18)

where m is the number of synchronous generator nodes, and r
is the number of remaining nodes in the network.

B. Multi-Terminal DC System

The DC system terminals employ the modular multi-level
converter which has two prevalent models, i.e., the averaged-
value model and the detailed equivalent model. The former type
is preferred in power flow analysis for its simplicity, while the
latter one provides full details, especially in case of DC faults
when the diode freewheeling effect cannot be revealed by its
counterpart.

It is time-consuming to simulate the MMC in its full detail
due to the repetitive computation of a remarkable number of
submodules (SMs) included for safe operation as well as a large
admittance matrix it presents. When a half-bridge submodule is
under normal operation, its terminal voltage can be found as a
function of upper switch gate signal Vg:

vSM,k(t) = iSM,k(t) · ron + Vg,k(t)

∫ t2

t1

iSM,k(t)

CSM,k
dt, (19)

where k represents an arbitrary submodule, ron is the on-state
resistance of a power semiconductor switch, CSM is the DC ca-
pacitor voltage, and iSM,k equals to the arm current iarm where
it locates. A methodology for avoiding large admittance matrix
is therefore available since all the submodules can be taken as
a voltage source with a value of vSM,k, which can be summed
conveniently; in the meantime, investigation of the submodule
operation status becomes independent from overall MMC circuit
solution. Specifically, in EMT simulation, a detailed MMC arm

Fig. 4. Schematic of HVDC rectifier station AC side: (a) Aggregation of PV
inverters, and (b) PV inverter controller.

takes the form of

varm(t) =

N∑
k=1

vSM,k(t) + iarm(t) · ZLu,d + 2viLu,d(t), (20)

where ZLu,d is the impedance of the arm inductor Lu,d, viLu,d

is the incident pulse in transmission line modeling of an induc-
tor [26]. It can be noticed that all submodules are excluded from
the arm to attained a low-dimension admittance matrix which
consequently contributes to the improvement on computational
efficiency.

C. PV Plant

As shown in Fig. 4(a), a large-scale PV plant normally has
a capacity of dozens to hundreds of megawatts sustained by
a considerable number of inverters. An inverter with a rated
power of 1MW is able to accommodate an array of up to
200 × 25 1STH-215-P PV panels manufactured by 1 SolTech
INC. Therefore, a group of PV plants with a total rating of
thousands of megawatts is literally comprised of thousands of
PV inverters which reach the criterion of massive parallelism.

Fig. 4(b) shows that each PV inverter regulates its own DC
voltage exerted on the PV array using maximum power point
tracking, which is in charge of calculating an optimized voltage
that enables the maximum output power, and consequently it is
deemed as the voltage reference in the controller based on d-q
frame. Then, the inverter DC side voltage is found as

VPV,DC = (GC +GPV ary)
−1(IPV,DC + JPV ary + 2viC(t)),

(21)
where GC and viC are the conductance and incident pulse of a
capacitor modeled by a lossless transmission line, VPV,DC and
IPV,DC are PV inverter DC side voltage and current, respec-
tively. Then, all PV inverter powers are summed and taken as
the input of a rectifier station in the DC grid.

Following the solution of PV inverter DC side, the internal
node of the diode in the PV module should be updated, where
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Fig. 5. Interfaces for integrated AC/DC grid EMT-dynamic co-simulation.

its voltage vD at the simulation instant t takes the form of

vD(t) = −IPV,b · (GD +R−1
p )−1 + VPV,b, (22)

with the branch voltage and current expressed as

VPV,b =
(Iph − IDeq)

GD +R−1
p

, (23)

IPV,b = JPV,b − VPV,DC ·GPV,b. (24)

It should be noted that the branch variables with subscription b
could be either the lumped or the discrete part in the proposed
scalable PV array model.

D. EMT-Dynamic Co-Simulation Interfaces

It would be impractical to take the AC system undergoing
transient stability analysis and its EMT-simulation DC coun-
terpart as one computing objective since the two types are not
instantly compatible. Thus, a power-voltage-based interface is
introduced to enable the availability of two transient simulations
of one integral system. As illustrated in Fig. 5, since the power
flow is the principal variable in dynamic simulation, the external
DC grid can be taken as a load to the AC bus it connects to and
converted into the conductance by

YDC =
(PDC + j ·QDC)

V 2
Bus

, (25)

where PDC and QDC are the MMC-based inverter AC side
active and reactive powers obtained in EMT simulation, re-
spectively, and Vbus denotes the bus voltage amplitude. Con-
sequently, by taking the DC grid as conductance YDC , the AC
grid constitutes an independent subsystem that undergoes solely
the transient stability analysis.

On the other hand, solution of the algebraic equation in the
dynamic simulation yields the AC bus voltage Vbus in conjunc-
tion with its phase angle θ as a complex variable under d-q
frame, which is, in fact, the input of the inverter station in EMT
simulation. As a result, the two types of simulations conducting
separately become interactive and the co-simulation is realized
by exchanging the complex power-voltage signals on both sides
of the AC/DC grid.

Although both the MTDC grid and the PV plant run the
same type of simulation, linking the MMC with hundreds of PV
inverters leads to a huge electrical system. A pair of coupled
voltage-current sources is inserted between them to avoid a
heavy computational burden. Since the MMC controls the in-
stantaneous AC side voltage Vac, the PV inverters are connected
to the voltage source Vac/Nc whereNc is a coefficient reflecting
the winding turn ratio of the transformer between the PV inverter
and the MMC converter transformer. Then, each PV inverter
constitutes an independent circuit that can be solved without
the participation of its counterparts as well as the MTDC grid.
The instantaneous current obtained from the solution can then
be added together and sent to the MMC AC side current source
to enable the DC grid solution, which in turn prepares the AC
voltage for the next time-step.

IV. HETEROGENEOUS CPU-GPU COMPUTING

A. CPU-GPU Program Architecture

Extensive parallelism exists in both the AC and DC grid,
especially the 4 PV plants. For example, the AC grid has 10
synchronous generators and 39 buses; the DC grid, depending
on the model, may contain thousands of submodules, and it
connects to millions of PV panels.

While the handling of PV plants accounts for the major com-
putational burden of simulating the integrated power system,
the remaining equipment also has a significant contribution.
The number of a circuit component type determines where
and subsequently how it will be processed. The 4 PV stations
and the detailed MMC model show a high homogeneity and
therefore both of them are allocated to the GPU for parallel
processing under the SIMT mode which ensures a particularly
efficient implementation. On the contrary, the number of buses
or synchronous generators in the AC grid falls short of massive
parallelism, and so is the DC grid if the AVM is adopted, making
CPU the better option.

Therefore, heterogeneous computing of the hybrid AC/DC
grid is based on the CPU-GPU architecture termed as host and
device. On the device, taking apart the two the types of PV
models in the scalable array will jeopardize the parallelism as
both may have a large quantity. The capability of the SIMT
mode being tolerant to slight differences between the lumped
model and the discrete PV model enables their computation by
one GPU global function, or terminologically, the same kernel
using the programming language CUDA C [27].

Determined by the number of threads, various kernels are
designed to describe the PV system and the MMC. For example,
in Fig. 6, processing all PV panels is divided into 6 stages. The
first kernel initializes the model parameters, followed by the
second kernel which deals with model discretization. Since both
processes are applicable to every PV panel, either in lumped or
discrete form, both kernels need to launch a total number of
NPV × (Np1 ·Ns + 1) threads, where NPV denotes the total
number of PV inverters. The third kernel is specifically designed
for the discrete PV panels which need to be aggregated and
therefore the total thread number is NPV ×Np1. Dealing with
calculations of all PV inverters in the following two kernels
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Fig. 6. CPU-GPU co-simulation program architecture.

means that the thread number shrinks toNPV temporarily before
it recovers in the last kernel which updates the circuit information
for the next time-step. As can be seen, data exchange between
various kernels occurs frequently, and therefore, all those vari-
ables are stored in the global memory to enable convenient
access.

Though the above process demonstrates that numerous
threads are invoked by the same kernel, the content of each
thread, including the PV parameters, could be different, and this
individuality is achieved by proper identification of the thread.
Consequently, the compatibility of various PV module types
and their parameters extends the parallelism to the maximum
possible level. In this context, the selection of either one or
a few PV module types does not affect the computing speed
since the mere difference between these two options is the
parameter initialization, which occurs only once and the burden
it imposes on the processors is negligible compared with that
of the bulk program of integrated AC/DC grid. Nevertheless,
to reflect the geographical and atmospheric impacts on the PV
farms and the power system, different PV parameters, including
irradiance and temperature, are considered at the initial stage of
the co-simulation.

Similarly, the detailed MMC model is computed in 5 steps.
The MMC main circuit connecting to the AC grid receives the
bus voltage from the dynamic simulation on CPU and following
its solution, the AC side current can be derived and sent to the
controller based on the d-q frame. Phase-shift control (PSC)
strategy is adopted for the MMC internal submodule voltage
regulation [28]. The Averaging (Ave) Control as its first part
seeks the desired mean of DC capacitor voltages in a phase,
whilst the second part, the Balancing Control (BC) in charge of
balancing all submodule voltages has a corresponding quantity
and therefore the kernel invokes a massive number of threads.

Fig. 7. Heterogeneous CPU-GPU computation implementation.

The AC grid divided into 4 major parts, on the other hand, is
in a strictly sequential manner on a single CPU processor. The
solution of the network equations along with the differential
equation yields all bus voltages, among which those connected
to the HVDC stations are sent to the GPU using CUDA memory
copy. Similarly, the power is returned to the host for calculating
the admittance matrix of the AC network.

B. Co-Simulation Implementation

Sharing of the computational burden by CPU in dealing with
part of the system distinguishes the proposed heterogeneous
computing from pure CPU or GPU execution. Nevertheless, the
initialization process still needs to take place in the host, when all
variables on both processors are defined. Once the co-simulation
starts, all CPU functions and GPU kernels are implemented in
a largely sequential manner, e.g., the kernels of PV plants are
invoked one after another first, followed by those of the MMC,
and later the CPU functions on the host to complete an intact
cycle before returning to the PV kernels on the GPU again, as
given in Fig. 7.

The two processors, as can be noticed, are not interactive
unless the information is exchanged using the CUDA C com-
mand cudaMemcpy. However, the two programs have a common
timeline since the co-simulation is generally on the host-device
framework and the GPU kernels are able to access to the time
instant defined on the CPU as an incremental value without
memory copy. Meanwhile, the fact that the AC grid dynamic
simulation is able to tolerate a much larger time-step than the
EMT simulation enables the adoption of multi-rate implemen-
tation, i.e., the program on CPU runs at a time-step of 10 ms,
200 times larger than that of EMT simulation. Therefore, data
exchange between the two processors only takes place when the
CPU program starts to implement.

After the simulation reaches the end, those concerned vari-
ables are gathered for system analysis.
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Fig. 8. Basic PV module i-v and P -v characteristics with: (a) Different cell
temperatures and S = 1000 W/m2, and (b) various irradiance and Tc = 25 ◦C.

It can be seen that a universal heterogeneous computing
approach is proposed for the AC/DC grid EMT-dynamic co-
simulation. The processing algorithm, along with the program
architecture, is not reliant on any specific type of GPU, let
alone CPU since all the functions involved in the design are
fundamental to a variety of CPU-GPU platforms.

V. EMT-DYNAMIC CO-SIMULATION RESULTS

The CPU-GPU co-simulation of the AC/DC grid involving
detailed massive PV panels is conducted on a 64-bit operating
system with 80 Intel Xeon CPU E5-2698 v4 processors, 192 GB
memory, and the NVIDIA Tesla V100 GPU. A few commercial
simulation tools, including MATLAB/Simulink and DSAtools
for EMT and dynamic simulation respectively are resorted. An
experimentally verified PV model in the former tool [12], [29]
is adopted for comparison with the proposed model; whilst the
latter tool has been extensively used and heavily relied on for
power system planning and design. Therefore, an indirect but
reliable validation is carried out considering that it is impractical
to experimentally test the entire integrated AC/DC grid.

A. PV Array

The accuracy of proposed scalable PV model is tested using
two configurations, i.e., 1 × 1 and 2 × 25 considering that the
computational capability of the off-line EMT-type solver will be
soon overwhelmed if the array keeps expanding. Fig. 8(a) shows
that when a single PV module is under a constant irradiance,
a lower temperature leads to a larger current at the maximum
power point and consequently the power; the intuitive i-v rela-
tionships under different irradiance are quantified in Fig. 8(b),
which also demonstrates that the proposed model has an exact
performance to that of the Simulink model.

Fig. 9. Performance of 2 PV branches under various: (a) Cell temperatures
and S = 1000 W/m2, (b) irradiance and Tc = 25 ◦C, and (c) temperatures and
irradiance.

In the 2 × 25 array, one string of 25 series boards is repre-
sented by the lumped PV model with a constant irradiance of
1000 W/m2 and a temperature of 25 ◦C, while the other string is
formed by cascaded discrete modules to reveal the impact of the
environmental conditions. Fig. 9(a) shows the i-v characteristics
of the array when the discrete 25 panels have a temperature
distribution from 25 ◦C to 49 ◦C with a linear incremental of
1◦C. It indicates that the output current, and consequently the
power, of the overall 2-string array neither equals to the upper or
lower limits when all boards have a unified temperature of 25 or
49 ◦C. In Fig. 9(b), the 25 discrete PV panels are subjected to 520
to 1000 W/m2 irradiance with an incremental of 20 W/m2 per
board. It shows that the actual output power is close to the lower
limit when all those in the second branch receives 520 W/m2;
nevertheless, the latter could by no means represent the former
when both irradiance and temperature vary, as proven in Fig. 9(c)
which exhibits a minimum gap of 0.6 kW, and the difference
will be amplified significantly once hundreds of thousands of
branches are taken into consideration.

The scalable PV model performance under extreme condi-
tions was also tested for accuracy validation. In Fig. 10(a), the
same 2×25 PV array is subjected to 2 low ambient temperatures,
i.e., −10 ◦C and −20 ◦C. The maximum output power remains
below 300 W when the irradiance is 20 W/m2. A dramatic
increase of two orders of magnitude was witnessed when one
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Fig. 10. Performance of 2 PV branches under extreme conditions: (a) Low
temperature operation, and (b) low irradiance operation.

TABLE I
SIMULATION SPEED COMPARISON BETWEEN GPU AND CPU

of the branches receives solar irradiance ranging from 520 to
1000 W/m2. Fig. 10(b) shows that the proposed model still has
the same behavior as the off-line simulation tool under low irra-
diance and normal temperature, and once again the low output
powers prove that temperature variation has a less significant
impact on the total output of a PV array than the irradiance.
The exact match to the off-line simulation tool’s outcomes in all
above tests indicate that the proposed scalable PV model has an
identical performance to a real module, meaning it can be used
for simulating a much larger system whilst commercial offline
simulation tools fall short of doing so due to an extraordinary
computational burden.

The performance of the aforementioned processors in carry-
ing out a 10 s simulation of 2000 MW PV plants with a massive
number of panels is summarized in Table I. Even when the
ratio of discrete and lumped PV branches is 1:199, i.e., there
are 448,000 equivalent circuits, the GPU is still able to gain a
speedup of 12 (Sp1) and 1.9 (Sp2) respectively over the default
single CPU and multi-core CPU, let alone when the number of
equivalent circuits reaches approximately 10 million when the
ratio is 199. With a medium level of detail, the GPU is able to
achieve a speedup over the prevalent CPU simulation of around
50 times. Even when the multi-core CPU approach yet to be
exploited for circuit computing is adopted using OpenMP, the
Tesla V100 GPU is still about 10 times more efficient. A decent

speedup of up to 5 times is maintained over the 80-core CPU
even if a common platform with 12 Intel Xeon CPU E5-2620
processors, 16 GB memory, and the NVIDIA GTX 1080 GPU
takes over the co-simulation, when the computing duration for
the 6 combinations of Np1 and Np2 are 31.2 s, 152.3 s, 686.8 s,
1348 s, 2035 s, and 2675 s, respectively. It should be noted
that although the GPU is always more efficient than CPU as
well as its multi-core configuration regardless of the proportion
that those discrete PV panels account for, the smallest possible
Np1 should always be selected to avoid unnecessary numerical
operations, especially when a large number of PV panels have
virtually identical operation conditions, including irradiance and
temperature.

B. AC/DC Grid Interaction

The penetration of PV energy into the power system means
that the AC grid transient stability is highly vulnerable to the
momentary change of weather. If the solar irradiance of all
10 million PV panels in 4 stations conforms to normal distri-
bution, with a mean value μ = 1000 W/m2 and σ = 100, the
actual output power of a station is approximately 430 MW, which
has a vast difference to over 530 MW under a uniform average
irradiance, meaning the proposed scalable model enables the
derivation of exact output power of a PV station and conse-
quently, its impact on the AC/DC grid can be correctly studied. In
contrast, the transient stability analysis results will be erroneous
and misleading for power system planning and operation if the
lumped model is adopted, as the 100 MW disparity will be
further amplified following the integration of more PV stations
into the grid.

When the mean μ reduces from 1000 W/m2 to 700 W/m2 and
500 W/m2 between 20 s and 25 s at Plant 3 and 4, their output
power climbs down to 270 MW and 160 MW, respectively. As a
result, the inverter stationMMC5 witnesses a roughly 430 MW
reduction while the power at MMC6 only sees a momentarily
fluctuation before it restores in 10 secs, as given in Fig. 11(a).
It turns out in Fig. 11(b) that the AC grid is unstable with the
frequency decreasing below the minimum 59.5 Hz. Therefore,
255 MW and 195 MW of loads are removed from Bus 20 and 39
as one option to maintain the normal operation. Fig. 11(c)–(d)
prove that the frequency can recover to 60 Hz if the action is
taken within 3 secs, while it will be below 60 Hz if the unload
occurs 5 secs later; nevertheless, it is still within the operational
range of the AC grid.

When the output power of all PV stations is decreasing at a
rate of 0.2 MW/s due to sunset, the frequencies of synchronous
generators drop. Shedding the load in the AC grid is effective
in restoring the grid frequency within the ±0.5 Hz perturbation
range. Fig. 12(a) shows in Case 1, both Bus 20 and 39 remove
70 MW and 81.3 MW of load at 100 s and 306 s, respectively.
However, if a three-phase fault occurs on Bus 21 at t = 200 s,
the frequency will exceed the upper limit 60.5 Hz. Therefore,
the loads to be shed are around 57 MW and 50 MW at 100 s and
226 s to contain the negative impact, which is given in Fig. 12(b)
as Case 2. Fig. 12(c) gives the load condition on Bus 20 and 39,
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Fig. 11. The impact of solar irradiance on AC grid stability: (a) Power flow
on Bus 20 and 39, and frequency response of generators 5 and 10 with Buses 20
and 39 (b) having no action, (c) unloading in 3 secs, and (d) unloading in 5 secs.

Fig. 12. AC grid dynamics under the impact of PV output power and 150 ms
fault: (a)–(b) Generator 5 (left) and 10 (right) frequencies, and (c) generator
angles (left), Bus 20 and 39 load (right).

and the synchronous generators’ rotor angles of Case 2. The
good agreement to DSATools/TSAT indicates the accuracy of
the proposed co-simulation methodology.

In Fig. 13, the absolute frequency and rotor angle errors of
all 10 synchronous generators are drawn to demonstrate the

Fig. 13. Absolute generator frequency (left) and rotor angle (right) errors
between proposed heterogeneous computing and TSAT simulation: (a) Case 1,
and (b) Case 2.

TABLE II
AC/DC GRID SIMULATION SPEED COMPARISON

accuracy of the proposed EMT-dynamic co-simulation using
heterogeneous computing. It indicates that in both cases the
maximum error appears when the three-phase fault occurs. Nev-
ertheless, the maximum frequency errors are merely 21.0 mHz
and 17.1 mHz for the two cases, respectively, whilst that of
the rotor angle does not exceed −1.3◦ and −1.1◦. Therefore,
the insignificant errors thoroughly demonstrate the validity
of the proposed modeling and computing method, meaning the
heterogeneous parallel CPU-GPU co-simulation platform can
also be used for power system study, operation, and planning
with a much faster speed since it resembles DSATools in terms
of results.

Table II summarizes the execution time that the platform
requires to perform a 10 s simulation of the overall AC/DC grid
where the CPU times are estimated based on a shorter duration.
The inclusion of less parallel AC/DC grid slightly reduces the
speedups over pure CPU cases compared with the previous
table, since the PV modules account for the major computational
burden. Similarly, the co-simulation is still faster than that of the
80-core CPU when the NVIDIA GTX 1080 GPU is utilized for
solving the entire system, since tests show that even the last case,
i.e.,Np1 : Np2 = 199, can be completed within 2886 s while the
corresponding data provided in Table II is around 40000 s and
14000 s for single- and multi-core CPU, respectively.
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VI. CONCLUSION

This work introduces the EMT-dynamic co-simulation of
the massive PV-integrated AC/DC grid using heterogeneous
CPU-GPU computing. The proposed scalable PV model com-
bining the discrete Norton equivalent circuits and their lumped
counterpart is able to reflect the individuality of each PV panel
in addition to maintaining a low computational burden. Mean-
while, the two processors are designed to be in charge of tasks
that best suit them. The massively parallel architecture of the
GPU featuring single-instruction multiple-thread is utilized to
expedite the EMT process of millions of PV modules that
otherwise will be a severe challenge to the CPU, which is more
efficient in performing dynamic simulation of the remaining
less repetitive AC grid. A maximum possible concurrency is
attained following appropriate exploitation of a CUDA C ker-
nel’s capability to invoke a predefined number of threads with
the same property to ensure the homogeneity of PV panels caters
to the SIMT implementation mode. The tremendous time-step
disparity between the two simulations enabled the adoption of
multi-rate to avoid unnecessary computations. With a nearly 50
times speedup over CPU calculation using the same model, it
is feasible to obtain the exact output power of PV plants by the
GPU parallel processing whereas off-line EMT tools are unable
to achieve. Therefore, the exact environmental impact on the PV
stations and the power system transient stability can be studied
efficiently in the proposed co-simulation, and the results are
validated by commercial transient simulation tools. The pro-
posed heterogeneous CPU-GPU computing approach provides
an efficient solution for other electrical systems integrated with
numerous elements.

APPENDIX

The 1STH-215-P PV module parameters: S∗
irr = 1000 W/m2,

αT = 0.1017%/◦C, T ∗
K = 273.15 K, I0s = 2.9259 × 10−10A,

VT0 = 1.5125 V, I∗ph = 7.8649 A, Rs = 0.39383 Ω, Rp =
313.3991 Ω.
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