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Abstract

Femtosecond (fs, 1fs=107'°s) laser pulses are used in a variety of fields
from nano-machining to the quest for fusion energy. However, knowledge of
quantitative details for femtosecond laser material interaction processes is still
insufficient, and many unique applications remain unexplored. The first part
of this thesis describes the quantitative study of the fundamental processes in
early stages of femtosecond laser excited gold. The second part discusses the
investigation of a unique application using femtosecond laser to tune the silicon
microring resonators.

In the fundamental investigation, a single state warm dense gold was gen-
erated by isochorically heating a free standing gold thin foil of 30nm thickness
with a 45fs laser pulse at 400nm. The uniform heating of such a target was
confirmed by simultaneous measurement of the reflectivity from its front and
rear sides with two frequency chirped probe pulses, at energy density up to
~5MJ /kg. The frequency chirped pulse probe single shot technique was devel-
oped so that the evolutions of the reflectivities from front and rear surfaces of
the heated foil were mapped in frequency domain. Optical pump-probe tech-
nique was then used to study the optical properties of gold in the first several

picoseconds after laser excitation. The reflectivity (R) and transmissivity (T) of
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the excited target were measured simultaneously, and its AC conductivity was
calculated from measured R and T. Experimental results were used to bench-
mark the first principle calculations based Density Functional Theory (DFT)
and Quantum Molecular Dynamic (QMD) simulations.

In the application study, the feasibility of using femtosecond laser pulses
for tuning frequency in silicon microring resonators (SMR) was investigated.
Due to fabrication imperfection, the designed resonant frequencies of SMRs
are difficult to achieve accurately (e.g. 1nm variation in height can result in an
SMR out of tune). It has been demonstrated that femtosecond laser pulses can
tune the resonant frequency of SMRs permanently to either shorter or longer

wavelengths, and controllable tuning is also possible.
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Chapter 1

Introduction

1.1 Research Background

Femtosecond(fs, 107'°second) laser pulses [1] can be used to perform material
processing in an unprecedented manner. They have been widely utilized for a
variety of applications, such as nano-scale material modification and processing
[2], particle acceleration for medical treatments [3, 4], investigation of condi-
tions in planetary cores in astrophysics [5], and even the quest for artificial
solar energy by laser fusion [6]. This is because femtosecond laser pulses can
reach the same intensity as longer duration laser pulses at much lower energy,
so that less amount of energy is needed to achieve phase transition and modify
material. In material processing, the overall volume of modified material is
generally related to the deposited laser energy. Less amount of employed en-
ergy and smaller heat affected zone [7] from femtosecond laser excitation thus
can help to achieve better spatial resolution in the process. However, since the
the laser pulse deposits energy to the electron system in a time that is much
shorter than the electron-ion energy coupling time, the material will be in a
non-equilibrium state, e.g. electron temperature (7,) is much higher than that
of the ions (T3).

The general processes of femtosecond laser solid interactions are,



(1) The energy of the laser pulse is firstly absorbed by the electrons, because
they are far more susceptible to acceleration in the laser’'s EM field than the
heavier ions. The excited electrons may not have a thermalized energy distri-
bution (Fermi-Dirac distribution) shortly after the laser pulse, and the time of
electron thermalization may depend on the photon energy[8] and laser inten-
sity [9], mechanisms of laser absorption, and the material properties themselves
[10]. Typically, such process takes tens to hundreds of femtoseconds.

(2) The optical properties of the excited materials can be modified within
the laser pulse duration, no matter they are thermalized or not. This can in
turn, change the rate of laser absorption, and even the dominating mechanisms
of laser absorption [11, 12].

(3) The energy from the electron system will take a few to a few tens of
picoseconds to couple their energy to the ion system, which mainly depends on
the material’s electron-phonon coupling properties|[13, 14]. Here the coupling
time may be defined as the time needed to reduce the difference between T,
and 7; to 1/e of their maximum difference.

(4) The solid target can change to different phases, such as liquid, vapor or
plasma once sufficient energy is transferred to the ion system, and may lead to
material removal from the target.

Due to the non-equilibrium condition, many details in the ultrafast laser
matter interaction procedure are not well understood yet. In equilibrium con-
ditions, the materials have their well defined phases, which depends on their
temperature and density. In solid target excited by femtosecond laser pulses,
on one hand, the electron temperature can be easily above the material’s Fermi
temperature (Tr), which is comparable to a plasma state. On the other hand,
the lattice system is much colder than the electrons, and its density is simi-
lar to that of solid before material disassembly. Material in such state cannot
be completely described by either plasma physics or solid state physics. This

much less studied material condition is usually referred to as warm dense mat-



ter (WDM), which is defined for the states of material with temperature in
the same order of its Fermi temperature(Tr), while the density is on the order
of its solid phase [15]. The exact boundary for WDM is not clearly defined.
Typically, materials with 0.1 to 10 times of its solid density, while the temper-
ature is in the range of 1 to 100eV?! are of the main interests in warm dense
matter study[16]. More specifically, femtosecond laser excited material with
high electron temperature (7,) but much lower ion temperature (7;) may be
referred to as non-equilibrium WDM, or two temperature WDM [17]. To better
control the femtosecond laser material processing, it is necessary to understand
the pathway from non-equilibrium, to equilibrium in the warm dense matter
state. That is; (1) from non-thermalized to thermalized electron temperature
distribution, and (2) from two temperature to one temperature (T, = T;) in
the laser excited material.

Characterization of warm dense matter generated by femtosecond laser has
been of great interests over the past decades. Milchberg et. al [11] measured
the reflectivities of a 300fs laser pulse as a function of laser intensity (laser
power per unit area) on aluminum film surface and interpreted the results in
terms of the corresponding electrical conductivity. However, due to the density
gradient and temperature gradient, which were not well characterized, their
interpretation of the results was questionable [18]. To minimize or completely
eliminate the gradient effect, an isochoric laser heating method to uniformly
excite a free standing ultra thin film target was proposed by Forsman et. al
[19]. Although the original proposed experimental was based on aluminum, the
followed up studies are focused on gold instead. This is because gold has no
native oxide layer on its surface, which can avoid the mixture of materials, or
gradient of materials in the studies, which is especially important for thin films
of only tens of nanometers thick.

Based on the proposed method, Widmann et. al [20] isochorically excited

lin plasma physics community, electron volt(eV) is usually used as temperature unit. To
convert to Kelvin (K), 1eV=11600K



the 30nm free standing gold thin foil with a 150fs laser pulse at 400nm. Uni-
form excitation of the thin foil target relies on the assumption that the thermal
energy could be distributed across the foil by laser excited ballistic electrons.
The time evolved AC conductivity of such two temperature warm dense gold
thin foil was extracted from the measurement of reflectivity and transmissivity
of an 800nm, 150fs probe pulse. It was observed that the AC conductivity
stayed at a quasi-steady state(QSS), where the AC conductivity remains al-
most constant, for a few picoseconds. Later study by Ao et. al [16] measured
the disassembly time of such warm dense gold with frequency domain interfer-
ometry (FDI) technique. The amount of shift of interference fringes was found
to have similar QSS behaviour for similar durations as a function of excitation
energy density (absorbed energy per unit mass), until disassembly of the foils
occurred. The broadband dielectric function of warm dense gold during quasi-
steady state was measured by Ping et. al [21], and band structure seemed to
exist, which suggested that the foil remained at solid phase during QSS.
Using the measured lifetime of QSS, the lattice temperature at disassembly
time can be calculated with two temperature model (TTM), which considers
two coupled equations that describe the electron and ion temperatures sepa-
rately. Based on the parameters from solid state physics in equilibrium state,
ie. Te=T;, the result from TTM calculations suggested a constant melting
point in femtosecond excited warm dense gold, while this melting point would
be more than twice of that from equilibrium condition [16, 22]. With the recent
development of density functional theory (DFT) calculation, the parameters for
TTM calculation, such as electron heat capacity and electron ion coupling fac-
tor, can be calculated as a function of 7T,. These two calculated parameters
were significantly different from those under equilibrium condition [14]. The
phase transition condition in recent measurement of ultrafast electron diffrac-
tion through femtosecond laser excited warm dense gold was interpreted by

Ernstorfer et. al [23] with TTM based on DFT calculated parameters. Their



result suggested that not only was super heating found in femtosecond excited
gold, but its melting temperature for T; would also increase with electron tem-
perature (a phenomenon called phonon hardening), or the excitation energy
density in other words. The authors indicated that “Strong electronic excita-
tion reduces the screening of the attractive internuclear potential, resulting in

a steepening of the phonon dispersion and a hardening of the lattice” [23].

1.2 Research Objects and Thesis Outline

The above-mentioned studies are important milestones in the understanding of
the evolution of non-equilibrium warm dense matter. However, the interpreta-
tions of those studies were based on certain assumptions. A systematic study
is needed to re-visit those studies and examine the validity of the assumptions,
which is the general goal of my Ph.D study.

In my thesis research, the first study is to verify the assumption of uniform
heating of femtosecond laser excited warm dense gold by laser excited ballistic
electron energy transportation. This was done by measuring the front and
rear reflectivities of an excited free standing gold thin foil simultaneously as
a function of time with two laser probe beams. The results indicated that a
30nm gold thin foil can be uniformly heated at absorption laser fluence up to
6.4x10'2W /ecm? with a 45fs laser pulse, or 5MJ/kg in excitation energy density.
This is covered in Chapter 3.

In the second study, the time resolved AC conductivity of warm dense gold
was re-visited by using a frequency chirped pulse probe beam technique. The
new measurement can obtain the evolution of AC conductivity in a single shot,
so that the details of the quasi-steady state period masked by previous multiple
shot measurement are unveiled. This is reported in Chapter 4.

In the third study, the two important parameters from first principles cal-

culations, electron heat capacity C,, and electron-ion coupling factor g.;, are



benchmarked with the AC conductivity data. The optimum values of C, and
gei are found. This is described in Chapter 5.

In the fourth study, the experimental data by Ao et. al [16] and Ernstorfer
et. al [23] are re-visited by two temperature model calculations with optimum
values of C, and g.;. The new interpretation suggests a melting condition of T;
similar to that in equilibrium state instead of super heating for gold. This is
reported in Chapter 6.

As a comparison between theoretical study under ideal conditions and ap-
plication with more complexity, the results of AC conductivity measured from
single state (uniformly excited) warm dense gold is used to interpret the data
of femtosecond laser reflectivity from a thick gold film surface as a function
of incident laser energy fluence (energy per unit area). This is described in
Chapter 7.

As a demonstration of the capability of femtosecond laser pulses, a new
application to tune silicon micro-ring resonators (SMR) is reported in Chapter
8, and the potential improvements needed for actual application is proposed.

Last but not least, the impact of my Ph.D research is summarized in Chap-
ter 9, and the potential further paths along these studies are also given.

To start with, a more detailed overview of femtosecond laser pulse interac-

tion with solid targets is provided in the next chapter.



Chapter 2

Femtosecond Laser Pulse

Interaction with Solid

For femtosecond laser pulse interactions with solid target, the general processes
are shown in Fig.2.1. First of all, the laser pulse is absorbed by the electron
system, while the electrons thermalize between themselves. Typically it takes
tens to hundreds of femtoseconds for the electrons in metal to achieve a Fermi
distribution|9, 24, 25, 8]. Shortly after the end of the laser pulse, the absorbed
energy stores mostly in the electron system, since it takes a few to a few tens
of piecoseconds to couple energy to the lattice system[13, 16]. As the lattice
temperature increases, the kinetic energy of the ions also increases, and it can
be of the same order of magnitude as the potential energy between the ions, so
that the ions are strongly coupled. If the excitation energy density is sufficiently
high, the displacement of the ions from their equilibrium position can become
sufficiently large, so that the vibration of the lattice becomes unstable and
lead to lattice disassembly. Melting can lead to lattice disassembly and one
empirical rule for melting under equilibrium condition is called the Lindemann’s
melting criterion [26], which suggests that melting occurs when the root-mean-
square(RMS) of atomic vibration amplitude is a fraction of the distance to

its nearest neighbour. Such fraction is usually considered to be a constant
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Figure 2.1: Flow chart of femtosecond laser pulse interaction with solid target.

about 0.1, which also depends on the lattice structure [27]. Such criterion
is sometimes used in the study of non-equilbrium warm dense matter [28],
but direct experimental evidence is still needed to test its validity. Typically,
lattice disassembly occurs on the order of a few picosecond, and results in phase
transitions, e.g. solid-liquid or solid-vapour and solid-plasma transitions, which
will lead to ablation and material removal on the solid surface.

Thus, in the first few picoseconds, the femtosecond laser excited solid is in
a non-equilibrium warm dense matter state. This poorly understood state is

the main focus of this thesis.

2.1 Femtosecond Laser Absorption Mechanisms

It has been of great interest for researchers to study the absorption of femtosec-
ond laser on solid samples since late 1980s. The knowledge of femtosecond laser
aborption can be used to extract much information about the properties of the
excited materials. Early measurements by Milchberg et. al were used to de-
duce the DC conductivity of aluminum at high electron temperature (7, ) and
low ion temperature (T; ) [11, 18]. The studies by Fedosejeves et. al showed

how the laser absorption varies with plasma density gradient and incident an-



gle for different laser intensities [29, 30]. Price et. al measured the absorption
on the surface of metals and dielectrics, which revealed that materials are in
a “universial plasma mirror” states when they are irradiated by laser pulses
with intensities above 10**W /cm? [31]. The study by Ping et. al shows that
in the relativistic regime, laser prepulse and ion mobility will increase the laser
absorption [32]. For the above studies, models from plasma physics were used
for interpretation, and hydrodynamic expansion needs to take into account.
More recent studies by Fisher et. al [33] on aluminum, and Kirkwood et. al
[12] on copper extended the study to lower laser intensity ( 10''W /cm?). Their
data were then interpreted using both models of solid state and plasma state

with smooth interpolation in between.

2.1.1 Collisional absorption

In laser pulse interaction with solid targets, it is usual that the electrons play
an direct role for absorption, since they are much lighter than the ions and
thus more susceptible to the laser field than the lattice system or the ions.
The energy absorbed in the electron system usually takes a few picoseconds to
transfer to lattice system before the material disassembly starts. As a result,
within the pulse duration of a femtosecond laser pulse, the lattice remains
cold, and hydrodynamic expansion usually is not significant and sometimes
can be ignored. However, the material properties of the target can still change
significantly during the laser pulse and thus change the absorption rate. There
is also a new challenge that the electron and ion systems are not in thermal
equilibrium, or sometimes a well defined thermal distribution does not exist for
the electrons during the laser pulse.

There are two major mechanisms for femtosecond laser absorption. One
is called collisional absorption, while the second one is collisonless absorption.

The absorption of optical laser, or EM wave, by collisional absorption in solid



can be described by its dielectric constant £(w)!, which consists of both real

and imaginary parts,

£(w) = ep(w) + ig;(w) (2.1)

The dielectric constant of a certain material varies with the electro-magnetic
(EM) field angular frequency (w). The real part €,(w) is a measure of the
polarizability of a medium, while the imaginary part relates to the energy
loss of such medium. In ideal metal or plasma, where interband transition
does not exist, the dielectric constant may be approximated by the classical
Drude model. When an EM field (F) with angular frequency w is applied on
a metallic medium, since the ions are much heavier than the electrons, we can
simply assume that only electrons can move under the field. The equation of

motion for free electrons with average velocity of v, can be written as,

_ s (2.2)

Using the relation ’Ue:d—j; where z is the electron displacement. Eq. 2.2
can be re-arranged as,
d*z dz

 — _ = — = — —iwt
M P + mev o el Eye (2.3)

Where m, is the electron effective mass, —e is the unit charge of an electron,
and v = 1/, is the collision frequency of electrons. The electron displacement

z can be solved as,

1The full dielectric constant depends on both wave frequency w that oscillates perpendic-
ular to the laser propagation direction, and the the wave number k along the propagation
direction. According to the Lindhard’s theory of dielectric constant, the dependent of & can
be ignored in the long wavelength limit, e.g. k < kr, where kp is the Fermi vector of the
material [34]. Such approximation is valid for optical laser propagates in metal, because k is
in the order of 107/m while k is in the order of 10'° /m.
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:I:(t) = m (2.4)

This can be related to the polarization per unit volume, or polarization

density P, such that,

nee’E

P = —T, = -
nect me(w? + ivw)

(2.5)

where n,, is the free electron density in the medium. The dielectric constant

in CGS system. thus can be written as,

P 47rn. e w2
— 4 =—=1=-——""*° _1_-__"P?
e(w) + "E mo(w? + ivw) (w? + ivw) (2.6)
1 wT? wiv '

1+ (wTe)? + w(v? + w2)1

4mn.e*

where w2 =

, is the plasma frequency. Equation 2.6 is the expression

of classical Drude tﬁeory for free electrons [35]. The Drude theory implies that
the dielectric constant of a medium depends on its free electron density n, and
their collision frequency v. Free electron density usually increases with the
temperature within the pulse duration. In solid state physics for electrons in

thermal equilibrium, the probability of electrons at different energy states can

be described by Fermi-Dirac distribution [34],

1
ele=n)/kBTe 4 1

F(e) = (2.7)

where € is the energy of a certain state, p is the chemical potential, and kp
is the Boltzmann constant. According to Eq.2.7, the probability of electrons at
higher energy states increases with temperature T, while the conduction band
of the solid also lies at higher energy states.

The electrons in solid follow Fermi-Dirac distribution is because of the
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Pauli exclusion principle that limits the availability of low energy states[34].
In plasma physics regime, the limitation by Pauli exclusion principle is no
longer important, and typically the Maxwell-Boltzmann distribution is used to
describe the probability of electron energy|36],

F(e) = L (2.8)

et/kBTe
In plasma physics, the free electron density is proportional to the ionization

level when the ion density remains almost constant. In thermal equilibrium,

the ionization level can be described by Saha’s ionization equation in CGS units

[37],

nipine _ (2mmekpT)*? 2911y, /gt

(2.9)

where n;,; and n; are the densities of ions of (i + 1) and i** ionization
stages, while g;, 1 and g; are the statistical weights of them respectively, n. and
m, are the density and mass of the electrons, kg is the Boltzmann constant, T’
is the temperature, and U; is the ionization energy for i ionization stage. The
number of electrons increases with equilibrium temperature T'. Here we assume
that T =T, = T;, i.e., electrons and ions are in equilibrium. The accuracy of
this equation when T; # T, is still not well studied yet.

In the case of femtosecond laser absorption, however, the electron tempera-
ture is much higher than that of the ions, and the electrons may not thermalize
between themselves to a well defined temperature distribution, so that the sys-
tem is not at equilibrium. Equations 2.7 and 2.9 are not sufficient to describe
the free electron density in this case. The actual electron density may relate
to different laser excitation mechanisms in this transient state. Some of these
mechanisms are collisionless, such as multiphoton ionization and tunnelling

ionization. There is also collisional ionization, which means that some of the

high energy electrons can ionize bound electrons by collisions with them.
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The electron collision frequency has a different temperature dependence in
solid state and plasma state. In solid state physics, the collision frequency
between electrons is proportional to the square of electron temperature T, ac-

cording to Landau Fermi liquid theory [38], i.e.,

Vee = AT? (2.10)

where A is a proportionality constant. Such theory is also used to estimate
the electron thermalization time, which will be discussed later in this chapter.
Electron-ion collision frequency in laser excited solid may be described by
electron-phonon energy and momentum transfer, whose temperate dependency

is [38],

ve; = BT (2.11)

where B is a proportionality constant. This relation is valid in electron-ion
equilibrium, i.e. T' =T, = T;, while its validity in non-equilibrium state is yet
to be studied.

In the case of plasma, however, the collision frequency decreases as the
temperature increases, since electrons with higher velocity can escape from
Coulomb collisions easier. For electron-ion collisions, the collision frequency in

a Maxwellian plasma in CGS unit is [39],

nee?
2..3
mE UE

Veipt = 4(67) 127

In A (2.12)

where the electron velocity ve = \/%T , 7, is the average ionization state of
the atoms, and In A is the Coulomb logarfthm, which represents the accumula-
tive effect of Coulomb collisions within the effective interaction range. For solid
density plasma, one may note that both Z and n, increase with T, according to

Eq. 2.9, which counteracts the decrease due to v, so the significant reduction
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of collision frequency does not occur until a high level of ionization is achieved.

The contribution of electron-electrons collision to electrical conductivity in
some plasma regimes is still not well understood. It is usually considered that
the collisions between electrons do not change the total momentum of electron
current. However, for a laser AC field, i.e. a laser pulse which has an EM
field of optical frequency, when the e-e collision frequency is comparable to
that of the field, the electron distribution can be changed within a cycle of
the field. Especially when the electrons are in the course of thermalization,
such effect needs to be taken into account [40]. Usually v is not calculated
independently in plasma physics. Instead, it may be combined into the effective
collision frequency v,r; which also includes the collision between electrons and
ions [41, 40, 42]. In the case of Aluminum, v, is found to increase with T,
when T; is below Tr , but decrease as T, continues to increase according to

detailed kinetic simulation studies [41].

2.1.2 Collisionless absorption

When the target material is excited to a plasma-like regime with high ionization
state, electron collision rate decreases as T, or laser intensity increases. The
local absorption of EM field energy of material (Q)(z)) at certain location z
under that target surface can be related to its dielectric constant,

1 Im(e(z,w)

Q) = o C D g ) (2.13)

According to Eq.2.6, when the collision frequency is significantly lower than

the laser frequency, i.e., v? < w?, the Imaginary part of ¢ is,

w2v

Im(e) ~ 2 (2.14)

03
Obviously, the collisional absorption becomes ineffective when v continues

to decrease. For plasmas near solid density, the absorption may start to de-
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crease from its maximum value before v? < w?, since the plasma frequency
increases with electron density at higher 7, which leads to a reduction of depth
that the laser light can be absorbed by the collisional process. This has been
demonstrated in Price et. al’s measurements [31], where a “plasma mirror”is
formed, as an analogue to a metallic mirror which reflects most of the laser
light. In order to transfer energy from laser to these high density plasmas
above such intensity, e.g. ~10®W /cm?, other mechanisms have to come into
play.

Among the collisionless mechanisms, the resonance absorption is the best
known and investigated one [43, 44, 30, 45]. To initiate the resonance absorp-
tion, the propagation direction of the incident laser has to be away from target
normal, and the electric field of the pulse has to be parallel to the plane of in-
cident. In this case, the laser pulse is called P-polarized (P-pol) to the target,
or sometimes referred as tranverse-magnetic (TM). In the case of P-pol, the
electric field of the laser penetrates into the plasma with a steep rising density
gradient, by which its energy can transfer into to the plasma by driving electron
plasma waves near the critical surface, where the electron plasma frequency w,
equals to that of the laser frequency w. For S-polarization (S-pol), where the
electric field is normal to the plane of incident, or for normal incident laser
light, there is no E-field component that oscillates in the direction of plasma
gradient.

To understand the resonance absorption, we can revisit the dielectric con-
stant € in Eq.2.6. A simple case for the collisionless limit is that according to
Eq.2.14, the imaginary part of € becomes small, in which case, the real part of

¢ can also be simplified to,

2
Re(e) =n2~1— -2 (2.15)
wQ

2
w

using the relation that w?r2 = — > 1, where n is the refractive index of the
%
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plasma. When the laser pulse propagates in a plasma with increasing electron
density along z axis as shown in Fig.2.2, its direction of propagation will be
diffracted due to the refractive index gradient. As it approaches the critical
density n. layer, the refractive index becomes 0, and the propagation vector
becomes perpendicular to the direction of density gradient. i.e. in y direction
only, and the electric field has component in z direction only. According to

Maxwell’s equations, the EM wave in plasma can be written as [36],

wB
VxE="— (2.16)
C
—iweE
VxB=_ ¢ (2.17)
[&

where c¢ is the speed of light in vacuum, one may expect that the electric field
will have a singularity, i.e. approches infinity, at the critical surface according

to Eq.2.15, such as,

E- VxB=—° _VxB (2.18)
iwe w
iw(l — w—g)

In reality, such singularity will disappear due to the plasma wave damping,
i.e. the imaginary part of ¢ is not actually zero. The energy from the EM field of
the laser pulse can transfer to the plasma wave due to such damping. Due to the
collisionless approximation, fast electrons with kinetic energy much higher than
the thermal energy of the plasma will be generated near the critical surface,
but eventually, they will be thermalized by coulomb collisions with other ions
and electrons. The ratio of laser absorption due to such mechanism can be over
50%, which depends on the laser wavelength, electron density gradient and the

laser incident angle [29, 30, 45].
If the electric field intensity in resonance absorption becomes strong enough,

electrons near the crtical surface, instead of resonating with the laser field, can
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Figure 2.2: Diagram of resonance absorption
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be dragged out of the plasma-vacuum surface and then pulled back into the
plasma within a single cycle of the field. Such a process is generally referred
as vacuum heating [46]. In a further step, if the electrons that are pulled back
into the plasma do not collide with other electron or ions within the skin depth
but travels deeper into the plasma, e.g. beyond the critical density layer, then
such mechanism can transfer the energy beyond the laser penetration depth
immediately. Such non-local energy transportation is sometimes called the
anormalous skin effect [47].

There is another type of collisionless absorption in solid state physics regime,
which is the interband absorption. In this case, the photon energy is larger than
that of the bandgap between free electrons and bound electrons. Take gold, a
typical noble metal, for example, there is only one conduction electron in the
6s band, while the 5d band is fully filled. The energy difference between the
unfilled 6s band and the top of 5d bands for gold is about 2.4eV [48]. A photon
of 2.5eV has a much larger probability to be absorbed than one with 2.3eV,
since the former one can excite an electron from the top of the 5d band to 6s
band. One may include the interband absorption in the equation of motion of
electrons, then Eq. 2.3 can be revised as,

mefo + mevd—f + meng — —eE = —eEge ™" (2.19)
where wq the radial frequency of the bandgap energy. The dielectric function

from Drude theory can also tranform to the Lorentz-Drude model [34],

2 2
e, =14 w? “o —W 2.20
T W () (2.20)
£ = w? wy (2.21)

P (wg — w?) + (wr)?
If a photon’s energy is below the bandgap energy of the target material,
interband absorption may still be possible by multiphoton absorption (MPA).
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MPA is a non-linear process, whose probability increases with the square of
the intensity of the laser pulse. This is because MPA requires the photons be
absorbed by a single atom before it decays from the transient state back to the
original state or another transient state, which can happen in picosecond or
femtosecond time scale, depending on the material and its states.

Besides MPA, there is another type of intensity dependent absorption mech-
anism called tunnel ionization (TT). In a simple case, assuming that for an atom
of Z=1 (Hydrogen), an electron has an orbit of r from the atomic core, its po-
tential energy P = —e?/r. The condition for ionization is that r approaches
infinity, but the corresponding P will increase as well, and the kinetic energy of
the electron cannot support itself to be ionized. However, when an laser pulse
with electric field E is applied, the potential field can be suppressed by —eFE'r,
so the total potential field becomes Pyota = —€?/r — eEr. It can be seen that
if the absolute value of P4 is smaller than the kinetic energy of the electron,
then the electron can tunnel through the potential barrier and become ionized.

However, it requires that 7 < 1, where 7 is the Keldysh parameter [49],

wy/2m. P,

N = T" (2.22)

where Fp is the ionization potential. This is because the laser field is an

AC field, and the Keldysh parameter is the ratio of electron tunnelling time to

half a period of the laser field. The electron has to finish the tunnelling process

before the laser field flips over for TI. On the other hand, if v > 1, MPA is
expected to dominate.

In femtosecond laser interaction with solids, if the target is a non-metal
material, where free electrons are scarce, it requires MPA or TI, or interband
absorption process to create such electrons at the beginning of the pulse. Then
collision absorption or resonance absorption will dominate thereafter when n,

is sufficiently large.

At even higher laser intensity e.g. > 10'®W/em?, the radiation pressure

19



from the laser becomes significant and can be larger than the plasma pressure.
Such pressure can couple to the electrons, which is usually called pondermotive
force [36]. One of the absorption mechanisms related to pondermotive force is
called Jx B heating. In such case, the electrons that oscillate with the electric
field E will be distorted by the magnetic field of the laser by Lorentz force, and
electrons will be driven in the direction of laser propagation. Such a mechanism
becomes dominating as the laser intensity increases, since resonance absorption
and related mechanisms will be saturated due to the distortion of electron orbits
along the E field [50].

When the light pressure, in the form of pondermotive force, becomes larger
than the plasma pressure, e.g. laser intensity of 102°°W/ecm? or larger, the
plasma will be pushed inward. A radial pondermotive force will also be formed
by the electric field in longitudinal direction due to the density gradient di-
rection with the magnetic field. Such force will push electrons out from the
center of the laser, and the ions will be pulled out due to charge separation.
As a result, density gradient is formed parallel to the electric field, which can
support resonant-like absorption even when the laser pulse is normal to the
target. This is referred to as hole-boring [51]. Such mechanisms at ultra high
intensity can result in an absorption ratio approaching unity [32].

In my thesis studies, for most case, a solid gold target is irradiated by a
femtosecond laser pulse at 400nm (3.1eV) with an intensity no more than the
order of 10®W/em?, the dominant absorption mechanism is expected to be
interband absorption, because the energy difference between 5d and unfilled

6s/p bands in gold is 2.4eV, which is 0.7eV less than the photon energy.

2.2 Electron-Electron Thermalization

The studies of thermalization between electrons when excited by femtosecond

laser pulses have mainly been limited to investigations at low excitation laser
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intensity or energy density, where no target damage was observed. There were
several investigations in the 1990s on electron thermalization in gold in low
excitation energy density regime [9, 24, 25, 8].

In the study by Fann et. al, photoemission spectroscopy technique was
employed to measure the electron distribution function [9, 24], while in the
study by Sun et. al, the measurement was based on transient reflectivity and
transmissivity from a femtosecond probe pulse. Both of their measurements
indicate that the thermalization time decreases as the energy difference (AFE)
between the excited electrons and Fermi energy(FEr) increases. A general re-
lation between thermalization time and AFE follows the Fermi-liquid theory
under random phase approximation [52],

Er

Tth — ’T[)(E (223)

where 7, is the proportionality constant of the target material. This value
was determined to be about 2fs in gold from Fann et. al’s measurement. The
above equation has a similar form as Eq.2.10 sinice they come from the same
theory. In my thesis studies of gold, Fr=>5.5e¢V, and AF is no more than 0.7eV
when excited by 3.1eV photons. 7, is thus expected to be no less than 120fs.
It should be noted that this equation is only valid when 7, is around OK. In
high power femtosecond laser excitation, the final T, can be easily above Ep,
and the solution of time dependent Boltzmann equation is required for accurate
determination of relaxation times [8, 10].

When the electrons are thermalized, i.e. an electron temperature distribu-
tion is established, one may use the well known two temperature model (TTM)
to describe the femtosecond laser excited solid [13, 53]. The TTM consists of

two coupled equations,

oT, 0 orT,
EE = @K’(TE)E — ge@(Te — T—;) + Q(Z} t) (224)
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C@% = gei(Te — T3) (2.25)

where T, and T; represents the temperatures for the electrons and ions
respectively; z is the distance from the target surface, t is time related to
the peak of the laser pulse; C. and C; are the volumetric heat capacities for
electrons and ions respectively; 7, is the FWHM duration of the laser pulse; &
is the electron thermal conductivity; g.; is the electron-ion coupling factor, and
Q is the absorbed laser power per unit volume.

The heat capacity C, is directly related to C,. In solid state physics, it can
be obtained from the free electron gas(FEG) model [34],

?r_Q(kBTE
2 Er

Co(T.) = Ynekp (2.26)

where kp is the Boltzmann constant. We can see that C, is proportional to
the electron temperature 7, and free electron density n.. However, the FEG
based on the Sommerfeld expansion is only an approximation assuming 7T, is
significantly less than Er. At higher T¢, one needs to know the internal energy
of the electron system as a function of T.. This can be obtained from density
functional theory calculations (DFT). The details will be discussed in Chapter
5.

2.3 Electron-ion Energy Coupling

As can be seen from the TTM equations (Eq.2.24 and 2.25), the electron ion
energy coupling is the link between electron and ion systems. The coupling
rate is determined by the coupling factor g;. Similar to electron-electron ther-
malization, experimental studies of electron-ion energy coupling factor have
mainly been focused on the low energy density regime [9, 13].

Take gold for example. In Fann et. al’s measurement, the coupling factor
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gei was determined from the photoemission spectroscopy measurement, when
T, is below 1000K. The value was determined to be in the range of 2.5 to
6x10"W/m*K. The large uncertainty was likely due to the small amount
of change in 7, compared with its room condition (300K). Later study by
Holhfeld et. al used different techniques including transient reflectivity and
transmissivity, damage threshold, and surface expansion measurements. The
range of g.; was determined to be 2.240.3x10W/m3K. In that study, the
maximum value 7, was in the range between around 1000K and 10000K.

In the case of higher T, no experimental result is available, but first princi-
ples calculations have been carried out to determine the electron temperature
dependent g.; [14]. The method of calculation and the benchmark tests of such

calculation will be discussed in detail in Chapter 5.

2.4 Electron Thermal Conductivity

The skin depth, through which the laser intensity decreases to 1/e of its value
on the surface, is typically ~10nm for most metals [54]. A temperature gradient
thus exists after femtosecond laser excitation in the target, although ballistic
electrons in solid state physics regime [13], or free streaming fast electrons in
plasma physics regime [55] may transfer energy beyond the skin depth thick-
ness. Electron energy diffusion occurs along the temperature gradients, which
is described by the electron thermal conductivity x, which can be found in Eq.
2.24.

In the solid state physics regime, & is related to electron heat capacity C,

according to the kinetic model of gases [34],

. Cevpszp . CE’U%-'

= 2.27
3 3Ueff ( )

where l,;,rp = Vg /Vesy is the electron mean free path for conduction electrons

travelling at Fermi velocity vp = /2€ep/me, while v, is the effective electron
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collision frequency.
In high density plasma, one can adopt the conductivity model by Lee and
More [56] with electron density dependent [40],

__128(0.24 + Z)nc k.
P 3m(4.2 + Z)meVei

(2.28)

In the non-equilibrium warm dense matter regime, a possible treatment of
K is to take the interpolation between solid state and plasma regime due to the
non-availability of a reliable model at the moment. A method for interpolation
was proposed by Anisimov et.al [57], and the examples for silver and aluminum
can be found in Schmidt et.al’s work [58]. Recent interest in the study of
electrical conductivity in warm dense matter [11, 20, 59] may in turn shed
light on the thermal conductivity of material in this regime, according to the

Wiedemann-Franz law [34],

K
== LT (2.29)

where o is the electrical conductivity, and L is the proportionality con-
stant. In solid state physics, it is known as Lorentz number, which equals to
2.44x1078W-Q/K?. In the warm dense matter regime, the density functional
theory calculation suggests a similar value of Lorentz number [60] for solid den-
sity warm dense aluminium for a single temperature, i.e. T, = T}, in the range
of 0.1 to 1eV. The widely used Lee and More conductivity model [56] suggests
a lower value of the Lorentz number (1.18x1078W-Q/K?), for solid density

warm dense alumimum at a higher single temperature of greater than 10eV.
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2.5 Lattice Disassembly after Femtosecond Laser
Excitation

In equilibrium condition, lattice disassembly in a solid is generally the result of
severe lattice vibration so that the phonons become disordered at high ion tem-
perature [34]. This is usually referred to as thermal melting. In Femtosecond
laser excited material, non-thermal melting becomes possible in certain mate-
rials. For example, it has been observed in semi-conductors such as silicon [61]
and germanium [62], when a sufficient number of valence electrons are excited
to the conduction band after the absorption of a femtosecond laser pulse, the
lattice bonding softens and disassembly occurs without the need of an increase
in ion temperature. In insulators, due to the lack of free carriers to shield the
strong local charge after irradiation by intense laser pulse, Coulomb explosion
becomes possible [63].

In the case of metal, on the other hand, the melting point may increase
under non-equilibrium conditions. First principles calculations by Recoules et.
al [64] found that the frequency of the phonon spectrum may increase signifi-
cantly in gold when T, is in the order of a few electron-volts. This may lead to
the increase in the Debye temperature and thus the melting point of gold.

Experimentally, researchers have claimed the observation of increased melt-
ing point in femtosecond excited gold [16, 23] according to their TTM calcu-
lations. Especially, in Ernstorfer et. al’s study, they found that the melting
point increases as a function of T, [23], which agrees with Recoules et. al’s
calculation [64]. Details of their work and re-interpretation of their results will

be presented in Chapter 6.
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2.6 Summary

The general processes of femtosecond laser solid interaction is reviewed in this
chapter, from laser absorption to lattice disassembly. It is obvious that many
details of the electron and ion/lattice behaviours are still not clearly known.
It is mainly because of the thermal non-equilibrium condition in solid target
shortly after femtosecond laser pulse excitation. My Ph.D research was focused
on the study of femtosecond laser pulse excited gold, in order to give better
understanding in these details, especially for electron-ion energy coupling and

lattice disassembly conditions.
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Chapter 3

Generation of Single State

Warm Dense Gold

To understand the material in warm dense matter state more precisely, the
measurement needs to be carried out in a single state with minimum tempera-
ture and density gradient. It may be done by isochoric heating technique [19]
to excite a free standing thin foil target with a femtosecond laser pulse. The
experiments were carried out at the Advanced Laser Light Sources (ALLS) fa-
cility in Canada. As a first step, one needs to verify that the thin foil target
can be excited uniformly. A chirped pulse single shot probe technique was de-
veloped to measure the reflectivity from the front and rear surfaces of the foil

simultaneously for this purpose.

3.1 The Need of Single State Measurement

Warm dense matter state is an important state which links the condensed
matter state and plasma state. WDM created in a laboratory usually consists
of different states with density and temperature gradients. For example, when
material is excited by a femtosecond laser pulse with sufficient energy, within

a few to few times of picosecond, the surface layer becomes a hot plasma and
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Figure 3.1: Mixture of states of bulk material excited by femtosecond laser pulse

starts to expand. Such expansion compresses the material inward and may
result in warm dense matter and compressed solid layers. This mixture of
states of material is shown in Fig.3.1.

The interpretation of the data measured from such convoluted states is com-
plicated, since it needs to consider temperature and density gradients as well
as energy transport as discussed in Chapter 2, and hydrodynamic expansion
may also need to be taken into consideration. For example, the measurement
of femtosecond laser absorption in aluminum was used to extract the DC con-
ductivity in WDM state by Milchberg et. al [11]. Their original interpretation,
which was based on a constant density gradient, has substantial difference from
the DC conductivity model developed by Lee and More [56], which was found
to corroborate with the shocked compressed aluminum data measured by Ng
et. al [65]. However, when time dependent electron density gradient is taken
into consideration, their data was found to have reasonable agreement with
Lee and More’s kinetic theory model as well as the density functional theories
model by Perrot et. al [66].

To avoid such complexity and in order to benchmark theories more accu-
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rately, an idealized slab plasma (ISP) concept was proposed by Forsman et.
al [19] to generate single state WDM with minimum temperature and density
gradient. The original proposal was to excite free standing ultrathin aluminum
foil with ultrafast femtosecond laser pulses, with a technique called isochoric
laser heating (ILH). The basic idea of this technique is to deliver energy to the
target in a femtosecond time scale, and thus the hydrodynamic expansion can
be minimized to achieve an almost isochoric conditions. At the same time, the
target is thin enough that the energy can be distributed uniformly throughout
its thickness. In reality, due to the significance of aluminum oxide layers, the
idea was realized with free standing gold thin foils instead [20, 16, 21].

In isochoric laser heating, it is expected that a well defined electron temper-
ature can be reached in less than a picosecond. The laser heated free standing
solid foils are expected to have a density close to solid for a few picoseconds be-
fore lattice disassembly[16]. During this time, the lattice constant of the heated
solid may increase slightly due to the increase of T, and T;[67]. Eventually,
when the lattice disassembly condition is reached, which typically takes a few
to a few tens of picoseconds, a hydrodynamic expansion of the foil occurs|68].
An illustration of the mass density evolution is shown in Fig.3.2. My Ph.D
research was focused on the investigation of isochoric laser heated gold thin foil
within in a time window after the thermalization of the electrons, and before

the lattice disassembly.

3.2 Formation of Uniformly Heated Target

In order to generate single state excited WDM, it needs the energy to be de-
posited uniformly in the target before significant expansion occurs. In terms
of energy deposition depth, optical laser pulses are actually inferior when com-
pared with other sources such as X-ray, electrons or ions. The typical skin

depth, through which the laser field intensity decreases to 1/e of its original
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Figure 3.2: Density evolution of isochoric laser heated free standing solid foil after femtosec-
ond laser pulse excitation. T=0 denotes the laser arrival time.

value, for optical laser pulses in metal is only on the order of 10~20nm [69],
while hard X-ray can penetrate hundreds of nanometer to many micrometers
depending on the atomic number of material [70], fast electrons and ions of
MeV order energy can penetrate millimetres or even further [71]. However, un-
like lasers, the availability of the other sources of femtosecond pulse width are
limited at the moment. On the other hand, although a very thin free standing
foil may be uniformly heated, it may not be suitable for warm dense matter
study. For example, gold thin films of less than 20-30nm would have optical
properties that are much different from that of bulk [48].

Previous studies that measured the transient reflectivity of gold thin foils
after femtosecond excitations below damage threshold shows that the femtosec-
ond pulses can excite ballistic electrons in a gold thin films [72, 73, 74, 75, 13].
These ballistic electrons travel in the conduction band at near Fermi velocity
(vr) and can transport the laser energy throughout the thin foil rapidly. The
theoretical value v for gold is 1.4x10°m/s, according to the Fermi energy of

gold (5.5eV). The range of ballistic electron transportations in gold are found
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to be ~100nm from experiments of transient reflectivity of thin foils after laser
excitation [74, 75, 13].

In previous studies of isochoric heating of warm dense gold [20, 16, 21],
30nm free standing gold thin foils were used as targets, whose thickness is
less than 1/3 of the reported ballistic electron range. It is thus expected that
the 30nm gold thin foil can be uniformly excited by ballistic electrons. The
gold thin foils are excited by femtosecond laser pulses at 400nm, which are
from the frequency doubled output of Ti:Sapphire laser system. The process
of ballistic electron transportation in gold is illustrated in Fig. 3.3. (1) The
400nm(3.1eV) photons are absorbed mainly by the 5d electrons of gold, which
are about 2.4eV below the unfilled states in 6s band[48], in the skin depth
region. (2) These electrons are excited upto 0.7eV above the Fermi energy (Er)
and transport ballistically near vr ! around the foil until they are thermalized.
The life time, or thermalization time for electrons at AE above Ep is 7 =
1"0(%)2 according to Fermi liquid theory [34, 73, 9]. For AE = 0.7eV, 7, is
about 120fs using 7,=2fs according to Fann et. al’s photoemission spectroscopy
measurements on gold at low energy density below damage threshold [9, 24],
(3) Assuming that the ballistic range (l;,) is 100nm as reported by previous
studies [74, 75, 13], electrons with [, longer than the foil thickness will make
multiple transits in the foil [77] instead of escaping, because the work function of
gold is 5.1eV. It takes about 100fs to finish such process, and the laser energy
absorbed within the skin depth is expected to distribute uniformly within a
30nm gold thin film. The work function of our gold foils may be modified by
surface hydrocarbon layers formed during the exposure to air and water in the

fabrication process|78|. However, if a significant amount of electrons overcome

the work function and escape from the foil, a space charge electric field will be

1The ballistic electrons excited from 5d orbitals after absorption of 3.1eV photon should
have an energy between Fermi energy (5.5eV) of gold and 0.7eV above it (6.2eV), which
corresponds to 1 to 1.06 times of the Fermi velocity in gold (1.4x10%m/s). In experimental
measurements, the ballistic electrons travels at around 1x10°m/s[74, 76, 13, 73]. The actual
velocity of the ballistic electrons may be affective by the direction of the Fermi surface[77].
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Figure 3.3: Procedure of uniform heating of free standing gold thin foil by ballistic electron
transportation

generated to limit more electrons from escaping. It was reported that only a
very small number of electrons can escape from a silver surface at excitation

laser intensity up to 10#W /cm?[79].

3.3 Verification of Uniform Heating

Earlier studies that measured the AC conductivity and disassembly time of
warm dense gold [20, 16, 21] are based on such an assumption of uniform exci-
tation by ballistic electrons. However, in those studies, as the excitation energy
densities increases, the measurements with probe pulses at different polariza-
tion start to give significantly difference results in the interpretations of AC
conductivities based on a single state assumption [22]. The uniform excitation
condition becomes questionable at such energy densities. It is thus necessary

to examine if the foil is uniformly excited before further investigations.
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3.3.1 Preparation of Free Standing Gold Thin foil

The technique to fabricate free standing gold thin foils of 30nm thickness fol-
lows the suggestions of C.M. Cadwalader from Lawrence Livermore National
Laboratory (LLNL), who has prepared targets for the earlier isochoric laser
heating experiments [20, 16, 21]. The procedure is described as follows, with a
diagram shown in Fig.3.4.

(1) Coat a very thin layer of soap (LiquiNox concentrated soap) on a piece
of microscope slide of 2 inch x 3 inch in size by putting a droplet on the slide,
and even out the soap by wiping it many times gently with a piece of kimwipe,
until it looks as smooth as the original slide. Then sputter 30nm of gold thin
film on the soap layer using the magnetron sputtering system at the NanoFab
at University of Alberta with its standard deposition procedure.

(2) Mount the slide coated with soap and gold on a dedicated manipulator
consisting of two motion stages (see Fig.3.5(1)), and gradually submerge the
slide into fresh distilled water while the soap dissolves and the gold film comes
off. The gold film will float on the water surface due to surface tension.

(3)When a whole piece of gold film floats off, use a wafer tweezers to hold
a sample plate, and put it underneath the gold film with ~ 45° angle. Once
the plate contacts the film, withdraw the plate while keeping the ~ 45° angle.
The film will be coated on the plate. Use Q-tips to clear any foil that wraps to
the back side of the plate, then place the plate face up on a piece of kimwipe
until it is dry. A coated sample plate is shown in Fig.3.5(2).

The thickness of the thin foil is measured by an atomic force microscope
(AFM, Veeco D3100). The film for the thickness measurement was prepared
as the aforementioned procedure, except in step (3), it was taken out from the
water with an microscope slides instead of the sample plate. The measurements
were taken on the steps from the edge of the film to the slide surface. An
example is shown in Fig. 3.6. The film thickness for our experiments were

29.4+1.5nm. The surface quality of the free standing foils mounted on a sample
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Figure 3.4: Procedure to prepare free standing gold thin foils

Figure 3.5: (1)Setup that is used to lift-off the gold thin foil; (2)A sample plate coated with
gold thin foil.
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Figure 3.7: An example of free standing surface quality measured by Zygo white light inter-
ferometer

plate was checked by a white light profilemeter (Newview 5000, Zygo). The
flatness of a foil is typically better than 40nm, which is 1/20\ of our probe beam
at 800nm, an example is given in Fig. 3.7. The above described technique has
also been applied to produced free standing diamond like carbon (DLC) foil
targets [80].

The sample plate that is used to mount the free standing foils are made
from 1.1mm thick stainless steel by our department’s machine shop. It has

7x15=105 holes where the foils stand on without supporting from the back.
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Figure 3.8: Layout diagram of a sample plate

The holes are 550+50pm in diameter. A 100° cone angle is on the back of
each hole so that the 45° incident probe beam can transmit through. Drill
burs are smoothened a little using sandpapers but not completely. These small
amount of drill burs around the holes are found to help keeping the foils flat
and stretched. A diagram of a sample plate is shown in Fig.3.8.

The dielectric constant for 800nm probe at room temperature of these free
standing foils is also measured. This is based on the measurement of the reflec-
tivity (R) and transmissivity (T) of 800nm pulses at 45° incident angle. The
pulses are generated by the Ti:sapphire laser system from our lab at University
of Alberta. The incident laser fluence is controlled to be less than 0.01J/cm?,
which is two orders of magnitude below the damage threshold. The measured
R and T is then used to extract the corresponding complex reflective index

(. = n + ik). This technique is based on the transfer-matrix method [81],
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which can calculate R and T of a uniform and isotropic material with known
thickness and refractive index by solving the Maxwell equations in the form of
matrices. The inverse application of this technique [20, 22| is used to find out
the corresponding n of a material with known R and T at certain thickness,
by generating a high resolution R and T to n mapping. The dielectric con-
stant is obtained from the relation € = n. The ¢ of our free standing gold thin
foil is found to be -(22.441.8)+i(1.26+0.10) at 1.55eV, which is in reasonable
agreement with Johnson and Christy’s measurement of -(23.94-0.3)+i(1.5+0.2)

[48].

3.3.2 Experimental Setup

The experiment to verify the uniform heating of free standing gold thin foils
by isochoric laser heating was carried out at ALLS with the assistance of Dr.
Vahit Sametoglu, who was a postdoctoral fellow at U of A. The 10Hz beam
light at ALLS was used for our experiment. This laser system is custom made
by Thales Inc.. It has one regenerative amplifier and two multi-pass amplifiers
in its chirped pulse amplification system (CPA) [82], which can deliver 45fs
FWHM laser pulses centered at 796nm, with a maximum pulse energy of 350m.J
after compression. However, the flashlamp of the pump laser for the second
amplifier was not in good condition during our beam time, which significantly
distorted the beam quality. For our experiment, we used only the first amplifier
for better laser beam quality. The amount of pulse energy delivered by the first
amplifier is more than sufficient for the experiment. A schematic diagram of
this laser system is shown in Fig. 3.9.

The general concept of our experimental setup is described below, while the
corresponding diagram for the measurement is shown in Fig. 3.10.

(1) The thin 30nm gold thin foil target is excited by a 400nm laser pulse with
45fs pulse duration at normal incident. The state of the excited material is re-

ferred to by its excitation energy density (AFEp), i.e. absorbed energy per unit
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Figure 3.9: Schematic diagram of the laser system we used at ALLS. It amplifies a 10nJ laser
pulse to 30mJ by the chirped pulse amplification (CPA) technique.

mass in Joule/kg. The absorbed energy is obtained by subtracting the reflected
and transmitted portion from the incident energy, i.e. Egps = Eine— Eref — Etrg.
The incident, reflected and transmitted energies are measured by three photo-
diodes (PD_I, PD_R and PD_T) respectively. The spatial distribution of those
beams are measured by two CCD cameras (CCD_T and CCD_R). CCD_T mea-
sures the transmitted beam when a foil exists during the experiment, and the
incident beam profile is measured when there is no foil on the beam path.
CCD_R is responsible for the measurement of the reflected beam from the foil
surface. The mass of the excited material M = A x 1 x p, where A is the excited
area, [ is the thickness of the foil, and p = 19300kg/m? is the density of gold
under room conditions. In our measurement, A is confined within the center
circular region of the excited area, whose diameter is 20pum, which is about
1/3 of the FWHM of the focused pump beam, and the corresponding absorbed
energy in the region is used to calculate AFEp.

(2) Two 800nm probe pulses from the front and rear sides of the foil at
45° incident angle are used to measured the reflectivity simultaneously as a
function of time. The FWHM of the probe beams is about 500um on the
target surface, which is almost an order of magnitude larger than the pump
beam. The polarization of the probe pulses are set to P-pol, which is cross-

polarized to the 400nm pump pulse. The P-pol pulse is considered to be more
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Figure 3.10: Conceptual layout diagram to verify the uniform excitation of a 30nm gold thin
foil excited by 400nm, femtosecond pump pulse. Reflectivities of the excited foil from front
and rear sides (Rp and Rp) are measured with two chirped pulse probes simultaneously

sensitive to temperature and density gradient than S-pol, since it has electric
field component oscillating in transverse direction of the foil. If the foil is not
uniformly heated throughout its thickness, one would expect the reflectivities
from front and rear to be different from each other. Here the probe pulses are
negatively chirped, i.e. short wavelength component comes earlier than the
long wavelength. This was used to map the temporal evolution of reflectivity
in the spectral regime. For each side of reflectivity, a spectrometer is used to
decode the reflectivity evolution as a function of wavelength, and the spectra
are imaged onto an [CCD camera. This chirped pulse technique can measure
the time resolved evolution of reflectivity in a single shot, which simplifies the

experiment when compared to the traditional delay line scan method [20].

3.3.3 Single Shot Chirped Pulsed Probe Technique

To get a linearly chirped probe pulse while keeping the pump pulse to its
compression limit, we used two different grating compressors, i.e., one for the
pump pulse, and the other for the probe. A diagram of grating compressor is

shown in Fig.3.11 In such compressor, if the normal separation between the
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Figure 3.11: Layout of a grating compressor. It consists of two granting s (G1 and G2), a
retro-mirror (RM) and an output mirror (M).

two gratings G1 and G2 are properly set corresponding to the input pulse i.e.
l = ly, it can compress the positive chirped (long A component ahead of short

A component) input from the amplifier to its Fourier transform limit

Afp‘ulse X ATpuEse ~ 0.44 (31)

where A fpuse is the frequency bandwidth of the laser pulse, and A7y is
a minimum FWHM pulse duration, assuming the laser pulse shape is Gaussian
in time. However, if the path length [ # [y, then the pulse can be over or under
compressed, and the output will have negative or positive chirp.

The mechanism of a grating compressor is that a grating can separate differ-
ent frequency components of a pulse to create group velocity dispersion (GVD).

According to the grating equation,

dsin(a + B) = mA (3.2)

where o and 8 are the incident and diffraction angle with respect to the
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grating normal, d is the grating pitch, A is the wavelength of certain component
in the beam, and m is any integer. Usually a grating is optimized for m=1.
The beam path ABC' of the redder component in Fig. 3.11 can be written as

a function of grating separation [,

__ l l
ABC = AB+ BC = cos(B) + ABcos(a+ ) = m(l + cos(a+ f)) (3.3)

Similarly, the beam path for the bluer component AByCp is given in Eq.3.3
by replacing 8 with . Once the incident angle of the beam to the compressor
is set, the dispersion angles for each component are fixed, and the only variable
is [. For a positive chirped input pulse whose redder component is T, ahead of

the bluer component, one can set [ to fulfil the condition that,

Toc = AByCo — ABC (3.4)

where ¢ is the speed of light.

The width of a chirped pulse was measured by frequency resolved optical
gating (FROG) implemented with transient grating (TG) technique [83, 84].
As shown in Fig.3.12, when the laser pulse passes through a mask with three
small holes (see inset), while the beam is co-center with the mask, three small
portion of the beam will pass through with almost equal energy each. For a
properly prepared femtosecond pulse without spatial chirp, each pulse contains
the same phase information as the main pulse. Sub-beams E; and FE, are
focused by a spherical mirror onto a piece of fused silica glass after reflected
on a mirror mounted on a motorized delay line. These two pulses generates
periodical interference in the glass, which forms a transient grating whose k-
vector krg = k1 — k2. The third sub-beam FEs5 goes through similar path length
as Fy and F5 without travelling on the delay line, before being focused by the

same spherical mirror to the same point in the glass. Such beam is scattered
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Figure 3.12: Transient grating technique. Beam F; and F; generates transient grating effect
in a piece of glass, when beam F5 passes through the grating, it is scattered according to
Bragg’s law and part of its energy propagates in the direction of F,. Inset is the mask that
used to select Ey, F9 and E3 from the beam to be measured.

according to the Bragg condition in reciprocal space ks = k3 +krg. The scatter
beam is collected by a spectrometer. The full phase information for the laser
pulse then can be obtained by scanning the motorized delay line.

The electric field of Eg has the form [85],

Es(t,7) < E\(t — 7)E;(t — 7)E3(t) = E(t)E*(t — 1) (3.5)

where 7 is the separation between E; and E,(or E,) caused by the delay
line. The amplitude of the three beams should be similar, which is represented
simply by FE. The intensity of the FROG signal on a spectrogram of laser

frequency vs. time delay is ,

Irrog(w,T) o | [w E(t)E*(t — 1) exp(—iwt)dt|* (3.6)

An example of FROG scan is given in Fig.3.13. The wavelength vs. time

slope is 2.5nm /ps. According to Eq. 3.5, for a Gaussian pulse , the maximum of
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Figure 3.13: Spectrogram measured by TG-FROG technique of the probe pulse that is used
for the experiment. The best fit slope is 2.5nm/ps, which corresponds to 3.8nm/ps for the
actual linear chirped pulse

F exists when 7 = 2/3 [86, 87]. As a result the slope on the spectrogram is only
2/3 of the real signal, and the real slope here should be 3.8nm/ps. This time-
wavelength relation agreed with the cross-check by delaying the probe pulse
with known distance on the delay stage, and observing the on set of reflectivity
change in probe pulse due to pump pulse excitation. The FWHM spectral
width of the Ti:sapphire laser system is 24nm, so the nominal FWHM pulse
duration is 6.5ps. The time resolution of a linear chirped pulse is governed by

the relation [88],

5t = /AT,AT (3.7)

where ATy is the minimum width of the laser pulse, which is about 45fs
FWHM for this laser system, and AT is the chirped pulse with a 6.5ps FWHM
duration. Accordingly, the probe pulse resolution is about 540fs.

The TG-FROG system is also used to measured the width of 400nm pump

pulse. The 400nm pump is produced by second harmonic generation (SHG)
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Figure 3.14: (1)Spectrogram of the 400nm pump pulse, and (2) its spectral integrated inten-
sity as a function of time (blue line). The red line is the best Gaussian fit with 56fs FWHM,
which corresponds to 45fs FWHM of the actual pulse

from the 800nm pulse using a 600um thick KDP crystal. This 800nm pulse is
compressed to its minimum duration using another grating compressor housed
in a vacuum chamber. The FWHM of the 400nm pulse on the FROG spec-
trogram is 56fs as shown in Fig.3.14, which corresponds to 45fs FWHM of the
actual pump pulse, after using the correction factor of 1.22 for a Gaussian pulse
[87].

A detail experimental setup diagram is given in Fig. 3.15.

(1)The femtosecond seed pulse is generated from an oscillator and chirped
to a few hundred picoseconds before being amplified in the regen and multi-pass
amplifier. The amplified pulsed is separated by a 90:10 beam splitter (BS).

(2) 90% of the laser energy goes into the pump pulse compressor housed
in an vacuum chamber (10~®Torr). This pulse is compressed to its minimum
width, and passes through a KDP crystal for second harmonics generation. The
400nm pump pulse is reflected by a few dichroic mirrors (400nm high reflectivity
and 800nm high transmissivity) to eliminate the 800nm component, and goes

into the target chamber to be focused by a parabolic mirror of 35cm effective
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Figure 3.15: Complete experimental setup of 400nm pump pulse excitation, and 800nm
front and rear chirped pulse probe experiment to examine the uniform heating of a 30nm
free standing gold thin foil (not to scale). Detailed description is in the context.
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focal distance. The beam is focused onto the 30nm free stand gold thin foil at
normal incident. The target is mounted on a three axes motion stage. The size
of the focal spot is controlled by an aperture located near the chamber entrance,
which changes the F-number of the focal condition. The typical FWHM of the
focal spot is 64+2um. The input pump pulse energy is sampled by a thin
wedge (W1) to a photodiode (PD_I). The energy transmitted from the foil is
collected by a lense of FL=15cm (L1). This energy is measured by another
photodiode(PD_T'). The beam profile is measured by a CCD camera(CCD_T).
The reflected energy from the pump pulse is sampled by the other surface of
W1 and measured by photodiode PD_R. The reflected spot profile is measured
by CCD_R with imaging optics consist of an FL=25cm lens (L2) and a 5X
microscope objective (MO). An example of energy density measurement at the
center of the heated area is given in Fig.3.16.

(3) 10% of the laser energy goes into the probe pulse compressor. The
beam is “over compressed” to a negative chirped of 6.5ps as described before.
It is separated into two pulses by a pellicle beam spliter (PBS). One measures
the reflectivity from the front surface at 45° incidence, the other one measures
the reflectivity from the rear surface symmetrically. The polarization of the
probe beams are set to P-pol by a half wave plate. The reflected probe beams
are imaged onto the slits of two spectrometers (MS260i, Oriel) equipped with
1200line/mm gratings. The slit width is set to 100um, which corresponds to
10pm in space on the target surface. Two intensified CCD cameras (ICCD,
DH720, Andor) are coupled to the spectrometers respectively. The image on the
slit is re-imaged on the vertical direction of the ICCD, while the spectral /time

evolution of the probe beam is streaked in the horizontal direction.
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Figure 3.16: An example of energy density calibration of an excited free standing thin foil.
The incident, reflected and transmitted energies measured by photodiodes are 14.2uJ, 5.7uJ
and 1.1pJ. According to the CCD images of these three beams on the target, the energy
encircled in the center 22um diameter area (1/3 of the FWHM) takes up 8.4% (1.2uJ), 9.1%
(0.51pJ) and 6.6% (0.075uJ) of the measured energy of each beam respectively. As a result,
0.61uJ is absorbed in these area, which corresponds to an absorption rate of 51%. The
absorbed fluence in this area is 0.16J/cm?. If the 30nm gold foil is uniformly excited, the
corresponding energy density is 2.8MJ /kg.
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Figure 3.17: An example of front and rear reflectivities of the probe pulses imaged on the
ICCD cameras.

3.4 Experimental Results

The reflectivities of the probe pulses from the front (Rp) and rear side (Rg)
are quantitatively analysed from the images taken from the ICCD cameras.
An example of a foil excited to 4.5MJ/kg is shown in Fig.3.17. In this figure,
(a) and (c) are the images taken by the front and rear cameras. The original
horizontal axis is the wavelength of the probe pulse, which is converted to time
delay using the linear chirped mapping relation 3.8nm/ps as discussed above.
The vertical axis is the spatial image of the slit on the spectrometer. To better
understand the temporal evolution of the heated area, lineouts of the center
20pum of the excited region (red square), after normalized by the unheated
region (blue squares), are given in (b) and (d) of Fig.3.17.

A major feature of the reflectivity as a function of time shown in Fig.3.17 is
that it drops at around 3ps, when the excitation pulse comes. As can be seen
that there are aperiodic ripples on both Rr and Rg, whose frequency increases
with the temporal distance from these initial falling edge of the reflectivity right

after the laser heating. Such ripples are the result of cross phase modulation

48



Original chirped pulse probe Pump pulse overlaps with
part of the probe
T AT(w)

@

t
—_—
=

Instant frequency
+
Instant frequency
t

Pump pulse arrival time

Figure 3.18: (a) Original frequency-time mapping of the chirped pulse probe. (b) When part
of the probe pulse overlaps in time with the pump in the gold thin foil, optical Kerr effect
happens inside the foil, and XPM effect modulates the phase of that part of the pulse.

(XPM) of part of the probe pulse occurs in the target when it overlaps with
the pump pulse. The phase shifted portion of the probe pulse enters the spec-
trometer and interferers with the rest of the original probe pulse. Such effect
is usually called frequency domain interference effect (FDI). This combination
effect of XPM and FDI was observed in glass substrate before [89]. A schematic
diagram that explains the XPM process is shown in Fig. 3.18.

The FDI effect of two pulses is the Fourier transform of two pulses from time
domain to frequency domain. Such phenomenon is achieved with the help of a
grating inside the spectrometer. For two pulses with electric fields amplitude

in time domain,

Ep(t) = Eo(t) exp(iwot) (3.8)
E,os(t) = VAE(t) exp(iwot + AT (w)) (3.9)

where A is the intensity ratio of the second pulse normalized to the first
one, AT is the separation of these two pulses, and wyp is the center frequency

for each pulse. The Fourier transform for the sum of two pulses is [90],

F[Ep(t) + Eres(t)] = E(w — wo)[1 + VAexp(iwAT)] (3.10)
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where E(w) is the Fourier transform of E(t). In reality, one observes the

intensity instead of the amplitude, so that,
|F[Ep(t) + Eres(t)]|> = E*(w — wo)[1 + A + 2\/Zcos(iwAT)] (3.11)

Obviously, the aperiodic fringes of FDI is inversely proportional to AT. As
can be found from Fig.3.18 (b), AT for each frequency w is determined by its
temporal or spectral difference with the corresponding component of the pump
pulse, which explains why the frequency of the fringes increases with their own
temporal distance from the initial falling edge of the reflectivity. One can also
find that the oscillation term in Eq.3.11 is proportional to v/A instead of A,
so that those fringes are easy to observe even when only a small portion of
the probe pulse is modulated by XPM, e.g. 1% of the modulated energy can
correspond to fringes of 10% amplitude of the DC signal.

Due to the chirped pulse resolution of 540fs, the falling edge of reflectivity
can be significantly broadened. One may use those aperiodic FDI fringes to
locate when the pump and probe pulse overlap in time. This can be done
by finding out pump-probe overlap time Ty that can best fit to those fringes
according to Eq.3.11. An example is given in Fig.3.19.

Although those fringes can provide information of the pump pulse arrival
time, they also mask the actual evolution of reflectivity. For the probe pulse
reflectivity after the pump pulse excitation, our treatment is to do a linear fit
from 540fs after Tj to a certain point as the change of Rr and Rp still linear,
and extend this line backward to 45fs after Tp. For the reflectivity before
the pump pulse, from the beginning of the probe pulse time window to 45fs
before Tj, the probe pulse reflectivity is fitted by a straight line as the cold foil
reflectivity. The portion from 45fs before to 45fs after Tj is simply connected
by a straight line, because the evolution of probe pulse reflectivity during the

pump pulse excitation is not known in detail. At the end, the combined signal
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Figure 3.19: Fit to the XPM-FDI ripples using the law of fringe frequency. The best fit gives
the pump pulse arrival time around 3.15ps.

is convoluted with a Gaussian instrumental function of 540fs FWHM, such as
shown in Fig. 3.17 (b) and (d). The initial changes of Rr and Rpg right after
the laser excitation are measured by the difference between cold foil reflectivity
and our fitting to the lineout at 540fs, which are marked as ARr and ARg.

The plot of Rr and Rpg as a function of absorbed laser energy flux (AT),
or the average energy density(AFE) of the heated foils are shown in Fig.3.20.
One can see that the initial change of Rr keeps increasing with absorbed laser
intensity, or energy flux, however, the initial change of Ry reaches its maximum
at 6.4 x 10'WW/em? and does not change more until at a later time.

To get a better view of such phenomena, the comparison of ARr and ARg
as a function of absorption energy flux is shown in Fig.3.21. It seems that both
ARy and ARp are close to each other below 6.4 x 10'2W/em?, or 5MJ /kg. Be-
yond that, A Rp rises far more significantly while A Ry still stays little changed.
This is an indication that the foil has a significant temperature gradient above
6.4 x 10"W/em?. At a later time, according to Fig.3.20, the thermal gradient
starts to reduce, but it takes a few picoseconds for such process, which is much
longer than the lifetime of ballistic electrons. Such phenomenon shows that

above a critical absorption energy flux, or energy density, a 30nm gold thin
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Figure 3.20: Lineouts of (a) reflectivity from the front surface and (b) rear surface as a
function of absorbed laser intensity, or average energy density.The dash line indicates 540fs
after the initial excitation.

foil cannot be uniformly excited by ballistic electron transportation alone. A
thermal gradient is formed after the decay of such electrons and the electrons
are thermalized. The subsequent energy transportation from the front surface
to the rear is carried by thermal diffusion [13], which takes a few picoseconds
and the significant disassembly can happen at the same time [16] as electrons
also couple energy to the lattice system.

As a major result, it seems that using the 45fs pump at 400nm, the 30nm
gold foil can only be uniformly excited upto ~ 5M.J/kg, or an equivalent ab-
sorbed peak intensity of ~ 6.4 x 10'2W/em?. Beyond that, the isothermal
condition and isochoric heating condition no longer hold, and a thermal gra-
dient as well as mixture of states can exist. This gives an upper limit to the
investigation of single state warm dense gold. The measurement of AC conduc-
tivity in warm dense gold will be described in the next chapter, then the result
will be used to give some interpretation of such a limit for uniform excitation.

It is also noticeable that for laser flux above ~ 6.4x 10'2W/ecm?, Ry continue
to catch up Rp in picosecond time scale, which is significantly longer than the

life time of the ballistic electrons in gold. This is because a thermal gradient
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Figure 3.21: Comparison of the initial change of reflectivity from front and rear surfaces at
540fs after the laser heating. The dash and dotted lines are for eye guidance

between the front and rear sides is formed after the electrons are thermalized,
which should happen within a picosecond [9], and the energy from the front has
to transfer to the rear side by electron thermal diffusion. The speed of electron
thermal diffusion depends on the temperature and density of the electrons,
which is not well known in warm dense matter state. For gold, it is generally
considered to be within 10nm/ps [13], so it takes a few picoseconds to transport
energy through a 30nm foil. As can be seen from Fig.3.22, at 5ps after the pump
pulse, the deviation of the front and back reflectivities for absorbed energy flux
above ~ 6.4 x 10'2W/em? becomes less pronounced than at 0.54 ps. This is
likely because significant amount of energy is transported from the front to the

back via the thermal diffusion process.

3.5 Summary

In this chapter, the uniform heating of a 30nm free standing gold thin foil by

femtosecond laser pulse excitation was tested by measuring the probe pulses

53



0.5 =T
A Front Reflectivity
04 ® Rear reflectivity _ .-;"'.;E—“,."E
‘ - E :
m " "'
S 03 s gbe
& Zai
ST T S =z
02 k_ ,,__é_*ﬁ —————— '}Eﬁ'
0.1
0 .
1 10

Absorbed energy flux (102W/cm?2)

Figure 3.22: Comparison of the initial change of reflectivity from front and rear surfaces at
5ps after the laser heating. The dash and dotted lines are for eye guidance

reflectivities from the front and rear sides of the foil simultaneously. We found
that using a 45fs FWHM laser pulse at 400nm, the foil can be excited up
to 5SMJ/kg. Thermal gradient in the thin foil target was observed above this
energy density, which sets an upper limit for isochoric and isothermal laser

heating in our experimental condition.
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Chapter 4

AC Conductivity Measurement
of Warm Dense (old

The study of electrical conductivity has long been of interest in warm dense
matter investigations. The electrical conductivity of WDM provides informa-
tion about energy and particle transport on the one hand, and on the other
hand, it is important for the understanding of laser matter interactions.

Early studies of electrical conductivity in WDM include the measurements
of reflectivity of shocked compressed material [91], short pulse laser self absorp-
tion [11, 29, 18|, and direct measurement on capillary exploded metal wires
[92, 93]. However, such measurements are either indirect, e.g. depend on theo-
retical models [56, 94| to extract data, and /or were done in a mixture of states.

The concept of isochoric laser heating allows the single state measurement
of AC conductivity (o(w)) at optical frequencies [19]. The AC conductivity
evolution of single state warm dense gold was first deduced from multiple shot
pump-probe measurement of reflectivity (R) and transmissivity (T) by chang-
ing the probe pulse to different time delays related to the pump pulse [20]. In
that study, an essentially constant in time behaviour of AC conductivity was
observed in the excited gold thin foil before disassembly [16], which was referred

to as quasi-steady state (QSS). Because both electron and lattice temperatures
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are changing within that time window, the AC conductivity should respond
to such change. However, due to the shot to shot fluctuations, it is possible
that small changes in AC conductivity were masked. In my study, a chirped-
pulse probe technique was developed as described in the previous chapter. This
technique provided an opportunity to study the AC conductivity evolution in

a 6.5ps window within a single shot.

4.1 Single Shot Chirped Pulse Measurement
Reflectivity and Transmissivity

The front and rear reflectivity of warm dense gold was measured at wavelength
around 800nm as indicated in Chapter 3. The warm dense gold is a 30nm
free standing gold foil isochoricly heated by a 400nm, 45fs FWHM laser pulse
at normal incident, which was found to be uniformly heated upto 5MJ/kg as
discussed in Chapter 3 [95]. To obtained the AC conductivity of an excited
gold thin foil, a chirped-pulse probe center at 800nm is incident on the foil
surface at 45° with P-pol. The reflectivity and transmissivity (R and T) of the
probe pulse as a function of time were mapped linearly in the spectral regime,
so two spectrometers coupled with ICCD cameras were used to decode the
information, which is similar to the front and rear side reflectivity measurement.
The measured R and T were used to extract the complex refractive index
. = n + ik using the inverse transfer-matrix method [81, 20]. The complex
dielectric constant ¢ is the square of n. The complex AC conductivity o is

related to the dielectric constant [34],

o(w) = (1— s(w))i% (4.1)

The experimental setup is shown in Fig.4.1, which is similar to the front

and rear reflectivity measurement described in Chapter 3, except that there
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Figure 4.1: Layout diagram of pump probe experiment. A 30nm gold thin foil is excited by
a 400nm, 45 femtoscond pump pulse. A chirped pulse probe of 6.5ps FWHM centered at
800nm is used to measured the reflection and transmisivity of the foil as a function of time

is only one probe beam from the front surface of the thin foil, and the reflec-
tivity and transmission of this probe beam are measured simultaneously. The
measurement was also carried out at the Advanced Laser Light Source Facil-
ity (ALLS), with the help of Dr. Matt Reid from the University of Northern
British Columbia, and Dr. Sean Kirkwood from the University of Ottawa.

4.2 Evolution of AC Conductivity in Warm
Dense Gold

The lineout of reflectivity and transmissivity from the original image is taken
by comparing the center of the heated region with the cold region as those
for front and rear reflectivity measurement discussed in Chapter 3. Ripples
caused by XPM-FDI effects (see Chapter 3 for detail) are overlaid on the R
and T data. The evolution of R and T after the laser excitation is fitted by
a two-piece spline fit. The first part of the spline is a linear function starting
from 45fs after pump pulse excitation, the second part is a quadratic function

with the same derivative and value of the first part at the junction. The
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Figure 4.2: Example of the chirped pulse probe reflectivity and transimissivity measurement
of the excited foils at energy density around 4MJ/kg. ((a) and (b)), and 0.55MJ/kg ((c) and
(d). The dashed lines are the lineout from the original data, while the solid lines are the best
fits to them For convenience, the time at Ops is defined as the pump pulse arrival time.

junction of the spline fit is chosen by the minimum square error condition
when compared to the original data, and each piece has a minimum width of
1ps. Examples of both R and T measurements around 4MJ /kg and 0.55MJ /kg
are shown in Fig.4.2. A 540fs FWHM Gaussian instrumental function is used
to convolute with the best fit data to account for the chirped pulse probe
resolution. We can see from the figure that the initial change of reflectivity
at excitation energy density ~0.5MJ/kg is similar to that at ~4MJ/kg, which
agrees with the front and rear reflectivity measurement shown in Fig.3.21.
Nevertheless, the differences in the slopes for subsequent changes are obvious.
On the other hand, significantly larger amount of change is observed in the
transmission at ~4MJ/kg than that at ~0.5MJ/kg right after laser excitation.

Using the inverse matrix method [81, 20, 22] mentioned above, the complex

58



AC conductivity as a function of time can be extracted from the R and T data.
Two assumptions were based on: (1) the foil is uniformly excited at all times
and (2) the foil thickness stays at 30nm during the 7ps time window of the
measurement, In the first 100fs, the absorbed energy may not be uniformly
distributed by ballistic electron energy transport, but this should not be an
issue since our time resolution is about 0.5ps. It is confirmed by previous
studies [16, 22|, that the gold foil did not show measurable expansion for upto
6+0.7ps at excitation energy density upto 4.3MJ/kg. The corresponding AC
conductivity data from our R and T measurements are show in Fig.4.3'. As can
be seen from the figure, both real (0,) and imaginary (o,) parts show a rapid
change after the laser excitation at Ops, followed by a much slower change. The
rapid change is likely due to the sharp increase of T, when the electrons are
thermalized shortly after the pump pulse excitation, while the slower change is

a result of electron-ion energy coupling.

4.3 Data Analysis Based on Drude Model

In the classical picture of AC conductivity, it relates to two important param-
eters of material according to the Drude theory [34]. One is the conduction
electron density n., the other one is the electron collision time 7. These two
parameters are discussed using the models of solid and plasma as in Chapter
2. However, they are rarely studied in the warm dense matter regime. Our
measurement of AC conductivity of warm dense gold gives a good opportunity
to extract these two parameters.

From Eq.4.1, the dielectric constant (w) of a certain material can be cal-

culated from its AC conductivity,

4dmio

e(w) =1+ (4.2)

IThe unit of conductivity in CGS is s71, 1s71=10"?S/m when converted to SI unit.
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Figure 4.3: Evolution of (a) real part and (b) imaginary part of AC conductivity of warm
dense gold at different excitation energy density. The data are extracted from the best fit to
R and T lineouts. The labels indicate the energy densities at which the measurements were
done individually. Some labels of a same energy density were taken from different shots at a
same excitation energy density.

One may recall the expression of Drude theory for dielectric constant ac-

cording to Eq.2.6.,

2.2
Drude __ pr
o =1- m (43&)
2
Drude wpv

ne and 7 can then be calculated by rearranging the above equations,

Drude
1 1-—¢,

T == ——
v EP”‘d‘zw

(4.4)

T 1
wp = (1 - ePrte)(w? + ) (4.5)
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Ne = —- (4.6)
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where m* is the effective mass of electrons. The electron effective mass
in gold is found to be 0.99+0.04 of the actual electron mass [48], so m* is
considered to be the same as m, in my study.

The dielectric constant of our thin foil is -(22.441.8)+i(1.264-0.10) at room
temperature. According to the above equations, one can get n. at room con-
dition equals to (4.1+0.27) x 10%2/em ™3, and 7 equals to (7.9 +1.5) x 10~ .
The electron density is well below the well known value 5.9 x 10%2/em? [34].
The lower value is a result of not considering contributions from interband
transition and the atomic polarizability [96, 97]. To consider the contributions;

we can write

er = Amnga, + !B (w) + gPrude (4.7a)

£; = €18 (w) 4 gPrude (4.7b)

i

where n, is the atomic density, a, is the atomic polarizability, ¢/®(w) and

elB(w)are the real and imaginary parts of dielectric function due to band tran-

Drude
r

in Drude model. i.e. Eq. 2.6.

Drude
i

sition, and ¢ and ¢ are those due to conduction electrons as described

The atomic polarizability o, is from the electric dipole moment per unit
volume of atoms. It consists of two major contributions. One is from the
ionic core, which includes the nuclei and the core electrons, the other one is
from the valence electrons from the outer shells [98]. For gold, the reported
static atomic polarizability is within the range of 39+10 in atomic unit (a.u.,
la.u.=0. 148}?\3) [99, 98]. No frequency response of a, (dynamic polarizability)

for gold is reported in the literature so far. For photon energy well below the

bandgap energy, the dynamic polarizability at photon frequency should be close
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Figure 4.4: Best fit to £; in Johnson et.al’s measurement [48] from 0.64eV to 1.88eV with
Drude model. The fitting paremters are n, = 5.88 x 1022em—3 and 7 = 9.3 x 10155

to its static value [99]. Accordingly a(w) at 1.55¢V(800nm) should be similar
to the static value, since it is well below the first valence bandgap for gold at
2.4eV [48].

The interband contribution for &; is found to approach 0 for photon energy
below 1.8eV [48, 96|, so for our measurement at 1.55eV, &; only consists of the
free electron Drude part. The real part of the dielectric function &,, can be

obtained by Kramers-Kronig relation from the imaginary part [96],

S B (4.8)

where wj is the onset of /2, which is taken to be 1.8eV. Such a relation

means that one can obtained £P if the broadband value of £/# is known. In

my calculation, /P is obtained by subtracting the free electron contributions
(using fitting parameters from Fig. 4.4) from reported measurements of ;.
The free electron contribution E?"””d‘g is obtained from the best fit to £; between

0.64eV and 1.88eV reported by Johnson and Christy [48] with Eq.4.3. The
fitting parameters are n. = 5.88 x 1022¢m™2, and 7 = 9.3 x 10~ s (Fig.4.4).
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Figure 4.5: &; between 0.64eV and 10000eV obtained from different reports (see context).
The black line is the free electron contribution (¢P7%4€) to ¢; using Eq. 4.3(b) with n. =
5.88 x 1022¢m=3 and 7 = 9.3 x 10~ 155

The broadband dielectric constant upto 10keV as shown in Fig.4.5 consists
of the data reported from different measurements within different range: (1)
0.64-6eV by Johnson et.al [48], (2) 6-26eV by Canfield et.al [100], (3)27-88eV
by Hagemann et.al [101], and (4) above 88eV by Nilson and Zombeck et.al
[102, 103]. After the subtraction of ePrude  £IB i shown in Fig. 4.6. When
upper limit of the Kramers-Kronig integration in Eq. 4.8 is defined as 10keV,
elB is 6.3840.19 at 1.55eV.

Drude

- is then separated from the

The real part of free electron contribution
measured dielectric constant, by subtracting the contribution from atomic po-
larizability (4.3+1.1) and the interband portion (6.384-0.19). No correction to
the imaginary part is needed. At room temperature, P79 is -(33.14:2.8)+i(1.26+0.10).
The corresponding n. becomes 5.96+0.5x10%2/cm?, which agrees well with the
known value of 5.9x10%*/cm?.

At excited states, the same correction factors may be used since the max-

imum electron temperature is only ~3eV at 4MJ/kg, which will be shown in
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Figure 4.6: /B by subtracting &; with ¢Prude

the next chapter. As a supporting factor, less than 20% of £I? is contributed

by £I2 below 3eV according to Eq. 4.8, which is found by varying the upper

1B

limit of the integration as show in Fig. 4.7. So that we may use the same ¢,

obtained from room temperature through our range of calculations up to about
4AMJ /kg.

The corresponding time evolution of n, and 7 at different excitation energy
densities are shown in Fig.4.8. In general, a significant increase of n. occurs
right after the excitation, while 7 decreases by almost an order of magnitude
at the same time. These phenomena are the results of the rapid increase of
electron temperature 7, due to laser heating. After the initial laser heating,
in the next several picoseconds both n, and 7 only change gradually because
the energy transfer from electrons to the lattice is relatively slow. Such process
will be discussed in detail in the next chapter when I discuss the electron-ion
coupling factor g;. Interestingly, for AE >1MJ/kg, n. first decreases after
the initial increase due to excitation but rises again at a later time. This is
somewhat counter-intuitive because n, should increase with Te. One possibility

is that with the rise in lattice temperature, the ions become more disordered
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Figure 4.7: ¢IP as a function of upper limit in the Kramers-Kronig integration according to

Eq. 4.8

and move somewhat from their original positions even before disassembly [28],
which could effect the atomic polarizability a,, and the interband contribution

EIB

may vary somewhat at the same time [21]. The change of these two pa-
rameters can affect the interpretation of n.. Due to the lack of quantitative
understanding of the evolution of such parameters, our main focus is placed
at the initial value of n, and 7 right after laser excitation as a function of
excitation energy density.

The initial values of n, and 7 are defined at 540fs after the arrival of the
pump laser pulse, which is chosen to be the resolution of our chirped pulse
probe. At this time, the electrons are expected to be thermalized [9], while
the lattice remains cold [59]. The initial values of n. and 7 as a function of
excitation energy densities are shown in Fig. 4.9. Obviously, the initial value
of n. increases as a function of AE or T, while 7 decreases. To know the
relation between these two parameters as a function of T, at non-equilibrium

warm dense gold, one needs to know how T increases with the excitation energy

density. This will be discussed in the next chapter where a proper electron heat
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Figure 4.8: Time evolved n, and 7 at different excitation energy densities.The labels indicate
the energy densities at which the measurements were done individually. Some labels of a
same energy density were taken from different shots at a same excitation energy density.

capacity C, is given. For now, we can attempt to interpret the upper limit for

uniform excitation from Chapter 3 using the energy density dependent of n,.
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Figure 4.9: Initial values of n. and 7 at different excitation energy density.
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4.4 Interpretation of The upper Limit of Uni-
form Heating

As one may remember the measurement of reflectivities of the probe pulses
from the front and rear surfaces, above an excitation energy density of 5MJ /kg,
or equivalently above a peak absorbed laser intensity of ~ 6.4 x 10'2W/cm?,
significant discrepancy of the front and rear reflectivities is observed. Equally
interestingly, according to Fig. 3.21, the initial change of reflectivity from the
rear side (ARg) remains essentially constant beyond the critical energy flux.
The data suggest that the ballistic electron transport reached a saturation. A
possible limiting process may come from the maximum energy flux that those

ballistic electrons can carry.

4.4.1 Flux Limited Ballistic Electron Energy Transporta-
tion

In the early studies of non-local energy transport of hot electrons, the power
flux of free streaming electron energy transportation in a planar target has a

general form [55],

1 = 1
Que = imenh/- v’ f(v)dv = iFnhmevﬁ (4.9)

0

where f(v) is the distribution function of the free streaming electrons, on
which the flux limiting factor F' depends, np, is the hot electron density, and vy
is the average hot electron velocity. For a Maxwellian distribution plasma, F'
is taken to be 0.6. In reality, with a steep density and temperature gradient,
the electron distribution can be far from Maxwellian, and F' is found to be
only about 0.06, which needs to be determined by kinetic theory calculations
[104, 105, 106].

In our case of non-thermal ballistic electron transport, a similar model may
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be used. Within the life time of the ballistic electrons, they can be considered as
“hot electrons”, which travels near the Fermi velocity vg. Since our pump pulse
duration is only 45fs, which is significantly shorter the ballistic electron life time
of about 100fs [13], before electron thermalization, the ballistic electrons excited
from 5d band should populate the conduction band mostly between Fermi
level and 0.7eV above it as discussed in Section 3.2, which corresponds to an
energy range between 5.5eV and 6.2eV in gold. The corresponding distribution
function f(v) is non-zero only when electron energy € is in this range. Because
the electron velocity v= —6, the ballistic electron velocity is in a range within
6% variation and thus it caﬁ be assumed to be a constant. Thus the the flux
limiting factor F' can be considered to be 1 by assuming all ballistic electrons
have the same velocity. ny is considered to be the conduction electron density
ne, which can be obtained from our measurement from Fig. 4.9(a). Eq.4.9 can
then be modified accordingly for the non-thermal (NT') ballistic electrons,

1
Ont = inemevgﬂ (4.10)

The theoretical value of vp is 1.4 x 10°m/s, and the measured value is
around 1 x 10°m/s [74, 76, 13, 73|. Here we assume vp = 1.2 x 10m/s. As
a function of energy density, the maximum energy flux that can be carried by
the ballistic electrons is shown in Fig. 4.10. As a comparison, the absorbed
laser flux )1, as a function of energy density is also shown in the same figure.
As can be seen, @, has a larger slope than that of Qyr, and at AEp=5MJ /kg,
Qr=QnT, which can be interpreted as the maximum absorbed laser flux that
the ballistic electrons can carry. Another plot of Qp/Qnt is shown in Fig.
4.11. In this plot, it can be seen that Qr/Qnr=1 at around 5MJ/kg, or
~ 6.4 x 10?W/em?, which is approximately the same point where Ry starts
to deviate from Rp significantly from the measurement.

The hypothesis of flux limitation suggests that when the absorbed energy

flux is above the maximum energy flux that the ballistic electrons can carry, a
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is for eye guiding
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thermal gradient is formed even for a foil thinner than the range of the ballistic

electrons.

4.5 Summary

The time resolved probe pulse reflectivity and transmissivity of two tempera-
ture warm dense thin gold were measured. The corresponding AC conductivity
was extracted. It is clear that the evolution of AC conductivity is dictated by
two processes. Shortly after laser excitation, the increase of electron temper-
ature led to a shapely change of AC conductivity, while the gradual change
in conductivity afterward was resulted from the electron-ion energy coupling.
The electron density in warm dense gold shortly after laser excitation was de-
duced using Drude theory. A possible reason for the upper limit of uniform
excitation in the free standing gold thin foil was also given according to the

electron density.
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Chapter 5

Comparison with First

Principles Calculation

In the previous chapter, the measurement of AC conductivity in warm dense
gold is described and discussed. These data provide a good opportunity to
benchmark first principles (ab-initio) warm dense matter simulations. This two
temperature warm dense gold simulation was carried out by our colleagues from
Commissariat a I’énergie atomique (CEA) in France. Here I will briefly describe
the method they used in their simulations and then compare our experimental

results to their simulation results

5.1 Theoretical calculations

In a femtosecond laser excited material, as described in the previous chapters,
the electron temperature 7T, is initially significantly higher than that of the
ions T; because the electron ion coupling time is in the order of picosecond to
tens of picosecond. Therefore, it is necessary to consider electrons and ions
separately. The temperatures of these two system, as mentioned in Chapter 2,
can be described by two coupled equations: Eq.2.24 for T,, and Eq.2.25 for T;.
As indicated in Chapter 3, when absorbed energy density is below 5MJ/kg, the
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electron temperature can be expected to be uniform distributed in a 30nm thick
gold thin foil, shortly after the laser pulse. For this case, we may simplified the
two temperature model (TTM) equations by dropping the thermal diffusion

term,

oT.

Cea = —ga(Te — T3) + S(t) (5.1a)
Ci% = gei(Te - T'z) (51b)

where S(t) is the energy density deposition rate, which is just the rate of
absorbed energy density (AEp in MJ/kg) as a function of time. AFEp can
be measured by taking the incident energy and subtracting the reflection and
transmission portions as described in Chap.4. Here we assume that S(t) is
proportional to the laser intensity, which is approximately true for our case,
because the laser absorption was about 48+5% for excitation energy below
5MJ /kg through out the experiment. For a laser pulse of Gaussian shape in

time, the energy deposition is given by

AEppau t—1o

—— = exp|(
Tpﬁ Tp

where pa, is the density of gold in room condition (1.93 x 10*kg/m?), 7p =

T1/2

24/In 2

intensity.

S(t) = )] (5:2)

with the FWHM of the laser pulse 7y /5, and ¢, is the time for the peak

In order to solve the TTM equations, what we need to get from the the-
oretical calculation are the electron heat capacity C,, ion heat capacity Cj,
and the electron-ion coupling factor g.;. The early study of linear response of
phonon from first principles calculation suggests that C; does not change sig-
nificantly with 7; [107]. In equilibrium measurements, C; increased by about
5% when the temperature increased from 300K to 1300K [108]. Here we use
C; = 2.5 x 10J/m?/K for gold, which follows the upper limit of Dulong-Petit
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law [109, 34]. C. and g.; were calculated as a function of T, in the following
discussion.

Our first principles calculation was carried out with a plane wave code
package called ABINIT [110] with parallel implementation [111]. This package
solves the many body problem in the form of effective single particle Kohn-

Sham Schrédinger equation with density functional theory (DFT) [112, 113],

2

(0 4 vegs @) () = () (53)

where v,¢¢(z) is the Kohn-Sham potential, ¢;(z) is the eigenstate of the ith
orbital and ¢; is the corresponding orbital energy. v.ss(z) consists of external
potential ver:, Coulomb potential, or usually called Hartree potential vy, and
the exchange-correlation potential v,.. Since the functionals for exchange and
correlation are not known exactly, local density approximation (LDA) is ap-
plied. In order to improve the computational efficiency, a projector augmented
wave (PAW) method [114, 115] is used to transform the fast oscillating wave
functions into smooth ones.

The behaviours of the non-equilibrium electron and lattice systems with
finite temperature are described by molecular dynamic (MD) simulation, which
allows the ion temperature to be different from the electron temperature. T,

and 7} in the simulation are taken from the TTM calculation.

5.1.1 Calculation of Electron Heat Capacity C.

In order to know how the electrons evolve with absorbed laser energy, the
knowledge of electron heat capacity (C.) becomes the first priority. As the
standard definition of of C, [34], it is the temperature derivative of the electron

system’s internal energy at a constant volume,

ou

Ce(T) = (5

v (5.4)
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where U is the electron internal energy, which can be obtained from the
electron density of states (EDOS) calculated using DFT with the corresponding

Fermi distribution. The internal energy at each T, is define as [34],

Ue(T) = /_m g(e,T.) f(e, (1), Te )ede (5.5)

o0

where g(e, T¢) is the EDOS calculated from DFT at temperature T, f(e, T,)
is the Fermi distribution (Eq.2.7). The chemical potential p(T,) is obtained at

each T, according to the conservation of total electron number that,

N = [ gt Toftenm Tyde= [~ ge0f(cen,0)de (56)
where ez=5.5eV is the Fermi energy in gold, which equals to the chemical
potential at T,=0K. Our calculation of C, as a function of T is shown in Fig.5.1.
We can see that our calculation of C, is similar to the early work by Lin et.al
[14]. In their study, the EDOS was only calculated at 0K, which resulted in the
difference observed in Fig. 5.1. The free electron gas model (FEG) follows the
parameters from standard textbook values (see Eq.2.26) [34]. Here we use the
conduction electron density n.=>5.9x10%2cm™ the same as in room condition
for all T,, since the detailed evolution of n, as a function of 7, is not well
studied, especially in non-equilibrium condition. As can be seen from Fig. 5.1,
significant difference is observed between FEG model and our calculation above
1/2eV.

Using C, from different models, one can estimate the maximum 7, that
can be obtained as a function of excitation energy density. Such an estimation
can be carried out by simply removing the electron-ion coupling term from
Eq.5.1(a), since the electrons in gold are expected to be thermalized at about
120fs after the pump pulse according to Fermi liquid theory calculation [9],
and only a small amount of absorbed laser energy is transferred to the ions

within a picosecond [59]. The comparison of maximum 7, between C, from our
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Figure 5.1: Our calculation of electron heat capacity C. from ABINIT. As comparison, C,
calculated from previous calculation by Lin.et.al [14], and free electron gas model (FEG) [34]
are shown on the same figure.
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Figure 5.2: Maximum electron temperature right after electron thermalization as a function
of energy density, which are calculated from two different C..

calculation and that from FEG is shown in Fig.5.2. Due to lower C, in FEG,

the corresponding T, is significantly higher.

5.1.2 Calculation of Electron-ion Coupling factor g¢.;

Since we have to solve both equations from TTM, the understanding of electron-
ion coupling factor ge; is necessary. The original definition of ge; is the coeffi-

cient for energy transfer between electron and ion, which is proportional to the

difference between T, and T; [53],

| =gux (LT (5.7

In the previous studies to extract ge;, experiments were carried with laser
fluence around or below damage threshold [116, 13, 117] (about 0.12J/em? for
gold at 400nm) using femtosecond laser pulses, and the value for gold was
found to be approximately constant. Using our calculated C,, maximum 7T,

is about 0.8eV at damage threshold of gold irradiated by 400nm femtosecond
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laser pulse. No experimental data for g.; is available at higher laser fluence
condition. In first principles calculation [14], g.; stays almost constant when
T, is less than 0.3eV, but changes significantly at higher 7,. Here we follow
the method suggested by Lin. et.al [14] with more a detailed calculation using
ABINIT.

Following the theory of electron ion energy coupling suggested by Allen

[118], the electron-ion energy transfer rate in solid is,

OE
ot

= (4n/W)Y | hwg| Mig[PS(k, K)o(ex — e + hwg)  (5.8)
(=13 ]

where k, k' denotes the number of quantum states of the electrons with ¢
and €, for the corresponding energy, while () is that for the phonon with energy
hwg, Mgy is the electron-phonon scatter matrix element, which represents the
probability of a scatter process for an electron with initial and final states of k

and k', S(k, k') is the thermal factor for the corresponding phonon absorption

and emission processes due to electron scattering, whose expression is,

S(k,K') = [f(ex) — f(ew)In(wgq) — f(eaw)[1 — f(ex)] (5.9)
where f denotes the Fermi-Dirac distribution for electrons, ie. f(e) =
1
, and n is the Bose-Einstein distribution of the phonons,
explex = p)/hsT+ 1 P

e ) = g R Ty) — 1

The probability of an electron from initial state & making a transition to a
final state k' after scattering with a phonon at state Q, hwg|Mr|?, is related
to the electron-phonon spectral function a?F'(e, €, 2), where o? is the electron-

phonon coupling strength, while F'(e, €', ) is the phonon density of states. It
has the form that [118],

o’F(e,€,Q) = [2/hg(er)] Zk,k! hwg| My |*0(ex — €)0 (e — €6 (wg — ) (5.10)
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Although o?F(¢, €, 2) depends on both the initial (¢) and final (€¢') electrons
energy states, those electrons are usually near Fermi level with a few eV, while
the phonon frequency €2 in THz regime corresponds to only a few meV energy.

It was suggested by Wang et.al [119] that an approximation can be used so
that a2F (e, ¢, Q) ~ %ﬂ?aw(emp,m 9(?(9(6)) a?F(Q), based on the
assumption that the n'({a,g:itude of M is independent of k and k’. Here g(e)
is the electron distribution function for electron energy at e.

To substitute Eq.5.10 back into Eq.5.8, we need to multiply Eq.5.8 by 3
factors of 1 for the integrations over Delta functions, i.e. fﬂw ded(er — €),
ffooo de'é (e, — €') and ffoco dQ6(wg — ). Using the relation that €, > hQ,
substitute Eq.5.9 and 5.10 into Eq. 5.8, we can get,

B 27 oo * ¢ 052 Qﬂ, \—n 26 _ﬁ
6lT) = s [ d) [ dexa P n(h, T =n(h. o)l ()~ )

(5.11)

It seems like that the above equation depends on both T, and T;, but if we

use the fact that T, > T right after the pump pulse, n(hL, T%) : ;(RQ’ Te) =

hQ, T,
n( e) ~ -2 The second approximation is based on the elimination of

T, RQ
high order terms in Taylor expansion, which is legitimate when kgT, > hf).

At a later time when T; starts to increase, we also have the condition that
T; > hS), which leads to the same result that 7; can be eliminated. The final

form of g.; can be written as,

orhkp [ o 5 2 df
- A dQ /_ ~ de x a®F(Q)Qyg (e)(—E) (5.12)

gei(Te) =

To carry out the above integration, we already have the electron DOS g(e)
and Fermi distribution f as a function of 7, when the calculation of C, was
carried out (see Eq.5.5 and 5.6). The electron-phonon spectral function o F'(Q2)

was carried out in ABINIT through linear response density functional pertur-
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bation theory [107]. The integration of a? F(Q) gives the second moment of the
phonon spectrum (w?) [120, 117],

Aw?) =2 /0 " R2F(Q)0d0 (5.13)

where A is called the electron-phonon coupling constant. The left side of
the above equation was measured near room temperature to be 23 4= 4meV?
[117], while our calculated a?F () integrated to 21 4+ 2meV?, which are in
close agreement. It also worthy to mention that a?F () is non-zero only below
5THz, which simplifies the above integration to a finite upper limit.

The result of our calculated g.; is shown in Fig.5.3. Obviously, It increases
significantly as a function of T., which is in reasonable agreement with that
reported in Lin’s work [14]. The difference observed in Fig. 5.3 is mostly
caused by our use of 7, dependent EDOS g(e,T¢), which is discussed in the
calculation of C.(T.). At low T, both calculated values agree well to the
measured value (2.2 + 0.3 x 10'WW/m?3/K) by Hohlfeld et.al [13], which is also
shown in the figure. That experimental value was extracted within 0.3MJ /kg,
and the maximum 7 is below 0.85eV.

We now have all the required parameters to solve the TTM equations. The
ion temperature shortly after pump pulse excitation (540fs), and at 6ps after
the pump pulse is shown in Fig.5.4 as a function of excitation energy density.
Here the C,(Te) from our calculation is used. Surprisingly, for 3MJ/kg and
above, T; is already well above the room condition melting point 1337K at 540fs
after the pump pulse. Note that above the melting point, the ions should absorb
some extra energy, which is called latent heat, before lattice disassembly. In
gold, it is about 1.22 x 10°.J/m? [121], or 502K equivalent in T; at solid density.
However, in the early measurement of warm dense gold disassembly [16], it takes
about 6.3+0.7ps before hydrodynamic expansion occurs at 4.3MJ/kg. Before
the disassembly, it was also found that band structure still exists, indicating

it 1s still in solid state form from broadband dielectric function measurements
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Figure 5.3: Our calculation of electron-ion energy coupling factor g,; from ABINIT. As
comparison, ge; calculated from previous calculation by Z. Lin et.al [14], and the measurement
by J. Hohlfeld et.al [13] at no more than 0.85eV are shown on the same figure. Inset is the
magnified plot below 0.3eV, which shows little change of g.; with temperature in calculation.
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Figure 5.4: TTM calculated Ion temperature at 540fs and 6ps after the peak of pump laser
with g.; from ABINIT calculation, and from J.Hohlfeld et.al’s measurement [13]. Here C, is
from ABINIT calculation.

[21]. At 6ps after the pump pulse, T; reaches above 1€V at 4MJ/kg (See Fig.
5.4) using ABINIT calculated g.; in the TTM calculations. With such a high
T;, it is unlikely that that the material remains solid in contradiction to the
experimental observations. For comparison, the results of TTM calculation
using ge; = 2.2 x 10'*W/m?/K are also shown in the Fig. 5.4 as dashed line.
We can see that at 6ps, T; only reaches 2000K at 4MJ/kg, which appears to

be qualitatively agree better with the disassembly measurement.

5.1.3 AC Conductivity Calculation

In order to compared with our experimental AC conductivity measurement, we
also need to calculate the conductivity. Here we applied the Kubo-Greenwood
formula [122; 123, 124], which can extract the the real part of AC conduc-
tivity from wavefunctions. For a specific k point in the Brillouin zone, the

conductivity as a function of frequency w can be written as,
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2me’h?
= 2T S S S P () — el % [ 1B 26— e — )
1 j=1 a=

i= 1

(5.14)

where i and j are the numbers of Kohn-Sham orbitals, which are summed
over N; a represents the spatial directions within a simulation box of volume
V; F(g;) is the weighting factor of energy €; according to Fermi distribution;
V¥; and ¥; are the wavefunctions for the ith and jth orbitals. The k points
are selected using a 4 x 4 x 4 Monkhorst-Pack sampling grid [125] within the
Brillouin zone. The overall conductivity is obtained by integration over those

k points [94],

or =Y aW(k) (5.15)

i=k

where W is the weight factor for point k. To get the parameters for o, calcu-
lation, precise ion positions need to be known for carrying out DF'T calculation
using ABINIT. The ion motions are calculated from molecular dynamics (MD)
calculation with 108 atoms in the simulation box. At each time step, snapshots
of ion positions were taken to carry out DFT calculation for the electron sys-
tem, where parameters for Eq.5.14 and 5.15 are extracted. In such a combined
DFT-MD method, electron and ion systems are characterized by their time
dependent temperature calculated from TTM.

The imaginary part of AC conductivity o; can then be calculated from o,

gi(w) = ’Pf 0’"(“ W (5.16)

where P denotes the principle value integration. In such calculation it
requires the knowledge of o, from zero to infinity. The real part of the AC
conductivity in gold (o) at room temperature was calculated by DFT-MD,

and the corresponding deduced imaginary part o; using Eq.5.16 is shown in
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Fig.5.5 [17]. As can be seen that the calculated o, has a similar shape as
the experimental result, but the calculated data deviated significantly at low
photon energy, and also a shift in the rising edge of the 5d band. There are
two major reasons for such discrepancy. Firstly, we only used 108 atoms in
the simulation, which limits the minimum energy steps in the Kohn-Sham
orbitals to be 0.1eV. The number of atoms also limits the accuracy of the eigen
energies of each orbital, in particular near the DC limit [126, 127]. Secondly, the
used of local density approximation (LDA) for exchange and correlation energy
functional will also introduce inaccuracy [17]. For gold, it may be better to use
hybrid Heyd-Scuseria-Ernzerhof (HSE) functional [128]. However improvement
to either of the limitations requires significant more computational resources.

When compared the data at 1.55eV, where our measurements were done.
The real part of the calculated conductivity at room temperature agrees well
with the experimental data. For o;, however, the accumulated error from
Kramers-Kronig integration leads to significant disagreement between calcu-
lation and experimental results. We expect similar issue exist in the warm

dense matter regime.

5.2 Comparison between Experimental Result
and Simulation Result

Our measurement of temporal evolution of AC conductivity gives two different
benchmarks for the first principles calculations. The initial data shortly after
the excitation at 540fs can be used to benchmark the electron heat capacity C,
model, since essentially all laser energies store in the electron system while the
change of ion temperature is expected to be small and they remain near room
temperature. The evolution of AC conductivity from the initial 540fs to 6.5ps
after the laser heating provides the test to the electron ion coupling factor ge;.

For testing C. models, the experimental data is taken at 540fs after the peak
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Figure 5.5: (a)o, from our ABINIT calculation and (b) the corresponding o; from Kramers-
Kronig relation, compared to the experimental data measured by Johnson and Christy [48]

of pump pulse due to temporal resolution limit of the chirped pulse measure-
ment. In the theoretical calculation, we assume that all the energy is stored
in the electron system, while the ions remains at 300K. As a result, electron
temperature only depends on C,, where, C.T¢ = pay A\ Ep. We used Ce from
our ABINIT calculation, and from FEG model. The comparison for both o,
and o; is shown in Fig.5.6.

For o,, it is clear that the ABINIT calculated C, leads to a significantly
better agreement with the experimental data. For o;, inherent from the large
amount of inaccuracy in the calculation at room temperature, for low excita-
tion energy density below 1MJ/kg, the experimental data agrees poorly with
calculations. Above 1MJ/kg, the discrepancy reduces significantly, and the
experimental data falls between the calculated values with two different C..
As the energy density continues to increase, the experimental data tends to
be closer to that calculated with our C,, while the calculation with FEG C,
becomes significantly larger. However, due to the larger uncertainty in o;, this

may be a fortuitous result.
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Figure 5.6: Comparison between experimental data and simulation of initial value of (a) real
and (b) imaginary parts of AC conductivity at 540fs after pump laser heating.

For testing g.; models, we first solve the TTM equations at different times,
and use the corresponding T, and 7T; to calculate o, and o; Here we use both
gei from our calculation, and the one measured at low energy density [13]. The
comparisons at 4 different energy densities are shown in Fig.5.7.

We can see that except at low AFp around 0.5MJ/kg, the calculated o,
values with ABINIT calculated g.; increase more rapidly than the experimental
data. When a constant g,;=2.2 x 10'*W/m?3/K is used, it leads to a much
better agreement with the experimental data. At ~1.5MJ/kg and ~0.55MJ /kg,
the small discrepancy of o, between experimental and calculated data right
after excitation (see Fig. 5.6) appears to propagate as time evolves, but the
trends are still in good agreement. There is only a small difference between
the two calculated o, near 0.55MJ/kg, which is due to the small change of
ge; under relatively low T, condition as shown in Fig.5.3. Not surprisingly the
calculated and experimental o; values do not show agreement. From the above

comparisons, it suggests that the constant value of g.; actually works better

than those calculated by ABINIT.
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Figure 5.7: Evolution of (a-d) real and (e-h) imaginary parts of AC conductivity for four
different energy densities, compared to the theoretical calculations using g.; from ABINIT
calculation and J. Hohlfeld et.al [13]’s measured value. C, is from our ABINIT calculation.
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Figure 5.8: Comparison of g,; of aluminium calculated by CM method (Vorberger et.al [130]
and Dharma-wardana et.al [129]), and first principle DFT calculation(Lin et.al [14])

One possibility that could lead to having the calculated g.; much weaker
dependent of T, is the lack of T; dependence in the electron-phonon spectral
function o?F(2), which can only be calculated at 0K in first principle frame-
work at the moment. To include ion temperature in the calculation of ge;, there
has been reports on aluminium that treats the ion collective motion as acoustic
wave instead of phonon, which is usually called coupled mode (CM) calculation
[129, 130]. The comparison between the g,; of aluminum from CM calculation
and first principles calculation is shown in Fig.5.8.

We can see that the g.; value of aluminum using CM calculation with 7; at
300K is similar to those from DFT calculation by Lin et. al [14] using VASP,
which is another package for ab-initio calculations similar to ABINIT. However,
at around the melting point of aluminium, the results are around an order of
magnitude below the one calculated at 300K. So far, there is no CM calculation
for gold. The inclusion of CM effect in the calculation of gold may lead to much

weaker T, dependence in g;.
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5.3 Summary

The AC conductivity in two temperature warm dense gold was calculated the-
oretically with first principles plane wave code ABINIT by our collaborators
from CEA France. The calculated results were compared with our experi-
mental measurement data in Chapter 4. The electron heat capacity C, and
electron-ion energy coupling factor g.; were also calculated from ABINIT and
benchmark tested through to the AC conductivity. The calculated real part of
AC conductivity o, and C, agree well with the experimental data. However,
gei as a function of electron temperature is over estimated, which is likely re-
sulted from the missing of ion temperature dependency in the calculation. Our

comparison also points to the need to improve the calculation of o;.
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Chapter 6

Interpretations of Warm Dense
Gold using Two Temperature

Model Calculation

Two temperature model has been widely used to interpret the experimental
data of femtosecond laser excited warm dense matter. Two noticeable en-
deavours were taken to understand the disassembly conditions of femtosecond
excited warm dense gold with the help of TTM. The motivation for such stud-
ies is that the non-equilibrium condition ( 7. > T;) after fs laser excitation
may lead to the change of melting condition for the lattice. It was observed in
certain material, such as silicon [61], germanium [62] and bismuth [131], that
melting occurs well below the lattice melting point shortly after fs laser excita-
tion. On the other hand, the super heating. i.e. the melting point well above
the usual value, in non-equilibrium material is still in controversy. Gold is a
candidate that super heating may occur according to the theoretical calculation
of phonon spectrum [64].

The first study of gold by Ao et.al measured the hydrodynamic expansion
of a thin free standing gold foil by frequency domain interferometry (F'DI)

[16], the second one by Ernstorfer et.al measured the disorder of lattice bond

89



structure by ultrafast electron diffraction (UED) [23]. In the first measurement,
a super heated melting point well above the normal melting temperature was
claimed according to their TTM calculation. In the second measurement, an
increase in Debye Waller Factor (DWF) with T, was interpreted from TTM,
which was used to support the hypothesis of phonon hardening. However,
when they carried out their own TTM calculations, either the electron heat
capacity C,, or the electron-ion coupling factor g.; was significantly different
from the optimum value that we found from the previous chapter. Here, the
experimental data from these two studies will be re-analysed and re-interpreted
with the optimal parameters, i.e. C, from our DF'T calculation, and g.; as a

constant value.

6.1 Interpretation of Lattice Disassembly Mea-
surement

The experiment by Ao et.al [16] measured the FDI fringe shift of a 30nm warm
dense gold thin foil as a function of time. The gold thin foil was excited by
a 400nm laser pulse with 150fs FWHM. In their experiment, right after the
initial change due to pump laser excitation, the phase shift stayed at almost
a constant, which is called quasi-steady state (QSS). This QSS lasted for a
few picosecond, depended on the excitation energy density (AEp). During
such time, it was considered that the high temperature electrons coupled their
energy to the relatively cold ions. The QSS condition would hold until the
point that the foil started to disassemble, where a more significant change of
phase shift started to be observed. The duration of QSS at different heating
energy densities AEp was measured. By employing the TTM, the gained
energy (Ac) of the ion system required for lattice disassembly was found. Their
measured QSS lifetime as a function of excitation energy density is listed in

Table 6.1. Using their experimental data from 0.5MJ /kg to 15MJ/kg excitation
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AEp(MJ/kg) 0.504+0.13 1.12+0.22 1.794£0.34 4.26+0.90 8.06+1.8 11.24+2.4 14.6+4.5

Toss(ps) 20.1+2 155418 125+1.5  6.0£0.7 32407 22406 1.7+0.5

Table 6.1: QSS life time of warm dense gold thin foil before disassembly as a function of
excitation energy density AFp [16]

energy density, the best fit value of Ac is found to be 3.3+0.3x10°J /kg. This
is an indication of strong super heating, because the usual melting point of
gold is only 1333K, or 1.34x10°J /kg equivalent Ae. Even the latent heat of
6.5x10*J /kg [121] is taken into account, the gain energy to the ion system is
only 1.9x10°J/kg, which is still well below the melting condition suggested
from their TTM calculation.

In Ao et.al’s TTM calculation, ge;=2.240.3x10'*W /m?® /K was used, which
is close to the optimum value that we found. However, their C. is taken from
the free electron gas model [34], which will lead to an over estimation of T, as
we found in Chapter 5. A plot of C, for a range of T, from 0 to 8 eV using FEG
model, which was used by Ao et.al[16], and our ABINIT model, can be found
in Fig.5.1. The T, calculated at thermalization (540fs after laser excitation)
for a range of excitation energy densities from 0 to 4MJ/kg using these two C,
models are shown in Fig.5.2. According to Eq.5.1, even with ge; as a constant,
a higher value of T, will result in faster rising rate of T;.

Here we carry out the TTM calculation using C, from the result of ABINIT,
and ¢.i=2.2x10'"*W/m? /K to re-examine the experimental data. For the first
test, the ion gained energy Ac at the time of measured disassembly as a function
of excitation energy density is shown in Fig. 6.1

Our calculated Ae fluctuates around the value at room condition, but it is
obviously below the original value calculated by Ao et.al of 3.3+0.3x10°] /kg.
There is also a tendency that at higher excitation energy density, the required
Ac for disassembly decreases. This is likely due to the non-uniform heating
at higher energy density. In Chapter 3, we observed that a significant thermal
gradient is formed in 30nm gold thin foil above 5MJ/kg. Such gradient will re-
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Figure 6.1: TTM calculation of the ion gained energy density Ac at the time of lattice
disassembly according to the measurement in [16]

sult in higher energy density on the front surface of the foil than the nominated
value, which is based on the assumption uniform excitation. Since their FDI
was measured on the front surface, earlier disassembly should be observed due
to the higher than nominal energy density. Although Ao et.al used a longer
pulse (150fs) than ours (45fs), which will have lower energy flux than in our
experiment, we still used the same energy density limit as a cut off point here.
The data above 5MJ /kg from their measurement is thus not considered at the
moment. If we only consider the four data points below 4MJ/kg, the average
Ac give a value of 2.4x10°] /kg.

In the next step, we try to find a value of Ac that is best fit to Ao et.al’s
measurement, within 5MJ/kg. The method is as follows,

(1) Choose a value of Ac between 2 and 3x10°J /kg;

(2) calculate the time (tprps) that it takes to for the ion energy to reach
such Ac using the reported excitation energy density AFEp;

(3) calculate the relative error between trr); and the measured time before

disassembly (tgss), e.g. err = (trrym — tgss)/toss;
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Figure 6.2: Best fit values of QSS with Ae=2.440.6x10°J /kg to the the experimental data
below AEp5MI/kg [16]. The light green lines represents the upper and lower boundary of
our best fit Ae.

(4) repeat the above steps for each energy density, and calculate the sum
of square error;

(5) repeat the above steps for another Ae, and find the corresponding error;

(6) the value of Ac that corresponds to minimum error is the best fit value.

Using our value of C. from ab initio, and g;=2.2x10'W/m3 /K for the
TTM calculation, the best fit value of Ac is 2.44+0.6x10°J /kg. Although such
value is still higher than the requirement of disassembly of gold in normal heat-
ing, e.g. 1.9x10°J /kg, it is still much lower than the original calculated value of
3.34+0.3x10°J /kg. It suggests that the difference of Ac between ultrafast laser
heating condition and normal heating condition is within experimental error,
and more detailed study is needed in the future to investigate the possibility

of super heating in non-equilibrium warm dense gold.
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6.2 Interpretation of Phonon Hardening Mea-

surement

In the study of femtosecond laser excited warm dense gold by Ernstorfer ef.al
[23], they used 55keV ultrashort (400fs) electron pulses [132] to measure Bragg
diffraction from a 20nm gold thin foil excited by a 387nm, 200fs laser pulse.
The intensity of the dominating 220 Bragg peak was measured as a function
of time, and this peak was compared to the Debye Waller factor (DWF) as
a function of T; and Debye temperature ©p. Here, ©Op was considered as a
function of T,, which increases monotonically to twice its room temperature
value when T,=8eV, according to the calculation of phonon spectrum at high
T. temperature by Recoules et.al [64]. As a result, the DWF depends on both
T, and T;. Their time dependent T, and T; were calculated from TTM, with
both Ce and ge; from ab initio calculation [14]. Their calculated DWF has a
similar decay rate as the 220 Bragg peak, so Ernstorfer et.al suggested that
Op increases as a function of T, just as in the calculation by Recoules et.al.
At a further step, according to Lindemann’s theory of melting [26], the melting
point of material T, o< ©%, Ernstorfer et.al and Recoules et.al put forth the
hypothesis that the melting point of gold will increase as a function of 7.
Here I will revisit the data analysis in Ernstorfer ef.al’s measurement using
our optimum C, and ge;. Again, the TTM calculation follows Eq.5.1 with C,
from our ABINIT calculation, and g.;=2.2x10'W/m?3 /K. In Ernstorfer et.al’s
work, both C, and g.; are taken from Lin et.al’s calculation [14]. Here our
C, is significantly similar to Lin et.al’s calculation as shown in Fig.5.1, but we
assumed a constant g.; which is significant smaller than the that from Lin et.al’s
calculation for T, greater than 0.5eV as shown in Fig.5.3. In order to compare
our calculation with the experimental data, we also followed the temperature
dependent calculation of DWF [23, 34], which is a measure of the signal decay

in electron diffraction from lattice disorder,
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D(s,T;,0p(T)) = exp(—%ﬂ'2 <u? > s?) (6.1a)

2 OhT; Op(Te) Op(Te)
<u >_412mk36%(Te)[ 1T + o( T )] (6.1b)
Op(T. T, Op(Te)/T;
T, o (019

where s is the scattering vector in Bragg diffraction, which is 0.69A~! for

220 peak of solid gold; < u? > is the mean square displacement of an ion from

Op(Te)
T;
function. The temperature dependent © p(T) is obtained from the original re-

equilibrium due to thermal vibration; and ¢( ) is the first order Debye
port by Recoules et.al [64]. As mentioned by Ernstorfer et.al, the T, calculated
in Recoules et.al’s report was based on Ce from free electron gas model. In
order to retrieve Op(Te) from their calculation, one has to convert our T, to
the corresponding value in their system, which is based on the conservation of

internal energy U,

TFEG

Te .
f C.TdT =U = / CFECTT (6.2)

To To

where TFE¢ and TF#¢ denote the electron temperature and corresponding
specific heat in Recoules et.al’s system.

Using ge; from Lin et.al’s DFT calculation [14], we first reproduced the
calculation result by Ernstorfer et.al to make sure that the all the details are
followed. Then we set g,;=2.2x10W/m?3/K and redid the calculation, the
results from calculation compared with the experimental data are shown in
Fig.6.3. Obviously, our calculated decay of DWF does not fit the experimental
decay of 220 peak.

In the original calculation of T, dependent Debye temperature [64], their
phonon spectrum was based on elevated T, but T; could only be fixed at 0K,

due to the limitation of the ab initio calculation at the moment. This is exactly
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Figure 6.3: Recalculation of DWF with g.;=2.2x10*W / m? /K and T, depended C, and ©p,

compared to the original calculation and experimental data [23].

the limitation in the calculation of g.;. For the next step, we use the same
remedy for g.;, e.g., use the room the temperature value © p=165K for bulk
gold [133] through out all T,. The result of our calculation is shown in Fig.6.4.
It turns out to be closer to the experimental result, but still significantly not
in agreement.

Remember that the measurement by Ernstorfer et.al was based on the thin
foils of 20nm thick. Early studies of optical properties by Johnson and Christy
[48] found that untra thin gold foils do not have complete solid properties until
30nm in thickness. Although thin film deposition technique have been improved
over the years, the procedure of thin film fabrication and its properties were not
reported by Ernstorfer et.al, which leave the uncertainties on the properties of
film itself. Recent studies of gold thin film from vapour deposition found that
©p is only 99K for 20nm film, which is in close agreement with the observed
reduction of © p near gold surface [134]. If we assume that © p=99K for the gold

thin foils in the electron diffraction experiment, the calculated time dependent
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Figure 6.4: Recalculation of DWF with g.;=2.2x10W /m3/K and © p=165K, compared to
the original calculation and experimental data [23)].

DWF compared with its original value is shown in Fig.6.5.

This time, good agreement is observed between the experimental data and
calculation. Such a calculation gives another interpretation to the experimen-
tal data by Ernstorfer et.al, indicating a constant ge;, and a constant ©p with
a value appropriate for 20nm gold film can reproduce the experimental data
reasonably well. Since the phonon hardening theory of gold proposed by Re-
coules et.al is based on a ©p that will increase with T, our interpretation of
the results does not support such phenomenon. In Ernstorfer et.al’s TTM cal-
culation, their result indicated that the T; values calculated at the time that
DWF decreases to 1/e of its original value, increase as the excitation energy
density AFEp as shown in Table 6.2. For comparison, we did a similar cal-
culation for 7;. It is clear that our calculated T; for the three AEp has no
significant difference, and all are below the melting point of bulk gold.

According to Table 6.2, when DWF, or the 220 peak drops to 1/e of its

original value, the ion temperature is around 930-1000K. As a side remark, if
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Figure 6.5: Recalculation of DWF with g.;=2.2x10W/m?/K and © p=99K, compared to

the original calculation and experimental data [23)].

AEp(MJ/kg) 1.2 2.1 2.85 source

tPWFE (ps) 3.7 2.7 2.2 [23]
4.1 34 2.5 this work

TiDWF (ps) 3000K 3600K 4100K [23]
033K 1007K 928K this work

Table 6.2: The time that it takes for DWF to reach 1/e of its original value, and the

corresponding T; at that time. Comparison between Ernstorfer et.al’s calculation and our
calculation [23]
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©p of those 20nm thin foils is only about 99K, instead the bulk value 165K, one
may expect that the melting point of gold decreases from the normal 1333K
to only 480K according to Lindemann’s melting criteria [26]. Even taking into
consideration the latent heat of 65kJ/kg, or around 500K in equivalent ion
temperature, the solid 220 peak should completely disappear near 1000K in
equivalent temperature. The reason that the 220 peak only decreases to 1/e of
the solid intensity may be explained by the early study in the surface science.
The ©p is only about 110K for the surface layers of gold [134, 135], it was found
that, instead of melting, there was a solid-solid phase transition on the surface
layers at around 610K. Such phase transition results in a structure disorder
and surface roughening, but the material remains in solid.

As aresult, when we use C, from ab initio calculation, and g.;=2.2x 10'W /m? /K
independent of T¢ in the T'T'M calculation, the electron diffraction measurement
of warm dense gold can still be interpreted with a constant Debye temperature,
in contrast to the original interpretation that was based on T, depended g.; and
©p. Our only assumption here is the reduced ©p that may be needed for the
20nm gold thin foil used in the experiment.

In conclusion, when the optimal C, and g.; are used to interpret the two
early studies of non-equilibrium warm dense gold (T, > T;, the condition for
lattice disassembly tends to be close to that in equilibrium condition, in contrast
to the super heating or phonon hardening that was suggested by the original

investigators.

6.3 Summary

Two previous studies of lattice disassembly condition of femtosecond laser ex-
cited gold were re-analysed with two temperature model calculation. The opti-
mum electron heat capacity C, and electron-ion energy coupling factor g.; were

used in the calculations. Our results of analysis imply that the lattice melt-
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ing point in non-equilibrium warm dense gold is similar to that in equilibrium

condition.

100



Chapter 7

Femtosecond Laser Absorption
Measurement in Thick (Gold
Film

The studies of femtosecond laser excited free standing ultra-thin gold film pro-
vided the opportunities to study non-equilibrium warm dense gold in an ideal
condition with minimum density and temperature gradient. However, in real
application, it is difficult to avoid the mixture of states. One simple example
is the reflectivity of femtosecond laser pulse as a function of intensity/ energy
fluence on a relatively thick gold film surface. This is similar to the early study
of Milchberg et. al on aluminum [11], or a recent study by Kirkwood et. al on
copper [12]. In those works, the authors used theoretical models to calculate
the electrical conductivity, or dielectric constant in order to fit their experimen-
tal data. Here, I will use the dielectric constant from single state measurement

to calculate reflectivity values and compare them with the experimental data.
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7.1 Experimental Measurement

The measurement of femtosecond laser reflectivity on thick gold film surface
was carried out at University of Alberta, using a Chirped Pulse Amplified
(CPA) Ti:Sapphire femtosecond laser system. A brief description of this system
is given below. More detail information can be found in the early work by

Kirkwood [136].

7.1.1 Laser System

This system consists of two major components. One is the oscillator (Mai
Tai, Spectra Physics), which generates trains of seed pulses at 80MHz with a
Ti:Saphhire crystal by active modelocking. The average energy per pulse is
about 5nJ. The second component is the regenerative CPA system (Hurrican,
Spectra Physics). The output pulses from Mai Tai is chirped from about 100fs
to sub-nanosecond width by a grating stretcher, which can reduced its intensity
and avoid damage of the amplification medium, a Ti:Sapphire crystal. The am-
plification medium located in the cavity of Hurrican is pumped by a frequency
double Nd:YLF laser (Envolution, Spectra Physics) at 527nm. The amplified
laser pulses are recompressed by a grating compressor to its minimum duration.
The typical spectral width of the laser pulse is about 8nm full width at half
maximum (FWHM) centered at 800nm. According to the Fourier transform
limit in Eq.3.1 for a Gaussian laser pulse in time, the minimum pulse duration
is 120fs FWHM in theory. The actual laser pulse duration is measured by an
autocorrelator (AAS, Positive Light). After optimizing the round trip distance
of the pulse in the grating compressor, the FWHM pulse duration is 130fs. The
maximum pulse energy is about 600xJ, and the beam waist diameter is 5mm.

The regenerative CAP system (regen) can amplify the energy of a fs laser
pulse by 10° or more, however pre-pulses can also be generated from the regen

cavity. There are two major kinds of pre-pulse. (1) The leakage from previous
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round trips during the amplification, due to the limited contrast ratio of a
pockels cell used to switch the laser pulse at its maximum energy. (2) Amplified
spontaneous emission (ASE) from the Ti:sapphire crystal which is pumped to
excitation states. In our laser system, the former one is the major source for
pre-pulses, since we only have one pockels cell to select the output pulse, and its
duration is similar to that of the main pulse. The pre-pulse contrast is measured
by an FND-100 photodiode connected to a charge limited circuit [136], which
prevents the overload of the photodiode when the main pulse arrives, so that
the pre-pulse can be observed. The typical prepulse contrast is about 1500:1. If
careful alignment is done in the regen cavity, i.e., maximizing the amplification
rate of each round trip, and proper alignment to the pockels cell, it can reach

about 3500:1.

7.1.2 Experimental Setup

The experimental setup is shown in Fig.7.1. The target is mounted on a three
dimensional motorized stage, which is located inside a vacuum chamber at
background pressure of 5x10~>Torr. The laser system was controlled by exter-
nal trigger. After each shot, the target was moved to a fresh area before the
next shot. An aperture (A) of 5mm diameter was used to select the major part
of the beam while cleaning out some low quality structure of the beam near
its edge area. The laser beam is focused by a plano-convex lens L on to the
target. T'wo sets of experiments were done with different lenses. The first one
was a 10cm focal length, 1 inch diameter lens, while the second one was 8cm
focal length and 2 inches diameter. The focused beam was normally incident
onto the target surface. The reflected beam is collected by the same focal lens.
The energy of the input and reflected beam was sampled by two wedges (W1
and W2) on to two FND-100 photodiodes (D1 and D2). The photodiode for
incident energy D1 was calibrated by a joule meter (A407, Spectra Physics)
placed after lens L, while D2 was cross calibrated with D1 by putting a dielec-
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Figure 7.1: Setup of femtosecond laser absorption measurement. The incident laser pulse was
at 800nm with a FWHM pulse duration of 130fs. A is an aperture of 5mm diameter, W1 and
W2 are wedges to sample the input and reflected energy, while D1 and D2 are photodiodes
to monitor the energy at each shot. L is an plano-convex lens to focus the laser beam on the
target surface, and also collect the reflected laser energy. F is a long pass filter which has a
cut-off edge at 720nm. S is the gold sample which is mounted on a motion stage, Obj and
CCD are 3X microscope objective and CCD camera for an on-line imagining system on the
target surface, LD is a laser diode which provides light source for the imaging system.

tric mirror near the target location but a little off the focus point of L to avoid
damage. An imaging system consisted of a 3X microscope object (Obj) and a
CCD camera (CCD) was used to monitor the target surface. The target was
illuminated with a laser diode (LD). This system was used to locate the target

at focal point of lens L, and look for a fresh area after each shot.

7.1.3 Sample and Spot Size Measurement

The sample the for laser absorption measurement is gold thin film sputtered on
a silicon wafer substrate using the magnetron sputtering system (Bob) located
in the nanofab of the University of Alberta. The thin film thickness was about
300nm, and a layer Chromium of 30nm thickness was sputtered between the
gold film and the substrate as an adhesion layer. The background pressure
for the sputtering system was about 10 %Torr, while the Argon background

pressure during the deposition is 7mTorr. The thin film has a similar surface
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quality as the silicon wafer, whose RMS roughness is better than 1nm.
When a laser pulse interacts with a solid target, the energy of incident pulse

E'in. can be divided into the following parts,

E@‘nc = Fabs + Eref + Etm. + Esoat (71)

where Eg, is the absorbed energy, E,.; and E.., are the reflected and
transmitted energy, and F., is the scatter energy. In the measurement, the
laser intensity is no more than 10'°W/em?, so the scattered part is negligible
without a significant pre-pulse [31]. The gold film thickness is an order thicker
than the optical skin depth at 800nm, so E;,, can also be ignored. The E,;; can
then be obtained by measuring the energy of the input laser and its specular
reflection.

To scale the laser absorption as a function of incident laser fluence (energy
per unit area), one also needs to know the size of the laser spot. The size
of the laser focal spot was determined from the sizes of ablation craters on
target surface as a function of laser fluence, using the Gaussian beam limiting
technique [137]. This technique assumes that the laser focal spot has a Gaussian
distribution in space, whose electric field amplitude as a function of radius can

be written as,

E(r) = Eoea:p(—% (7.2)

0

where Fy is the maximum E-field amplitude at the center of the spot, rq
is the beam waist radius, where the field amplitude is only 1/e of its maxi-
mum. Accordingly, the laser intensity, which is proportional to the laser field
amplitude, can be written as,

B _ Ioexp(—QZ—;) (7.3)

I(r) =

where 7 is the impedance of the medium where the beam propagates, and
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Iy is the maximum laser intensity at the center of the beam. Accordingly, the

radial distribution of incident fluence is,

p(r) = f,ooexp(—zj—g) (7.4)

where ¢ is the maximum incident laser fluence at the center of the focal
spot. Assuming that ablation occurs once the local fluence reaches the damage
threshold ¢y, and there is no significant blast wave which will damage the area
where the local fluence is below ¢y, then the damage spot diameter D can be

related to oy, as,

D/2)?
o = pocap(—2 2220 (75)
To
D? = 272 In( 22 (7.6)
Pth

where D can be obtained by measuring the diameter of the ablation crater.
Both ¢¢ and @i, are unknown. Fortunately, for the Gaussian laser pulse in
space, the peak fluence can still be related to the incident laser energy Fine,

Ez‘nc

2
mry

o =2 (7.7)

Using this relation, Eq. 7.6 can be written as ,

D? = 2r2(In(Eine) — m(@)) — 22(In(Binc) — In(Ew))  (7.8)

The incident laser energy can be plotted versus the squared of the crater
diameter in linear scale, and linear fit applied to this plot will yield the values
of Ey, and beam waist radius 7.

The ablation spot size was measured by a white light profilemeter (Newview
5000, Zygo), which measures the size and depth of a crater simultaneously. A

50X microscope objective with a numerical aperture (NA) of 0.5 was used for
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Figure 7.2: An ablation spot of 14.2um, measured by Zygo white light profilemeter
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Figure 7.3: An example measurement plot to determine the spot size by the Gaussian beam
limiting technique for the FL=10cm lens.

this profilemeter. The lateral resolution is about 0.6um. An example of a crater
of 14.2um diameter, ablated with 1.1u.J incident energy is shown in Fig. 7.2.
The semi-log plot of the square of crater diameter versus incident energy
for the lens of 10cm focal length is shown in Fig. 7.3. According to Eq.7.8,
D° \/334.45/2 = 12.9um. The threshold energy

"~ 2(0(Einc) — In(Ew))
is B = exp(353.15/334.45) = 2.87uJ. The corresponding threshold ablation

To
fluence is 0.96.J/em?, which agrees well with the previous study of 800nm, 120fs

laser pulse ablation of gold thin film [138|, which gave a threshold ablation
fluence of 0.9440.06 J/cm?.
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Figure 7.4: Experimental results of the absorption of 800nm, 150fs laser pulses as a function
of incident fluence on gold thin film. FL indicates the focal length of the used laser beam
focusing optics.

7.1.4 Experimental Result

Two sets of experiments were done using lenses of different focal length (FL).
The first one has an FL=10cm, and diameter is 2 inches. The second one
was FL=8cm, and diameter is 1 inch. The experimental results are shown in
Fig.7.4.

We can see that the reflectivity of the gold thin film starts to drop even
below the ablation threshold fluence. The absorption faction increases signif-
icantly until it reaches ~30% at ~10J/em?, and it starts to saturate. Only a
small amount of change in reflectivity between 10.J/cm? and 100J/em?. This
saturation is likely the result of the continuous increase of free electron density
at higher fluence. On one hand, it helps to increase the collisional absorption,
on the other hand, it increases the plasma frequency and the penetration depth

of laser light decreases near the target surface.
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7.2 Comparison to Calculations with Single State

Dielectric Constant

To describe the femtosecond laser interaction with solids, a two temperature
model (TTM) is used, although the electrons may not be completely thermal-
ized during the laser pulse. We will do this calculation only for the low laser
fluence regime up to 0.5.J/em?, for which the dielectric function was measured
in single state. Before the end of the 150fs pulse, most of the absorbed energy
remains in the electron system, while the lattice stays cold, so only the equa-
tion that describes the electron system is considered here, while the electron-ion
coupling is ignored. Equation2.24 can then be simplified as,
or. o T

Q(z,t) = C‘EE — @E(TE)E

(7.9)

where Q(t, z) is the local laser absorption, C, is the electron heat capacity
taken from ABINIT calculation from Chapter 5, and & is the electron ther-
mal conductivity. According to the front and rear reflectivity measurement in
Chapter 3, if a temperature gradient exists over a 30nm, it takes more than 7ps
to transfer energy from the front surface to the rear. This suggests that the
contribution from electron thermal diffusion within a 150fs laser pulse may be
ignored from the above equation with in the range of our calculation. It should
be noted that such approximation is only valid when T, is not larger than Ep.
At high T, regime, the thermal conductivity increases as T, significantly ac-
cording to Eq.2.28 and plays a significant role even in femtosecond time scale.
On the other hand, the ballistic electron energy transportation is the major
mechanism that carries energy from the target surface to the inside of it during
the laser pulse. A simple way to take into account the energy redistribution
inside the film by ballistic electron energy transportation is to replace the local
laser absorption term @)(z,t) with the energy distribution term Q.(z,t). The

relation between Q(z,t) and Q.(z,t) needs to follow the energy conservation,
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/0 " Qu(zt)dz = /‘; T Qe t)dz (7.10)

where 0 denotes the target surface. The ballistic electron range [, is ap-
proximately 100nm [13], which is much larger than the skin depth of laser
absorption. Accordingly the final energy deposition should be primarily dic-
tated by ballistic transportation. Assuming that such energy distribution has

exponential distribution below the target surface, we have

Qe(2,t) = Qe(0,t) exp(—2z/lpa) (7.11)

As a result, Eq.7.9 may be simplified as,

oT.

Qe(2,) = Ceg ™ (7.12)

For the incident laser pulse, it should have a Gaussian distribution in time.

Its time dependent intensity distribution may be written as,

I(t) = Ipexp(—4 ln(2)(%)2) (7.13)

where [, is the peak laser intensity, and ¢y is the time of the peak intensity.
Ti/2 is the FWHM pulse width, which is 150fs in this study. According to
Gaussian integral, the relation between the peak fluence (pg) and the peak

intensity (Ip) for a Gaussian pulse is,

In(2
I =24/ n?) %o g4 P0 (7.14)
m™ T1/2 T1/2

The laser field amplitude inside the target follows the wave equations,

O?E(t,z) w?
.2 + gs(t, 2)E(t,z) =0 (7.15)

where z is the direction of laser propagation. The temperature dependent
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dielectric constant £(t, 2) is extracted from our single state measurement. Here
we assume that the dielectric constant from thermalized electron system is
similar to that during the pump laser pulse.

The above partial differential equation can be solved with two boundary

OE(t,0
OO0 4 pie,0) =
0z

2Ey(t); and (2) E(t,z — oo) = 0. Ep(t,0) is the incident laser field amplitude.

conditions: (1) at the vacuum target interface (z=0), —i

In vacuum, according to Eq. 7.3 the relation between intensity /(t) and Ey(t,0)

is,

. CEO (t, 0)2
I(t) = B (7.16)
The time and depth integrated absorption is thus given by,
ar o0
() = o7 S0 Qt, D)dtdz (7.17)
[ome I(tydt
where the local laser absorption Q(t,z2) = EMM|E(Q z)|? follows

2 4dm
the form of ohmic heating. The time for peak of laser pulse (ty) is located at

T1/2. The corresponding reflectivity is (R) =1 — (A).
Since the laser focal spot has Gaussian distribution in radial direction, the

overall absorption needs to take into account the Gaussian integral,

I A(r)exp(—2(§ﬂ)2)2wdr

nra/2

A;otg,z — (7 ]_8)

where A(r) is the calculated local absorption from r to the center of the
spot, 1o is the beam waist radius, and the denominator is the normalized total
incident energy according to Eq.7.7.

The comparison of our calculation with the experimental data in this regime
is shown in Fig.7.5. Since our single state measurement is only upto T'e = 3eV,
which limits our calculation to a peak fluence of 0.5J/cm?. As we can see the

reflectivity values calculated based on single state data are in general slightly
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Figure 7.5: The calculated laser reflectivity as a function of peak energy fluence using di-
electric functions measured at single state compares to experimental data. FL indicates the
focal length of the used laser beam focusing optics.

lower than the experimental values for peak laser fluence below 0.5.J/em?. If
we follow the trend of the reflectivity values calculated based on the single
stat data, it seems to have a better agreement with the experimental data
at fluence higher than 0.5J/em?. In our calculation we have assumed that
the dielectric function of warm dense gold during the 150fs excitation laser
pulse is the same as that in thermalized states. Although systematic study on
dielectric function when electrons are not in well define thermal distribution
is still missing, transient reflectivity measurement by Sun et. al [8] suggests
that the change in reflectivity is less when electrons are not thermalized, while
the thermalization time decreases as the laser fluence increases. This perhaps
points to why the change of reflectivity from experimental data is less than
the calculation result at low laser fluence, where the electrons are further away
from thermalization during the laser pulse, but apparently agreeing better with

experimental data at slightly higher fluences.
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7.3 Summary

Our previous measurement of dielectric function for single state warm dense
gold gives reasonable agreement with the non-uniformly excited state mea-
surement of femtosecond reflectivity as a function of energy fluence in the low
fluence regime. The discrepancy between the calculation and experimental re-
sult points to the need for further study of the properties of warm dense matter
with non-thermalized electron systems. Also, it is clear that the models and
measured dielectric functions in single state must be extended to higher inci-
dent fluence to describe the full range of interaction intensities typically used

in femtosecond laser ablation applications.
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Chapter 8

Tuning of Silicon Microring

Resonators

In this chapter, an application in material processing using femtosecond laser
pulse is demonstrated, I have used them to tune the resonant frequency of
silicon microring resonators (SMR), which are one of the building blocks for
photonic integrated circuits (PIC). The SMRs are provided by Prof. Vien Van’s
group at the University of Alberta, and this work was done in collaboration

with Daniel Bachman, another Ph.D student in Dr. Van’s group.

8.1 Silicon Microring Resonators

In the development of information technology, higher bandwidth for data trans-
fer is increasingly essential. In telecommunications, fibre-optics has been demon-
strated to be superior than traditional copper wire based systems due to its low
loss, lower cost and larger bandwidth [139]. However, most information pro-
cessing still relies on microelectronics and the data transfer within a multi-core
processor or between microprocessors still largely depends on copper intercon-
nects. Due to electrical resistivity, over 50% of the power in a microprocessor

based system is lost in such interconnects [140]. One way to reduce the losses
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and also to increase bandwidth is to use micro optical interconnects, which
transfers photons in planar waveguides made by dielectric material, such as
silicon, instead of electrical current in metal wires. The photons travel inside
a waveguide due to total internal reflection as in an optical fibre. Such pla-
nar waveguides may be integrated with excising electronic systems, especially
those silicon on insulator (SOI) based complementary metal-oxide semiconduc-
tor (CMOS) systems [141, 142].

To better utilize the bandwidth provided by optical telecommunication, a
technique called wavelength-division-multiplexing (WDM, different from WDM
short for warm dense matter) [139] is widely used. It can also be adopted for
use in optical interconnects. This technique transmits multiple channels of in-
formation carried by different wavelengths through a single fibre/waveguide.
If the non-linear effects are well controlled, the crosstalk between those chan-
nels should be minimized. To decode the information, it requires the sepa-
ration of wavelengths at the destination interconnects. Silicon microring res-
onators(SMR) are compact devices which can be used for such propose.

An SMR is a closed loop silicon waveguide usually in circular or race track
shape [143, 144]. It is usually placed close to a section of planar waveguides
and works as an optical frequency/wavelength selector. An example is shown
in Fig. 8.1, which is an SEM picture of a 1.5um radius SMR [145]. The
distance between the waveguides and the SMR is small enough at the coupling
junction, so that the evanescent wave from total internal reflection in the planar
waveguide can couple to the resonator before significant attenuation. An SMR
has its own resonant condition. If a coupled optical signal is tuned to a resonant
frequency of the SMR, it will have the same phase when it travels around
the loop back to the coupling junction. As a result, constructive interference
happens and more signal of the same frequency will continue to couple to the
SMR effectively. The non-resonant components cannot build up in the SMR,

and a large part of those frequencies will continue to travel along the planar
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Figure 8.1: An SEM picture of a silicon microring resonator

waveguide to the through port. In order to receive the signal selected by an
SMR, one needs to have another planar waveguide so that the built-up signal
in the SMR can evanescently coupled into it. In the end, the signal travels to
the drop port where they will continue to be processed.

In order to use an SMR properly so that the desired signal can be selected,

one needs to control its resonant condition, which has the general form,

mA
Nefy

2R =

(8.1)

where R is the radius of a circular SMR, A is the free space wavelength of
an optical signal, m is an positive integer or usually called the mode number,
and nss is the effective refractive index of the ring. The effective refractive
index n.s; depends on the geometry of the waveguide, and the refractive index
of the material. In a simple circular waveguide, one has n.;; = nsinf;, with
the refractive index of material n, and 6, the internal refraction angle for the
tin traverse mode. In reality, an SMR is a bent rectangular waveguide, and the

calculation of ngss is complicated. The value is then determined by a numerical
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mode solver [144] when an SMR is designed, so that the optical signal carried

Q?TRneff

by wavelength component A = can be selected.

In reality, when an SMR is fa,br?;a,ted, ness can easily deviate from its orig-
inal design due to the limit of accuracy to which a device can be fabricated,
which will lead to a different than desired resonant frequency. A typical width
or height of the waveguide of an SMR is less than 500nm [145]. If an error
of Inm or about 0.2% results from the fabrication, a same order of error is
expected in n.sy and the corresponding A in resonance. Although this amount
of error looks small, it can lead to a deviation of about 3nm in resonant wave-
length, or ~300GHz in frequency, for a typical A around 1550nm for optical
communication. Such among of error is not acceptable. So far, achieving sub-
nanometer accuracy in silicon thin film fabrication is still a challenge [146, 147],
and post fabrication tuning becomes necessary.

A few techniques for post fabrication tuning of SMRs have been developed.
One way is to change the refractive index of silicon by changing its temperature
[148, 149]. In that case it is needs to build micro-heaters on the device, which
complicates the fabrication procedure, and requires continuous feed back con-
trol during operation. Moreover, during operation, extra energy is consumed
continuously. Some other ways can tune the SMR permanently, which includes
the modification of cladding layer on top of the SMR by UV [150] or visible
[151] light photons, or oxidizing part of the silicon to silicon dioxide (SiO,)
[152]. The former one requires special photon sensitive cladding layer that may
not be compatible with the device, and the later one needs precise control of
local oxidation, which requires a complicated setup such as an atomic force
microscope platform.

Here, I will present an alternative way to tune the SMRs permanently with

femtosecond laser pulses, which is fast and does not require s complicated setup.
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8.2 Changing the Effective Refractive Index of
Silicon Microring Resonators by Femtosec-
ond Laser Pulses

As mentioned above, the effective refractive index of an SMR is determined
by its geometric configuration, and the refractive index of the silicon. It has
been reported that a femtosecond laser pulse has the capability to remove
small portions of silicon by ablation, or change its refractive index by photon
induced amorphization [153, 154], which depends on the laser energy fluence
and intensity. At low laser fluence, the excited silicon reaches just over the
melting condition and cools down rapidly, so it does not have enough time to
form the crystal structure and becomes amorphous silicon (a-Si). The precise
refractive index of an a-Si varies depending on the details of how it is formed
[155, 156], but in general, it is larger than that of crystalline silicon (c-Si). As a
result, if part of the SMR waveguide transforms from c-Si to a-Si, it will result
in the increase in n.¢s and increase in resonant wavelength (red shift). On the
other hand, when the laser energy is high enough that the heated Si is ablated,
the height of the SMR will reduce. This will result in a reduction of n.sr and
reduction in resonant wavelength (blue shift). Based on these two processes,
the capability of post fabrication tuning of SMRs was demonstrated.

The experiments were carried out with the Hurricane femtosecond laser
system at the University of Alberta as described in Chapter 7. The 800nm
output of the laser system was frequency doubled by a BBO crystal to 400nm.
The penetration depth of 400nm photons is two orders of magnitude smaller
than that of the 800nm ones in silicon [54], so that the tuning can be better
controlled. The experimental setup for tuning the SMRs is shown in Fig.8.2.
Instead of a Gaussian focal spot, a top-hat spot was used to excite the SMR.

This is implemented by demagnified imaging a small pin hole (less than a mil-
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Figure 8.2: Experimental setup that is used to tune the SMRs using 400nm, 150fs laser
pulses. The center part of the laser passes through a small pin hole(P1) that is less than
1lmm diameter and images onto the surface of SMR using a 10X microscope objective (MO)
with 0.28 numerical aperture. The microchip with SMRs is mounted on a 3 dimensional
motion stage(MS). The surface of the chip is imaged by a CCD camera with the illumination
of a green light LED. On the figure, M1 and M2 are 45° dielectric mirrors for the 400nm
beam, L1 and L2 are lenses, and BS is a beam splitter. L1 images the surface of the ring on

to the CCD and L2 collimates the LED lights.

limeter) located in the the center part of the non-focused laser beam. The
intensity distribution in the top-hat spot was close to uniform with no more
than 20% variation, which can minimize the mixture of amporization and ab-
lation on the same laser shot. Before and after each laser shot, the resonant

wavelength of the SMR was measured by another setup shown in Fig. 8.3.

8.2.1 Tuning a Silicon Microring Resonators with Mul-

tiple Laser Shots on a Same Area

In the first study, we used an SMR of 1.5um radius [145]. The top hat laser
spot on target has a diameter of 20um, which covers the whole SMR and the
waveguides that couples light in and out of the ring. The detail of this study
have been published in Optics Letters [157] and the article is provided as
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Figure 8.3: Experimental setup that was used to measure the resonant wavelength of the
SMRs. The microchip with SMR. is mounted on a stage with two lensed fibers on left and
right. The input photons from a tunable laser source go through the fiber on the left and
couple in to the waveguide of the chip. The photons that have the resonant wavelength will
go to the drop port and couple into the fiber on the right, and the corresponding power is
measure by a power meter. The two fibers are mounted on piezo motion stages, so that they
can be aligned with the waveguides on the edges of the microchip precisely.
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Appendix A.

This study provides the first demonstration of the capability of tuning an
SMR with femtosecond laser pulses. It shows that there are two regimes of
tuning an SMR by a femtosecond laser pulse, namely, amorphization and ab-
lation. We found that the threshold energy fluence to amorphize the ring is
about 60+14mJ/cm?, which will result in a red shift of resonant wavelength.
At above 200+47mJ/cm?, the SMR surface will be ablated, and the resonant
wavelength will reduce. However, the experiment was based on only one SMR,
so that the SMR was processed many times. As a result, the threshold for each
tuning regime as well as the amount of shift after each shot are subjected to the
accumulated effect of the previous shots. The relation between laser fluence
and the change of n.s¢, which is the key to controlling the resonant wavelength,
had large uncertainties in this study but the uncertainties are greatly reduced

in a followed up study which will be described next.

8.2.2 Controllable Tuning of a Silicon Microring Res-

onator

In order to understand how the laser fluence relates to the n.s; of an SMR, a
fresh area of a ring needs to be processed each time instead of accumulating
multiple shots on the same area. For such study, a microchip with 7 separated
SMRs of essentially the same size were fabricated. The rings have 15um radius,
and in this study the laser spot radius was reduced to 8.8um, so that two
laser shots could modify the left and right sections of an SMR separately.
It also avoided the modification of the coupling junctions of the SMRs and
their coupling waveguides, which can help to determined the change of n.s¢
precisely. This work is published in Optics Fxpress and the article is provided
in Appendix B.

In this work, we have found that when the incident fluence was in the range
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of 60-200mJ/cm? | the amount of wavelength shift after each shot was essen-
tially linearly related to the incident fluence with a slope of 20+2 nm/(J-cm™2),
which provides a large range of controllable tuning of SMR. In order to gen-
eralize this fluence dependent tuning factor, the change of effective refractive
index within the modified spot is extracted from the amount of wavelength

shift given by the expression,

AN2TR

B (82

A MNegpr =

where the n.f; is the original effective index, which is about 2.3 according

to the mode solver [158]; R=15um is the radius of the ring, A is the original
resonant wavelength near 1550nm before the tuning; [ is the length of the

laser modified section. The ratio of 2R over [ can be obtained by solving

triangular equations. For this case, a 8.8um radius laser spot with the center

27 R
on a 15pm radius SMR is shown in Fig.8.4. Because [=2aR, we have 7:.; I
a
. a® +c* — b’ : .
Obviously, af:arccos(Qi):{].GO. According to Eq.8.2, the relation
ac

between n.s; and laser fluence can be obtained, with a corresponding slope of
0.1640.02/(J-cm™2).

In the ablation regime, where resonant wavelength shifted to the shorter
side, no clear relation between energy fluence and amount of shift was observed.

In this study (See Appendix B), we have also used such controllable tuning
capability to align the resonant peaks of a system with two SMRs. The two
rings are 8um and 12um in radius. The 12um ring has a peak at 1535nm, while
the 8um one has a peak which is 1.1nm shorter in wavelength. To tune the

x 2.3=0.0016. According to the

1535

relation between effective index shift and laser fluence, a possible solution is

8pm ring by 1.1nm, it requires a A ngpp=

to use the threshold fluence at 60mJ/cm?, and modified only 1/6 of the total
length of the ring. Ideally, this requires the center of the R=8.8um laser spot

locate at 15um away from the center of the 8um ring. In our experiment, when
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Figure 8.4: A laser spot of 8.8um radius shot on the right section of a 15um radius microring.
In the figure, a and ¢ equal to 15um, b equals to 8.8 pm , and [ is the length of the excited
section.

we tuned the resonant wavelength it changed by 1.4nm instead of 1.1nm. This
is likely due to the slight misalignment of the center of the laser spot which
in the experiment was only 14um away from the SMR center, nevertheless,
the resonant frequency of the two rings still was overlapped with each other

sufficiently for many applications.

8.3 Limitations and Future Improvements

According to our studies, we have shown that femtosecond laser pulses are a
promising candidate to tune the SMRs after fabrication. The potential limi-
tation of this technique is the increase of loss. In our studies, the increased
loss per round trip is in the range between 0.1 and 0.5dB in the amorphization
regime, and between 0.2 and 0.8dB in the ablation regime. The relation be-
tween laser fluence and the increase of loss has not been characterized in detail
yet. In general, we observed significantly more loss if the tuning was done using

the ablation process compared to those using the amorphization process. The
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loss in the amorphization regime is likely due to larger absorption loss in a-Si
than that in ¢-Si. Although only a small amount of ¢-Si is amorphized on the
surface of an SMR after laser modification, the absorption coefficient in a-Si
can be 4 orders of magnitude higher than c-Si at 1550nm [54].

To reduce the loss from laser induced a-Si, one possibility is to use thermal
annealing. It has been observed that after thermal annealing at 400°C for 1
hour, the optical absorption coefficient in the range between 1.1 and 1.8eV was
reduced by over an order of magnitude [159]. Although no measurement was
done at 0.8eV (1550nm), a similar trend may be expected. At higher annealing
temperature. e.g. around 600°C or above, re-crystallization of a-Si occurs,
which will flip the resonant shift from femtosecond laser tuning [159, 160]. Care
also needs to be taken even in annealing without re-crystallization, because a
reduction of the refractive index was observed in annealed ion implantation
produced a-Si before crystallization occurs [161].

Since we observed that better controllability and lower loss occur in the
amorphization regime compared to the ablation regime, it is better to focus
the future study on the amorphization regime. However, in the amorphization
regime, the resonant wavelength can only be tuned to the longer direction.
Fortunately , in an SMR there are multiple resonant peaks that are in accor-
dance with the resonant condition in Eq. 8.1. The separation of these peaks in
wavelength are called free spectrum range(FSR). The FSR of a peak of interest

at Ag can be approximated as [158],

S
2mRny,

AFSR ~ (83)

where n, is the group effective refractive index, which relates to ness as

dn dn
Ng=MNeff— % In silicon, —<L is negative since its refractive index decreases

with A. As a result, n, should be larger than n.s.
Coming back to the situation that an SMR needs to be tuned to shorter

wavelength, an example is illustrated in Fig.8.5. If the desired wavelength is at
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Figure 8.5: A scheme to tune the resonant wavelength to desire value (Aq) by amorphization

only.

Mg, it is tempting to reduce n.sr for Py that it will become A,. However, it is
also possible that by increasing n.ss using laser induced amorphization, so that
Py moves to A;. Although it needs a larger amount of wavelength shift to tune
P, than Py, this is still possible as long as Apgg is not larger than the maximum
range of red shift due to femtosecond laser induced amorphization. Using the
result from Appendix B for 400nm, 150fs laser pulse, the linear relation between
ness change and laser fluence is 0.16+0.02/(J-cm™2). It means that at 0.2J /cm?
just below the ablation threshold, one can tune n.¢; by 0.032, or a maximum red
shift of 2Inm at 1550nm. For an SMR whose Argg is larger than the maximum
red shift, one may switch to the fundamental wavelength of the femtosecond
laser system at 800nm, because it has larger penetration depth than that of
400nm [162], and a larger amount of red shift due to amorphization is expected.

In the case that fine tuning is required, i.e. only a very small amount of
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red shift is needed, a very low laser fluence slightly above the threshold of
amorphization can be used with a smaller laser spot at the same time. In
our previous studies, the top-hat laser spots imaged on target came from the
image of the center area of the original beam that passed through a pin hole.
To obtain even smaller spot size, one can focus the laser beam to a Gaussian
shape without using any pin hole aperture. For a focusing lens with numerical
aperture of 0.28, which is the same as the one we used, a 400nm incident beam
can be focused down to only 1um beam waist diameter. When a Gaussian focal
spot is used, in principle, one can amorphize a circular area whose radius is
well below the beam waist radius, if the fluence at the peak of the beam is just
over the threshold. However, the effect of using a gaussian laser spot instead
of a top hat laser spot needs to be studied

Last but not least, if the amount of red shift after a shot is more than
necessary, which can be a result of energy fluence fluctuation from shot to
shot, or limitation of alignment accuracy, one can always re-crystallize the the
a-S1 by employing multiple shots of femtosecond laser pulses at about half of
the energy fluence of amorphization threshold [163]. This can be done simply
by exposing the SMR under the laser pulses with high repetition rate (1kHz)
for about a second.

To accelerate the process of laser tuning, efforts are needed to have a setup
that can measure the resonant wavelength(e.g. Fig.8.3) of the SMRs and tune
them(e.g. Fig. 8.2) simultaneously without moving the SMR device. Currently,
a large part of the time in the experiments were the alignments of the device
in each setup, it would be much more efficient if we can measure the resonant
shift in-situ right after each laser shot without moving from one setup to the

other.
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8.4 Summary

A new application using femtosecond laser pulses to tune the silicon microring
resonators was explored. The tunings to either longer or shorter wavelengths
by laser induced amorphization or laser ablation were demonstrated. Further

study and improvement to this technique is also proposed.
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Chapter 9

Impact and Future Work

9.1 Impacts of the Thesis Research

My thesis research was focused on the study of femtosecond laser pulse excited
gold in non-equilibrium warm dense matter state under uniformly heated condi-
tion. This provides an ideal situation to study the femtosecond laser excitation
of metal. In addition, the femtosecond laser pulse tuning of silicon micror-
ing resonators has been demonstrated and studied as a new application using
femtosecond lasers. The major contributions from my Ph.D study include,

(1) Verified the uniform excitation of free standing gold thin foil by femtosec-
ond laser pulse using front and rear side probe pulses measurements. Observed
the upper limit of uniform excitation, which may be a result of saturation of
energy that the laser excited ballistic electrons can carry. This does not only
provide guidance to single state measurements with free standing thin foil, but
also points to the need to study non-equilibrium electron energy transport.

(2) Using the single shot, frequency chirped pulse probe technique, the
AC conductivity at 800nm from femtosecond laser excited warm dense gold
was deduced from the measurement of reflectivity and transmissivity. Such
measurements avoided the shot to shot fluctuations and unveiled the details of

AC conductivity evolution in non-equilibrium warm dense gold.
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(3) The AC conductivity data of warm dense gold were used to benchmark
the electron heat capacity C, and electron-ion energy coupling factor g.; ob-
tained from first principles calculations. It is found that C, from first principles
calculation gives better agreement than that from free electron gas model, while
Jei 18 significantly overestimated, which may be a result of the lack of including
the T; dependent phonon spectrum in the ge; calculation. The calculated AC
conductivity was also compared with the experimental data, which points to
the need of improvement in obtaining the imaginary part sigma,.

(4) Using the optimum values of C, and g.;, the previous reported studies
that suggested super heating [16] and phonon hardening [23] of non-equilibrium
gold were re-analysed and re-interpreted. Our interpretation does not support
super heating nor phonon hardening hypotheses. This should draw attention
to the phase transition condition in non-equilibrium warm dense matter.

(5) Using the AC conductivity of gold from uniformly excited single state
measurement, the reflectivity of a pump pulse as a function of laser fluence
was calculated for a thicker target with thermal gradient and compared with
experimental data. Partial agreement was found. It also indicates the need
to the study of material property without a well defined electron temperature
distribution, an even less studied regime in non-equilibrium warm dense matter.

(6) Using femtosecond laser pulses; post-fabrication tuning of microring
resonators was demonstrated, and controllable tuning was investigated towards
actual implementation. This gives a post processing solution to address the

limited precision in the fabrication of silicon micro photonic devices.

9.2 Future Research Directions

Further studies from my thesis research can lead to more detailed understanding
of femtosecond laser matter interaction and material in non-equilibrium warm

dense state. Two suggestions for future work based on the studies reported
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here are listed below,

9.2.1 Properties of Warm Dense Matter with Non-thermalized

Electrons

Studies of warm dense matter are usually in a two temperature framework, i.e.
non-equal 7T, and T;. However, at even shorter time scale, well defined temper-
ature does not exist in electron system. This regime is especially important to
the understanding of laser absorption, the very first step in femtosecond laser
matter interaction, as well as ballistic electron energy transport. The challenge
in such study is the requirement of significantly shorter laser pulse duration
than the electron thermalization time, which is usually in tens or hundreds of
femtoseconds. With the availability of commercial femtosecond laser system
at 20-30fs pulse duration [164], or using non-linear pulse shaping techniques
such as self-phase modulation [165], less than 10fs pulse duration is available.
This provides the possibility to measure non-thermalized electron properties in

warm dense matter in the near future.

9.2.2 DC Conductivity of Warm Dense Matter

Using optical probe pulses, AC conductivity at the photon frequency can be
measured. However, more throughout understanding of particle and energy
transport comes from the DC electrical conductivity. Measurement of DC con-
ductivity in femtosecond laser excited warm dense matter has not be performed
electrically, because the excited material expands on a picosecond time scale,
which is much faster than the response time for most electronic devices. Al-
though DC conductivity may be extracted from AC conductivity measured by

femtosecond laser pulses, according to Drude model relation [34],
7o = 0,1 + (%)2] (9.1)
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where o¢ is the DC conductivity, o, is the real part of the measured AC
conductivity, w is the angular frequency of the laser pulse and v is the electron
collision frequency, which can be also extracted from the AC conductivity,
Op

v= (9.2)

a;

where o0; is the imaginary part of the the measured AC conductivity. How-
ever, the laser pulse frequency is similar to the electron collision frequency, so
that the optical probe pulse may interfere the collision process and reduce the
accuracy in extracting v. If one can use a probe pulse with much lower fre-
quency than v, more reliable DC conductivity may be able to extract. Accord-
ing to Eq.9.1, when w is much less than v, the DC conductivity oo can be closely
approximated from o,. Terahertz (THz) radiation pulses with sub-picosecond
duration[166] are a good candidate for such measurement. The measurements
of quasi-DC conductivity using THz EM wave has been performed in gold
thin films at room condition [167], and femtosecond laser excited warm dense
aluminum[168]. However, the warm dense aluminum in the reported study was
not uniformly excited and thus was in mixed states with uncertain gradients
of density and temperature. THz conductivity measurements, under quasi-
DC conditions, of uniformly excited single state warm dense solids similar to
those reported in this thesis should result in better DC conductivity measure-
ments by removing the uncertainties due to temperature and density gradient.
The quasi-DC conductivity extracted from THz measurement can be compared
with those extracted from optical frequency measurements. Such studies could
lead to better understanding of the relations between AC conductivity and DC

conductivity for non-equilibrium warm dense matter.
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Femtosecond laser modification is demonstrated as a possible method for postfabrication tuning of silicon microring
resonators. Single 400nm femtosecond laser pulses were used to modify the effective index of crystalline silicon
microring waveguides by either amorphization or surface nanomilling depending on the laser fluence. Both blue-
and redshifts in the microring resonance could be achieved without imparting significant degradation to the device

quality factor. @ 2011 Optical Society of America
OCIS codes:  230.5750, 230.3120.

Silicon integrated photonics has emerged over the past
decade as an attractive platform for integrated optic de-
vices due to its compatibility and potential for integration
with complementary metal oxide semiconductor electro-
nics. Progress in silicon photonic fabrication technology
has substantially improved our ability to control device
dimensions down to the nanometer scale level [1]. Never-
theless, due to the extreme sensitivity of silicon photonic
devices to small variations in the waveguide dimensions
and material refractive indices, fabricated devices
typically exhibit responses that deviate from designed
performance. This is an especially great challenge for
optical devices based on microring resonators, whose
resonances are required to be accurately aligned for
proper device operation. Typically a postfabrication
trimming technique is employed to correct for the devia-
tions in the microring resonances due to fabrication
imperfections.

The most common approach for postfabrication tuning
of silicon microring resonators is to change the refractive
index of silicon via the thermo-optic effect. This is usual-
ly accomplished by placing microheaters above the mi-
crorings and using resistive heating to actively change
the temperature of the waveguides [2]. The disadvan-
tages of this method are the extra processing steps re-
quired to fabricate the heaters and the constant power
that needs to be applied to the heaters. For this reason
it is more desirable to have a simple method that can
permanently change the microring resonances. Several
different permanent tuning approaches have been pro-
posed, including index trimming of microring claddings
made of materials sensitive to UV or visible light [3,4],
electron beam induced compaction and strain of an SiO,
microring cladding [5], and nanoscale oxidation of the
silicon microring waveguide [6]. While some of these
methods can be used to finely tune the microring reso-
nances, they also suffer from several limitations such as
limited tuning range and the restriction of tuning the re-
sonance in only one direction.

In this Letter we demonstrate the feasibility of postfab-
rication tuning of a silicon microring resonator by femto-
second laser modification of the surface morphology of
the silicon waveguide. When a silicon surface is illumi-
nated with a femtosecond laser pulse, its surface can be
modified differently depending on the laser fluence [7].
Specifically, at high laser fluences nanomilling takes
place, in which a thin layer of silicon is ablated from
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152

the surface. At lower laser fluences, no material is re-
moved but a thin layer of crystalline silicon (c-Si) at the
surface is converted into amorphous silicon (a-5i) in a
process called amorphization. Here we exploit both of
these mechanisms to tune the resonance of a silicon mi-
croring resonator in both directions, ie., toward longer
and shorter wavelengths. Ablation from the surface de-
creases the height of the waveguide, causing a decrease
in the microring effective index, which induces a blue-
shift in the resonance. Alternatively, modification to the
crystal structure of silicon from c-Si to a-Si will cause an
increase in the effective index of the waveguide, thereby
inducing a redshift in the microring resonance.

A Ti:sapphire (Spectra-Physics Hurricane) laser was
used for our study to generate single ~130fs pulses
(FWHM, assuming a Gaussian pulse shape) at 800 nm.
This fundamental pulse was then frequency doubled by
a BiBO nonlinear crystal to provide 400 nm pulses. To en-
sure that only the 400 nm laser pulses were used to mod-
ify our sample, a 2mm thick Schott BG39 filter was used
to attenuate the 800nm component. The skin depth of
400 nm pulses in silicon is ~164nm. The experimental
setup used for this experiment is shown in Fig. 1. In order
to obtain uniform modification of the ring resonator, a
“top-hat” beam image instead of a Gaussian focal spot
was formed on the sample surface. This top-hat beam

Incident beam

w, =3 85mm
, :100_ — LED Top hat® image
Lati &= 20um ]
Chip
BS
L1 10X objective
cco
Stage
1.50m
—

M1
Fig. 1. (Color online) Experimental setup of femtosecond la-
ser tuning of a silicon microring resonator. The device is shown
in the SEM image. (M1, M2, and M3, 400 nm high-reflectivity
dielectric mirrors; L1, achromatic lens; BS, beam splitter.)

© 2011 Optical Society of America
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was obtained by demagnified imaging of the center part
of a Gaussian beam selected with a hard pinhole aperture
(P1), where the intensity distribution is close to uniform.
Qur sample is mounted on a computer-controlled 3D
motion stage. For real-time positioning of the sample,
a green light LED is used to illuminate the target surface,
and the device is monitored by a CCD camera.

The microring resonator used in the experiment was
an add/drop filter with a radius of 1.5 gm. The microring
waveguide was air clad with cross-sectional dimensions
of 340nm x 300 nm [8)]. The device was fabricated using
electron beam lithography on an SOI chip with a 1um
thick buried oxide layer. An SEM picture of the device
is shown in Fig. 1. The device had a free spectral range
of 52nm and supported only the TM mode [8].

We started the experiment with laser shots set at a low
fluence of about 0.07 J /cm?, which was slightly above the
point of visual changes caused by the pulse to a blank
silicon substrate. The laser energy was then gradually in-
creased throughout the experiment to a fluence of about
0.22J/cm?®. However, due to a small uncertainty in the
laser energy from shot to shot, the shot fluence did not
always increase monotonically (as seen in Fig. 2). After
every laser shot, the drop port response of the microring
resonator was measured using a 1500-1600 nm tuneable
laser with the polarization set to TM. Figure 2 shows a
plot of the shot-to-shot relative resonance shift versus the
laser fluence for the two resonances initially at 1516.10
and 1567.56 nm. Both positive (red) and negative (blue)
shifts are observed. The inset in Fig. 2 shows the drop
port spectral responses at the 1567 nm resonance before
(shot 0) and after (shot 17) the experiment. The plot
shows that over the course of the experiment, the peak
position of the microring resonance originally at
1567.56 nm experienced a net blueshift of 4.5nm, origin-
ally redshifting 14.5nm before being blueshifted back
19nm. This is among the largest shifts achieved for
silicon microring resonators using a permanent tuning
method [3-6].

Two distinct modes of operation are discemible from
Fig. 2, one for laser fluences below about 0.20J/cm? and
one above this threshold. In the mode of operation below
0.20J/cm?, only redshifts in the resonances were ob-
served. These shifts correspond to a change on the order

.
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Fig. 2. (Color online) Relation between the incident femtose-
cond laser fluence and the relative resonance shift observed
from shot to shot. Data points are labeled with their sequential
shot number on the microring used. Inset, microring resonance
at 1667nm before and after the experiment.
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of 1 x 10~ in the index of refraction of the silicon wave-
guide core. The most likely physical mechanism for this

is a conversion of a thin layer of crystalline sili-
con (n=3478 at 1550nm [9]) at the top waveguide
surface to amorphous silicon (n=3.48 at 1550nm [9]).
From a single laser shot experiment on a blank Si sub-
strate [10], it was reported that this amorphous layer
is about 50 nm thick using 800 nm laser pulses. The con-
version from c-Si to a-Si results in an increase in the
effective index of the waveguide, which would cause the
redshift in the resonance observed. In the mode of opera-
tion above the 0.20J/cm? threshold, only blueshifts in the
resonances were observed. The most likely physical me-
chanism responsible for the blueshifts is laser ablation of
the surface of the waveguide. The ablation would cause a
decrease in the height of the waveguide, resulting in a
decrease in the effective index of the waveguide, thereby
causing a blueshift in the resonance. The blueshifts of
approximately 8-10nm are consistent with simulation re-
sults for approximately a 2-3nm decrease in the wave-
guide height in the microring waveguide.

Figure 2 shows that much larger redshifts were ob-
tained for shots 1 and 15 compared to the other shots
in the low fluence region, implying that there was a much
higher amount of c-Si converted to a-Si for these two par-
ticular shots. Indeed for the first shot, there would be the
highest amount of crystalline silicon available at the wave-
guide surface for conversion to a-Si, so it is reasonable
that the initial shot would cause a larger redshift in the
microring resonance than subsequent shots with an even
higher fluence. For shot 15, we note that it followed shot
14, which had likely removed a layer of material on the
microring surface due to ablation, because a blueshift
was obtained. It was reported in [9] that when the laser
fluence is above the ablation threshold, the molten silicon
on the surface has enough time to cool and form polycrys-
talline silicon instead of amorphous silicon. Thus, follow-
ing shot 14, the microring surface had recrystallized so
that more c-Siwas available to be converted to a-Si during
shot 15. This could explain the large redshift in the reso-
nance observed for this shot.

To confirm the physical origins for the red- and blue-
shift regimes of operation, atomic force microscopy
(AFM) scans of the microring were taken before shot 13
and after shot 17. Figure 3 displays the results of two of
these scans. Figure 3(a) shows the microring after laser
shots with a fluence of no more than 0.15J/cm?. The im-
age shows no variations or patterns on the silicon surface
as a result of the laser shots. However, the AFM scan in
Fig. 3(b) obtained at the end of the experiment shows

Helght
g 1209.0 e

600.0 nm

Fig. 3. (Color online) AFM images of the microring after multi-
ple shots with (a) incident fluence no more than 0.15J /cm® and
(b) after the end of the experiment.
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that periodic ripples have materialized on the silicon sur-
face to the left and right of the microring device. These
surface ripples have a period that is on the order of the
wavelength of the laser and are indicative that ablation
has occurred [7]. Thus, the AFM scans support our hy-
pothesis for the physical origins of the red- and blueshifts
observed. Because a fluence of about 0.20J/cm? sepa-
rates the amorphization regime from the ablation regime,
it allows us to define this fluence to be the ablation
threshold of our silicon device. This value is comparable
with the ablation threshold reported in the literature for
multishot ablation experiments on flat silicon wafers
using 800nm pulses [7].

We also monitored the quality factor of the microring
resonator after each shot to ensure that the device re-
sponse was not significantly degraded during the tuning.
Figure 4 shows a plot of the extrinsic quality factor of the
microring measured at both resonances after each shot.
The plot shows that there was some drop in the quality
factor of the resonator after the first shot, after which
very little degradation occurred, even as the microring
was ablated after shot 16. The decrease in the quality fac-
tor after the initial shot can be attributed to the increased
absorption in the a-Si layer compared to c-Si as well
as increased roughness caused by the amorphization
of an initially smooth c-Si surface. Subsequent shots
did not seem to incur additional roughness, as seen from
the relatively constant quality factor after shot 1. The
quality factor of the microring resonator used in this
study was relatively low owing to its small size, so further
study would be required to examine how femtosecond
laser surface modification would affect the loss of a
high-Q resonator.

In terms of stability, the resonance wavelengths of the
ablated microring were observed to change by 10-20 pm
over a period of several weeks. However, this change is
also observed for a typical Si microring resonator with-
out ablation and is normally attributed to the formation
of a thin native oxide layer on the silicon waveguide core.

In summary, we demonstrated the feasibility of using
femtosecond laser modification of silicon waveguides for
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postfabrication tuning of silicon microring resonators.
Both blue- and redshifts of the microring resonances
could be achieved with single laser shots without causing
significant degradation to the device response. The tech-
nique has several advantages over previous techniques
for silicon microring tuning in that it does not require
extra fabrication steps and is operationally much faster
than other demonstrated techniques. The setup is rela-
tively simple, and the technique provides a much larger
tuning range. We believe the method may also be used to
tune silicon microring resonators with a cladding such as
Si03, provided that the cladding is transparent to 400 nm
femtosecond laser pulses. In this case tuning would be
achieved by amorphization of the Si waveguide. While
relatively coarse tuning of the microring resonance was
demonstrated with single laser shots, fine tuning may
also be possible by shooting only a small section of the
microring to lessen the impact of each shot. We also note
that the method can also be applied to fine tune the
performance of other silicon photonic devices, such as
gratings and Mach-Zehnder interferometers. Finally, be-
cause the resonance of a microring resonator is very sen-
sitive to small modifications to the waveguide surface,
the device could serve as a sensor for accurately deter-
mining the ablation threshold and can be used for study-
ing the dynamics of femtosecond ablation by in situ
monitoring of the resonance shifts.

This work is supported by the Natural Sciences and
Engineering Research Council of Canada (NSERC) and
the Canadian Institute for Photonic Innovations.
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Abstract: We demonstrate the fine tuning capability of femtosecond laser
surface modification as a permanent trimming mechanism for silicon
photonic components. Silicon microring resonators with a 15um radius
were irradiated with single 400nm wavelength laser pulses at varying
fluences. Below the laser ablation threshold, surface amorphization of the
crystalline silicon waveguides yielded a tuning rate of 20 + 2 nm/J-cm™
with a minimum resonance wavelength shift of 0.10nm. Above that
threshold, ablation yielded a minimum resonance shift of —1.7nm. There
was some increase in waveguide loss for both trimming mechanisms. We
also demonstrated the application of the method by using it to permanently
correct the resonance mismatch of a second-order microring filter.
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1. Introduction

Silicon-on-insulator (SOI) is an attractive platform for achieving very large scale integration
of photonic integrated circuits (PICs) [1]. This is due to silicon’s high index of refraction,
relatively low loss at telecommunication wavelengths, and compatibility with the CMOS
fabrication processes. Various photonic devices based on SOI technology have been
demonstrated for applications in filtering [2], modulation [3]. and sensing [4.5].

The high refractive index of silicon enables strong optical mode confinement to be
achieved in the SOI waveguides. This permits device structures with small bending radii to be
fabricated which allows extreme miniaturization. However, the small sizes of the waveguides
combined with strong modal confinement make them very sensitive to variations in the
refractive index and waveguide dimensions caused by fabrication imperfections. For example,
a deviation of only 1nm in a typical silicon waveguide’s height or width will affect a change
of ~0.002 in the waveguide’s effective index. This deviation from designed values can
significantly alter the response of phase-sensitive photonic components. For an SOI microring
resonator, an index change of 0.002 will lead to over 100 GHz shift in the resonance, which is
unacceptable for most PIC applications.

Although SOI fabrication technology has advanced significantly, it is still not possible to
control etched dimension variations and silicon film thickness uniformity to better than a 1nm
accuracy across an entire wafer [6,7]. It is therefore necessary for most applications to employ
a post-fabrication trimming technique to correct for fabrication-induced variations in silicon
PICs and restore their proper device functionalities. The most common approach is to modify
the effective index of a silicon waveguide by means of the thermo-optic effect. This is
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accomplished by placing resistive micro-heaters above silicon waveguides and controlling the
power flow through each heater to selectively change the waveguides’ temperatures [8.9].
While this technique is very effective, it has the disadvantages of causing thermal cross-talk
and requiring a continuous power supply to the heaters in addition to the extra processing
steps required to fabricate them. The development of a permanent technique for tuning silicon
PICs is actively being pursued to circumvent these issues.

Many permanent techniques for trimming silicon photonic devices have been
demonstrated. Silicon microring resonators have been tuned by UV [10] or visible light [11]
trimming of the cladding layer. Electron beam compaction of the oxide layer [12] or electron
beam bleaching of a polymer cladding layer [13] have also been shown to be effective for
tuning silicon microrings. Local oxidation of silicon has been used to trim photonic crystals
using a laser-assisted process [14] and microring resonators using an atomic force microscope
tip [15]. There have also been trimming methods demonstrated in other material platforms
that could be applied to silicon devices [16—18]. Most of these techniques, however, have
disadvantages in that they are slow, require complex setups, or can provide only a limited
tuning range.

We have recently demonstrated a new permanent technique for trimming silicon devices
based on surface modification of silicon waveguides by an out-of-plane femtosecond laser
pulse [19]. Depending on the fluence, the laser shot can modify the silicon waveguide by
converting some of the crystalline silicon near the waveguide surface to amorphous silicon or
by nanomilling the top of the waveguide by ablation. This technique was shown to enable
permanent bi-directional tuning of a microring resonator over a wide range. The method is
also fast and the setup is relatively simple and readily adaptable to wafer-scale application.

In this work we demonstrate the ability of the technique to fine tune high quality (Q)
factor microring resonators. The sharp resonances of the high Q microring notch filters
allowed us to accurately monitor small changes in the effective index of the silicon
waveguides along with any induced loss. We observed an approximately linear tuning rate in
the amorphization regime with a minimum resonance wavelength shift of 0.10nm. We also
demonstrated the application of the method to permanently correct the resonance mismatch of
a second-order microring filter.

2. Fabrication and measurement of silicon microring resonators

Seven all-pass silicon microring resonators were fabricated on an SOI chip consisting of a
340nm crystalline Si (c-Si) on a 1pm-thick SiO; buffer. Each microring had a 15pm radius
and was coupled to a single bus waveguide via a coupling gap of 410nm. Both the bus and
microring waveguides had a nominal width of 310nm. The devices were patterned using a
Raith 150-TWO electron beam lithography system with ZEP520A resist, followed by dry
etching. The devices were left air cladded. An SEM image of one of the fabricated microring
resonators is shown in Fig. 1(a). The chip was cleaved to expose the bus waveguide facets for
measurement, leaving a total waveguide length of about 3mm. Light in the 1500-1600nm
wavelength range from a continuous-wave tunable laser was adjusted to the TM polarization
and butt coupled on chip using a lensed fiber aligned to the waveguide facets. The transmitted
light was then collected by another lensed fiber for detection. Figure 1(b) shows a typical
spectral response of the fabricated microring resonators.

To extract the device parameters, we performed curve fitting of the measured data with
the theoretical response of an all-pass microring resonator. We also accounted for the effects
of reflections from the waveguide facets by modeling the device as microring resonator
embedded inside a Fabry-Perot cavity. The transfer function of the system is given by

1-7)H,ze’®
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where 7 is the reflectance of a single waveguide end facet, ¢ is the phase change over the

length of the bus waveguide, and Hyz is the transfer function of the all-pass microring given
by

~i O
H.. = Hﬂ—e___ )

1-7a,e™™
In the above equation 7 is the transmission coefficient of the bus-to-ring coupling
junction, @, is the microring roundtrip phase and a,; is the roundtrip field attenuation factor.
The inset of Fig. 1(b) shows a typical curve fit of one of the microring resonances. Normally
the round-trip attenuation coefficient, a,;, and the transmission coefficient, 7. of an all-pass
microring cannot be independently determined from its spectral response. However, since our
microring is embedded in a Fabry-Perot cavity we are able to indirectly obtain phase
information from the response of the ring and therefore separately determine the roundtrip
attenuation and transmission coefficient when fitting the response with Eq. (1). The average
values for the transmission coefficient, 7, and roundtrip field attenuation factor, a,, were
0.972 and 0.986. respectively, giving an average loaded quality factor of 25,000 and intrinsic

quality factor of 75,000 for the microrings.
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Fig. 1. (a) Scanning electron microscope image of a 15 pm radius all-pass microring resonator.
(b) Imitial TM spectral scan of one of the microrings used i the study. Inset: blue 15 the
measured transmission of one resonance and red 1s the curve fit.

3. Femtosecond laser tuning setup and results

Single femtosecond laser pulses at 400nm were used in this study to modify the silicon
waveguides of the microrings. The 400nm pulses were frequency doubled in a BBO nonlinear
crystal from ~130 fs FWHM pulses at 800nm produced by a Ti:sapphire laser. A 1mm thick
BG39 filter was then placed in the beam path to remove the remaining 800nm light. As in our
previous study [19]. we chose to use a “top hat” beam profile to ensure a constant fluence
across the waveguides. A “top hat” beam of 8.8um radius was obtained by demagnified
imaging of the center part of a Gaussian beam (8 mm beam waist diameter) selected with a
pinhole aperture (500um diameter) over which the intensity distribution was nearly uniform.
The experimental setup is shown in Fig. 2(a), and the spatial profile of the “top hat” beam is
in Fig. 2(b). While a reasonably flat profile was achieved, some residual intensity modulation
on the order of 10 to 20% was observed at the edge of the spot due to diffraction. This
intensity modulation increased if the device was placed in front of the best image plane or
after it as seen in Fig. 2(c). The radius of the beam was about half that of the microrings,
which allowed each microring to be shot twice on fresh sections of its waveguide.
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Fig. 2. (a) Setup of the fs laser tuning experiment. The center of a Gaussian pulse of 8mm
beam waist diameter passed though a pin hole of 500pm diameter (P1), and was imaged onto
the device. M1 and M2 are 400nm dielectric murrors, L1 and L2 are plano-convex lenses, MO
1s a 10X microscope objective of 0.28 numerical aperature, MS is a 3D motion stage, BS 15 a
beam splitter. (b) Femtosecond laser “top hat” beam profile when the device was at the best
image plane. (c) The horizontal line-out across the center of the beam when the device was at
the best image plane (black line), and 2 pm i front (blue) or after (red) it.

Six microrings were used for the femtosecond laser tuning experiments while one was left
unmodified as a control. After the initial characterization of the devices, each microring was
shot with the laser once at varying fluences. The microrings were measured and characterized
again, and then shot once more at different fluences on an unmodified section of the ring
waveguide. Figure 3(a) shows a plot of the resonance wavelength shift as a function of the
average laser fluence. The horizontal error bars are due to uncertainty in the energy
calibration and the exact size of our laser spot. The vertical error bars are mainly due to our
approximately = 2pum accuracy of aiming the center of the laser spot onto the waveguide,
resulting in some uncertainty in the length of ring waveguide affected by the shot. Figure 3(b)
shows the change in the effective index of the section of waveguide amorphized by the laser
shot. The effective index change was computed from the resonance wavelength shift by

Mg, 3)

where A, is the original resonance wavelength of the microring, A4 is the resonance
wavelength shift, R is the microring radius, / is the length of the modified section of ring
waveguide, and g, is the original effective index of the waveguide. For our SOI waveguides
the effective index of the TM mode was determined to be 2.3 using a Finite Difference mode
solver.

Figure 3(a) shows that by changing the fluence of the laser shot it is possible to control the
direction and extent of the wavelength shift. The positive shifts in the resonance wavelength
at fluences below 0.2 J/cm® are due to amorphization of a small amount of the crystalline
silicon at the waveguide surface. This layer of amorphous silicon has a higher index of
refraction than the original crystalline silicon, leading to an increase in the effective index of
the waveguide. The negative shifts in the resonance wavelength at fluences above 0.2 Jem®
are due to ablation of a small amount of material off the top of the waveguide. This causes a
decrease in the waveguide height which results in a decrease in the effective index of the
waveguide. The ~0.2 J/em? threshold for laser ablation of silicon at the 400nm wavelength is
consistent with our previous work [19]. In the ablation regime, the minimum negative shift in
the resonance wavelength was —1.7nm, corresponding to a change in the waveguide effective
index of —0.013. It was observed in our previous experiments that ablation only a few
hundredths of a J/cm® above the ablation threshold could be damaging to the waveguide
resulting in significantly increased loss so laser shots at higher fluences were not attempted.
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Fig. 3. (a) Resonance wavelength shift of the microring resonators as a function of laser
fluence. (b) Linear fit of the positive resonance shifts and change in the wavegude effective
index as function of the laser fluence. The data point at 0.04 J/cm’ is removed for reasons
discussed in the text.

In our previous work [19], we determined the amorphization threshold to be 0.06 J/cm?
whereas here we observed amorphization at an average fluence of 0.04 J/em?. This
discrepancy is due to small fluctuations in the beam profile which caused the local intensity to
be well above 0.04 J/em? leading to amorphization in some small regions near the edge of the
beam spot. As seen in Fig. 2(c), the intensity fluctuations were even more pronounced if the
device was not placed in the proper image plane. This effect was also observed visually
through a change in colour for only small regions within the spot size, as seen through an
optical microscope.

In the amorphization regime (laser fluence below 0.20 J/em® and above 0.06 J;’cmz) there
appears to be a linear correlation between the resonance wavelength shift and the laser
fluence. The data point at 0.04 J/em® was not included in Fig. 3(b) because only a small
portion of the laser spot caused amorphization and the length of waveguide changed is
therefore unknown. Assuming a linear relationship in Fig. 3(b) we obtain a tuning rate of 20 +
2 nm/J-em™ (or Aneg = 0.16 £ 0.02 per J/ecm? for the length of waveguide shot) above the
amorphization threshold of 0.06 J/cm?.

There are three possible explanations for the linear correlation between the wavelength
shift and laser fluence in the amorphization regime. The first hypothesis is that as the fluence
increases, the depth of the amorphized silicon layer also increases. It is reasonable to assume
that a higher laser fluence will cause a larger volume of crystalline silicon near the surface to
melt, resulting in a thicker layer of amorphous silicon (the waveguide width being fixed).
This hypothesis is supported by J. Bonse [20], who optically characterized the depth of
amorphous silicon from an 800nm., femtosecond Gaussian laser pulse. Assuming that the
refractive index of amorphous silicon does not depend on the laser fluence, it was concluded
that this depth was likely dependent on the laser fluence used. The second possibility is that
the volume of the amorphous silicon stays constant with changing laser fluences, but the
index of refraction of the amorphous silicon is modified instead. This hypothesis is supported
by the work of Izawa et. al [21.22], where it was shown using transmission electron
microscopy (TEM) that the depth of the amorphous silicon produced using 400, 800, and
1550nm laser pulses did not vary with the number of shots or laser fluence below the ablation
threshold (ref [21]. reports the depth of amorphous silicon to be 17nm when irradiating
crystalline silicon with a single 400nm femtosecond laser pulse). However, in a later
publication, Izawa et al [23] also showed that for 266nm laser pulses the depth of amorphous
silicon produced does vary over a Gaussian spot size. Although it is noted in many
publications that the index of amorphous silicon is highly dependent on the manner in which
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it is produced [24.25]. to our knowledge and also noted in ref [20], there has been no study of
the change in the refractive index of amorphous silicon produced by femtosecond laser shots
of various fluences. Thus further studies are needed to confirm the second hypothesis. The
third option is a combination of increased amophization depth along with increased index of
refraction at higher laser fluences, which is the most probable explanation given the evidence
in the literature.

For this experiment, when the entire spot size was above the amorphization threshold. we
achieved a minimum positive resonance wavelength shift of 0.71nm using a fluence of 0.06
J/em?. This corresponds to a minimum change of 5.6 x 107 in the waveguide effective index.
However, the data point at 0.04 J/cm? shows the current tuning resolution of the technique.
Due to the shorter affected length of waveguide, a shift in the resonance of 0.10nm was
observed for this shot, which is roughly 1.5 x the bandwidth of these microrings. This shift
cannot be converted to a change in the effective index because the length of waveguide
affected is uncertain, but it illustrates that the shift is dependent on length of the waveguide
affected. The resolution of the technique will be dependent on the ratio of the length of
waveguide affected to the circumference of the microring, which is evident from Eq. (3).
Therefore, the technique’s resolution can be made very fine by using either a large microring
and/or a very small spot size. The tuning rate obtained in Fig. 3(b) can be modified in the
same manner as the tuning resolution. The spot size of the laser pulse. along with the
accuracy of the alignment stage, is the limiting factor for fine tuning with this technique.
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Fig. 4. Change in roundirip loss of the microrings following shots plotted as a function of the
resonance wavelength shift. Negative shifts represent ablation and positive shifts represent
amorphization of the waveguide. The open and closed data points represent the first and
second shots on the microrings respectively.

Measurements of the roundtrip loss in the microring resonators also allowed us to
investigate the effect of the laser shots on the waveguide loss. The initial roundtrip loss of the
microring resonators averaged over four resonance peaks between 1540 and 1560nm was
found to be 0.25 + 0.05 dB. The large variation in the roundtrip loss is most likely due to
coherent backscattering from the sidewall roughness of the microring waveguides [26,27]. an
effect which has been reported for silicon microrings very similar to ours [28]. In Fig. 4 the
change in the average roundtrip loss is plotted versus resonance wavelength shift induced by
each shot. The error bars represent the standard deviation of the initial roundtrip loss
measured for four resonance peaks between 1540 and 1560nm that is then added in
quadrature with the same value for the final roundtrip loss. In the amorphization regime
(positive resonance shifts), it is observed that the roundtrip loss increased with every laser
shot, which is expected since amorphous silicon has larger absorption than crystalline silicon
[25]. However, there appears to be no definite correlation between the loss and the laser
fluence and the error bars are fairly large and vary significantly in magnitude. The large error
bars cross below zero for some data points, but no single measurement indicated a decrease in
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loss. The lack of a definite trend combined with the large fluctuations in the loss data suggests
a dominant contribution from amplification of the coherent backscattering effect that was
already present in the silicon waveguides before the laser shots. When a laser shot amorphizes
some of the silicon. it may roughen the top surface of the waveguide and/or produce
volumetric index inhomogeneities due to mixtures of amorphous and crystalline Si. This
roughness could increase the backscattering and cause large fluctuations in the measured
roundtrip loss at different resonances as observed. The effect could also be amplified for the
TM polarization since it is more sensitive to roughness on the top surface of the waveguide
than on the sidewalls. This hypothesis is supported by the much larger increase in loss and the
larger fluctuations in its measurement for shots above the ablation threshold (negative shifts
in the resonance wavelength in Fig. 4) together with evidence from AFM scans of
unpatterned silicon surfaces after ablation showed an increased surface roughness [19].

In order to quantify the loss induced by femtosecond laser surface modification,
microrings where coherent backscattering is insignificant should be investigated or a separate
measurement of the backscattering is required in another study. The backscattering may also
be reduced by using a smoother beam profile than the one shown in Fig. 2(b) or one with a
more gradual change in fluence profile, such as a Gaussian laser spot. A further reduction in
backscattering may also be possible by annealing the sample at high temperature [25].

4. Application of the laser tuning method to a second-order microring filter

One potential application of the technique is in correcting fabrication-induced resonance
misalignment in high-order silicon microring filters. These devices consist of multiple
coupled microring resonators whose resonances have to be accurately controlled for the
proper operation of the device [29].
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Fig. 5. (a) SEM of the second-order microring filter. All of the device parameters are labeled in
yellow and the location of the single femtosecond laser shot is outlined in red. (b) Spectral
response before and after tuning by a femtosecond laser shot. The blue curves are the measured
spectra and the red curves are the best fits, with the peaks corresponding to ring 1 and 2
labeled.
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To demonstrate the ability of the femtosecond laser tuning technique to permanently
correct the resonance mismatch in this type of device, we designed and fabricated a second-
order microring filter consisting of two non-identical microring resonators with unmatched
resonances. An SEM image of the device is shown in Fig. 5(a). The two microrings have radii
R; = 8um and R, = 12um. giving individual free spectral range (FSR) of 9.5nm and 6.33nm,
respectively. When two resonances of the microrings are aligned, the FSR of the device will
increase to 19nm due to the Vernier effect with suppressed resonance peaks in between. The
field coupling coefficients between the bus waveguides and the microrings (k;. x3) and
between the two microrings (x;) were designed to give a flat-top filter response. For a
100GHz-bandwidth filter the coupling values were determined to be k; = k3 = 0.60, K, = 0.18,
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and the corresponding coupling gaps were g; = 170 nm, g, = 300 nm, g3 = 200 nm. (The
coupling gap between ring 1 and the input bus waveguide is smaller than between ring 2 and
the output bus waveguide because ring 1 has a smaller radius and hence shorter interaction
length with the bus).

The top trace in Fig. 5(b) shows the as-fabricated spectral response of the device with the
resonance peaks of each microring labelled. The 1535nm transmission peak is split due to a
~1.1nm detuning between the resonances of the two microrings. To align the two resonances,
we increased the resonance wavelength of microring 1 by applying a single laser shot at 0.06
J/em® to a section of the ring as indicated in Fig. 5(a). The device spectral response after the
laser shot is shown by the bottom trace in Fig. 5(b). The two microring resonances at the
1535nm wavelength are seen to merge to form a second-order filter response with a
bandwidth of 112GHz and an insertion loss of ~3dB. Careful modeling of the spectral
response (shown by the red curve and obtained by least squares fitting) revealed that
microring 1’s resonance wavelength was now greater than microring 2’s resonance
wavelength by ~0.3nm, indicating that the resonances of microring 1 were moved by a total
of 1.4nm by the laser shot. Note that at the same fluence of 0.06 J/cm?, the resonance shift in
the 8pm-radius ring is larger than the value recorded for the 15pum microring in Fig. 3. This is
because a larger fraction of the microring roundtrip length was modified by the laser shot in
the smaller ring. We also observed that the adjacent resonance peaks were much more
suppressed below the main filter transmission peaks than in the original as-fabricated
spectrum. The roundtrip loss for microring 1 before and after the femtosecond laser shot
changed only slightly according to our modelling, increasing from 0.77dB to 0.86dB. while
all other fitting parameters remained the same except for the resonance wavelength of
microring 1. Our model showed that this increase in the loss of ring 1 accounts for only a
0.15dB change in the insertion loss of the device.

5. Conclusion

We have shown that femtosecond laser surface modification of silicon waveguides is a
promising technique for tuning silicon microring resonators and other phase sensitive devices.
In the amorphization regime, we observed an approximately linear relationship between the
effective index change in the silicon waveguide and the fluence of the laser shot. The physical
mechanism for this relationship is either an increase in the depth of amorphous silicon and/or
an increase in the index of refraction of the amorphous silicon produced by the laser shots
[20-25]. The propagation loss in the silicon waveguides, induced by either the conversion of
some crystalline silicon to amorphous silicon or ablation of material, increased for all shots as
expected, but no definite correlation to the laser fluence was observed due to effects from
coherent backscattering in the microrings [26.27]. It may be possible to reduce the coherent
backscattering effects by using a smoother beam profile or by annealing the device at a high
temperature in future studies.

The minimum resonance wavelength shifts achieved in the experiment were 0.10nm and
—1.7nm for amorphization and ablation respectively. These shifts can be made lower by
moving the beam center off the waveguide or using a smaller spot size so that a smaller
section of the ring is irradiated. We also demonstrated an application of the technique in
tuning a second order microring filter. The resonance mismatch of two silicon microrings was
corrected by a single femtosecond laser shot, proving that this technique can be a fast and
reliable method of trimming high-order filters and other advanced PICs on a silicon platform.
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