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Abstract

Scanning probe microscopes routinely provide atomic resolution of numerous mate-

rials, but lack the tools to investigate their ultrafast dynamics. Laser pulses can be

generated in the femtosecond or even attosecond regime, but their spatial application

is restricted by the diffraction limit. Coupling ultrafast laser pulses to scanning

tunneling microscopes (STM) has recently opened a window into an unexplored world

where subnanometer spatial resolution and subpicosecond temporal resolution can be

achieved simultaneously. As these techniques evolve in the scientific community, dif-

ferent characterization methods have been developed to gain a deeper understanding

of the different aspects behind their operating principles. Great efforts are dedicated

on this front, since any improvement in their performance will help to push the

technological boundaries even further.

In this thesis, single-cycle terahertz pulses (1 THz bandwidth) were coupled to the

tip of a scanning tunneling microscope (THz-STM), which enhances and localizes the

fields of the incident pulse at the tip apex. The surface of Au(111) was first examined

to establish a benchmark of the THz-STM system. A comparison of these measure-

ments with previous results on Cu(111) shows agreement and similarities between

these two metals. Nanostructures are ideal candidates for THz-STM because their

dynamic response can be studied individually, thanks to the nanometer resolution of

the system. Therefore, the properties of single-walled carbon nanotubes (6,5) were

explored with THz-STM, but were found to be unstable in our experimental setting.

Graphene islands, on the contrary, exhibited high stability and the first THz-STM

images of graphene islands reported here show their capability to identify structural
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defects that have otherwise very similar profiles in a conventional topographic image.

An attempt to perform a pump-probe experiment on these nanostructures revealed

an undesired electron emission from the sample substrate. Consequently, the electron

photoemission occurring at the STM junction under illumination by 70 fs ultrafast

near-infrared laser pulses centered at 800 nm was investigated. Photoemission ex-

periments with W and Au tips on an Au(111) substrate revealed that multiphoton

photoemission (MPP) was the main emission mechanism in our experimental setting.

The use of a wide bandgap semiconductor as a substrate is proposed to eliminate

its photoemission and facilitate optical pump-terahertz probe experiments on nanos-

tructures. Three different semiconductive samples were studied: p-doped GaN, n-type

Si-doped GaAs(110), and p-type Zn-doped GaAs(110). The results demonstrated that

MPP was suppressed on a wide bandgap semiconductor, such as GaN, confirming it

is a good candidate as a substrate for ultrafast pump-probe experiments. An initial

attempt to perform an optical pump-THz probe experiment on a single-walled carbon

nanotube on GaN is presented. However, the pump-probe signal closely resembled the

THz near field waveform at the tip apex observed with photoemission sampling. The

thermal expansion of the semiconductors was additionally investigated in the STM

since thermal effects from a pump beam can also interfere with the experiments. The

measurements showed that the tip expansion is usually small compared to that of

the sample, and that the least thermal expansion occurred on the GaN sample which

reinforces the proposal to use it as a substrate.

Finally, the design and construction of a home-built ambient STM is included.

Basic THz-STM measurements on a single-walled carbon nanotube and the acquisi-

tion of a THz-induced photoemission waveform proved that the system is capable of

performing THz-STM and ultrafast optical pump-THz probe experiments.
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Preface

The research presented in this thesis was carried out from September 2016 to Febru-

ary 2023 at the University of Alberta under the supervision of Professor Frank A.

Hegmann. The results presented in Chapters 5 to 9 were obtained with assistance

and feedback from Peter Nguyen, Howe Simpson, David Purschke, Nils Refvik, and

Christina Strilets, and Chapters 5 and 6 were done in collaboration with Yang Luo.

The GaN sample used in Chapter 8 was provided by Andreas Zeidler. The ambient

STM presented in Chapter 10 was designed and built by me, with advice from Mark

Salomons, and constructed with the help and support of Beipei Shi, Vedran Jelic,

Yang Luo, and Howe Simpson. Subsequently, it was debugged and operated by

Christina Strilets. All the figures in this thesis were created by myself except for

Fig. 1.1, which contains a 3D model of a tungsten tip apex created by the research

group of Robert Wolkow and a Si(111)-7x7 image taken by Vedran Jelic, Figs. 2.3, 2.5

to 2.9, 2.11 and 2.13, which were adapted from other references, and Fig. 10.7, which

was acquired by Christina Strilets. The work presented here has contributed to one

collaborative refereed publication, one oral presentation, and two conference poster

presentations, which are described below. Two collaborative refereed publications

that are not directly related to this work but were published during the time of this

thesis are also included at the end of this preface.
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• Y. Luo, V. Jelic, G. Chen, P. H. Nguyen, Y.-J. R. Liu, J. A. M. Calzada,

D. J. Mildenberger, and F. A. Hegmann, “Nanoscale terahertz STM imaging
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built ambient THz-STM system, The 8th International Conference on Optical

Terahertz Science and Technology (OTST), Mar. 2019. Available: http://www.
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• Y. Luo, J. A. M. Calzada, G. Chen, P. H. Nguyen, V. Jelic, Y.-J. R. Liu,

D. J. Mildenberger, H. R. J. Simpson, and F. A. Hegmann, Characterization of

THz-induced bias voltage modulation in an STM, 45th International Conference

on Infrared, Millimeter, and Terahertz Waves (IRMMW–THz), Nov. 2020.

Available: https://doi.org/10.1109/IRMMW-THz46771.2020

Collaborative refereed publications not directly related:

• M. Malac, D. Homeniuk, M. Kamal, J. Kim, M. Salomons, M. Hayashida,

J. A. M. Calzada, D. Vick, D. Price, and R. Egerton, “NanoMi: An open source

electron microscope component integration”, Microscopy and Microanalysis,

vol. 28, no. S1, pp. 3164–3165, Aug. 2022. Available: https : //doi . org/10 .

1017/s1431927622011746

• M. Malac, J. A. M. Calzada, M. Salomons, D. Homeniuk, P. Price, M. Cloutier,

M. Hayashida, D. Vick, S. Chen, S. Yakubu, Z. D. Wen, M. Leeson, M. Kamal, J.
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source electron microscope hardware and software platform”, Micron, vol. 163,

p. 103 362, Dec. 2022. Available: https://doi.org/10.1016/j.micron.2022.103362
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“But I am not afraid to consider the final question as to wether, ultimately - in the

great future - we can arrange the atoms the way we want; the very atoms, all the

way down!”

- Richard P. Feynmann

“I don’t study to know more, but to ignore less.”

- Sor Juana Inés de la Cruz
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3.6 Schematic diagrams of the electrochemical etching methods used to

fabricate the STM tips. . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.7 Photographs of STM tips from an optical microscope. The single
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submerged electrochemical etching method for Au wires (Fig. 3.6a)
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3.8 Tip conditioning procedures. a) Schematic of the electron bombard-

ment setup, where typical currents of 1 − 2 A resistively heat up a

thoriated-tungsten filament that thermally emits electrons that are

accelerated towards the tip by a potential difference of 100 − 1 kV.

Electrons absorbed by the tip will anneal it and remove contaminants
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to induce a field emission current that is used to characterize the tip
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50 pA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
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3.11 I − V and ITHz − V curves that were acquired simultaneously on the

Au(111) surface with an initial tip height set by VDC = −0.5 V and

IDC = 50 pA. Three THz field amplitude cases are shown: ETHz,pk =

+295 V/cm, 0 V/cm and −284 V/cm in blue, black, and red, respec-

tively. a) I−V curves showing the total current (Itotal,avg = IDC+ITHz),

including the DC and THz-induced contributions. b) ITHz − V curves

showing ITHz, which is acquired by lock-in detection. . . . . . . . . . 49

3.12 a) Semilog plot of the I−z curves measured on the Au(111) surface with

an initial tip height set by IDC = 50 pA and VDC = 50 mV. The data

in blue, black, and red show the cases where ETHz,pk = +295 V/cm,

ETHz,pk = 0 V/cm and ETHz,pk = −180 V/cm, respectively. . . . . . . 50

3.13 Energy diagram of the STM junction, where the Fermi energy of the

tip ϵFt is raised compared to the Fermi energy of the sample ϵFs by a

bias voltage VDC, inducing a tunneling current. The potential barrier

for the static case is shown with a solid black line. When a THz pulse

couples to the junction, the transient THz voltage VTHz(t) induced

by the THz field, modulates the energy difference between the Fermi

levels. A positive THz field (blue dashed line) increases the energy

difference, lowering the apparent barrier height. The opposite occurs

for a negative THz field (red dashed line). . . . . . . . . . . . . . . . 50

3.14 ITHz − z measurement on Au(111), acquired by lock-in detection for

positive and negative ETHz,pk values. The initial tip height was set

by VDC = +5 mV and IDC = 50 pA. The experimental data is shown

with colored squares, and it was fitted by single exponential functions,

which are shown with colored solid lines. . . . . . . . . . . . . . . . . 51
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3.15 Schematic to illustrate the optical-pump THz-probe technique at the

STM junction. a) An ultrafast optical pulse and a THz pulse are

coupled onto the STM junction. The temporal delay between the two

pulses ∆τ is controlled by a linear delay stage. b) The optical pulse,

which arrives first in this example, pumps and photoexcites carriers

in the sample. c) The THz pulse can then probe the sample state by

inducing a transient tunneling current. By changing the temporal delay

while the tunneling current is recorded, the evolution of the carriers in

time can be studied. . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.16 The near field waveform of a THz pulse coupled to the STM junction,

measured by electron photoemission. An ultrafast optical pulse induces

photoemission from the tip, which is then modulated by the electric

field of a THz pulse. The temporal delay between the two pulses is

varied while the electron emission is recorded to obtain the THz near

field waveform. Notice that the y-axis has units of current, not the

electric field amplitude. The data was acquired with VDC = −1 V,

ETHz,pk = 400 V/cm, Ppump,avg = 4.6 mW and with a gold tip z =

500 nm away from an Au(111) sample at room temperature. . . . . . 53

3.17 Optical setup to perform autocorrelation measurements that consists of

a Michelson interferometer, where a high-resistance silicon wafer splits

the incoming THz beam into the two arms of the interferometer. By

changing the path length of one of the arms, the temporal delay ∆τTHz

between the two THz pulses is varied before they couple to the STM tip. 54
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3.18 Autocorrelation measurement of two THz pulses, where the temporal

delay ∆τTHz described in Fig. 3.17 is varied while the THz-induced

current is recorded. The experimental data (black dots) is the average

of six consecutive measurements where the initial tip height was set

with VDC = 50 mV, and IDC = 42 pA. The THz pulse field at the peak

was ETHz,pk = +260 V/cm. The autocorrelation data fit (green line)

was obtained from the convolution of a Gaussian function (blue line)

with itself, which presented a FWHM (pulse duration) of 0.35 ps. The

current spikes on the sides of the plot were caused by a tip change

during one of the measurements. . . . . . . . . . . . . . . . . . . . . . 55

4.1 Photograph of the clean Au(111) substrate mounted on the STM sam-

ple holder a) before and b) after a few cycles of ion sputtering and

annealing in the vacuum chamber. . . . . . . . . . . . . . . . . . . . . 57

4.2 STM topographic images of the clean Au(111) surface. a) Image with

large atomically flat areas. The window is 400 × 400 nm and was

acquired with VDC = 1.2 V and IDC = 200 pA. b) The herringbone

reconstruction. The window is 40 × 40 nm and was acquired with

VDC = 50 mV and IDC = 200 pA. These images were acquired with a

W tip at room temperature. c) Tip-height profile over the herringbone

structure along the white line shown in (b). The experimental data

points are shown in red, and the average of 10 adjacent points is shown

as a smooth black solid line. The smoothed line was used to calculate

the narrow (2.65 ± 0.24 nm) and broad (3.95 ± 0.25 nm) peak spacing

of the herringbone structure. . . . . . . . . . . . . . . . . . . . . . . 58
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4.3 STS measurements on Au(111). a) I−V curve taken on the Au surface

on the hill and on the broad valley of the herringbone structure. The

initial tip-sample separation was set by VDC = −1 V and IDC = 1 nA.

b) dI/dV and c) normalized (dI/dV )/(I/V ) spectrum. d)I − z curves

in a semilog plot. The initial tip height was set by different bias voltages

and setpoints, as described in the plot legend. The experimental data

points are presented with colored symbols, whereas the exponential

fits are shown with colored continuous lines. The calculated work

function Φ for each case is shown in square brackets, and the average

was estimated to be 4.80 ± 0.21 eV. . . . . . . . . . . . . . . . . . . . 60

4.4 Graphene diagrams. a) Illustration of the atomic structure of graphene,

where each sphere represents a carbon atom. The diagram was built

with the Nanotube Modeler (JCrystalSoft) software [174]. b) Energy

dispersion relation of graphene at the Dirac point. . . . . . . . . . . . 62

4.5 SWCNTs diagrams. a) Honeycomb lattice representation of a graphene

layer, where the text inside each hexagon shows the position of several

nanotube indices. The position of (n = 6,m = 5) is indicated by the

blue lines. The chirality α is determined by the angle between the red

line that connects the origin to (6,5) and the horizontal axis, which is

the angle at which the graphene layer is rolled up, also known as the

chiral angle. The unit cell and the C-C interatomic distance acc are

also shown. b) Atomic structure of a (6,5) SWCNT where each sphere

represents a carbon atom. The diagram was built with the Nanotube

Modeler (JCrystalSoft) software [174]. c) Energy diagram of a (6,5)

SWCNT where the semiconductive energy gaps are ϵ11 = 1.12 eV and

ϵ22 = 2.24 eV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
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4.6 a) Photograph of the solution containing SWCNTs in DMF with a

concentration of 0.05 mg/ml. b) Photograph of the Au(111) substrate

after the SWCNTs were deposited by the drop casting method. . . . 65

4.7 Topographic images of SWCNTs deposited by drop casting (5 drops)

on the Au(111) substrate. SWCNTs were diluted on DMF and soni-

cated for a) 10 minutes and b) 30 minutes. The images were acquired

with (a) VDC = 1.2 V and IDC = 22 pA and (b) VDC = 3.5 V and

IDC = 10 pA. Image (b) presents unexpected irregular features on the

Au surface, which are pointed out by white arrows. Image taken with

a W tip at room temperature. . . . . . . . . . . . . . . . . . . . . . . 67

4.8 Topographic images of SWCNTs deposited by drop casting on an

Au(111) substrate. The solution of SWCNTs in DMF was sonicated for

30 minutes. By depositing 8 drops of solution instead of 5 (Fig. 4.7b),

the Au surface area was almost fully covered by these unexpected

irregular features. The sample with the SWCNTs underwent 3 cycles of

annealing at 430 ◦C for 10 min. Images were acquired with VDC = 3.5 V,

IDC = 60 pA and a W tip at room temperature. . . . . . . . . . . . . 68

4.9 a) Topographic image of graphene dendritic islands on the Au(111)

substrate. The solution of SWCNTs in DMF was sonicated for 30

minutes and 5 drops were deposited on the Au substrate. The sample

underwent 3 cycles of annealing at 430 ◦C for 10 min after the depo-

sition. The 100 × 100 nm window was acquired with VDC = 0.1 V,

IDC = 50 pA and a W tip at 120 K. b) Zoomed-in window showing how

the herringbone structure underneath the graphene islands is distorted,

implying that the interaction with the Au substrate is not negligible. 70
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4.10 Topographic images of graphene dendritic islands on Au(111) sub-

strate. a) The formation of graphene islands is favored at the Au step

edges as compared with the Au terraces. The 160×160 nm window was

acquired with VDC = 3 V and IDC = 50 pA b) A single layer is formed

even when there is an atomic step on the Au substrate. The 50×50 nm

window was acquired with VDC = 1 V and IDC = 50 pA. c) Line profile

along the path marked with a white line in b). An atomic step height of

2.17 Å and 1.71 Å was calculated for the Au and graphene, respectively.

The solution of SWCNTs in DMF was sonicated for 30 minutes and

5 drops were deposited on the Au substrate. The sample underwent

3 cycles of annealing at 430 ◦C for 10 min after the deposition. The

images were taken with a W tip at room temperature. . . . . . . . . . 72

4.11 Structural analysis of graphene island. a) The 12× 12 nm topographic

image was acquired with VDC = −1 V, IDC = 1 nA and a W tip at

120 K. Arrows 1 and 2 mark points on the flat monolayer graphene

island, while arrows 3 and 4 mark points on structural defects found

as bright and dark spots, respectively. b) Line profile along the white

path marked in (a), showing that the height difference at point 3 is

less than 1 Å and does not correspond to a second atomic layer. The

solution of SWCNTs in DMF was sonicated for 30 minutes and 5 drops

were deposited on the Au substrate. The sample underwent 3 cycles

of annealing at 430 ◦C for 10 min after the deposition. . . . . . . . . . 73
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4.12 Spectroscopy measurements on the graphene islands. a) I−V , b)dI/dV

and c) normalized (dI/dV )/(I/V ) taken with a W tip at the points

marked in Fig. 4.11a. Each curve line shown is the average of 4 data

sets. Measurements were acquired simultaneously with an initial tip

height set by VDC = −1 V and IDC = 1 nA. Measurements on the

Au(111) substrate are also shown for comparison. d) Energy diagram of

the STM junction to illustrate the tunneling current from the occupied

states of the sample (tip) to the unoccupied states of the tip (sample)

when VDC < 0 (VDC > 0). . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.13 Structural analysis of graphene island defects. Zoomed-in image of

Fig. 4.11a that shows the defects from points 3 and 4, with a superim-

posed real scale schematic of the graphene structure and the proposed

defect type. The image was acquired with VDC = −1 V, IDC = 1 nA

and a W tip at 120 K. . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.14 Energy diagram of the a) n-type and b) p-type GaAs samples. The

values for the energy bands and the Fermi level, for these samples, were

calculated with the SEMITIP software. . . . . . . . . . . . . . . . . . 77

4.15 The cleaved GaAs(110) sample. a) Cleavage planes and b) a photo-

graph of a freshly cleaved sample. . . . . . . . . . . . . . . . . . . . . 78

4.16 Topographic STM images of the GaAs surfaces studied here. Images

were acquired in constant current mode with a W tip at 110 K. The

images size is 100 nm × 100 nm, and the current setpoint used was

IDC = 10 pA for all images. . . . . . . . . . . . . . . . . . . . . . . . . 79

4.17 The GaN sample. a) Photograph of the STM tip in tunneling range on

the surface of the sample. b) Energy diagram of the GaN sample where

the values for the energy bands and the Fermi level were calculated with

the SEMITIP software. . . . . . . . . . . . . . . . . . . . . . . . . . . 80
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4.18 Topographic STM images of the GaN surface. The 100 nm × 100 nm

images were acquired with IDC = 10 pA and a W tip at 120 K. . . . . 81

5.1 ITHz − ETHz,pk curves that were used to calibrate the lock-in output

signal of the THz-induced current channel. The data was acquired

with the STM feedback loop on and different current setpoints. The

vertical axis shows a) the raw signal from the lock-in output and b) the

actual number of tunneling electrons after the calibration. c) Relative

tip height for the case of IDC = 2 pA. Measurements were acquired

with a W tip on Au(111) at room temperature. . . . . . . . . . . . . 84

5.2 ITHz − ETHz,pk curves that were acquired on Au(111) with a W tip

and the STM feedback loop off. a) The initial tip height was set by

IDC = 5 pA and three different VDC values. Lower VDC means the tip

is closer to the surface, which translates into a higher ITHz for a given

ETHz,pk. The ITHz onset was found to be around 160 V/cm. b) A set of

data from a second W tip, showing the absolute ITHz where the initial

tip height was set by VDC = +100 mV and IDC = 50 pA. In this case,

the onset occurs at ETHz,pk = −100 V/cm and ETHz,pk = +120 V/cm.

The onset difference with a) is caused by the difference in tip coupling

efficiency. The onsets were estimated at the point where the signal

rises above the noise floor (2 e/pulse) marked with a dashed line. . . 85
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5.3 The transition between conventional STM DC mode and THz-driven

mode. The topography (tip height), the tunneling current, the low-pass

filtered tunneling current, and the THz-induced current channels are

recorded simultaneously as a function of time. Measurements were

taken with VDC = 10 mV and IDC = 2 pA. The generation of THz

pulses was turned on and off, with ETHz,pk = 437 V/cm. When the THz

pulses were turned on, the tip retracted ∼ 260 pm, which translates into

a reduction of the DC current of almost 400 times. . . . . . . . . . . 86

5.4 a) I − V curves and b) ITHz − V curves, acquired simultaneously on

the Au(111) surface for positive and negative ETHz,pk values. The tip

height was set by VDC = −0.5 V and IDC = 50 pA. The contribution

of ITHz shifts the I − V curves up (down) when the THz pulse peak is

positive (negative). Measurements were acquired with a W tip at 120 K 87

5.5 ITHz − z measurements on Au(111) a) ITHz − z curves, acquired by

lock-in detection for positive and negative ETHz,pk values. The initial

tip height was set by VDC = +5 mV and IDC = 50 pA. The experi-

mental data is shown with colored squares, and it was fitted by single

exponential functions, which are shown with colored solid lines. The

presence of the THz pulse fields lowers the apparent barrier height at

the junction. The calculated ABH for each case, obtained from the fits,

is presented within brackets in the legend box. b) Normalized ITHz− z

data from (a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
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5.6 I − z measurements on Au(111) in the presence of THz fields. I =

IDC + ITHz. a) I − z curves taken with an initial tip height set by

VDC = +5 mV and IDC = 50 pA, for positive and negative ETHz,pk

values. The experimental data is shown with colored squares, and it

was fitted with bi-exponential functions, which are shown with colored

solid lines. b) Case with ETHz,pk = 295 V/cm where the bi-exponential

behavior can be observed. . . . . . . . . . . . . . . . . . . . . . . . . 89

5.7 Apparent barrier height as a function of THz pulse peak electric field.

ΦABH,DC and ΦABH,THz are shown in black and red, respectively. ΦABH,DC

decreases (increases) when the positive (negative) THz peak field am-

plitude is increased. The top axis shows the equivalent transient bias

voltage peak calculated with a scaling factor of 1/45 cm. . . . . . . . 91

5.8 Fowler-Nordheim theory applied to the Au(111) sample measurements.

The ITHz − ETHz,pk curves from Fig. 5.2a are presented in the form of

ln (ITHz/V
2
THz,pk) versus 1/VTHz,pk. The linear trend on the left side

indicates the field emission regime. The vertical gray dashed line

indicates the threshold (VTHz,pk = 5 V) where the system transitions

from the field emission regime into the direct tunneling regime. . . . 92

5.9 THz-STM analysis of the herringbone reconstruction in Au(111). Im-

ages of the topography channel (left) and ITHz channel (right) were ac-

quired simultaneously for a 30 nm x 30 nm window scan, with ETHz,pk =

+295 V/cm (top) and ETHz,pk = −214 V/cm (bottom). An inverse im-

age of the Herringbone reconstruction can be observed in the THz-STM

images (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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5.10 Line profile along the paths marked in white on Figs. 5.9a and 5.9b.

The black line and the left axis correspond to the topography, and the

red line and the right axis correspond to ITHz. The line profiles are

opposite to each other, which means that ITHz increases (decreases)

when the tip gets closer (retracts). . . . . . . . . . . . . . . . . . . . 94

5.11 THz spectroscopy measurements on Cu(111) with a W tip at 100 K. a)

Experimental (red dots) and simulated (blue solid line) ITHz −ETHz,pk

curves. The tip height was set by VDC = 1 V and IDC = 20 pA. It

was acquired with feedback loop off and VDC = 0.1 V. b) Experimental

IDC−z and ITHz−z curves that were acquired with an initial tip height

set by IDC = 50 pA, VDC = 0.1 V, and ETHz,pk = 0. c) Calculated ABH

obtained from the IDC − z and ITHz − z curves shown in (b). Values

from STM (black dots), THz-STM (red dots) and simulation (blue solid

line) are shown. d) Comparison of ITHz−ETHz,pk with Fowler-Nordheim

theory by plotting ln (ITHz/V
2
THz,pk) versus 1/VTHz,pk. Reprinted from

ref. [41]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6.1 ITHz as a function of ETHz,pk. The data was acquired with the feedback

loop off, and an initial tip height set by VDC = +100 mV and IDC =

50 pA for both cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

6.2 Sequential STM (left) and THz-STM (right) images of a SWCNT

resting on graphene islands on an Au(111) substrate. The current

setpoint was IDC = 10 pA, and the VDC and ETHz,pk values are shown

in each image. Gradual damage to the SWCNT due to the THz fields

was observed after each image was taken. . . . . . . . . . . . . . . . . 99

xxxi



6.3 Topographic images of a cluster with three nanotubes a) before and b)

after being pushed and bent away by the THz fields, when an ITHz−V

measurement was performed on the cluster. A white arrow marks the

point where the measurement was being taken. Images were acquired

with VDC = −2 V and IDC = 50 pA. . . . . . . . . . . . . . . . . . . . 100

6.4 STM (left) and THz-STM (right) images of a graphene island on

Au(111) at 120 K. Each pair of images was acquired simultaneously

with ETHz,pk = 247 V/cm, VDC = +10 mV and a current setpoint

of 2 pA, 5 pA, 10 pA and 15 pA, respectively, from top to bottom.

The ITHz signal increases as the W tip gets closer to the sample sur-

face. Sample preparation: A solution of SWCNTs in DMF with (0.05

mg/ml) was sonicated for 30 min. Five drops of the solution were

deposited on Au(111), and then received 3 cycles of annealing at 430 ◦C

for 10 min in vacuum. . . . . . . . . . . . . . . . . . . . . . . . . . . 101

6.5 Spatial analysis of the two extreme cases presented in Fig. 6.5. The

THz-STM (top) and STM (middle) images were acquired with ETHz,pk =

247 V/cm, VDC = +10 mV and a current setpoint of 15 pA (left) and

2 pA (right). A specific ITHz range was highlighted in white on the

THz-STM images, which roughly marks the graphene island boundary.

This contour pattern was then superimposed on the topographic im-

ages for comparison. Green arrows point out two of the main differences

between the images, marked as 1 and 2. A comparison of the contour

patterns for the two cases (bottom) indicates that the THz-STM spa-

tial resolution does not change within the tip height range of these

experiments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
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6.6 STM (left) and THz-STM (right) images of a dendritic graphene island

on an Au(111) substrate. The images were acquired with IDC = 50 pA,

VDC = (−) + 100 mV and ETHz,pk = (−) + 200 V/cm. Multiple tip

changes occurred during the image acquisition. The blue horizontal

fringes with different brightness, in the THz-STM image, suggest a

variation in the field enhancement after each tip apex reconstruction.

Multiple points where the structural defects suppressed the ITHz signal

are circled on the bottom images. . . . . . . . . . . . . . . . . . . . . 104

6.7 ITHz as a function of time delay ∆τ between the optical pump pulse

and the THz pulse. Measurement was acquired with the STM tip on

top of a SWCNT and on Au(111), with IDC = 5 pA, VDC = +1.5 V,

ETHz,pk = +247 V/cm, Ppump,avg = 12 mW and a p-polarized pump

beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

6.8 Photoemission current induced by the optical pump pulses with a W tip

on the Au(111) surface. a) STM DC current as a function of time with

a starting point set by IDC = 5 pA, VDC = 3 V, Ppump,avg = 12 mW,

THz pulses off and the feedback loop is turned off at time 0 s. At

around 6 s, VDC was gradually decreased to 0 V. A photoemission

current of −38 pA was found in the absence of VDC. b) STM junction

diagram illustrating the competition between tunneling (blue) and

photoemission (red) currents. . . . . . . . . . . . . . . . . . . . . . . 106
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7.1 Electron emission at the STM junction with a gold tip on an Au(111)

surface. a) IPE,DC−VDC curve acquired with the tip 500 nm away from

the sample, ETHz,pk = 0 V/cm and the 800 nm optical pump beam

(Ppump,avg = 9 mW) centered at the STM junction with a polarization

perpendicular to the tip axis. A linear region can be found from −3 V

to +1 V. b) Energy diagram that illustrates the reduced potential

barrier at the tip apex (red) compared to the Au(111) surface (orange).

Potential barrier calculated with Ppump,avg = 9 mW, frep = 250 kHz,

tpump = 70 fs, a beam spot diameter of 216µm, and an enhancement

factor of 15 at the tip apex. . . . . . . . . . . . . . . . . . . . . . . . 109

7.2 Normalized THz-induced photoemission current IPE,THz (green) as a

function of delay time ∆τ between the optical pump pulse and the

THz pulse. The data was acquired with z = 500 nm, VDC = −1 V,

ETHz,pk = 400 V/cm, Ppump,avg = 4.6 mW and with a gold tip on an

Au(111) sample at room temperature. The PE waveform is assumed

to be the near field at the tip apex. The THz pulse measured by EOS

is also shown in red, which is assumed to be the far field. The two

waveforms are shown overlapped in the middle for an easy comparison

with each other. The integral of the EOS waveform (gray) is also shown

at the bottom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

7.3 The spectral content of the PE and EOS waveforms shown in Fig.7.2,

where only the data below 12 ps was used to exclude the reflections.

The spectrum of the full waveforms is shown in the inset. . . . . . . . 111

7.4 IPE,THz as a function of delay time ∆τ with the pump beam at different

positions along the vertical axis of the tip shaft. The waveforms were

acquired with a gold tip on an Au(111) substrate, z = 400 nm, VDC =

8 V, ETHz,pk = −330 V/cm and Ppump,avg = 4 mW. A photograph of

the STM tip is shown on the right for reference. . . . . . . . . . . . . 112
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7.5 Photoemission waveforms obtained at different VDC values, with an

Au tip on an Au(111) substrate, where z = 500 nm and Ppump,avg =

14.6 mW with the pump beam linearly polarized perpendicular to the

tip axis. The two plots show the cases where a) ETHz,pk = +350 V/cm
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Chapter 1

Introduction

To develop new and better electronic devices, technological boundaries must be

pushed to the limit in order to explore new phenomena at smaller length scales

and faster probing times. To study the world on a small scale, scanning probe

microscopy (SPM) has proven to be a powerful technique that allows us to examine the

topography and the local properties of a sample surface [1]. The SPM family includes

high spatial resolution techniques such as scanning tunneling microscopy (STM) [2–4],

atomic force microscopy (AFM) [5], electric force microscopy (EFM) [6], magnetic

force microscopy (MFM) [7, 8], and scanning near-field optical microscopy (SNOM)

[9, 10]. On the other hand, for the temporal aspect, great efforts have been made to

explore ultrafast phenomena in the picosecond regime due to the carrier and molecular

dynamics that occur at this time scale. However, experiments in this regime proved

to be challenging because of the temporal response limitations of purely electronic

devices. Fortunately, the creation of ultrafast lasers that generate femtosecond pulses

opened the possibility for new techniques to be developed [11], such as the generation

and detection of electromagnetic radiation in the terahertz regime with picosecond

time duration [12–14], which allowed for the use of single-cycle THz pulses to probe

ultrafast dynamics.

THz spectroscopy is spatially restricted by the diffraction limit (λ/2 = 0.15 mm

at 1 THz). One solution to overcome this limitation is to combine scanning probe

microscopes and THz radiation to simultaneously obtain high spatial and temporal

resolution. Sub-micrometer spatial resolution has been achieved with techniques such

as aperture-coupled detectors [15–17], laser terahertz emission microscopy (LTEM)

[18], tapered photoconductive probes [19] and electro-optic sampling in the tera-

hertz near field [20–22]. However, techniques that have achieved < 100 nm spatial

resolution are based on coupling the radiation to sharp metal tips, mainly due to

their ability to enhance and confine THz radiation at the apex [23]. Two examples
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are scattering-type (apertureless) scanning near-field optical microscopy (s-SNOM)

[24–31] and lightwave-driven terahertz scanning tunneling microscopy (THz-STM)

[32–48], which is illustrated in Fig. 1.1.

Figure 1.1: Scaled model of an STM tip apex scanning the surface of a Si(111)-7x7
sample. The actual topographic corrugation of the sample surface is included, but
it is so small that it looks flat. The distance from the lowest atom of the tip to the
sample surface was set to be 1 nm. A schematic of an ultrafast near-infrared pulse
(red) and a single-cycle THz pulse (blue) are shown to illustrate their integration
with the STM. [Credits: the 3D model of the atomic structure of the W tip apex was
created by Robert Wolkow’s group, and the Si(111)-7x7 image was taken by Vedran
Jelic.]

The spatial resolution of s-SNOM is determined by the tip apex size, typically a

few or tens of nanometers, while for THz-STM, it is determined by the quantum

tunnel junction, which is typically smaller than a nanometer [23]. The exponential

dependence of the STM tunnel current as a function of tip-sample distance is the key

to obtaining spatially localized measurements with sub-nanometer resolution [1, 4,

49]. The uniqueness of THz-STM is the fact that the confined and enhanced THz

pulses at the tip apex produce a transient modulation of the bias voltage between the

tip and the sample, which in turn modulates the tunneling current. The THz-STM

has been successfully established as a new technique to investigate the ultrafast at the

nanoscale. For instance, studies on single molecules [35, 40, 50], nanostructures [32,

44] and materials surface dynamics [34, 37, 39, 41, 44] have recently been published.

However, different aspects of this technique are still being explored. One aspect is the
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relation between the free-space THz pulse and the near field waveform at the tip apex

once it has been coupled [50]. For this, terahertz photoemission sampling has been

used to measure the near field waveform at the apex of a tip [39, 42, 51]. Although

more characterization is needed, the THz-STM technique has proven to be a powerful

tool to investigate the ultrafast at the nanoscale.

Because of the promising future of the THz-STM technique, this work focuses

on the system characterization and understanding of THz-STM as a research tool,

on the exploration of nanostructures using THz-STM, and on the proposal of a

sample substrate suitable for pump-probe experiments. The outline of this thesis

is as follows: Chapter 2 will discuss the theoretical background of STM, ultrafast

lasers, terahertz pulses, their integration into a THz-STM, and various mechanisms of

electron emission. Chapter 3 will present all the components that form the THz-STM

system, the experimental methods for data collection, and the preparation procedures

of STM tips. The sample preparation procedures are presented in Chapter 4, together

with conventional STM and scanning tunneling spectroscopy (STS) measurements.

The samples include Au(111), single-walled carbon nanotubes, gallium arsenide and

gallium nitride. Chapter 5 contains the results of THz-STM measurements per-

formed on the surface of Au(111), which acted as a benchmark and helped calibrate

the THz-induced current channel of the THz-STM system. These results are also

compared to previous results obtained on Cu(111). Chapter 6 shows the results

of THz-STM measurements performed on single-walled carbon nanotubes and on

graphene islands, and their capability to identify structural defects. Then, in Chapter

7, the photoemission of electrons from metallic tips (Au and W) induced by ultrafast

laser pulses was investigated over an Au(111) substrate, and a discussion on the

photoemission generation mechanism is presented. In Chapter 8, photoemission

measurements with a W tip were obtained from different semiconductive samples

to find a suitable substrate candidate for optical pump-THz probe experiments.

Additionally, Chapter 9 discusses thermal expansion effects of laser pulse illumination

on those semiconductors in the STM. Finally, Chapter 10 includes a brief description

of the design and construction of a home-built ambient STM system, which was aimed

at being a rapid turn-around THz-STM system to study the coupling of THz pulses

onto a variety of different tips and under different conditions.
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Chapter 2

Theoretical background

Understanding the physical principles behind an experiment is crucial to properly

interpret the resulting data. The fundamentals of a THz-STM experiment will be

covered in this chapter, including the operation principles of STM, the elemental

techniques to produce ultrafast laser pulses, and the subsequent methods used for the

generation and detection of THz pulses. The coupling of THz pulses onto STM tips

and the electron emission mechanisms relevant to the photoemission experiments will

also be discussed.

2.1 Scanning Tunneling Microscopy

In classical mechanics, when particles encounter a potential barrier with energy higher

than their own, they cannot cross the barrier and are reflected back. However, in

quantum mechanics, these particles can penetrate the potential barrier and “tunnel”

through it, as shown in Fig. 2.1a. Based on this principle, the scanning tunneling

microscope (STM), initially developed by G. Binnig, H. Rohrer, C. Gerber and E.

Weibel [2], has led to many discoveries in nanoscience since its invention in the early

1980s [52]. The STM consists of a sharp metallic tip that is brought in close proximity

to the surface of a conductive sample (Fig. 2.1b). The distance between the metallic

tip and the sample is so small (a few Ångströms) that the potential barrier width

of the vacuum (or air) is reduced considerably and the wavefunction of the electrons

from the tip and sample begins to overlap. The energy diagram shown in Fig. 2.1c

is commonly used to represent the potential barrier at the STM junction, where

it is assumed that the tip and sample are ideal conductors with work functions Φt

and Φs, respectively, and that the system is in electrical equilibrium. (The work

function Φ is the minimum energy needed to extract an electron from the surface.)

In conventional STMs, the tip is electrically grounded and a bias voltage can be
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applied to the sample. A positive (negative) bias voltage will lower (raise) the Fermi

energy level of the sample with respect to the tip, and a tunneling current will start

to flow (Fig. 2.1d).

The distance between tip and sample, also called tip height, z, can be adjusted in

real-time to maintain a constant tunneling current. To achieve this, the tip is attached

to a piezoelectric transducer that expands and contracts when a potential difference

is applied across its body, providing control over the tip height with picometer

resolution. Once the tunneling current is measured, the tip height is adjusted to

match the current setpoint by means of a feedback loop circuit. The tip can also be

moved laterally to raster scan the sample surface while recording the tunneling current

and the tip height at each point in space to create an image of the sample surface

[4]. This scanning technique is known as constant current mode. If the feedback loop

is turned off, and the tip only moves laterally to raster scan the surface, then the

STM operates in constant height mode; however, this mode implies a higher risk of

the tip crashing into the sample if the surface is not flat or if there is any drift at the

junction.

The simplest representation of the STM junction (Fig. 2.1a) can be solved as a 1D

square potential barrier, where the transmission probability [4] is given by

T = exp

(︄
−2z

√︃
2m

ℏ2
(Φ − ϵ)

)︄
, (2.1)

where z is the distance between the tip and the sample, m is the electron mass, ℏ is

the reduced Planck constant, ϵ is the electron energy relative to the Fermi level, and

Φ is the barrier height which is determined by the work function of the sample and

tip relative to the Fermi level. Notice that x is the coordinate axis, to avoid confusion

with z the tip-sample distance. Due to the exponential dependence of the tunneling

current on the tip height, a retraction of 1 Å will reduce the tunneling current by a

factor of 10. This means that most of the current will flow through the last atom

of the tip, which is the reason why the STM can probe the sample surface locally

with high spatial resolution [3, 4]. Furthermore, the atomic resolution obtained on

metal surfaces can only be explained if the tunneling current is produced by dz2 or

pz dangling-bond states near the Fermi level on the apex atom of the tip [53]. This

means that tips made of d-band metals (such as W, Pt, Ir) with dz2 states on the

apex atom can provide the highest spatial resolution.

It is important to highlight that an STM image does not represent the actual

topography of the surface. The tunneling current depends not only on the tip-sample

separation but also on the local density of states (LDOS), which varies at different
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(a) (b)

(c) (d)

Figure 2.1: Quantum tunneling, the fundamental principle behind the operation of
an STM. a) Illustration of the electron wavefunction penetrating through a potential
barrier. The horizontal axis is x, to avoid confusion with z the tip-sample distance.
b) Simplified schematic of an STM showing the tunneling junction formed by the
tip, the sample surface, and the vacuum gap in between. c) Energy diagram that
illustrates the potential barrier at the STM junction. It shows the Fermi level of the
tip (ϵF,t) and sample (ϵF,s), the work function of the tip (Φt) and sample (Φs), and
the tip height (z), when the system is in electrical equilibrium. d) The application
of a bias voltage to the sample shifts its Fermi energy with respect to the tip by
an amount (eV ) proportional to the applied voltage, which produces a tilt on the
potential barrier and facilitates the tunneling of electrons through the gap.
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points on the surface. This aspect will be discussed in the following section. Only if

the LDOS was constant along the surface, such as in a clean metal, then the STM

image can reflect the true topography [54].

2.1.1 Theoretical models

Theoretical models of different complexity have been proposed to describe with in-

creasing accuracy the quantum tunneling at an STM junction. Some of the most

commonly used models will be presented here.

Only a few potential barrier problems have an analytical solution for the Schrödinger

equation, but there are different techniques that can be used to approach this kind of

system. One example is the Wentzel-Kramers-Brillouin (WKB) approximation, where

the potential is a function of position and is assumed to change slowly compared to

the wavelength of the wavefunction. The general WKB solution for the wavefunction,

when the electron energy ϵ is smaller than the potential barrier Φ(x), is given by

ψ(x) ∼=
C√︁
|p(x)|

exp

(︃
±1

ℏ

∫︂
|p(x)|dx

)︃
, (2.2)

where C is a constant, p(z) ≡
√︁

2m[ϵ− Φ(x)] is the classical momentum, and m is

the electron mass. An energy diagram to illustrate this approximation is presented

in Fig. 2.2.

Figure 2.2: Energy diagram to illustrate the WKB approximation for a general
potential barrier, which is a function of position Φ(x). The turning points (x1,x2)
define the positions where the electron energy ϵ meets the barrier potential.

Defining the turning points as x1 and x2, the total transmission probability through

the potential barrier, using the WKB approximation, would be given by the integra-
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tion within that region as follows

T ∼= exp

(︄
−2

∫︂ x2

x1

√︁
2m[Φ(x) − ϵ]

ℏ
dx

)︄
. (2.3)

This approach provides an analytic expression for the tunneling transmission proba-

bility in general cases. It should be noted that this approximation does not hold at

the turning points, where the Connection Formulas have to be used [55].

2.1.1.1 Simmons model

In 1963, Simmons presented a generalized formula to describe the tunneling current

between two electrodes separated by a thin insulating film [56]. Although it is a

simplified model of the STM junction, it has been applied successfully as a first

approach to model the tunneling currents of the STM. This is a 1D model that

does not consider the temperature or the density of states of the tip and sample.

However, it takes into account the applied bias voltage across the STM junction and

the potential barrier height as a function of position, which allows for the inclusion

of an image potential in the gap. The formula for the tunneling current I is given by

[57]

I =
meA

2π2ℏ3

[︃
eV

∫︂ ϵF−eV

0

T (ϵ)dϵ+

∫︂ ϵF

ϵF−eV

(ϵF − ϵ)T (ϵ)dϵ

]︃
, (2.4)

where A is the spatial area of the tunneling current, V is the applied bias voltage, ϵF

is the Fermi energy and T (ϵ) is the transmission probability

T (ϵ) = exp

(︄
−2

√
2m

ℏ

∫︂ x2

x1

√︁
ϵF − ϵ+ Φ(x)dx

)︄
. (2.5)

This model can be used to solve the problem in one dimension and assumes that

the material is a free electron metal. However, it is difficult to extend this solution

to a complex geometry and a real metal [58]. Therefore, this model has limited

applications and should be used with caution.

2.1.1.2 Bardeen model

John Bardeen proposed a three-dimensional model in which he defined the wave-

function of two electrodes as independent, and analyzed the system evolution in

time. Bardeen’s tunneling theory was published in 1961 [59], but was applied to

the STM in 1983 by Tersoff and Hamann [60]. By using a 1D-approximation and

considering zero-temperature, the general formula can be simplified to yield the
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following tunneling current equation

I =
4πe

ℏ

∫︂ eV

0

ρt(ϵ− eV )ρs(ϵ)T (Φt,Φs, ϵ, V, z)dϵ , (2.6)

where ρt (ρs) is the tip (sample) density of states and the transmission probability T

is given by

T (Φt,Φs, ϵ, V, z) = ξ · Φ̄(Φt,Φs, ϵ, V, z) · exp

(︄
−2z

√︃
2m

ℏ2
· Φ̄(Φt,Φs, ϵ, V, z)

)︄
. (2.7)

In this equation, ξ = 2 [ℏAψi(0)ψf (z)]2 /m, where A is the tunneling area, and ψi

and ψf are the wavefunctions of the tip and sample, respectively. The average barrier

height Φ̄ is given by

Φ̄(Φt,Φs, ϵ, V, z) =
1

z

∫︂ x2

x1

(︂
Φt ± e|V | ∓ |ϵ| +

x

z
(Φs − Φt ∓ e|V |)

)︂
dx , (2.8)

where Φt and Φs are the work functions of the tip and sample. For x1 = 0 and x2 = z,

it reduces to

Φ̄(Φt,Φs, ϵ, V ) =

(︃
Φt + Φs ± e|V |

2

)︃
∓ |ϵ| . (2.9)

Bardeen’s theory is considered to be reliable when the tip and sample are not too

close (>∼ 5 Å) and in the low bias voltage regime (<∼ 2 V) [61, 62].

2.1.2 Scanning Tunneling Spectroscopy

The tunnel current from an STM not only provides information about the sample

topography but it contains information about the density of states and the work

functions. For example, the electron states can be probed at different energies along

the surface by selecting different bias voltages. Furthermore, by changing the polarity

of the bias voltage, one can study the occupied or unoccupied states of the sample.

Scanning tunneling spectroscopy (STS) is useful for studying the surface properties

of a material, such as its I − V characteristic response, the LDOS, the surface

conductance, and the apparent barrier height (ABH), which contains information

about its work function Φs [63].

STS is usually performed at a single point on the sample surface, which takes

advantage of the spatial localization of the tunneling current to study the properties

of single atoms or molecules. However, sequential spectroscopic measurements can

also be taken at multiple points while the tip is scanning the surface. This can

provide energy-dependent images of the sample, although the acquisition time is long

and thermal drift in the system can limit the spatial accuracy of these measurements.
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In the present work, only single-point spectroscopic measurements were performed.

The most common STS measurements are described below.

• I − V curve

The current-voltage characteristic is obtained by turning the feedback loop off

to maintain a constant tip height, and sweeping the bias voltage while the

tunneling current is recorded. The sample conductance is therefore obtained

with this measurement. The tunneling current dependence on bias voltage is

shown in Eq. 2.6. The curvature of the I−V characteristic contains information

about the density of states of the tip and sample. The I−V curve is also useful

for identifying the voltage regimes where the response of the sample will be

linear or nonlinear to a change in bias voltage.

• dI/dV curve

The differential conductance or dI/dV can be directly calculated by numerically

differentiating the I −V curve. A more accurate measurement can be obtained

with lock-in detection if a small sine-wave bias modulation is superimposed on

the STM bias voltage. With this method, the I − V and dI/dV curves can be

measured simultaneously. Tersoff and Hamann showed that the derivative of

the tunneling current is proportional to the LDOS of the sample [64]. From Eq.

2.6, it follows that

dI

dV
∝ d

dV

(︃∫︂ eV

0

ρt(ϵ− eV )ρs(ϵ)T (Φt,Φs, ϵ, V, z)dϵ

)︃
(2.10)

However, if the matrix elements of T and the density of states of the tip ρt

are assumed to be constant in the voltage range studied, then dI/dV becomes

proportional to the density of states of the sample.

dI

dV
∝ ρt(0)ρs(eV )T (Φt,Φs, eV, V, z) . (2.11)

This approximation works if the bias voltage is small. However, T actually

produces an exponential increase in current as the voltage increases (Eq. 2.7).

This can be compensated for by dividing dI/dV by I, which presents the same

exponential behavior. Furthermore, to prevent a divergence at zero voltage,

everything can be multiplied by V , which results in a dimensionless quan-

tity [58]. Therefore, the normalized differential conductance will be given by

(dI/dV )/(I/V ). Due to these assumptions and corrections, one does not expect

to measure the exact density of states with this technique, but it can still be

used to obtain a rough estimation.
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• I − z curve

The current-distance characteristic is measured when the feedback loop is off

and the tip-sample distance is varied while the tunneling current is recorded

with a constant bias voltage. The tunnel current will decay exponentially with

increasing distance. Furthermore, following Eq. 2.1 for the 1D potential barrier,

if the bias voltage is small compared to the work function (ϵ ≪ Φ), then the

following expression can be obtained

ΦABH =
ℏ

8m

(︃
d ln I

dz

)︃2

, (2.12)

where ΦABH is the apparent barrier height (ABH). The ABH measures the

overlap between the wave functions of the tip and sample, and is not the same

as the work function, but is related. I−z curves can be displayed on a semi-log

plot where a linear trend of ΦABH can be identified more easily.

• z − V curve

For this measurement, the feedback loop is kept on to have a constant current

and the bias voltage is swept while the tip height is recorded. Having the

feedback loop on reduces the risk of tip crashes, but the interpretation of

the z − V results requires a deeper analysis, since it does not provide direct

information about any of the sample properties, which is the reason why it is

not widely used for spectroscopic measurements. However, it can be useful, for

example, to identify the transition between the tunneling regime and the field

emission regime as the bias voltage surpasses the material work function.

2.2 Ultrafast lasers and terahertz pulses

2.2.1 Femtosecond laser pulses

Ever since the invention of the first maser [65] and the subsequent development of the

first laser [66], this technology has evolved fruitfully in multiple directions and has

proven useful in many fields. One of the main improvements in the area of pulsed laser

technology was the generation of ultrafast laser pulses that are tens of femtoseconds

long [67]. This advancement was revolutionary mainly because these laser pulses

have two important unique features. First, their short duration, on the order of tens

of femtoseconds, enables the study of ultrafast dynamics in materials and chemical

systems. Second, they can be used to generate extremely high-intensity peak values,

which enabled the study of highly nonlinear processes in solid-state, molecular and
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atomic physics. Ultrafast lasers have been widely adopted for use in fundamental

research and in practical applications.

One of the main milestones in this path was the development of the chirped-

pulse amplification (CPA) technique, which enabled the generation of high-intensity

femtosecond pulses without damaging the amplification medium [68, 69]. Strickland

and Mourou were awarded a share of the 2018 Nobel Prize in Physics due to the

importance of this development. In the CPA technique, the laser pulse is expanded in

time using optical pulse compression techniques [70, 71], meaning that it is dispersed

or chirped in a reversible way. This avoids damage due to high peak powers in

the gain medium, and the amplification of the laser pulses can be increased. A

simplified schematic of the CPA technique is illustrated in Fig. 2.3. The oscillator

is a modelocked laser that generates low energy ultrashort laser pulses at a high

repetition rate that are used as the seed for the amplification process. It was in 1990

when Sibbet [72] developed a self-modelocked laser, whose operation was based on the

Kerr nonlinearity of the laser crystal. In a modelocked laser, different wavelengths or

longitudinal modes satisfy the condition that an integer number of half-wavelengths

can fit in the cavity. Those modes interfere constructively and destructively with each

other randomly, but they can be forced to be locked in phase with each other and

add together to generate a high-intensity pulse. The larger the number of modes, the

higher the intensity, which can reach values higher than 1011 W/cm2 and can induce

nonlinear effects in the gain medium. The index of refraction of the laser crystal

can be altered at high light intensities, and due to the spatial Gaussian profile of

the pulse, a Kerr lens can be formed, which narrows the beam inside the crystal and

induces self-modelocking.

Figure 2.3: Steps to generate ultrafast laser pulses using the chirped pulse amplifica-
tion technique. A laser pulse from an oscillator, tens of femtoseconds long, is stretched
in time to be then amplified in a gain medium without damaging it, and finally, it is
recompressed to produce high-energy ultrafast laser pulses. Adapted from Principles
of Terahertz Science and Technology, by Yun-Shik Lee, 2009, Springer US. [73].

A simplified schematic of a modelocked laser is shown in Fig. 2.4. A pair of prisms
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is commonly used to compensate for group velocity dispersion. An adjustable slit

helps to select the central wavelength of the laser. A titanium-doped aluminum oxide

(Ti:sapphire) crystal is typically used as the gain medium. The absorption spectrum

of Ti:sapphire peaks near 500 nm, therefore, it is usually pumped with CW argon-ion

lasers or diode-pumped solid-state lasers near that wavelength. The photoexcited

electrons then relax into more stable states, and the crystal lases due to stimulated

emission near 800 nm.

Figure 2.4: Schematic of a self-modelocked laser. The gain medium is a Ti:sapphire
crystal which is pumped by a green CW laser through a dichroic mirror. Ultrashort
laser pulses are generated by Kerr lens modelocking. A pair of prisms are used
to compensate for group velocity dispersion and the position of the slit selects the
central wavelength of the laser. Adapted from Principles of Terahertz Science and
Technology, by Yun-Shik Lee, 2009, Springer US. [73].

A modelocked oscillator based on Ti:sapphire usually delivers 10 − 100 fs short

pulses with energy ∼ 10 nJ and a repetition rate of ∼ 80 MHz. These femtosecond

pulses are then chirped with a diffraction-grating arrangement, which stretches the

pulses from 100 fs to 100 ps. After the pulse has been stretched, the peak power is

usually reduced by 3 orders of magnitude. For the amplification stage, two differ-

ent techniques can be used to amplify the laser pulses, regenerative and multipass

amplification. In regenerative amplification, the stretched pulses from the oscillator

enter a resonant laser cavity where they pass through a gain medium multiple times

(typically tens of times), as shown in Fig. 2.5a. Pockels cells are used to electronically

manipulate the laser beam polarization and control the injection/ejection of the laser

pulses. Ideally, ejection occurs just before the amplification reaches the saturation

point [73]. In a multipass amplification scheme, there is no cavity, and only an

array of mirrors is required to make the laser pulses pass through the gain medium

multiple times at different angles. Each pass amplifies the laser pulse before it leaves

the optical setup, as shown in Fig. 2.5b. The crystal of choice for amplification

purposes is typically Ti:sapphire, because it presents unique properties that make it
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ideal for a gain medium, such as high damage threshold, high thermal conductivity,

high saturation threshold and a broad gain bandwidth that goes from 650 to 1100 nm

[74]. During the amplification stage, the pulse peak power is typically increased by

106 − 109 times.

(a)

(b)

Figure 2.5: Laser pulse amplification techniques. a) Regenerative amplification. The
laser pulse passes multiple times through the gain medium, and Pockels cells are
used to electronically control the injection/ejection of the laser pulses. b) Multipass
amplification. An array of mirrors is used to make the laser pulse pass through the
gain medium multiple times at different angles. Adapted from Principles of Terahertz
Science and Technology, by Yun-Shik Lee, 2009, Springer US. [73].

Finally, a second diffraction-grating arrangement is used to compress the pulse into

femtosecond pulses again. With this CPA technique, energy amplification factors on

the order of 106 can be easily achieved nowadays, which translates into peak powers

of 1012 W [74]. When the beam is focused, peak intensities greater than 1020 W/cm2

can be achieved. Such high light intensities have electric fields larger than what is

binding the valence electrons to the core of an atom.

2.2.2 THz pulses

We just mentioned how the introduction of ultrafast pulsed lasers opened up a whole

new window of opportunities to explore new phenomena. One clear example is the

terahertz (THz) region of the electromagnetic spectrum. It is usually considered to

cover the region from 100 GHz to 10 THz, and it remained relatively inaccessible for
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a long time, due to a lack of broadly tunable sources; it was even referred to as the

“THz gap”. Electronic transistor-based devices at the lower frequencies and optical

methods at the higher frequencies did not have the capability to reach this region.

The development of ultrafast lasers producing femtosecond pulses [11] provided the

necessary tools for the generation and detection of THz pulses, which enabled the

study of this part of the spectrum. The THz band is very attractive because of

the fundamental phenomena that occur in this frequency range. THz frequencies

are typical for Rydberg transitions in atoms [75, 76], intraband transitions in semi-

conductor nanostructures [77, 78], impurity state transitions in semiconductors [79],

lattice vibrations and excitons in solids [80–82], vibrational and rotational motions in

molecules [83], and transient photoconductivity in materials [12, 84]. Furthermore,

because of their low photon energy, THz pulses do not cause harmful ionization of

biological tissues and they can penetrate through plastics, fabrics, paper, wood, and

other non-conducting materials, although they are attenuated by water and cannot

penetrate metals. Because of these properties, they have been successfully applied for

security screening purposes, such as the detection of explosives, weapons, and drugs

[85, 86].

This work will focus on THz radiation produced by pulsed lasers, since continuous-

wave (CW) THz radiation is not within the scope of this thesis. There are multiple

techniques to generate and detect THz pulses, but this section will describe the gen-

eration (photoconductive emission) and detection (electro-optic sampling) techniques

that were used for the experiments presented here. Their counterpart, photoconduc-

tive detection and optical rectification, will also be covered for completeness. Finally,

thermal detectors commonly used to measure the average power of THz radiation will

also be covered briefly.

2.2.2.1 Generation

The THz generation techniques discussed here are based on two different mechanisms:

Photoconductive emitters that are based on transient photocurrents in a semicon-

ductor, and optical rectification based on nonlinear optical processes in a nonlinear

crystal.

Photoconductive emitter Photoconductive emitters based on semiconductor tech-

nology, triggered by ultrafast laser pulses, were first reported in the 1980s [87, 88].

Photoconductive antennas are commonly built on high-resistivity semiconductor sub-

strates, generally III-V compounds such as GaAs, GaBiAs or InGaAs. Metallic

contacts are deposited on the surface of the semiconductor with a gap spacing of
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1 − 50µm. When a bias voltage is applied between the two contacts, the current

produced is negligible due to the high resistance of the substrate. But when an

ultrashort laser pulse illuminates the area between the contacts, photocarriers are

generated in the substrate, increasing its conductivity. The photon energy must

be larger than the semiconductor bandgap to excite these carriers. The generated

electron-hole pairs will then be accelerated towards the contacts, producing a transient

current that generates radiation [89, 90]. A schematic of the photoconductive emitter

is shown in Fig. 2.6.

(a)

Figure 2.6: Schematic of a photoconductive antenna. A bias voltage applied between
the metallic contacts (gray) deposited on a high-resistivity semiconductor substrate
(purple) produces a negligible current. But an ultrafast laser illuminating the
substrate induces electron-holes that are accelerated towards the contacts, producing
a transient current IPC(t) that generates THz radiation. Adapted from Principles of
Terahertz Science and Technology, by Yun-Shik Lee, 2009, Springer US. [73].

For a photoconductive antenna to detect or emit THz radiation, the transient

currents in the substrate should occur in the subpicosecond regime. This means that

the excitation pulse must be short (typically ∼ 100 fs). Once the photocarriers are

created, the charge density decreases due to carrier recombination or carriers being

trapped in defect sites, which occurs in the span of their lifetime [73]. It is this

acceleration and decay of free carriers that produce the THz radiation.

Since the electrode spacing (tens of µm) is usually smaller than the emitted radia-

tion wavelength (300µm at 1 THz), a Hertzian dipole antenna can be used to model

a photoconductive emitter, where the emitted electric field ETHz in the far-field can

be described as

ETHz(t) =
µ0ω0

4π

sin θ

r

d

dtr
[IPC(tr)] θ̂ , (2.13)
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where µ0 is the permeability of free space, ω0 is the illuminated spot size diameter,

r and θ are the distance and angle from the source, tr is the retarded time, and IPC

is the photocurrent in the photoconductive gap of the antenna. The electric field of

the emitted THz pulse will then be proportional to the derivative of the generated

photocurrent [91].

In the regime where the bias voltage and the optical pump power are low, the

output power increases linearly when any of these two parameters increases. However,

both the bias voltage and the pump power have limits. The applied bias voltage is

limited by the breakdown voltage of the substrate; and when the optical pump power

is high, the bias voltage gets screened by the photocarriers, which saturates the output

power.

Optical rectification Optical rectification occurs when an electromagnetic field

with a high amplitude interacts with a noncentrosymmetric crystal. Zinc Telluride

(ZnTe) is a noncentrosymmetric crystal typically used for this purpose. The elec-

tronegativity of Te is higher than that of Zn, which produces an asymmetric charge

distribution towards Te. This creates an asymmetric potential energy along these

bonds in the crystal. The equation that describes this potential energy can be

Taylor expanded around the equilibrium position, where the potential asymmetry

is represented by a cubic term, as shown in Fig. 2.7a. When a sufficiently large

electric field is applied to the material, the charge displacement deviates from the

linear response, and a nonlinear component is produced with a frequency of 2ω

(Fig. 2.7b). This nonlinear component contains the second harmonic and the optical

rectification (DC offset). The polarization induced by the optical rectification will

closely follow the magnitude of the light intensity. Therefore, if a femtosecond laser

pulse illuminates the material, the induced rectified polarization will follow the laser

pulse envelope (Fig. 2.7c), and it is this subpicosecond change in polarization that

generates the THz radiation.

As the optical laser pulse travels through the nonlinear crystal, THz radiation

will be generated at each point in space. If the optical pulse and the THz radiation

travel with the same velocity, the THz radiation will be continuously amplified with

each step. However, if their velocity does not match, the THz radiation produced

at different points in space will destructively interfere, and after traveling through a

certain thickness of the crystal, the THz radiation will be washed out. The ultrafast

laser pulses used for the experiments were centered at 800 nm with a refractive index of

no = 2.853 in ZnTe and the spectrum of the THz pulses was centered at 0.5 THz with

a refractive index of nTHz = 3.155 in ZnTe, which means that destructive interference
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(a) (b)

(c)

Figure 2.7: Optical rectification illustrations. a) Asymmetric potential energy of
a noncentrosymmetric crystal (solid green line) that contains a quadratic (dashed
red line) and a cubic term (dashed blue line). b) The charge displacement x(t) (solid
green line) induced in a noncentrosymmetric crystal deviates from the linear response
(dashed yellow line) by a second harmonic and a DC offset (dashed brown line). c)
The polarization induced in the crystal (green) will closely follow the exciting laser
pulse envelope (dashed black line). Adapted from Principles of Terahertz Science and
Technology, by Yun-Shik Lee, 2009, Springer US. [73].
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will occur and should be taken into account when selecting the ZnTe crystal thickness.

2.2.2.2 Detection

The detection of THz radiation presented fewer challenges than its generation, be-

cause previously known techniques could be used. The different types of THz de-

tection techniques can generally be classified into coherent or incoherent methods.

A coherent technique measures the amplitude and the phase of the THz electric

field. Detection techniques such as electro-optic sampling [92] and photoconductive

antenna detection [90] fall into this category. These techniques are closely related

to the generation techniques discussed in the previous section, because they share

the same basic mechanisms. Incoherent techniques, on the other hand, measure only

the intensity of the THz radiation. Thermal detectors fall into this category, such as

bolometers, pyroelectric and Golay cell detectors [13]. One of the main disadvantages

of thermal detectors is their slow response [73].

Electro-optic sampling Electro-optic sampling (EOS) detection is based on the

Pockels effect in a nonlinear crystal, which shares the same fundamental mechanism

as optical rectification. In this case, birefringence is induced in the medium when

an electric field is applied to the crystal. To probe the THz field, the THz pulse

propagates collinearly with a short optical pulse through the nonlinear crystal. The

optical pulse needs to be shorter than the THz pulse duration so that the THz field

is almost constant in the probing time window. Additionally, the velocity matching

condition, required for optical rectification, is also required for EOS detection. The

two pulses need to travel with the same velocity through the crystal for the optical

pulse to probe a THz field that is almost constant.

The typical EOS setup is shown in Fig. 2.8. In the absence of a THz field, a linearly

polarized optical pulse will travel through the electro-optic (EO) crystal without

any modification. The quarter-wave-plate (λ/4) turns its linear polarization into

circular, and the Wollaston prism splits the beam into its orthogonal components.

The intensity of the linearly polarized horizontal and vertical components is measured

with a pair of photodiodes, which in the absence of a THz field, should have the same

intensity. Conversely, if the electric field of the THz pulse is present in the EO

crystal, it will induce birefringence, which will turn the linear polarization of the

optical pulse into a slightly elliptical polarization as it propagates through it. This

will translate into a different intensity for the two orthogonal components at the

balanced photodiodes. The intensity difference (Iy − Ix) is proportional to the THz

field amplitude [73], and the expression for the THz electric field as a function of
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Figure 2.8: Electro-optic sampling diagram. A THz pulse and an ultrafast
optical pulse travel collinearly through an electro-optic crystal. The THz-induced
birefringence in the crystal modifies the polarization of the optical pulse, which after
traveling through a λ/4 waveplate goes from circular when the THz field is absent,
to elliptical when the THz field is present. The optical pulse is then split into two
perpendicular polarization components by a Wollaston prism, and their intensity
difference is measured by a pair of balanced photodiodes. By changing the time delay
between the two pulses, the complete THz pulse waveform can be measured. Adapted
from Principles of Terahertz Science and Technology, by Yun-Shik Lee, 2009, Springer
US. [73].

20



intensity difference is

ETHz(τ) =
λ

2πn3
or41L

sin−1

(︃
Iy − Ix
Iy + Ix

)︃
, (2.14)

where λ is the optical pulse wavelength, no is the refractive index of the crystal for λ

(no = 2.853 for ZnTe at 800 nm), r41 is the electro-optic coefficient of the crystal (r41 =

4 pm/V for ZnTe), L is the crystal thickness and Ix, Iy are the intensities of the two

orthogonal components of the optical pulse measured by the balanced photodiodes.

Additionally, the THz field attenuation caused by reflection losses at the ZnTe crystal

surface needs to be considered. The Fresnel equations for the transmission of s and

p-polarized light, respectively, at the interface are given by

ts =
2n1 cos θi

n1 cos θi + n2 cos θt
, tp =

2n1 cos θi
n2 cos θi + n1 cos θt

, (2.15)

where n1 and n2 are the refractive index of the first and second medium, θi and θt

are the incident and transmitted angles. In an interface made of air (n1 = 1) and a

ZnTe crystal (n2(0.5 THz) = 3.155), at normal incidence, the transmission coefficient

is ts,p = 0.48 [93].
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Figure 2.9: a) EO crystal diagram. The EOS detection sensitivity is optimized in a
ZnTe crystal when the linear polarization of the THz pulse (ETHz) and the optical
pulse (Eo) are parallel to the [11̄0] axis of the EO crystal. Adapted from Principles
of Terahertz Science and Technology, by Yun-Shik Lee, 2009, Springer US. [73]. b)
An example of a single-cycle THz pulse waveform measured in the lab with EOS in
a ZnTe crystal.

To maximize the birefringence in the EO crystal, both the optical pulse and the

THz pulse linear polarization should be parallel to the [11̄0] axis, as shown in Fig. 2.9a.

Increasing the crystal thickness will also increase the detection sensitivity; however,

21



the bandwidth will decrease because of dispersion in the medium and the velocity

mismatch between the two pulses. Finally, by changing the delay between the two

pulses while the intensity difference is being recorded, the full THz field waveform

can be measured in the time domain (Fig. 2.9b).

Photoconductive detector Detection in an unbiased photoconductive antenna

occurs when an ultrafast optical pulse and a THz pulse are collinearly incident on the

gap between the antenna electrodes. The optical pulse will photoexcite carriers in

the semiconductor substrate, and the electric field from the THz pulse will accelerate

these photocarriers towards the electrodes. The optical pulse should be short, so that

the THz field is mostly constant during the probing time. The carrier lifetime should

also be short to limit their presence to the time duration of the optical pulse. The

THz-induced transient current can then be measured across the antenna electrodes.

The current density produced in the PC antenna can be described by [73]

J(t) =

∫︂ t

−∞
σs(t− t′)ETHz(t

′)dt′ , (2.16)

where σs(t) is the transient surface conductivity, which depends on the optical in-

tensity, carrier drift velocity, and carrier population. The THz-induced current will

be proportional to the THz electric field amplitude. Therefore, if the THz-induced

current is measured while the time delay between the THz pulse and the optical pulse

is changed, the THz pulse waveform can be measured in the time domain.

Thermal detectors Thermal detectors can be used to measure radiation for a

wide range of frequencies of the electromagnetic spectrum, making them suitable to

measure THz radiation. The main disadvantage is their slow response time. Thermal

detectors usually consist of a radiation absorber connected to a heat sink, where

the energy absorbed is converted to heat [73]. The change in temperature is then

measured by different mechanisms; the most common ones are as follows.

A bolometer measures the temperature change using a material whose electric

resistance varies with temperature. Highly doped semiconductors, such as Si or Ge

cooled to low temperatures are commonly used for this purpose. One disadvantage

of such bolometers is the fact that they need to operate at cryogenic temperatures,

which limits their application.

In a pyroelectric detector, a spontaneous electric polarization is induced in a

material by a change in its temperature, which changes the dielectric constant of

the material. The thermally-induced polarization produces an electric charge across

two electrodes, which can be measured.
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A Golay cell detector contains a sealed chamber with a small amount of gas that is

heated when the radiation is incident on an absorbing surface. One of the sides of the

chamber has a flexible membrane that is reflective. The membrane is monitored by

optical reflectivity to measure the deformation induced by a pressure change inside

the chamber. Alternatively, the membrane deformation can also be monitored by its

capacitance as a parallel planar capacitor.

2.3 Terahertz scanning tunneling microscopy

One of the main limitations of the STM (Fig. 2.10a) is its poor time resolution. It can

take seconds or minutes to record one single image. The STM feedback loop usually

operates with a frequency of a few kilohertz, which means that all the dynamics

occurring faster than a millisecond get averaged out. By combining the STM with

high bandwidth ultrashort laser pulses, time-resolved experiments such as optical

pump-optical probe can be performed, which provide a better temporal resolution

[94–102]. However, thermal-induced effects from the optical laser pulses are one of

the main challenges in such experiments, and the bandwidth of the STM electronic

equipment, such as the current amplifier, still limits the system response to a few

hundreds of kHz.

(a) (b)

Figure 2.10: a) Photograph of an STM that highlights the location of the tip and
sample. b) Schematic of a free-space propagating THz pulse being coupled to the tip
of an STM.

An alternative solution has been developed in recent years. Free-space propagating

single-cycle THz pulses can be coupled to the tip of the STM to produce a transient

bias modulation at the STM junction (Fig. 2.10b), which in turn generates a rectified
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tunneling current that can be measured by the conventional STM equipment. The

use of THz pulses avoids capacitive coupling effects, and the low energy of the

THz frequencies (4 meV for 1 THz) minimizes the thermal effects, which makes this

approach unique. It provides a non-contact method to probe ultrafast phenomena

with sub-picosecond temporal resolution at the nanoscale. This technique where THz

pulses are coupled to the STM tip, is commonly known as THz-STM. After THz-STM

was first demonstrated in 2013 [32], it has been used to study the properties of silicon

and copper surfaces [37, 41], the pentacene and magnesium phthalocyanine molecules

[35, 40] and the THz near fields [39, 42], to mention some examples.

2.3.1 Field enhancement at the tip apex

The fact that the sharp edges of an object produce an enhancement of an electric field

is well known, where the enhancement amount depends on the radius of the sharp

point. Nanometric tips have a very sharp apex (tip radius in the nanometers range),

and when they are illuminated with a laser pulse, the optical fields will experience

a strong local field enhancement at the apex. The enhancement factor will depend

on the tip material and the radiation wavelength. For example, free-standing tips

with a radius of 10 nm illuminated with 630 nm light exhibit a field enhancement of

∼ 50 for Au, ∼ 15 for W, ∼ 9 for Si, and ∼ 3 for glass [103]. The tip geometry

and the illumination conditions also influence the field enhancement at the apex [104,

105]. This phenomenon by itself has many applications; however, when the tip is

brought into close proximity to a sample, the field enhancement at the apex increases

rapidly when the tip-sample distance is comparable to or less than the tip radius

distance. Furthermore, the fields at the apex are laterally confined the closer the tip

is to the sample, and the confinement can be comparable to the tip radius [103]. The

enhancement and confinement of the fields will be present at the apex even when

the wavelength of the incident radiation is larger than the nanometric dimensions of

the tip. In this work, we take advantage of this phenomenon by coupling single-cycle

THz pulses (0.3 mm wavelength at 1 THz) onto STM tips, which is a topic that will

be discussed in the next section.

2.3.2 Coupling of THz pulses to the STM

When a THz pulse couples to a metal tip, the metal tip behaves like a long-wire

antenna [106]. An antenna can be thought of as a device that couples the near

field and the far field [107]. The most common type of antenna is known as the

dipole antenna, which is formed by two conductive wires that extend in opposite
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directions. If the antenna has only one arm, it is known as a monopole. However,

when a monopole antenna is positioned perpendicular to a ground plane, its reflection

produces a virtual monopole below the ground plane, as shown in Fig. 2.11a. This

monopole above a ground plane can be described in the same way as a dipole antenna

[108].

(a) (b)

Figure 2.11: a) Illustration of the STM junction represented by a monopole antenna
(tip) above a ground plane (sample) with a virtual monopole underneath (dashed
line). b) Field regions of the space around a long wire antenna. The near-field is
divided into reactive and radiating subregions. The far-field is also known as the
Fraunhofer region. D is the antenna arms length, Rrr = 0.62

√︁
D3/λ, dF = 2D2/λ

and λ is the radiation wavelength. Adapted from Ref. [108].

Depending on the total length of the arms (D), antennas can be classified into two

categories. It is considered a “short antenna” if D is shorter than half the wavelength

of the emitted radiation (λ) and can be described as a Hertzian or infinitesimal dipole.

If the antenna length is larger than half the wavelength, then it is classified as a “long

wire antenna” [108]. The space around a long wire antenna is commonly divided into

two regions, the far-field and near-field regions, as shown in Fig. 2.11b. Although the

boundaries are not strictly defined, the Fraunhofer distance (dF) is commonly used

to identify the limit between the far and near field regions, which is given by

dF =
2D2

λ
. (2.17)

The far-field, or Fraunhofer zone, is defined as the region in space where the angular

distribution of the fields does not depend on the distance from the antenna. The near-

field zone is further divided into a “radiating near-field” region, where the radiating

fields are predominant but the angular distribution depends on the distance from the
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antenna; and a “reactive near-field” region, where the electric field is significant but

it does not propagate radially and is mainly reactive [108]. The boundary between

these two near-field regions is defined as Rrr = 0.62
√︁
D3/λ. These region definitions

are given for regular antennas; however, on a nanometric tip, the fields are enhanced

and confined, as described in Section 2.3.1. And, since the fields at the apex can

be laterally confined to a region of the size of the tip radius when it is brought into

close proximity to a sample, it is commonly accepted that the near field region at the

apex of an STM nanometric tip is delimited by the tip radius [24, 109]. It is worth

mentioning that for THz pulses, large field enhancement factors ranging from 102 to

104 have been reported in previous studies [32, 33, 37, 51], as compared with those

for 630 nm mentioned before.

In general, the near fields can be divided into two categories, those that are

permanent such as “electrostatic surface fields” and those that are induced by an

external excitation, such as “optical near fields” [110]. The optical near fields on a

sharp tip have been described with a simple model consisting of a small polarizable

sphere, representing the apex of the tip, and a single dipole moment located at the

center of the sphere [111, 112]. This approach can produce good results for certain

cases, but it has been shown that a more refined model is needed to take into account

the contributions to the near fields from the tip shaft [29, 113, 114]. If the tip is

treated as a dipole antenna, the current induced by an external excitation field can

be described with an electronic circuit model [42, 115], which consists of a radiation

resistor Rr, an inductance L and a capacitor C in series. The driving voltage of the

circuit is the external excitation, which induces a current in the antenna (Fig. 2.12).

Figure 2.12: Long wire antenna model represented as an RLC circuit.

Using the RLC approach [116] provides a method to characterize a tip-sample

system excited by external incident fields using a long wire antenna model and an

electronic RLC circuit model. This approach shows good agreement in some cases;
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however, recent experiments have shown that this simplified method might not be

sufficient to accurately describe the relationship between the incident field and the

near field in a THz-STM system, since other factors, such as the tip shape or a field

phase shift, can have an effect on the resulting near fields. Several groups are currently

doing research on this front in search of a more accurate model [33, 39, 41, 42, 46,

50].

2.3.3 THz-induced current

The electric field of a THz pulse coupled to the STM tip will produce a bias voltage

modulation VTHz(t) between the tip and the sample, that will follow the THz near

field waveform at the apex. This voltage transient will induce a tunneling current

across the STM junction. A static bias VDC induces a constant current IDC at the

junction in accordance to the current–voltage characteristic (I − V curve) of the

sample. If we assume that the dynamic response of the sample also follows the

static I − V curve, then the transient VTHz(t) will induce a transient current ITHz(t),

as shown in Fig. 2.13a. A scaling factor to convert the electric field amplitude of

the THz pulse ETHz to a bias voltage VTHz has been previously estimated to be

S [cm] = VTHz [V]/ETHz [V/cm] ∼ 1/45 cm [37, 41]. However, the THz near-field

waveform at the junction might not be the same as the far-field waveform of the THz

pulse, which is an aspect still under investigation.

(a) (b)

Figure 2.13: Plots to illustrate the THz-induced current. a) The total bias voltage at
the STM junction (blue) is the sum of a static VDC and a transient VTHz(t) voltage.
The total induced tunneling current (orange) is assumed to follow the static I − V
curve of the sample (red). It contains a static IDC and a transient ITHz(t) current.
b) The nonlinearity of the I − V curve produces an asymmetric number of tunneled
electrons per pulse Ne−/pulse that can be measured. (Adapted from Refs. [32, 117].)
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The transient THz-induced current occurs on a sub-ps or ps timescale, and elec-

tronic devices do not have the temporal resolution to measure it directly. However, as

shown in Fig. 2.13b, the total number of tunneled electrons per pulse Ne−/pulse will be

different than zero. Even though ETHz(t) must satisfy
∫︁∞
−∞ETHz(t)dt = 0, a rectified

tunneling current is being produced thanks to the nonlinearity of the I−V curve. The

THz-induced charge would be given by QTHz =
∫︁∞
−∞ ITHz(t)dt. To extract the rectified

THz-induced current ITHz from the total tunneling current, the THz pulse generation

can be chopped or modulated in order to use lock-in detection. The THz modulation

frequency needs to be greater than the STM feedback loop bandwidth, otherwise, the

STM tip height would be adjusted to compensate for the tunneling current difference

in the presence and absence of the THz pulses, which could potentially crash the

tip into the sample. On the other hand, the THz modulation frequency needs to

be within the system bandwidth (usually limited by the preamp bandwidth) for the

modulated current changes to be detected. Using lock-in detection, the THz-induced

current is continuously recorded while the STM is in operation. Therefore, when the

STM performs a scan, a 2D image can be formed with the ITHz signal at each point

in space, which is known as a THz image.

The THz-induced current is sometimes presented in units of electrons/pulse instead

of amperes, because it offers a more intuitive representation of the induced transient

dynamics. The number of electrons produced per THz pulse can be calculated as

Ne−/pulse = ITHz/(e× frep) , (2.18)

where e is the electron charge and frep is the laser repetition rate.

2.4 Electron emission

2.4.1 Emission mechanisms

The emission of electrons from solid material surfaces has been extensively stud-

ied in the past, and the underlying mechanisms are well understood. However,

the development of ultrafast lasers with high peak intensities offers a new tool to

study the nonlinear effects of electron emission. The experiments performed here

mainly presented multiphoton photoemission, but it is important to be aware of and

understand all the mechanisms that can potentially contribute to electron emission

from a solid material. These mechanisms will be briefly reviewed in the following

sections.
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(a) Thermionic emission (b) Field emission

(c) Optical field emission (d) Photoelectric emission

(e) Multiphoton photoemission (above-
threshold photoemission)

(f) Tunnel-assisted below-threshold
photoemission

Figure 2.14: Energy diagrams of the physical mechanisms that can trigger the
emission of electrons from a metal surface. The zero energy corresponds to the Fermi
level, the black solid line is the potential barrier, the dashed line is the vacuum level,
and the blue line represents the Fermi-Dirac distribution at room temperature (red
line for the thermionic emission case, T = 10, 000 K). The green arrows indicate
electron emission and the vertical arrows represent the energy of one photon (red:
1.55 eV, violet: 5 eV). The electric field can be induced by the static bias voltage Est,
the oscillating laser field Eosc, or the addition of both E.
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2.4.1.1 Thermionic emission

Thermionic emission occurs when the thermal energy transferred to an electron in a

medium is larger than the work function of the material, which provides the electron

with enough energy to overcome the potential barrier and be ejected into vacuum.

Thermionic emission is described by Richardson’s Law [118], which states that

J = AT 2 exp (−Φ/kT ) , (2.19)

where J is the emission current density, T is the temperature, Φ is the work function

of the material, k is Boltzmann constant and the Richardson coefficient A is given by

A = λRA0 , (2.20)

where λR is a material-specific coefficient and A0 is a constant given by

A0 =
4πmek

2e

h3
= 1.20173 × 106 Am−2K−2 , (2.21)

where h is Planck’s constant, and e and me are the electron charge and mass,

respectively.

Electrons are fermions, which can only occupy one state per particle, therefore, the

energy distribution can be described by Fermi-Dirac statistics. As the temperature of

the medium increases, the Fermi-Dirac distribution spreads and it develops a tail at

high energies that can reach the work function energy. This is illustrated in Fig. 2.14a,

where the Fermi distribution is presented in red and the work function energy level

is shown with a black dashed line. The kinetic energy of an emitted electron is given

by the difference between the electron energy and the work function. The electrons

kinetic energy spread will follow the tail of the Fermi-Dirac distribution. In general,

the material temperature needs to reach a few thousand Kelvin for the electrons to

have enough energy to overcome the potential barrier.

2.4.1.2 Field emission

Field emission occurs when a static or quasi-static electric field lowers the potential

barrier in a material, increasing the probability of electrons tunneling into vacuum due

to the reduced barrier width. The formula to describe this quantum tunneling through

a triangular barrier was first proposed by Fowler-Nordheim [119]. When the electron

emission occurs at the apex of a nanometric sharp tip, additional modifications to

the model have been proposed to account for geometrical effects when the tip radius
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is less than tens of nanometers [120, 121]. The general formula for the field emission

current density [122] has the form

J = AE2 exp (−BΦ3/2/E) , (2.22)

where

A = e3/

[︃
16π2ℏΦ t2

(︃
(e3E)1/2

Φ

)︃]︃
, (2.23)

B =
4

3e

(︃
2me

ℏ2

)︃1/2

v

(︃
(e3E)1/2

Φ

)︃
, (2.24)

E is the applied electric field, Φ is the work function, e is the electron charge, me

is the electron mass, t
(︂

(e3E)1/2

Φ

)︂
and v

(︂
(e3E)1/2

Φ

)︂
are functions that arise from image

charge effects, but they are usually neglected since they are close to unity for typical

conditions. A linear behavior is expected when ln (J/E2) is plotted versus 1/E. In

general, an electric field on the order of a few V/nm is required to bend the potential

barrier enough for the electrons to tunnel, as shown in Fig. 2.14b. Most of the

electrons emitted with field emission have energies close to the Fermi energy level.

2.4.1.3 Optical field emission

The high peak intensity achieved with ultrafast laser pulses provides large electric

fields that can temporarily lower the potential barrier of a material to allow electrons

to tunnel through the reduced barrier. This process is known as optical field emission

or photofield emission, and is shown in Fig. 2.14c. The principle is the same as in

regular field emission, but in this case, the electric fields are provided by the incident

electromagnetic radiation and are applied to the material for a short time. Eq. 2.22

can still be used to describe the current density produced by optical field emission.

The relation between the laser intensity I and the oscillating electric field of the laser

pulse Eosc is given by Eosc =
√︁

2I/ε0c , where ε0 is the vacuum permittivity and c is

the speed of light.

2.4.1.4 Photoelectric emission

The photoelectric effect describes when an electron absorbs the energy of a photon

(ℏω) and is promoted to a higher energy level. If the absorbed photon energy is

higher than the work function of the material (Φ), then the electron will be emitted

into vacuum. This mechanism is known as photoelectric emission or photoemission,

and it is illustrated in Fig. 2.14d. The photoemission from metal surfaces has been

explained by classical models such as the three-step model (TSM) [123–126] and the
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Fowler-DuBridge (FD) model [127–129]. The formula for the photoemission current

density [130, 131] has the form

J = e(QE)
I

ℏω
, (2.25)

where the Quantum Efficiency (QE) is the number of emitted electrons per incident

photon, ω is the photon frequency, and I is the laser intensity, which is a function of

the laser electric field Eosc as follows I = ε0cE
2
osc/2. If the photon energy is higher

than the work function, then the emitted current density will increase linearly with

laser intensity. The kinetic energy of the emitted electrons will be independent of the

laser intensity, and it will be determined by the energy difference between the photon

energy and the work function.

2.4.1.5 Multiphoton photoemission

Multiphoton absorption is a nonlinear process that occurs under high-intensity ra-

diation, and it can provide electrons with enough energy to overcome the potential

barrier even if the incident photon energy is lower than the work function [132]. In

the regular photoelectric effect, photons can only be absorbed when their energy is

equal to the energy difference between two quantum states in the material. However,

multiple photons can be absorbed when electrons are temporarily excited into virtual

states (Fig. 2.14e).

The lifetime of the virtual states is determined by the uncertainty principle ∆ϵ∆t ≥
ℏ/2, where ∆ϵ is the photon energy, except when there is a real state nearby, then

∆ϵ is the difference between the virtual state and the nearest real state [133, 134]. In

general, ∆ϵ is so large that ∆t approaches zero, and it is assumed that the absorption

of multiple photons occurs simultaneously [135]. For example, when 800 nm photons

illuminate a metal, the lifetime of the first virtual state would be around ∆t ≈ 0.2 fs.

The ionization rate for a single photon is defined as W = σ1I, where I is the laser

intensity and σ1 is the 1-photon absorption cross-section with units of cm−2. Then,

for two photons, the ionization rate is W2 = σ2I
2, where σ2 = σ1τ and τ is the lifetime

of the first virtual state [133]. Therefore, this relation can be extended to describe

the electron emission current density produced by the absorption of multiple photons

as

J = σnI
n , (2.26)

where n is the number of photons being absorbed and σn is the n-photon ionization

or absorption cross-section [136, 137]. When J is plotted versus I in a log-log

plot, it follows a linear trend where the slope of the line indicates the n number
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of photons being absorbed. Even though the electrons absorb only integer numbers

of photons, the experimentally measured values for n do not have to be integers,

since the total photoemission current contains the contribution from electrons that

absorbed a different number of photons. Furthermore, the electron emission can also

be thermally assisted. The kinetic energy of the emitted electrons will be given by

the difference between the photon energy times the number of absorbed photons and

the work function.

Figure 2.15: Energy diagram of the multiphoton photoemission in a semiconductor.
In this specific example, electrons first transition into real states in the conduction
band and then into virtual states before they are emitted from the surface.

In the case of semiconductors, there are certain situations where electrons can first

transition into real states and then into virtual states, as shown in Fig. 2.15. In that

case, the absorption probability has to be calculated independently for both cases

[138].

2.4.2 Keldysh parameter

The electron emission mechanisms described in the previous section are not exclu-

sive of each other and can occur simultaneously. The optical field emission and

the multiphoton photoemission are of special interest for the experiments presented

here, because of the high fields achieved by the ultrafast pulses. There will be

situations when the absorbed energy of one or multiple photons is still lower than

the material work function, and photoemission will not occur. However, the laser

electric field will still tilt the potential barrier in vacuum, which means that these

hot electrons experience a reduced barrier width and will have a higher probability of

tunneling through the barrier (Fig. 2.14f). This process is known as tunnel-assisted
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below-threshold photoemission [139]. The emitted electrons will keep the energy

they had when tunneling through the reduced barrier. The Keldysh model [132],

which describes photoionization, has been used to identify the dominant emission

mechanism in those situations. It shows that the transition between the multiphoton

and tunneling emission regimes can be characterized by a parameter that depends

on the laser and material properties, known as the Keldysh parameter [132], which is

given by

γ =

√︃
Φ

2K
=

ω

eEosc

√︁
2meΦ , (2.27)

where Φ is the work function of the material, K = e2E2
osc

4meω2 is the ponderomotive force, ω

is the laser frequency, me is the electron mass and Eosc is the laser peak electric field.

According to this model, when the Keldysh parameter is lower than unity (γ < 1),

it is an indication of optical field emission. On the contrary, γ > 1 indicates that

multiphoton photoemission is occurring. This approach has been successfully used to

study the transition regime between optical field emission and multiphoton emission

induced by ultrafast laser pulses in metallic tips [140–142].

2.4.3 Schottky effect

When an electric field is applied to the surface of a material, the potential barrier in

vacuum will be lowered, and the effective work function will be reduced; this is known

as the Schottky effect. The work function Φ, as a function of time and distance from

the sample surface, is given by

Φ(x, t) = ϵF + Φeff(t) − e

16πε0x
− Estx− Eoscx cosωt , (2.28)

where Φ(x, t) is the sum of the Fermi energy ϵF, the effective work function Φeff , the

image charge potential, the applied static electric field Est, and the oscillating electric

field of a laser pulse Eosc. The effective work function, in turn, is given by [130]

Φeff(t) = Φ0 −

√︄
e(Est + Eosc cosωt)

4πε0
, (2.29)

where Φ0 is the material work function, e is the electron charge, ω is the laser

frequency, and ε0 is the vacuum permittivity. The lowering of the potential barrier

under static and oscillating fields is illustrated in Figs. 2.14b, 2.14c and 2.14f with

black solid lines.
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Chapter 3

Experimental background

The THz-STM technique is accomplished by a complex system that involves an

ultra-high-vacuum chamber, lasers, specialized electronic and optical devices, signal

amplification stages, synchronization schemes and an STM that operates with home-

made nanometric tips. The experimental details required to operate the THz-STM

system will be presented in this chapter, along with the procedures for the data

acquisition during the experiments.

3.1 THz-STM Instrumentation

The laser system consists of a modelocked oscillator (Coherent Micra) that delivers

femtosecond pulses centered at 800 nm, with a repetition rate of 80 MHz and ∼ 4.5 nJ

of energy per pulse. These pulses are then stretched and used as a seed for a

Ti:sapphire regenerative amplifier (Coherent RegA), which, after the compressor,

delivers 70 fs pulses centered at 800 nm, with a repetition rate of frep = 250 kHz

and ∼ 3µJ of energy per pulse. The amplifier crystal was pumped with a CW

diode-pumped laser (Coherent Verdi-18) centered at 532 nm that provides 14 W of

power (18 W max). This CW pump laser was at one point replaced by a similar laser

(Sprout-G) with the same characteristics. The ultrafast laser pulses are then split

into three main beams (Fig. 3.1), and each one of them goes into a manual coarse

delay stage. Two of them then go into a motorized delay stage (Thorlabs NRT150),

with a 15 cm range and 7.5µm step size, to control the temporal delay between the

different beam lines with a 50 fs step size resolution.

The first beam containing 80% of the power is focused onto a large-area GaAs-

based photoconductive antenna [143, 144] (Tera-SED), which generates single-cycle

THz pulses with peak electric fields of ETHz,pk = 520 V/cm and a measured average

power of PTHz,avg = 27µW. To extend the lifetime of the PC antenna, instead
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Figure 3.1: Simplified layout of the optical setup of the THz-STM system. The
light green line is the pump laser beam of the RegA, the red line is the 800 nm
optical pulse train, the blue line is the THz pulse train, and the blue dashed line
is the alternative path of the THz pulse train for EOS. The gray lines represent
the electrical connections for the equipment used to trigger and modulate the THz
generation at the PC antenna. The green arrows illustrate the degrees of freedom of
the components.
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of a DC voltage, it is biased with a voltage pulse of 30 V and 55 ns long from a

high-voltage-pulser (Directed Energy HV1000) that was powered by a high-voltage

supply (Lambda Electronics Model 71). The voltage pulser was triggered by a delay

generator (Stanford Research Systems DG645) that was, in turn, triggered by the

signal from a Si Biased detector (Thorlabs DET10A) that monitors the optical laser

pulses. The delay generator ensures the synchronous application of the voltage pulse

with the arrival of the optical laser pulse at the PC antenna. The generation of

the THz pulses is electronically modulated by enabling the delay generator with a

5077 Hz square wave from a function generator (BK Precision BK4052), which allows

for the lock-in detection of the THz-induced signal at the STM or the EOS setup.

The PC antenna is mounted on a motorized rotation stage (Thorlabs PRM1Z8) to

control the polarization angle of the emitted THz fields. After the antenna, the

divergent THz beam is collimated by a polymethylpentene lens (Menlo Systems TPX

lens) with a 35 mm focal length. The THz beam can be split, with a 2” diameter

high resistivity silicon wafer, into the two arms of an interferometer, where one of the

mirrors is mounted on a delay stage (Thorlabs MTS50-Z8) to perform autocorrelation

measurements. The silicon wafer can also be replaced with a gold mirror to skip

the autocorrelator and send the THz beam directly into the EOS setup or into the

STM vacuum chamber. A triple-axis inverted viewport (MDC Vacuum Products

PSM-1502) manipulates the position of a 54 mm focal length TPX lens that is used

to focus the THz beam onto the STM junction at an angle of 40◦ above the horizontal

plane.

The second beam, containing 16% of the power, is meant to be used as a pump

beam for the STM junction. The pump beam power can be controlled remotely

by changing the rotation angle of a half-wave-plate mounted on a rotation stage

(Thorlabs PRM1Z8) placed before a Glan-Taylor polarizer. The average power mea-

sured just outside the vacuum chamber ranges from 0 to 26.3 mW. The pump beam

polarization angle can also be controlled by a second half-wave-plate mounted on a

rotation stage. The pump beam is then focused at the STM junction with a 500 mm

focal length lens at an angle of 40◦ above the horizontal plane. Such a large focal

length was required due to the large distance from the vacuum port window to the

STM junction. This limited the tightness of the laser spot size at its focus. From

Gaussian optics, it follows that the beam waist diameter at the focus is given by

2ω0 =
4λF

πD
, (3.1)

where ω0 is the beam radius, λ is the wavelength, D is the diameter illuminated on

the lens, and F is the focal length. With λ = 800 nm, F = 500 mm and D = 10 mm,
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a spot diameter of 50µm is expected. However, when it was experimentally measured

outside the chamber with the slit method, a beam diameter of 216µm was obtained.

The discrepancy is most likely due to aberrations from the lens and a non Gaussian

input beam.

The third laser beam is used as a probe for electro-optic sampling detection of

the THz pulses. The beam power is manually controlled by a half-wave-plate on a

rotation mount that is placed in between two crossed polarizers. The manual rotation

of a second half-wave-plate controls the polarization angle of the sampling beam. The

electro-optic sampling setup consists of a 5 mm × 5 mm ZnTe crystal that is 1 mm

thick, a quarter-wave-plate, a Wollaston prism and a pair of photodiodes (Thorlabs

PDB210A), as shown in Fig. 3.1. A flip-up mirror can be used to reroute the THz

beam into the EOS setup. A 54 mm focal length TPX lens focuses the THz beam

onto the ZnTe crystal and a 4 mm thick disc of fused-silica is placed on its path to

simulate the viewport of the ultra-high-vacuum (UHV) chamber.

Figure 3.2: Photograph of the STM chamber surrounded by the optical components
used to guide the laser pulses inside the vacuum chamber.

A photograph of the microscope is shown in Fig. 3.2 , which is a commercial

UHV STM system (RHK-UHV-SPM 3000) where the tip is connected to virtual

ground and the sample is biased. The samples can be cooled using an open-flow

cryostat (CryoIndustries RC-110), which can lower the sample temperature down to

100 K (30 K) using liquid nitrogen (liquid helium). As shown in Fig. 3.3, the tunnel

current signal from the STM is initially handled by a first-stage commercial current

preamplifier, which can be either an RHK IVP-100, IVP-200, or IVP-300, with a
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gain of 107, 108 or 109 V/A, and a bandwidth of 250, 50 or 5 kHz, respectively. The

most sensitive preamp (IVP-300), which has an RMS noise of 0.3 pA at 1.5 kHz,

was used for all the experiments. The tunneling current signal then goes through a

second-stage amplifier (RHK IVP-PGA) with a configurable gain of 1,10 or 100 and

a low-pass-filter that can be set to 0.5 kHz, 1.5 kHz, 5 kHz, 15 kHz, 50 kHz, 150 kHz

or no-filter. A gain of 1 (experimentally measured to be 1.04) and a bandwidth of

5 kHz were used for all the experiments. The amplified tunneling current signal then

goes into the STM controller (RHK SPM 1000), which handles the operation of the

STM in general and communicates with the STM software (XPMPro 2.0) to save

the collected data. The STM controller provides a current monitor channel output

that can be used to externally record and further process the amplified tunneling

current signal. A data acquisition analog-to-digital converter (National Instruments

USB6212DAQ) is used to save this signal directly into the computer. In parallel,

that signal is sent to a low-noise amplifier (Stanford Research Systems SR560) with

a gain of 10 and a low-pass-filter of 100 Hz, which can be used for sensitive average

current measurements. A lock-in amplifier (SR 830 DSP) referenced to the THz

pulse modulation frequency (5077 Hz) is also connected in parallel to extract the

THz-induced current from the total tunneling current signal, as shown in Fig. 3.3.

Figure 3.3: Schematic of the electronic equipment used to monitor, filter, amplify, and
record the tunneling current signal from the STM. The signal first goes through a
2-stage amplification process before it reaches the STM controller, where it is recorded
and processed. The signal is then split into three branches that will be saved into the
computer: the signal from the first branch is recorded as is, the second one is cleaned
by a low-pass filter for sensitive measurements, and the third one is used to extract
the THz-induced current signal by lock-in detection.

When the STM operates in constant current mode with a DC bias and the THz is

on, the polarity of the THz-induced current cannot be determined directly by looking
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at the total tunneling current, since its contribution to the total current is usually

small and close to the noise level (a few pA). However, it can be determined on a

metallic sample with the following procedure: The STM controller inverts the output

signal of the tunneling current when the bias voltage is set to negative. Therefore,

the first step is to set the STM bias to a positive value to ensure that the tunneling

current matches the positive STM controller output. This can be monitored from

the STM software oscilloscope. The output signal from the SR-560 amplifier should

also be positive; if not, it needs to be inverted on its front panel. The feedback loop

can then be turned off, and the bias voltage should be set to zero. The THz electric

field can be increased until a THz-induced current is detected by both the SR-560

amplifier and the lock-in amplifier. The polarity of the THz-induced current should

be the same on both amplifiers; if not, the lock-in phase needs to be adjusted to

make them match. This will ensure that the lock-in displays the correct polarity of

the THz-induced current, and it can be confirmed by rotating the polarization of the

THz pulses by 180◦, which should generate a negative THz-induced current.

In a THz-STM experiment, the number of tunneling electrons per THz pulse is the

most useful quantity to monitor, and the formula to convert the lock-in output signal

into the number of electrons per pulse Ne/pulse is given by

Ne/pulse =
1

e frep
ZexpK1K2KLck VLck,sens

VLck,out
10 V

, (3.2)

where Zexp is a correction factor obtained experimentally (see Section 5.1), e is the

electron charge, frep is the repetition rate of the laser, K1 and K2 are the 1st and

2nd stage amplifiers inverse gain for a given THz modulation frequency (see Ref.

[117]), KLck is a lock-in calibration factor for a squarewave with 50% duty cycle,

VLck,sens is the lock-in sensitivity and VLck,out is the lock-in output signal. For the

experiments presented here, the THz modulation frequency was 5077 Hz and the

following parameters were used: Zexp = 0.832, frep = 250 kHz, K1 = 1.7 nA/V ,

K2 = 0.96, KLck = 2.13 and VLck,sens = 50 mV. This results in a total conversion

factor of Ne/pulse = (361 e
V pulse

)VLck,out.

Alternatively, Ne/pulse can also be obtained from the SR-560 amplifier output

VSR560,out, where the conversion formula is

Ne/pulse =
1

e frep
DZexpK1K2K3 VSR560,out , (3.3)

where D is the THz modulation duty cycle and K3 is the SR-560 amplifier inverse

gain.

The UHV STM system described here has the capability to perform THz-STM

experiments on a variety of samples. There are three different types of STM sample
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holders: one for semiconductors, one for metals, and one for sample cleaving, as

shown in Fig. 3.4. All samples undergo a bakeout of at least 6 hrs at 120 ◦C when

placed in the vacuum chamber. In the case of semiconductors, a sapphire washer

beneath the sample provides electrical insulation from the rest of the sample holder.

A pair of tantalum stripes are placed underneath the sample to provide an electrical

connection with an ohmic contact. These electrical contacts are used to bias the

sample during the STM operation. Alternatively, a voltage can be applied between

these two contacts to drive a current through the sample and raise its temperature

for degassing or flashing purposes. A thermocouple can be placed under the first

sapphire washer to monitor the sample temperature. In this configuration, the body

of the sample holder can be either connected to bias or ground; however, a connection

to bias usually presents less electrical noise in the system.

(a) (b) (c)

Figure 3.4: Cross-section diagrams of the STM sample holders that illustrate their
electrical connections for a) semiconductors, b) metals and c) cleaving samples,
respectively, from left to right.

In the case of metals, the sample is placed on top of a metallic disc. During

STM scans, the metallic crystal is electrically connected to bias through mechanical

contact with the metallic disc, which in turn is in contact with the sample holder.

When the metal is deposited on an insulating substrate, a tantalum stripe is placed

on top and around the sample (dotted gray line) to ensure its electrical connectivity

with the metallic disk. A tungsten filament placed underneath can be resistively

heated for annealing purposes. The filament is biased with a negative potential with

respect to the sample and a typical current of up to 2.4 A heats the filament, which

thermally emits electrons towards the metallic plate underneath the sample. The

sample is heated through its mechanical contact with the metallic disc, which provides

an even heat distribution across the sample. The sample can be thermally isolated, to

minimize heat loss from thermal contact with the sample holder, by adding a sapphire
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washer underneath the metallic disc, but making sure that a tantalum stripe is in

place around the washer to maintain the electrical connectivity between the disc and

the sample holder. In this configuration, a thermocouple can also be used to monitor

the sample temperature.

In the sample holder for cleaving, everything is electrically connected to the same

potential. The sample is then placed vertically between two molybdenum contacts,

and it is held in place by tightening a set-screw on the side of the sample holder. To

set a preferential direction for cleaving, a scriber tool with a diamond tip is commonly

used to scratch a line along the surface of the sample before it is mounted. A

thermocouple cannot be used in this configuration. Finally, the electrical connections

of the sample holder when it is installed on the STM stage are illustrated in Fig. 3.5

for reference.

Figure 3.5: A photograph/schematic illustrating the physical electrical connections of
the different platforms of the STM. Depending on the sample holder type, the sample
stage can be connected to bias or ground (green line).

3.2 Tip preparation

The STM tips of the experiments presented here were made of either tungsten (W)

or gold (Au), and they were all shaped by chemical etching. The W and Au wires

with a purity of 99.95% and 99.998%, respectively, and a diameter of 0.25 mm were

purchased from Alfa Aesar. A custom-made pneumatic baseplate is used to provide

stable support for the etching setup and to reduce mechanical vibrations during the

etching process to produce smoother tips.

For the case of Au, the wire was first sonicated in methanol to remove any contami-

nants from the surface, then it was partially submerged in a solution made of Ethanol
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(UN1170 with 95% purity) and Hydrochloric Acid with a ratio of 1:1. A schematic

of the submerged electrochemical etching method [145] is shown in Fig. 3.6a. A

ring-shaped tungsten wire is used as the negative electrode around the Au wire. This

electrode is submerged and then slightly lifted above the surface of the solution to

form a meniscus. A programmable DC power supply (BK Precision 9120A) applies

a voltage of 2.3 V between the Au wire and the electrode, and it also measures the

current flowing through the circuit. A Labview program monitors the current and

turns off the voltage as soon as it falls below 0.25 mA, which indicates that the etching

process has finished and the tip is ready. Following this procedure produces tips with

a conic shape as shown in Fig. 3.7d.

(a) Schematic of the submerged electro-
chemical etching method used for gold
tips. The Au wire is 0.25mm thick. The
solution has Ethanol and Hydrochloric
Acid with a ratio of 1:1. A voltage of 2.3V
is applied.

(b) Schematic of the single lamella elec-
trochemical etching method used for tung-
sten tips. The W wire is 0.25mm thick.
The solution has 8 g of NaOH dissolved
in 100 ml of deionized water. A voltage of
4V is applied.

Figure 3.6: Schematic diagrams of the electrochemical etching methods used to
fabricate the STM tips.

The W tips were made using the single lamella electrochemical etching method

shown in Fig. 3.6b. The W wire is first sanded to remove the oxide from the surface,

and it is then cleaned by sonication in methanol for a few minutes. The W wire is

then vertically centered inside a ring-shaped Au wire that is used as the negative

electrode in the circuit. A solution with 8 g of NaOH dissolved in 100 ml of deionized

water is made in a small beaker. Both wires are momentarily submerged in the

solution to form a lamella across the Au ring. The programmable DC power supply
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applies a voltage of 4 V between the W wire and the electrode, which is stopped by

the Labview program when the current falls below 0.5 mA. This process will produce

two tips, one that hangs from the holding fixture and one that drops after the wire

is etched. A cup placed underneath the wire catches the part that falls, because it

usually has a sharper tip profile. The tips are then cleaned with deionized water and

kept in methanol, to avoid oxidation, until they are placed into the vacuum chamber.

This method provides W tips with a conic shape, as shown in Figs. 3.7a and 3.7b.

Variations in the etching method produce different tip profiles. For example, when

the W wire is submerged in the solution, a tip with a cusp is formed (Fig. 3.7c). The

cusp-shaped W tips are the most commonly used in STM and probably the most

used for THz-STM experiments too. However, in the experiments presented here,

the conic-shaped W tips coupled better with THz pulses and were more stable under

high electric fields.

(a) (b)

(c) (d)

Figure 3.7: Photographs of STM tips from an optical microscope. The single lamella
electrochemical etching method (Fig. 3.6b) produced conic-shaped tungsten tips as
shown by the top images where the magnification is a) 10x and b) 80x. c) When
the tungsten wire is submerged in the NaOH solution, a tip with a cusp is formed
instead. d) The submerged electrochemical etching method for Au wires (Fig. 3.6a)
produced conic-shaped tips.
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During the chemical etching process [146], a residual layer made primarily of

tungsten trioxide WO3, a few nm thick, is natively formed on the surface of the W tips

[147, 148], although other contaminants such as carbon, NaOH and WO3 − Na mi-

crocrystals have also been found [149]. When the W tip is heated to 800 ◦C, the WO3

reduces to WO2, which is volatile [150]. Therefore, once inside the vacuum chamber,

this oxide layer can be removed by heating up the tip with electron bombardment.

This is done with the setup shown in Fig. 3.8a, where a current source is used to

heat a thoriated-tungsten filament that thermally emits electrons into vacuum. A

positive potential is applied to the tip to accelerate the emitted electrons towards it.

When the electrons reach the tip, they are decelerated to the tip’s Fermi velocity and

the energy difference is transferred into heat. Because of the field enhancement at

the tip apex, electrons will mainly heat the apex of the tip locally, removing surface

contaminants in the area. Typical emission currents of 0.1 − 1 mA were produced

with filament currents of 1 − 2 A and voltages of 100 − 1 kV between the tip and the

filament.

(a) (b)

Figure 3.8: Tip conditioning procedures. a) Schematic of the electron bombardment
setup, where typical currents of 1 − 2 A resistively heat up a thoriated-tungsten
filament that thermally emits electrons that are accelerated towards the tip by a
potential difference of 100 − 1 kV. Electrons absorbed by the tip will anneal it and
remove contaminants from the surface. b) Schematic of the field emission setup,
where a high positive potential is applied to a filament with respect to the tip to
induce a field emission current that is used to characterize the tip sharpness.

Once the oxides and contaminants are removed from the tip surface, the same tip

stage with a different configuration can be used to characterize the tip sharpness. A

45



simplified schematic of this setup is shown in Fig. 3.8b, where a high field is applied

between the tip and the filament to induce electron field emission mainly from the

tip apex. The general formula of the current density for field emission is given by

Eq. 2.22. If the tip is represented by a sphere of radius r at the end of a cone-shaped

shank, then the electric field at the tip surface would be [151]

E = V/kr , (3.4)

where V is the applied voltage and k is a geometrical factor, typically k ≈ 5.

Substituting Eq. 3.4 into Eq. 2.22 results in

I ∝
(︃
V

r

)︃2

exp
(︂
bΦ3/2 r

V

)︂
, (3.5)

where b is a constant. This equation shows the field emission current dependence on

the tip radius. A sharper tip will require a smaller voltage to produce the same field

emission current.

Field emission measurements are made on the tips after each cycle of electron

bombardment to monitor their sharpness. A field emission current of ∼ 100 nA

was typically used to monitor the tip sharpness. The applied voltage to induce field

emission could range from a few hundred volts to 5 kV, which is the limit in our setup,

but the voltage value was expected to decrease after each e-bombardment cycle. The

voltage value depends on the distance between the tip and the filament, which varies

from tip to tip, hence, this value is relative for each tip. Additionally, continuous field

emission over long periods of time helps to reconfigure the tip apex, making it more

stable to high currents.

3.3 THz-STM Spectroscopy

The coupling of the THz pulses to the STM not only provides a noncontact method

to temporarily probe the junction, but also provides the capability to perform spec-

troscopy studies of the sample, since the THz field will induce a different response

from the sample depending on its amplitude. Some of the most common spectroscopic

techniques are described below.

3.3.1 ITHz − ETHz,pk curve

A single-point measurement where the THz-induced current ITHz is recorded as a

function of THz pulse peak electric field (ETHz,pk), which is known as an ITHz−ETHz,pk

curve. This is one of the standard measurements that can be performed in a THz-STM

46



system. The tip is positioned over a point of interest on the sample surface, while

the THz pulses are off. The tip height is set by the DC bias, VDC, and the current

setpoint IDC. The STM feedback loop is then turned off, VDC can optionally be set

to zero to obtain the sample response around its unbiased state, and ITHz is recorded

as ETHz,pk is varied. This measurement is commonly used to find the onset of the

THz-induced current. It is particularly useful when multiple features or multiple

materials are present in the same sample because their onset will usually be different.

Therefore, the THz peak field amplitude can be set to selectively highlight certain

sample features on a THz-STM image and not others.
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Figure 3.9: ITHz as a function of ETHz,pk on the gold surface and a graphene-like
structure. The data was acquired with the feedback loop off, and the initial tip
height was set by a +100 mV bias and a current setpoint of 50 pA.

An example of an ITHz − ETHz,pk plot is shown in Fig. 3.9, where measurements

were taken over a gold substrate (orange) and over a graphene-like structure (green)

(See Sec. 4.2.4) on the same sample. The onset of these signals can be found

from the logarithmic plot when the signal rises above the noise floor (2 e/pulse).

Gold presents an onset around 115 V/cm for positive and negative ETHz,pk. The

graphene-like structure, on the other hand, presents an early onset around ETHz,pk =

+100 V/cm and a late onset around ETHz,pk = −150 V/cm. Therefore, in this case,

a THz-STM image acquired, for example, with ETHz,pk = −200 V/cm will highlight

the Au substrate, while ETHz,pk = +200 V/cm would highlight the graphene-like

structure. Fig. 3.10 shows the I − V curves of the same points for comparison, to

demonstrate that these two plots can be fundamentally different, since one is obtained

with a static voltage and the other one with a transient electric field.
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Figure 3.10: I − V curves that were obtained on the gold substrate (orange) and a
graphene-like structure (green), with a current setpoint of 1 nA and −1 V bias.

3.3.2 ITHz − V curve

The THz-induced current ITHz is recorded as a function of VDC on a single point at

the sample. The tip height is set by VDC and IDC with the THz pulses off. The

feedback loop is then disabled, and the THz pulses are turned on. VDC is swept while

ITHz is recorded by means of a lock-in amplifier with the THz pulse generation being

electronically modulated. When a THz field is present, the total current response

(Itotal,avg = IDC + ITHz) deviates from that of the static case, as can be seen in

Fig. 3.11a, where three I−V curves, acquired on the surface of Au(111) with ETHz,pk =

+295 V/cm, ETHz,pk = 0 V/cm and ETHz,pk = −284 V/cm are shown in blue, black,

and red, respectively. The initial tip height was set by VDC = −0.5 V and IDC = 50 pA.

The ITHz−V curves shown in Fig. 3.11b were acquired simultaneously with Fig. 3.11a.

When VDC = 0 V, a positive (negative) ETHz,pk will induce a total positive (negative)

ITHz due to the nonlinearity of the I−V curve, as can be noted in both plots. The THz

fields sweep a limited voltage window of the I−V curve (Fig. 2.13). VDC will offset that

window towards the sides, therefore, a positive VDC will increase the ITHz contribution

of a positive ETHz,pk, but will decrease for a negative ETHz,pk. The opposite effect is

observed for a negative VDC. Information about the nonlinear response of the sample

could be inferred from this measurement. If VDC = 0 V then IDC = 0 A; therefore,

Itotal,avg = ITHz. In that case, for ETHz,pk = +295 V/cm (ETHz,pk = −284 V/cm) the

lock-in measured a value of Ne/pulse = 260 e/pulse (Ne/pulse = −105 e/pulse) which

corresponds to ITHz = 5.2 pA (ITHz = 2.1 pA). These values can be used as a reference

for the maximum current setpoint that can be safely used to operate in THz-driven

mode with that specific ETHz,pk amplitude.
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Figure 3.11: I − V and ITHz − V curves that were acquired simultaneously on the
Au(111) surface with an initial tip height set by VDC = −0.5 V and IDC = 50 pA.
Three THz field amplitude cases are shown: ETHz,pk = +295 V/cm, 0 V/cm and
−284 V/cm in blue, black, and red, respectively. a) I − V curves showing the total
current (Itotal,avg = IDC + ITHz), including the DC and THz-induced contributions. b)
ITHz − V curves showing ITHz, which is acquired by lock-in detection.

3.3.3 ITHz − z curve

The THz-induced current as a function of relative tip height (z) can also provide

information about the sample, as it induces variations in the apparent barrier height

at the junction. For this measurement, the initial tip height is set by IDC and VDC with

ETHz,pk = 0 V/cm. The feedback loop is then turned off, the THz pulses are turned

on and ITHz is recorded as the tip is retracted away from the sample surface. The

total current (Itotal,avg = IDC + ITHz) can also be recorded simultaneously. Fig. 3.12a

shows a semilog plot with Itotal,avg data obtained on the surface of Au(111) with an

initial tip height set by IDC = 50 pA and VDC = 50 mV. There are three different

cases ETHz,pk = +295 V/cm, ETHz,pk = 0 V/cm and ETHz,pk = −180 V/cm, which

are shown in blue, black, and red, respectively. The experimental data, shown with

squares, was then fitted with a decaying exponential following Eq. 2.12, which is also

shown with solid lines.

The apparent barrier height extracted from the exponential fits for each case is

shown in Fig. 3.12b. When ETHz,pk has the same polarity as VDC (positive in this

case), a larger tunneling current is observed, which translates into a reduced ABH

as shown by the blue data point. When ETHz,pk has the opposite polarity to VDC,

the tunneling current decreases since the ABH increases. This effect is illustrated in

Fig. 3.13, which shows the energy diagram of the tunnel junction. The static case is

presented by a solid black line, where the applied VDC induces an energy difference
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Figure 3.12: a) Semilog plot of the I − z curves measured on the Au(111) surface
with an initial tip height set by IDC = 50 pA and VDC = 50 mV. The data in blue,
black, and red show the cases where ETHz,pk = +295 V/cm, ETHz,pk = 0 V/cm and
ETHz,pk = −180 V/cm, respectively.

Figure 3.13: Energy diagram of the STM junction, where the Fermi energy of the
tip ϵFt is raised compared to the Fermi energy of the sample ϵFs by a bias voltage
VDC, inducing a tunneling current. The potential barrier for the static case is shown
with a solid black line. When a THz pulse couples to the junction, the transient THz
voltage VTHz(t) induced by the THz field, modulates the energy difference between the
Fermi levels. A positive THz field (blue dashed line) increases the energy difference,
lowering the apparent barrier height. The opposite occurs for a negative THz field
(red dashed line).
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between the Fermi level of the tip (ϵF,t) and the sample (ϵF,s), which in turn generates

a static tunnel current (green horizontal arrows). As shown by the dashed lines, when

a THz pulse couples to the STM, the transient THz voltage VTHz(t) modulates the

energy difference between the Fermi levels, which in turn modifies the apparent barrier

height. In this case, when VTHz(t) is positive (blue dashed line), the energy difference

increases and the ABH is reduced. When VTHz(t) is negative (red dashed line), the

energy difference decreases and if the THz fields are large enough, ϵFt could even be

lower than ϵFs, which would induce a tunneling current in the opposite direction.
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Figure 3.14: ITHz − z measurement on Au(111), acquired by lock-in detection for
positive and negative ETHz,pk values. The initial tip height was set by VDC = +5 mV
and IDC = 50 pA. The experimental data is shown with colored squares, and it was
fitted by single exponential functions, which are shown with colored solid lines.

The actual ITHz − z curves for several ETHz,pk values are shown in Fig. 3.14, where

the experimental data (squares) was fitted with a decaying exponential (solid lines).

It can be noticed that the slope of the ITHz − z curves, which corresponds to the

THz-ABH, is similar for the cases when ETHz,pk > 0, but it does change for the cases

where ETHz,pk < 0. Therefore, this measurement can provide information about the

transient response of the sample to THz pulses.

3.3.4 Optical-pump THz-STM-probe

A great advantage of the THz-STM technique is its potential to probe ultrafast

dynamics at the nanoscale. One of the techniques used for this purpose is known as

optical-pump THz-probe, where an ultrafast optical pulse first photoexcites carriers
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in the sample, which are then probed by a THz pulse, as illustrated in Fig. 3.15. The

temporal delay ∆τ between the two pulses is controlled by a delay stage; hence, by

recording ITHz as a function of time delay, the carrier dynamics can be studied. It

should be noted that this measurement is not the result of a single event, but the

average of multiple excitation events. Carrier dynamics, such as the generation and

recombination times, can be extracted from this measurement, as long as they are

in < 1 ns timescales. The optical-pump THz-probe technique can be executed as a

single-point measurement or as an imaging technique. Since the tip is in the tunneling

regime and the THz fields are localized at the tip apex, the high spatial resolution of

the STM can be maintained during this measurement. A THz-STM image acquired

with a specific pulse delay would represent a snapshot of the carrier dynamics at

that time. If the pulse delay is varied between the acquisition of images, then, the

sequence of images will produce a movie of the carrier dynamics evolution in time.

(a) (b) (c)

Figure 3.15: Schematic to illustrate the optical-pump THz-probe technique at the
STM junction. a) An ultrafast optical pulse and a THz pulse are coupled onto the
STM junction. The temporal delay between the two pulses ∆τ is controlled by a
linear delay stage. b) The optical pulse, which arrives first in this example, pumps
and photoexcites carriers in the sample. c) The THz pulse can then probe the sample
state by inducing a transient tunneling current. By changing the temporal delay while
the tunneling current is recorded, the evolution of the carriers in time can be studied.

3.3.5 Photoemission sampling of the THz pulse waveform in
the STM

The temporal profile of the near field, induced by the THz pulse field when it is

coupled to the STM tip, can potentially be measured by taking advantage of the

electron photoemission mechanisms described in Section 2.4. The configuration for

this measurement is similar to the pump-probe experiment shown in Fig. 3.15a, but

in this case, the tip is at least a few hundred nm away from the sample surface.

To achieve this, the feedback loop is turned off while the tip is in the tunneling
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regime, and then it is manually retracted using the STM controller, while monitoring

the tip height. When the ultrafast optical pulse illuminates the STM junction with

enough power, multiphoton emission of electrons can be triggered, which will closely

have the same duration as the ultrafast pulse, and can even be shorter due to the

nonlinearity of the multiphoton emission [152]. The electric field of a THz pulse

can then modulate the electron emission, which occurs mainly at the tip apex due

to the geometrical enhancement of the fields [153]. By changing the temporal delay

∆τ between the two pulses while the electron emission current is recorded, one can

sample VTHz(t) at different points in time to reconstruct the THz near-field waveform.

With this technique, only the waveform and not the amplitude of the electric field is

directly obtained, since the THz-induced photoemission current is the quantity being

measured and a calibration procedure would be required. However, this technique is

becoming a common practice among the THz-STM community [39, 42, 51], because it

provides a direct measurement of the THz near-field waveform at the tip, which might

not be the same as the waveform measured in free-space. However, some subtleties

about this technique are still under discussion since its accuracy might depend on the

experimental settings. This technique will be explored in more detail in Chapter 7.

An example of this measurement obtained with a gold tip over an Au(111) surface

at room temperature is shown in Fig. 3.16, which was taken with an average optical

power of Ppump,avg = 4.6 mW, ETHz,pk = +400 V/cm and VDC = −1 V.
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Figure 3.16: The near field waveform of a THz pulse coupled to the STM junction,
measured by electron photoemission. An ultrafast optical pulse induces photoemission
from the tip, which is then modulated by the electric field of a THz pulse. The
temporal delay between the two pulses is varied while the electron emission is recorded
to obtain the THz near field waveform. Notice that the y-axis has units of current,
not the electric field amplitude. The data was acquired with VDC = −1 V, ETHz,pk =
400 V/cm, Ppump,avg = 4.6 mW and with a gold tip z = 500 nm away from an Au(111)
sample at room temperature.
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3.3.6 THz autocorrelation

To determine the temporal resolution of the THz-STM system, an autocorrelation

measurement of two THz pulses is made. A high-resistivity silicon wafer, that acts as

a beam splitter, is used to separate the THz beam into the two arms of a Michelson

interferometer. The mirror of one of the arms is mounted on a motorized linear

stage to control the time delay (∆τTHz) between the two THz pulses coming out of

the interferometer, as shown in Fig. 3.17. The THz pulses are then guided into the

STM chamber to be coupled at the junction. Similarly to previous measurements,

once the tip is positioned over a single point on the sample, the tip height will be

set by VDC and IDC, when the THz pulses are off. The STM feedback loop is then

turned off, the THz pulses are turned on, and the THz-induced current is recorded

as ∆τTHz is varied. The temporal width of the THz pulse can be extracted by fitting

the data with the convolution of a Gaussian function with itself. Fig. 3.18 shows

an autocorrelation measurement performed on Au(111), where the tip height was set

with VDC = 50 mV, IDC = 42 pA, and ETHz,pk = +260 V/cm. The autocorrelation

signal has a full-width-half-maximum (FWHM) of 0.5 ps, and from the fit, a FWHM

THz pulse width of 0.35 ps was extracted, which determines the temporal resolution

of the system.

Figure 3.17: Optical setup to perform autocorrelation measurements that consists of
a Michelson interferometer, where a high-resistance silicon wafer splits the incoming
THz beam into the two arms of the interferometer. By changing the path length
of one of the arms, the temporal delay ∆τTHz between the two THz pulses is varied
before they couple to the STM tip.
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Figure 3.18: Autocorrelation measurement of two THz pulses, where the temporal
delay ∆τTHz described in Fig. 3.17 is varied while the THz-induced current is recorded.
The experimental data (black dots) is the average of six consecutive measurements
where the initial tip height was set with VDC = 50 mV, and IDC = 42 pA. The THz
pulse field at the peak was ETHz,pk = +260 V/cm. The autocorrelation data fit (green
line) was obtained from the convolution of a Gaussian function (blue line) with itself,
which presented a FWHM (pulse duration) of 0.35 ps. The current spikes on the sides
of the plot were caused by a tip change during one of the measurements.

55



Chapter 4

Sample preparation and
UHV-STM studies of material
systems

The preparation procedures of the samples used in the experiments of this work will

be described in this chapter. Conventional STM measurements obtained on these

samples will also be presented. First, Au(111) will be covered, which was used as a

substrate in some cases and as a sample in other cases. Then, carbon allotropes will

also be discussed, which include single-walled carbon nanotubes and graphene-like

structures. Finally, the three different types of semiconductors that were used in the

photoemission experiments will also be covered.

4.1 Au(111)

Thin films of gold were deposited on freshly cleaved Mica grade V1 (Ted Pella, Inc.)

substrates with a thermal evaporation system. The Mica was first degassed at 420 ◦C

for at least 8 hrs inside the evaporation vacuum chamber with an average pressure of

5×10−7 torr. Maintaining the same temperature, 100 nm of gold was deposited on the

Mica substrate at a rate of 0.5 Å/s and under a pressure of 2×10−6 torr. The samples

were then transferred into the STM chamber, where multiple cycles of ion sputtering

and annealing were applied to the gold until the surface was clean and presented

large atomically flat areas [154]. For ion sputtering, the vacuum chamber was filled

with Argon gas until a pressure of 8 × 10−6 torr was reached. The ion sputtering

gun then accelerates the Argon ions towards the sample surface at an incident angle

of 45◦, with an energy of 0.8 keV for a period of around 20 minutes. To anneal

the sample, the backside of the substrate is in contact with a metallic plate that is

heated by electron bombardment from a hot thoriated tungsten filament, as shown
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in Fig. 3.4b. A current of 2.4 A is driven through the filament to induce thermal

emission, which is approximately 2 mm away from the metallic plate. A potential

difference of 800 − 1000 V is applied between the filament and the metallic plate to

accelerate the emitted electrons towards the latter. Annealing was done in cycles of

40 minutes, and the sample temperature was monitored with a non-contact portable

infrared thermometer Cyclops 180L (AMETEK-Land) through one of the windows of

the vacuum chamber. If the gold samples are transferred into the STM chamber right

after deposition (they are not exposed to air for long periods of time), a couple of

10-minute cycles of ion sputtering and annealing are enough to clean the gold surface.

Fig. 4.1 shows photographs of the gold surface before (left) and after (right) a few

cycles of ion sputtering and annealing.

(a) (b)

Figure 4.1: Photograph of the clean Au(111) substrate mounted on the STM sample
holder a) before and b) after a few cycles of ion sputtering and annealing in the
vacuum chamber.

The appearance of the herringbone reconstruction over regions of hundreds of nm

is a good indication of the quality of the Au(111) surface. An STM image of the

Au(111) surface with atomically flat areas is shown in Fig. 4.2a. The herringbone

reconstruction could be observed in those flat regions (Fig. 4.2b). The tip height

profile along the white line from Fig. 4.2b, is presented in Fig. 4.2c. The experimental

data points are represented in red. The data was smoothed out by taking the average

of 10 adjacent points, which is shown in black, and it served to identify the peaks

more easily. A narrow spacing of 2.65 ± 0.24 nm between peaks was obtained for

the hexagonal close packing (HCP) structure region, while a broad spacing of 3.95 ±
0.25 nm was obtained for the face-centered cubic (FCC) structure region. These

numbers are comparable to values previously reported (2.5 nm for HCP and 3.8 nm

for FCC) [155, 156].

STM spectroscopy was also performed on the Au(111) surface for benchmarking
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Figure 4.2: STM topographic images of the clean Au(111) surface. a) Image with large
atomically flat areas. The window is 400×400 nm and was acquired with VDC = 1.2 V
and IDC = 200 pA. b) The herringbone reconstruction. The window is 40×40 nm and
was acquired with VDC = 50 mV and IDC = 200 pA. These images were acquired with
a W tip at room temperature. c) Tip-height profile over the herringbone structure
along the white line shown in (b). The experimental data points are shown in red, and
the average of 10 adjacent points is shown as a smooth black solid line. The smoothed
line was used to calculate the narrow (2.65 ± 0.24 nm) and broad (3.95 ± 0.25 nm)
peak spacing of the herringbone structure.
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purposes. Fig. 4.3a shows the average of multiple I-V curves taken on the Au surface

at the hill and the broad valley of the herringbone structure. The I − V curves

were taken with a tip–sample separation set by VDC = −1 V and IDC = 1 nA. An

AC modulation of 10 mV was superimposed on the bias voltage to simultaneously

acquire the dI/dV curve (Fig. 4.3b) by means of lock-in detection, along with the

I − V curve. The (dI/dV )/(I/V ) spectrum (Fig. 4.3c) is almost identical for the hill

and valley of the herringbone structure, except for a slight difference at −0.6 V. The

spectrum matches the results from previous works; it can be observed that it has a

shoulder around −0.4 V caused by surface states, which has previously been reported

[157, 158].

I − z measurements were also taken on the Au surface and are presented on a

semilog plot in Fig. 4.3d. The initial tip height was set by different bias voltages

and different setpoints, to verify that these parameters do not affect the result. The

experimental data points are presented with colored symbols, and the exponential

fits, using Eq. 2.1, are shown with solid lines. From the exponential fits, the effective

work function, also known as the apparent barrier height, can be extracted. The

estimated work function for each case is shown in square brackets in the plot legend.

An average work function of 4.80 ± 0.21 eV was calculated, which is similar to the

values reported previously [159].
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Figure 4.3: STS measurements on Au(111). a) I−V curve taken on the Au surface on
the hill and on the broad valley of the herringbone structure. The initial tip-sample
separation was set by VDC = −1 V and IDC = 1 nA. b) dI/dV and c) normalized
(dI/dV )/(I/V ) spectrum. d)I − z curves in a semilog plot. The initial tip height
was set by different bias voltages and setpoints, as described in the plot legend. The
experimental data points are presented with colored symbols, whereas the exponential
fits are shown with colored continuous lines. The calculated work function Φ for each
case is shown in square brackets, and the average was estimated to be 4.80± 0.21 eV.
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4.2 Carbon allotropes

Carbon atoms can form stable structures with various atomic configurations called al-

lotropes, which include amorphous carbon, diamond, graphite, graphene and fullerenes.

Amorphous carbon is made of free, reactive carbon without a crystalline structure,

and with no long-range order. The crystallinity of amorphous carbon can increase

when it is treated with heat, which is known as graphitization [160]. On the other

hand, diamond presents a 3-dimensional crystal structure, where each atom forms

sp3 bonds with its four nearest neighbors. The strong bonds form a tetrahedron,

providing diamond with the highest number of atoms per unit volume, making it

the hardest and least compressible material [161]. Graphite is made of carbon atoms

covalently bonded and arranged in planar honeycomb layers that are bonded together

by van der Waals forces. In 2004, Novoselov [162] demonstrated that a single atomic

layer of graphite, also known as graphene, could be obtained by peeling off layers

of graphite with Scotch tape. Novoselov was awarded a share of the 2010 Nobel

Prize in Physics for this achievement. A strip of graphene less than 100 nm wide

is commonly known as a graphene nanoribbon. The fullerenes include buckyballs,

carbon nanotubes, nanobuds and nanofibers. Some of these allotropes will be relevant

for the work presented here, more specifically, graphene and carbon nanotubes, which

will be reviewed in the following sections.

4.2.1 Graphene background

Atomic planes in bulk crystals had been known for a long time, but one-atomic

layers of a specific material were unknown; at the time, it was even thought that this

configuration was unstable and, therefore, impossible. For this reason, the discovery

of graphene became very relevant because it was the first two-dimensional (2D) crystal

found [163]. Furthermore, it has been stipulated that graphene nanostructures are

stable down to a single benzene ring [164]. An illustration of the graphene structure

is presented in Fig. 4.4a. There are different techniques to produce micrometer-sized

graphene sheets, such as the known scotch-tape technique [162], ultrasonic cleavage

technique [165] , epitaxial growth of graphene on a substrate [166], graphite oxidation

[167], and chemical vapor deposition (CVD) [168].

The mechanical and thermal properties of a graphene monolayer are exceptional;

it can be stretched by up to 20%, it presents a breaking strength of ∼ 40 N/m, a

Young’s modulus of 1 TPa [169], which is ∼ 2.5 times larger than tungsten’s, and it

also has a thermal conductivity at room temperature of 5×103 W/mK [170], which is

∼ 12 times larger than copper’s. However, the electronic properties of graphene are
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even more interesting. There are 4 aspects that make graphene unique: First, charge

carriers traveling in the graphene crystal have no effective mass and mimic relativistic

particles, therefore, the theory for Dirac fermions is more suitable to describe them,

instead of the Schrodinger equation. Second, electrons propagate in a one-atom-thick

layer in graphene, so they can be studied directly by scanning probe techniques.

Third, the high quality of the graphene crystal allows electrons to travel distances in

the micrometer range without scattering [171, 172]. Fourth, because of the properties

mentioned before, quantum effects can survive at room temperature [173].

(a) (b)

Figure 4.4: Graphene diagrams. a) Illustration of the atomic structure of graphene,
where each sphere represents a carbon atom. The diagram was built with the
Nanotube Modeler (JCrystalSoft) software [174]. b) Energy dispersion relation of
graphene at the Dirac point.

The advantages in performance provided by graphene make it a good candidate

for use in new electronic devices. For example, it has been shown that electrons

in graphene show ballistic transport at room temperature, allowing them to travel

through a transistor channel 100 nm long in only 0.1 ps [173]. Due to the conic

dispersion relation of graphene, shown in Fig. 4.4b, charge carriers can be continuously

controlled from electrons to holes with concentrations up to 1013 cm−2, depending on

the applied field, which is known as the ambipolar electric field effect [164].

To study graphene, metallic contacts are commonly added, which can alter its

electrical properties or induce damage. Contactless methods such as terahertz timedo-

main spectroscopy (THz-TDS) [175] and time-resolved terahertz spectroscopy (TRTS)

[176] have already been used to study graphene properties. Additionally, a method

such as THz-STM is ideal for performing less intrusive experiments on graphene at

the nanoscale.
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4.2.2 Single-walled carbon nanotubes background

A carbon nanotube is technically just a cylinder made of a rolled graphene layer.

After Iijima’s paper in 1991 [177], carbon nanotubes attracted the attention of many

researchers and have been studied extensively ever since then. There are carbon

nanotubes made of a single graphene layer, which are known as single-walled carbon

nanotubes (SWCNTs), and there are nanotubes with multiple layers arranged con-

centrically, which are known as multi-walled carbon nanotubes (MWCNTs). Both

types present unique properties, but this work will focus on SWCNTs only.

The diameter of SWCNTs can range from 0.4 to 3 nm, and their length is generally

in the micrometer range [178]. The diameter, as well as the electronic[179] and

optical[180] properties, will be determined by the angle at which the graphene layer

is rolled up, which is known as the chiral angle or chirality. The chiral angle can range

from 0◦ to 30◦; however, the indices (n,m) are more commonly used to identify the

different types of nanotubes. Fig. 4.5a illustrates a honeycomb lattice representing

a graphene sheet, where the position of the indices (n = 6,m = 5) is indicated by

the blue lines. The chirality α is determined by the angle between the red line

that connects the origin to (6,5) and the horizontal axis. The atomic structure

corresponding to (6,5) is shown in Fig. 4.5b, which was built with the Nanotube

Modeler software [174].

Small variations in chirality can produce a big difference in the nanotube properties.

For example, when |m − n| = 3k, where k is an integer, the nanotube will present

metallic properties; whereas it will behave as a semiconductor when |m−n| = 3k±1.

If m = 0, the nanotube structure is known as zigzag because of the boundary shape

of the atoms along the horizontal axis in Fig. 4.5a, and if m = n, the nanotube will

have an armchair structure [181]. The nanotube diameter d can be determined from

the indices (n,m) as [182]

d =
a

π

√
n2 + nm+m2 , (4.1)

where a = 0.246 nm is the graphene lattice constant, or alternatively a =
√

3acc,

where acc = 0.142 nm is the C-C interatomic distance, as shown in Fig. 4.5a. The

tight-binding model has been used to calculate the transition energy of the nanotubes

[183], which is the energy difference between the van Hove singularities (Fig. 4.5c).

The transition energy dependence on tube diameter is given by

ϵsc,m = 2i
γ0acc
d

, (4.2)

where γ0 = 2.9 eV is the nearest neighbor carbon-carbon interaction energy, and

i = 1, 2, 4, 5, ... for the transition energies (ϵsc11, ϵ
sc
22, ϵ

sc
33, ϵ

sc
44, ...) of a semiconductive
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(a)

(b) (c)

Figure 4.5: SWCNTs diagrams. a) Honeycomb lattice representation of a graphene
layer, where the text inside each hexagon shows the position of several nanotube
indices. The position of (n = 6,m = 5) is indicated by the blue lines. The chirality
α is determined by the angle between the red line that connects the origin to (6,5)
and the horizontal axis, which is the angle at which the graphene layer is rolled up,
also known as the chiral angle. The unit cell and the C-C interatomic distance acc
are also shown. b) Atomic structure of a (6,5) SWCNT where each sphere represents
a carbon atom. The diagram was built with the Nanotube Modeler (JCrystalSoft)
software [174]. c) Energy diagram of a (6,5) SWCNT where the semiconductive energy
gaps are ϵ11 = 1.12 eV and ϵ22 = 2.24 eV.
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nanotube , and i = 3, 6 for the transition energies of a metallic nanotube (ϵm11, ϵ
m
22)

[184]. Studies on metallic nanotubes have found outstanding high-field transport

properties, with current densities exceeding 109 A/cm2 [185]. The mechanical strength

of SWCNTs is exceptional, presenting a Young’s modulus around 1 TPa [186, 187],

which is 5 times greater than steel. SWCNTs also exhibit high thermal stability, since

no structural changes have been detected for heat treatments under vacuum up to

temperatures of 1400 ◦C [188, 189].

4.2.3 SWCNTs samples

Single-walled carbon nanotubes were purchased in powder form (PN:#704113) from

Sigma-Aldrich. They were produced by CoMoCAT™ Catalytic Chemical Vapor De-

position, and have ≥ 90% carbon basis (≥ 70% as carbon nanotubes). Most SWCNTs

are expected to have a diameter between 0.7 − 1.3 nm. According to the supplier,

52% of the nanotubes have a (6,5) chirality, which means that around half of the

nanotubes will be semiconductive and they will have a diameter of d = 0.75 nm, a

first energy gap of ϵ11 = 1.12 eV and a second energy gap of ϵ22 = 2.24 eV according

to Equations (4.1) and (4.2). Special care needs to be taken when handling SWCNTs

in powder form; they are very volatile and can easily be released into the air from the

handling tools. The SWCNTs toxicity is still under discussion [190, 191], however,

you should minimize exposure to nanotubes and avoid ingesting or inhaling them.

(a) (b)

Figure 4.6: a) Photograph of the solution containing SWCNTs in DMF with a
concentration of 0.05 mg/ml. b) Photograph of the Au(111) substrate after the
SWCNTs were deposited by the drop casting method.

SWCNTs naturally form bundles due to intertube van der Waals forces [192]. Sev-

eral solvents can be used to dilute SWCNTs, such as chloroform, toluene, dimethyl-

formamide (DMF), ortho-dichlorobenzene (o-DCB), metadichlorobenzene (m-DCB),
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monochlorobenzene (MCB), 1,2,4-trichlorobenzene (TCB), 1,2-dicholorethane (DCE),

N-methylpyrrolidone (NMP) and others [193–195]. However, DMF has proven to form

stable suspensions to dilute or disperse SWCNTs [195]. By mixing 1 mg of SWCNTs

and 20 ml of DMF, a solution with a concentration of 0.05 mg/ml was obtained. The

solution container was sonicated either for 10 or 30 minutes in a Branson Ultrasonic

Cleaner 2510 System that operates at 40 kHz. Right after sonication, the solution

(Fig. 4.6a) was then drop casted (5 drops) onto a gold substrate that was previously

cleaned by Ar sputtering and annealing cycles. The Au substrate was heated to a

temperature slightly above 100 ◦C inside the vacuum chamber. It was then briefly

removed from the chamber to deposit the SWCNTs solution, and immediately placed

back into the vacuum chamber. The DMF solvent evaporates in seconds once the

solution is deposited on the sample, leaving only the nanotubes on the surface. Small

dark regions can occasionally be observed on the gold surface with the naked eye due

to the accumulation of SWCNTs clusters, as shown in Fig. 4.6b.

STM images of the SWCNTs deposited on the Au substrate are shown in Fig. 4.7.

When the solution was sonicated for 10 minutes or less, the SWCNTs were not

effectively dispersed, which means that there were either large empty areas on the Au

surface where it was difficult to find any nanotubes, or regions with big clusters of

nanotubes that were very unstable to perform any measurements on them. Fig. 4.7a

shows one of the rare cases when a few single nanotubes were found on the surface.

When the sonication time was increased to 30 minutes, the dispersion of the solution

improved and the nanotubes could be found more easily on the gold surface. However,

in this case, unexpected irregular features were found on the surface in addition to

the nanotubes, which are pointed out by white arrows in Fig. 4.7b. These features

were found on the sample before and after 3 cycles of annealing at 430 ◦C for 10 min.

A more detailed study of these unexpected features is presented in Section 4.2.4.

To rule out the possibility that these features were produced by contaminants

at some point during the preparation process, multiple samples were prepared from

scratch. The preparation procedure was technically the same for all of them, but

freshly deposited gold substrates and new SWCNTs solutions were made. The uniden-

tified features were found on all the samples that were sonicated for 30 minutes;

furthermore, increasing the amount of solution deposited clearly showed an increase

in the presence of these irregular features on the gold surface, as shown in Fig. 4.8.
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Figure 4.7: Topographic images of SWCNTs deposited by drop casting (5 drops)
on the Au(111) substrate. SWCNTs were diluted on DMF and sonicated for a) 10
minutes and b) 30 minutes. The images were acquired with (a) VDC = 1.2 V and
IDC = 22 pA and (b) VDC = 3.5 V and IDC = 10 pA. Image (b) presents unexpected
irregular features on the Au surface, which are pointed out by white arrows. Image
taken with a W tip at room temperature.
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Figure 4.8: Topographic images of SWCNTs deposited by drop casting on an Au(111)
substrate. The solution of SWCNTs in DMF was sonicated for 30 minutes. By
depositing 8 drops of solution instead of 5 (Fig. 4.7b), the Au surface area was almost
fully covered by these unexpected irregular features. The sample with the SWCNTs
underwent 3 cycles of annealing at 430 ◦C for 10 min. Images were acquired with
VDC = 3.5 V, IDC = 60 pA and a W tip at room temperature.

4.2.4 Graphene-like structures on Au(111)

To understand what the unidentified features found in Fig. 4.7b are, we can first look

at the different processes that can alter and damage the structure of the SWCNTs. For

example, carbon nanotubes can be unzipped in a controllable manner to form uniform

graphene nanoribbons using a solution-based oxidative process [196]. Another exam-

ple is when the applied shear force from the cavitation process induced by sonication

not only helps to debundle and disperse the nanotubes, but also induces defects

and nanotubes scission [197]. When a cavitation bubble collapses in the vicinity of

a nanotube, the nanotube itself and the surrounding liquid will flow at a different

velocity; the drag force on the nanotube surface can be strong enough for a scission

[198]. Experiments on carbon fibers found that the strain rate around cavitation

bubbles is ∼ 1010 s−1, which was calculated to be enough to scission SWCNTs (having

30 GPa tensile strength) down to a terminal length of 13 nm [198]. The sonication

process is not standardized since it depends on solvent parameters such as vapor

pressure, viscosity, and surface tension, and also on sonication parameters such as

frequency, intensity, and time [199], so it is possible that long sonication times in our

setup could damage the SWCNTs.

Raman spectroscopy is commonly used to characterize the structure of SWCNTs.

The Raman spectra show two main peaks, one at 1350 cm−1, which is known as
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defect-induced disorder mode (D band) and is related to carbon atoms with structural

defects, and the second peak at 1580 cm−1, which is known as the tangential mode

(G band) and is related to the carbon atoms in-plane vibrational motion. The ratio

between the two peak intensities ID/IG provides an estimate of the defects site content

on the nanotubes structure. It has been shown that, in general, longer sonication

times lead to an increasing ID/IG ratio due to progressive damage and the formation

of structural defects on the nanotubes surface [199–201]. Furthermore, structural

modifications have been observed on TEM micrographs, where the nanotubes pre-

sented waviness and amorphous carbon on the surface [200]. Raman spectroscopy

was not performed on the SWCNT solutions used in this work, so the number of

defects was not monitored before and after the sonication. However, these previous

studies support the hypothesis that during the sonication process, the SWCNTs were

broken down into smaller nanotubes and because of the creation of surface defects,

they could also potentially be broken down into graphene pieces or amorphous carbon.

This could be the source of the atoms that formed the unidentified features on the

Au surface (Fig. 4.9a). A second alternative would be that the carbon atoms come

from the raw SWCNTs powder itself, since the manufacturer specifies that it contains

a ≥ 90% carbon basis from which ≥ 70% has the form of nanotubes, which means

that the difference would probably be in the form of amorphous carbon. If that was

the case, the dispersion of amorphous carbon in the solution would increase with the

sonication time, which could also explain the increase in the number of features found

in Fig. 4.8. Unfortunately, these arguments are not conclusive enough to determine

the origin of the atoms that form those features, and detailed experiments would be

required to clarify this question. However, they strongly suggest that the unidentified

features are formed by carbon atoms.

If we continue under the assumption that these features are made of carbon atoms,

then we can look at previous studies in which graphene has been formed on the

Au(111) surface using carbon sources. The growth of graphene on an Au(111)

substrate was first achieved using a technique known as ethylene irradiation, which is

based on the thermal decomposition of low-energy ethylene ions which are irradiated

on the surface of a hot metal. The substrate is required to be at 800 ◦C during

irradiation, and it is further annealed at up to 950 ◦C after the deposition to form

a graphene monolayer [202]. A following work [203], which used an electron beam

evaporator to deposit carbon on the Au(111) surface at 950 ◦C, found that graphene

islands were formed with dendritic shapes. The graphene islands were found at the

bottom of surface depressions, because at that temperature, Au is displaced as the

graphene is formed. In contrast, when the substrate temperature was not as high
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Figure 4.9: a) Topographic image of graphene dendritic islands on the Au(111)
substrate. The solution of SWCNTs in DMF was sonicated for 30 minutes and 5 drops
were deposited on the Au substrate. The sample underwent 3 cycles of annealing at
430 ◦C for 10 min after the deposition. The 100 × 100 nm window was acquired with
VDC = 0.1 V, IDC = 50 pA and a W tip at 120 K. b) Zoomed-in window showing how
the herringbone structure underneath the graphene islands is distorted, implying that
the interaction with the Au substrate is not negligible.
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(550 ◦C) during the carbon deposition, the graphene dendritic islands were more likely

found at the Au step edges or pinned by defects. The Au mobility is reduced by the

lower temperature, allowing it to remain unchanged during the deposition. However,

substrate temperatures below 550 ◦C did not form graphene islands, but unordered

carbonaceous features [204]. Additionally, it has been shown that, under continuous

deposition, the dendritic islands join together to form a single monolayer of graphene,

which can be clearly observed in a movie made by low-energy electron microscopy that

can be found in the supplementary information of Ref. [205]. During the deposition

process, the graphene islands nucleated at the step edges are found to grow more

rapidly than the ones on the Au terraces, similar to what is shown in Fig. 4.10a. It

should be highlighted that even after the single continuous film was formed, there was

no evidence of a second graphene layer. All these studies only found one-atom-thick

graphene sheets.

The unidentified features in our samples were also found forming single atomic

layers; and the STM images presented in Figs. 4.9a and 4.10, are visually very similar,

for example, to Fig. 3b from Ref. [204], Fig. 1a from Ref. [205], Fig. 1a from Ref. [206]

and Fig. 12a from Ref. [207], which further suggests that they are, in fact, dendritic

islands of graphene. A geometric analysis of these graphene-like features was done

using STM topographic images. In Fig. 4.10b, a single step of the Au substrate can

be identified by the color difference between the left and right sides of the image.

The graphene-like features on the gold substrate are also visible in this image with a

brighter color. The line profile along the path marked with the white line is shown in

Fig. 4.10c. By comparing the tip height values of the immediate points on both sides

of the step edge, a value of 2.17 ± 0.07 Å was extracted for the atomic step height of

Au, which is lower but comparable to the value of 2.35 Å reported before [208]. For the

case of the graphene, an average height of 1.71±0.11 Å was calculated. In graphite, the

interplanar distance between layers is 3.35 Å, which is an estimate for the π-electron

cloud thickness around the carbon atoms [209], and this number is usually given for

the graphene monolayer thickness. However, previous STM studies of graphene on

metals have reported atomic height values of 1.5 Å , 1.45 Å and ∼ 1.3 Å for the case of

Cu, Ru and Au substrates, respectively [210–212], which differ because of variations

in carbon bonding with each metal. One also has to remember that the topography

measured by the STM depends on both geometric and electronic factors. And, even

though the graphene step height of ∼ 1.7 Å, experimentally measured here, is higher

than the examples just mentioned, this value was consistently found throughout this

work, even when various tips and samples from different batches were used. Multiple

attempts were made to acquire an STM image with atomic resolution, which would

71



20 nm

2.2 nm

0.0

0.4

0.6

0.8

1.0

1.2

1.4

1.6

1.8

2.0

(a)

10 nm

1

850 pm

100

200

250

300

350

400

450

500

550

600

650

700

750

800

(b)

0 5 10 15 20 25 30 35 40

0.4

0.5

0.6

0.7

0.8

Ti
p 

he
ig

ht
 (n

m
)

Lateral position (nm)

 Line profile 1

2.17 A 1.75 A

1.67 A

(c)

Figure 4.10: Topographic images of graphene dendritic islands on Au(111) substrate.
a) The formation of graphene islands is favored at the Au step edges as compared
with the Au terraces. The 160 × 160 nm window was acquired with VDC = 3 V and
IDC = 50 pA b) A single layer is formed even when there is an atomic step on the Au
substrate. The 50×50 nm window was acquired with VDC = 1 V and IDC = 50 pA. c)
Line profile along the path marked with a white line in b). An atomic step height of
2.17 Å and 1.71 Å was calculated for the Au and graphene, respectively. The solution
of SWCNTs in DMF was sonicated for 30 minutes and 5 drops were deposited on the
Au substrate. The sample underwent 3 cycles of annealing at 430 ◦C for 10 min after
the deposition. The images were taken with a W tip at room temperature.
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help to conclusively identify the atomic structure of the carbon atoms, but due to

equipment limitations and instabilities, this could not be achieved. However, there

seems to be enough evidence to assume that these features are graphene islands, and

they will be referred to as such from now on.
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Figure 4.11: Structural analysis of graphene island. a) The 12 × 12 nm topographic
image was acquired with VDC = −1 V, IDC = 1 nA and a W tip at 120 K. Arrows
1 and 2 mark points on the flat monolayer graphene island, while arrows 3 and 4
mark points on structural defects found as bright and dark spots, respectively. b)
Line profile along the white path marked in (a), showing that the height difference
at point 3 is less than 1 Å and does not correspond to a second atomic layer. The
solution of SWCNTs in DMF was sonicated for 30 minutes and 5 drops were deposited
on the Au substrate. The sample underwent 3 cycles of annealing at 430 ◦C for 10 min
after the deposition.

From Fig. 4.11a, one can see that bright and dark spots are present on the graphene

islands. The line profile along the path marked with a white arrow (Fig. 4.11b) shows

that the bright spots are less than 1 Å in height, which does not correspond to a second

atom on top of the graphene layer, and is presumably produced by a structural defect

on the graphene. STM spectroscopy measurements provided additional information

about the graphene islands and their bright and dark spots. Figs. 4.12a to 4.12c,
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respectively, show the I − V , dI/dV and the normalized (dI/dV )/(I/V ) curves

measured on the different points marked by the arrows in Fig. 4.11a. I − V and

dI/dV curves were acquired simultaneously, and each line contains the average of a

set of 4 consecutive measurements. The curves obtained in the Au substrate are also

shown (in orange) for comparison. Points 1 and 2 (in green) correspond to a single

graphene layer, Point 3 (in red) and Point 4 (in black) mark the bright and dark spots

on the graphene structure, respectively.

The dI/dV curves of graphene (green) presented in Fig. 4.12b are consistent with

previously reported measurements of graphene on metals [202, 210, 213–217]. Ideal

free-standing graphene would have a v-shaped density of states. When graphene is

adsorbed on a metal, the charge transfer due to their difference in work function and

their chemical interaction will induce charge doping in graphene. The doping level

strongly depends on the adsorption distance. As a result of doping, the Fermi level of

graphene will shift with respect to the Dirac point, which is reflected in the graphene

density of states. In the case of an Au substrate, the graphene will be p-doped, and

the energy shift is theoretically expected to be 0.03 eV for an equilibrium separation

distance of 3.31 Å [218]. Experimentally, the Fermi level shift has been identified in

the dI/dV plots as a dip in the curve [219], which marks the position of the Dirac

point. The doping level has been found to vary locally, and the Fermi level shift

measured experimentally ranges between 0.25−0.55 eV at different points on a single

graphene flake [215], which can be thought of as a well-formed defect-free graphene

island. Au is considered to have a weak interaction with graphene, compared to other

metals, in fact, a previous work [212] showed that the presence of graphene flakes did

not affect the herringbone reconstruction of the Au substrate, which translates into

quasi-free-standing graphene.

The (dI/dV )/(I/V ) plot probes the electrons tunneling from the occupied states of

the sample (tip) to the unoccupied states of the tip (sample) when VDC < 0 (VDC > 0),

as illustrated in Fig. 4.12d. Due to an asymmetry in the tunneling spectra, when VDC

is negative (positive), the DOS of the tip (sample) dominates [4]. This explains

why all the curves present a similar pattern on the left side of the plot, making it

difficult to identify the spectra of the sample in that range, since the DOS of the

tip dominates. However, different features of the sample DOS can be identified on

the right side of the plot. The (dI/dV )/(I/V ) curves of the graphene island (green)

present a maxima followed by a dip at around 0.75 eV, which can be interpreted as the

graphene level shift caused by the graphene doping. This value is higher compared to

the shift observed in graphene flakes (0.25−0.55 eV), which means that the graphene

dendritic islands experience a higher doping and a stronger interaction with Au than
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the flakes. This can be confirmed by Fig. 4.9b, where the herringbone structure

underneath the graphene islands is distorted in several regions. From this, we can

speculate that the stronger interaction of the graphene islands with Au might be

caused by defects and carbon dangling bonds at the graphene boundaries as a result

of the irregular structure of these dendritic islands.
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Figure 4.12: Spectroscopy measurements on the graphene islands. a) I−V , b)dI/dV
and c) normalized (dI/dV )/(I/V ) taken with a W tip at the points marked in
Fig. 4.11a. Each curve line shown is the average of 4 data sets. Measurements were
acquired simultaneously with an initial tip height set by VDC = −1 V and IDC = 1 nA.
Measurements on the Au(111) substrate are also shown for comparison. d) Energy
diagram of the STM junction to illustrate the tunneling current from the occupied
states of the sample (tip) to the unoccupied states of the tip (sample) when VDC < 0
(VDC > 0).

The (dI/dV )/(I/V ) curve of Point 3 (red) follows the same pattern as the graphene

islands (green), which implies that it is most likely a structural defect in the arrange-

ment of the carbon atoms and not an atomic dopant caused by a different element.
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Atomic vacancies can appear as a protrusion due to dangling bonds with a larger

density of states. When a single carbon atom is missing, the three closest atoms

will have a dangling bond each, and sometimes two of them are joined to form

a pentagon, leaving one of them unsaturated [220]. This reconstruction can also

modify the adsorption distance with the Au substrate [213]. A topographic image

with a scaled diagram of the graphene structure with a single vacancy defect is shown

in Fig. 4.13. This type of vacancy defect is the most probable cause for the bright

spots on the graphene islands. The defect at point 4 (black) is found as a valley on the

topography. Its (dI/dV )/(I/V ) spectra, closely follows the same pattern as the gold

substrate, suggesting that several atoms are missing in the graphene sheet, creating

a hole and giving access to the gold substrate. A scaled diagram of the graphene

structure with a hexagonal ring missing has been superimposed on the topographic

image in Fig. 4.13, to show that the dark spots on the graphene islands could be

explained by missing graphene atoms.

Figure 4.13: Structural analysis of graphene island defects. Zoomed-in image of
Fig. 4.11a that shows the defects from points 3 and 4, with a superimposed real scale
schematic of the graphene structure and the proposed defect type. The image was
acquired with VDC = −1 V, IDC = 1 nA and a W tip at 120 K.

4.3 Gallium Arsenide (110)

To perform STM scans on GaAs, the samples need to be heavily doped to increase

their conductivity. Two different samples of GaAs were studied: an n-type Si-doped

GaAs(110) sample with a carrier concentration of 3 × 1018 cm−3 and 0.35 mm thick,

and a p-type Zn-doped GaAs(110) sample with a carrier concentration of 3×1018 cm−3

and 0.35 mm thick. A Poisson solver, that evaluates the potential distribution of

the STM junction called SEMITIP, was used to calculate and illustrate the energy
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diagrams for these two GaAs samples (Figs. 4.14a and 4.14b). These diagrams will

be used for the analysis of the photoemission experiments presented in Chapter 8.

SEMITIP is a powerful tool that helps visualize the conditions at the STM junction

and study how they evolve when different variables are modified. It is built with the

Fortran programming language, but I developed a Matlab interface to facilitate its

usage. The Matlab code and the instructions to use the software are presented in

Appendix A.
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Figure 4.14: Energy diagram of the a) n-type and b) p-type GaAs samples. The
values for the energy bands and the Fermi level, for these samples, were calculated
with the SEMITIP software.

The samples were obtained from GaAs(100) wafers that were cut into slices to be

vertically mounted in a special sample holder for cleaving. The cleavage planes of a

(100) GaAs wafer [221] are shown in Fig. 4.15a. To set a preferential direction for

the cleaving, a scriber tool with a diamond tip was used to scratch a line along the

surface of GaAs. The sample was mechanically cleaved inside the STM, in vacuum,

at low temperature (110 K), to expose a clean and atomically flat surface, in this case,

the (110) face of the crystal. A picture of the cleaved sample with the STM tip in

the tunneling regime is shown in Fig. 4.15b.

For GaAs, different features can be observed from the STM topographic images

depending on the bias voltage, as shown in Figs. 4.16a to 4.16d. In general, a

positive (negative) bias will probe the gallium (arsenide) atoms. Dopant atoms are

also reflected on the STM images. For this work, the individual features of the

surface are not relevant, because a large area will be illuminated for the photoemission

experiments; therefore, the overall state of the surface is more important. Both the

n-type and p-type GaAs samples presented a surface roughness of only a few tens of
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(a) Cleavage planes of (100)-
plane GaAs.

(b) Photograph of the STM tip over the freshly
cleaved (110) face of the GaAs sample.

Figure 4.15: The cleaved GaAs(110) sample. a) Cleavage planes and b) a photograph
of a freshly cleaved sample.

picometers over areas of hundreds of nanometers, which provided a flat surface for

the experiments.
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(a) Topography of n-type GaAs(110).
Acquired with VDC = +3V.
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(c) Topography of p-type GaAs(110).
Acquired with VDC = +1.5V.
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Acquired with VDC = −1.5V.

Figure 4.16: Topographic STM images of the GaAs surfaces studied here. Images
were acquired in constant current mode with a W tip at 110 K. The images size is
100 nm × 100 nm, and the current setpoint used was IDC = 10 pA for all images.
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4.4 Gallium Nitride

A p-type Zn-doped GaN sample with a carrier concentration of ∼ 3 × 1017 cm−3

was provided by Andreas Zeidler from the Technische Universität München. Using

molecular-beam epitaxy, 360 nm of GaN was deposited on top of 16 nm of AlN on a

sapphire substrate. Gold contacts were also deposited at the 4 corners of the sample,

on top of GaN, to ensure good electrical conductivity for the STM bias connection.

(a) Photograph of the GaN p-type sample.
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Figure 4.17: The GaN sample. a) Photograph of the STM tip in tunneling range on
the surface of the sample. b) Energy diagram of the GaN sample where the values for
the energy bands and the Fermi level were calculated with the SEMITIP software.

This sample was not cleaved, and the surface had to be cleaned. Ion sputtering

and annealing are commonly used techniques to clean the surface of GaN in situ

[222, 223], because it oxidizes and gets contaminated when exposed to air. The

GaN sample used here was degassed at 610 ◦C for 24 hrs inside vacuum with an

average pressure of 2×10−8 torr, to remove most of the contaminants from the surface.

The sample was heated by thermal contact with a metallic plate that was placed

underneath the sapphire substrate and was heated by electron bombardment from a

hot thoriated tungsten filament. Nitrogen is preferably used to sputter GaN to reduce

nitrogen surface depletion [222], however, our sputtering system can only use Ar.

Since the GaN surface looked clean after the annealing procedure, ion sputtering was

not performed on this sample. A photograph of the GaN mounted on the STM sample

holder is shown in Fig. 4.17a, and the energy diagram with the values calculated from

the SEMITIP program is shown in Fig. 4.17b.

For the case of GaN, the surface presents granular islands a few nanometers wide

(Fig. 4.18), similar to what has been previously observed on a similar sample [224].

The surface features are comparable for positive and negative bias, and the surface

80



20 nm

3.1 nm

0.1

0.5

1.0

1.5

2.0

2.5

(a) Topography of p-type GaN.
Acquired with VDC = +3V.

20 nm

9.8 nm

0.2

2.0

3.0

4.0

5.0

6.0

7.0

8.0

9.0

(b) Topography of p-type GaN.
Acquired with VDC = −1.5V.

Figure 4.18: Topographic STM images of the GaN surface. The 100 nm × 100 nm
images were acquired with IDC = 10 pA and a W tip at 120 K.

presented a roughness of a few hundreds of picometers. The lack of an atomically flat

surface can be a disadvantage when GaN is used as a substrate.
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Chapter 5

THz-STM on metals

Metals are one of the key components of any electronic device built today. Metals

are commonly used as contacts and transmission lines, and they are fundamental to

transport charge in electronic devices. Metals are well understood and they offer

a simple material that can be used to understand and characterize the transient

currents induced in a THz-STM system [41]. In this chapter, the surface of Au(111)

was studied to establish a benchmark of the THz-STM system, and the results are

compared with those obtained on Cu(111).

5.1 Au(111)

The Au(111) surface, which is well known for its remarkable surface reconstruction,

is commonly the substrate of choice for many experiments. For this work, Au(111)

was used as an electrode for the photoemission experiments, as the substrate for

SWCNTs and graphene islands, and it was also used to characterize our THz-STM

system, which was done as follows. The ITHz − ETHz,pk measurement can be used

to calibrate the lock-in output signal of the THz-induced current channel. When

the STM feedback loop is kept on during the ITHz − ETHz,pk acquisition, the tip

height will be adjusted for the given setpoint, given that Itotal = IDC + ITHz. As

ETHz,pk increases, the contribution from ITHz will increase. If the current setpoint

is large, such that IDC > ITHz at all times, then the tip height will almost remain

constant and the ITHz−ETHz,pk curves will be similar to when the feedback loop is off.

However, if the current setpoint is very low, the contribution from ITHz, as ETHz,pk

increases, will approach and eventually equal the setpoint, which will force the tip

to retract to keep a constant current. This will be reflected as a saturation on the

ITHz − ETHz,pk curve, as shown by the orange line in Fig. 5.1a. This plot shows the

lock-in output signal for the THz channel (ATHz,lockin−out) as a function of ETHz,pk,
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where multiple current setpoints were used to show the saturation effect. For the case

of a 2 pA setpoint, the ITHz −ETHz,pk curve approaches a lock-in signal amplitude of

ATHz,lockin−out = 0.277 V at high fields. It can be estimated from this curve that, when

the setpoint is 2 pA, a field of ETHz,pk = 400 V/cm is enough to generate ITHz ≈ 2 pA,

which means that the system is THz-driven for ETHz,pk > 400 V/cm . From Eq. 2.18,

we calculate Ne/pulse = 100 e/pulse for an average current setpoint of 2 pA, where a

50 % duty cycle was included for the THz modulation. Therefore, using Eq. 3.2, with

a lock-in sensitivity of 50 mV, a laser repetition rate of 250 kHz, and inverse gains of

K1 = 1.7 nA/V,K2 = 0.96 and K3 = 2.13 gives a correction factor Zexp as follows

Zexp =
(100 e/pulse)(1.602 × 10−19C/e)(250 × 103 pulses/s)

(1.7 nA/V)(0.96)(2.13)(0.05 V)(0.277V
10V

)
= 0.832 . (5.1)

This value of Zexp = 0.832 was then used to obtain the total scaling factor to

convert the lock-in output signal to the number of electrons per pulse as

Ne/pulse =

(︃
4µs/pulse

1.602 × 10−19C

)︃
(0.832)(1.7 nA/V)(0.96)(2.13)(0.05 V)

(︃
ATHz,lockin−out

10 V

)︃
= (361 e/V)(ATHz,lockin−out) .

(5.2)

The ITHz − ETHz,pk plots with the calibrated vertical axis are shown in Fig. 5.1b.

The retraction of the tip as ETHz,pk increases is also shown in Fig. 5.1c. Once the

THz channel was calibrated, regular ITHz − ETHz,pk measurements, with the STM

feedback loop off, were performed on the Au(111) surface with a tungsten tip, as

shown in Fig. 5.2a. The initial tip height was set by IDC = 5 pA and three different

bias voltages: 10 mV, 100 mV and 1 V. The lower the bias voltage, the closer the

tip is to the sample surface, which translates into a larger ITHz for a given ETHz,pk.

Although, the ITHz difference between the 100 mV and 1 V cases is hardly noticeable

in this plot. The ITHz onset, determined when the signal rises above the noise floor

(2 e/pulse), was found to be around 160 V/cm, for the three cases.

A second set of data is presented in Fig. 5.2b, where a different tungsten tip was

used. Absolute ITHz is shown for positive and negative ETHz,pk values, and in this

case, the onset occurs at ETHz,pk = −100 V/cm and ETHz,pk = +120 V/cm. The slight

variation of the onset, as compared with the previous dataset, can be caused by a

THz field coupling efficiency difference from tip to tip, which depends on their shape.

As mentioned before, for a current setpoint of 2 pA and ETHz,pk > 400 V/cm,

the STM operates in THz-driven mode, where most of the tunneling current is
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Figure 5.1: ITHz−ETHz,pk curves that were used to calibrate the lock-in output signal
of the THz-induced current channel. The data was acquired with the STM feedback
loop on and different current setpoints. The vertical axis shows a) the raw signal
from the lock-in output and b) the actual number of tunneling electrons after the
calibration. c) Relative tip height for the case of IDC = 2 pA. Measurements were
acquired with a W tip on Au(111) at room temperature.
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Figure 5.2: ITHz − ETHz,pk curves that were acquired on Au(111) with a W tip and
the STM feedback loop off. a) The initial tip height was set by IDC = 5 pA and
three different VDC values. Lower VDC means the tip is closer to the surface, which
translates into a higher ITHz for a given ETHz,pk. The ITHz onset was found to be
around 160 V/cm. b) A set of data from a second W tip, showing the absolute ITHz

where the initial tip height was set by VDC = +100 mV and IDC = 50 pA. In this
case, the onset occurs at ETHz,pk = −100 V/cm and ETHz,pk = +120 V/cm. The onset
difference with a) is caused by the difference in tip coupling efficiency. The onsets
were estimated at the point where the signal rises above the noise floor (2 e/pulse)
marked with a dashed line.
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Figure 5.3: The transition between conventional STM DC mode and THz-driven
mode. The topography (tip height), the tunneling current, the low-pass filtered
tunneling current, and the THz-induced current channels are recorded simultaneously
as a function of time. Measurements were taken with VDC = 10 mV and IDC = 2 pA.
The generation of THz pulses was turned on and off, with ETHz,pk = 437 V/cm. When
the THz pulses were turned on, the tip retracted ∼ 260 pm, which translates into a
reduction of the DC current of almost 400 times.
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produced by the THz electric fields. Fig. 5.3 shows the transition between this mode

of operation and the conventional DC mode with VDC = 10 mV. The topography

(tip height), the tunneling current, the low-pass filtered tunneling current, and the

THz-induced current channels are recorded simultaneously as a function of time, while

the generation of THz pulses is turned on and off, with an amplitude at the peak of

ETHz,pk = 437 V/cm. The total tunneling current remains constant throughout the

measurement, but ITHz goes from 0 to 100 e/pulse, which corresponds to 2 pA. When

the THz pulses are on, the tip retracts ∼ 260 pm to satisfy the current setpoint,

due to the additional contribution of ITHz. It should be noted that transient ITHz

currents are estimated to reach peak magnitudes of hundreds of microamperes or even

milliamperes over a few hundreds of femtoseconds [37]. The reduction of DC current

due to a tip retraction of 260 pm can be estimated using Eq. 2.1, with ΦAu = 4.8 eV

as follows
T (z = 0)

T (z = 0.26 nm)
=

1

exp(−2(0.26)
√︂

2m
ℏ (4.8))

= 334 . (5.3)

A tip retraction of ∼ 260 pm translates into a reduction of DC current of over 300

times, confirming that the STM was entirely operating in THz-driven mode.
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Figure 5.4: a) I − V curves and b) ITHz − V curves, acquired simultaneously on the
Au(111) surface for positive and negative ETHz,pk values. The tip height was set by
VDC = −0.5 V and IDC = 50 pA. The contribution of ITHz shifts the I − V curves up
(down) when the THz pulse peak is positive (negative). Measurements were acquired
with a W tip at 120 K

To study the sample response in the presence of THz fields, I−V curves (Fig. 5.4a)

and ITHz−V curves (Fig. 5.4b) were acquired simultaneously on the Au(111) surface
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for positive and negative ETHz,pk values. The tip height was set with VDC = −0.5 V

and IDC = 50 pA. When the feedback loop is turned off by the STM controller to start

the data acquisition, small random variations in tip height shift the initial point of the

curves, causing the overlap and crossover of some of the I − V curves; but a general

trend can be observed: A positive (negative) ETHz,pk shifts the I−V curve up (down)

due to the small contribution of ITHz to the total tunneling current. The ITHz − V

curves clearly show how the ITHz contribution changes with ETHz,pk. Technically,

VDC shifts the voltage window accessed by the transient THz voltage to the sides of

the I − V curve (see Fig. 2.13a). When the THz fields are small, they oscillate in

a small voltage window and the ITHz slope is small. However, as ETHz,pk increases,

the voltage window is larger, and the positive (negative) part of the THz pulse will

reach the nonlinear region of the ITHz − V curve when VDC is positive (negative),

which increases the slope of ITHz. The nonlinear region of the I − V curve is more

evident in Fig. 4.3a. The ITHz − V curve provides an estimate of the expected ITHz

contribution to the total tunneling current depending on the operating parameters

VDC and ETHz,pk.
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Figure 5.5: ITHz−z measurements on Au(111) a) ITHz−z curves, acquired by lock-in
detection for positive and negative ETHz,pk values. The initial tip height was set
by VDC = +5 mV and IDC = 50 pA. The experimental data is shown with colored
squares, and it was fitted by single exponential functions, which are shown with
colored solid lines. The presence of the THz pulse fields lowers the apparent barrier
height at the junction. The calculated ABH for each case, obtained from the fits, is
presented within brackets in the legend box. b) Normalized ITHz − z data from (a).

To study the apparent barrier height ΦABH of the Au(111) surface when the THz
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pulse field is present, I − z and ITHz − z curves were obtained simultaneously with

an initial tip height set by VDC = +5 mV and IDC = 50 pA. In Fig. 5.5a, ITHz

clearly shows an exponential decay with distance, and a reduced apparent barrier

height can be noted by the low slope. The experimental data shown with colored

squares was fitted with a single exponential of the form of Eq. 2.1, which is presented

with colored solid lines. When ETHz,pk was positive, the calculated ABH was almost

constant at around 0.3 eV, independent of the peak field amplitude. This can be

clearly observed in Fig. 5.5b, where the ITHz − z curves have been normalized. These

low ABH values agree with those calculated in previous works [37, 41]. When ETHz,pk

was negative, the ABH was found to be 1.66 eV and 0.94 eV for ETHz,pk = −180 V/cm

and ETHz,pk = −214 V/cm, respectively.
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Figure 5.6: I − z measurements on Au(111) in the presence of THz fields. I =
IDC + ITHz. a) I − z curves taken with an initial tip height set by VDC = +5 mV
and IDC = 50 pA, for positive and negative ETHz,pk values. The experimental data
is shown with colored squares, and it was fitted with bi-exponential functions, which
are shown with colored solid lines. b) Case with ETHz,pk = 295 V/cm where the
bi-exponential behavior can be observed.

Looking at the I − z curves shown in Fig. 5.6a, it was obvious that they do not

follow a straight line as expected for a single exponential decay. It was assumed that

these curves actually followed a bi-exponential behavior described by the following

function

I = ADC exp (−2 ∗ 5.1
√︁

ΦABH,DCz) + ATHz exp (−2 ∗ 5.1
√︁

ΦABH,THzz) , (5.4)
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where the second exponential function would follow the ITHz − z curves of Fig. 5.5a;

hence, ΦABH,THz was fixed with the values shown in that Figure.

ETHz,pk [V/cm] ADC [nA] ΦABH,DC [eV] ATHz [nA] ΦABH,THz [eV]

295 0.0251 3.58 0.0154 0.30*
272 0.0338 4.23 0.0109 0.33*
247 0.0398 4.09 0.0068 0.34*
221 0.0424 4.49 0.0032 0.32*
200 0.0468 4.45 2.9E-16 0.22*
0 0.0418 5.55 0* 0*

-180 0.0442 6.81 5.6E-19 1.66*
-214 0.0524 7.51 4E-20 0.94*

Table 5.1: Resulting values for the parameters used to fit the data in Fig. 5.6a. A
bi-exponential function given by Eq. 5.4 was used. *These numbers were fixed and
taken from Fig. 5.5a.

In Fig. 5.6a, the experimental data is shown with colored squares, the bi-exponential

fits are presented with solid lines, and the resulting values for the fit parameters are

shown in Table 5.1. As a general trend, ΦABH,DC decreases as the positive ETHz,pk

field increases, and conversely, it increases as the negative ETHz,pk field increases. To

illustrate the contribution of the two exponentials, the case where ETHz,pk = 295 V/cm

is shown in Fig. 5.6b. The idea that the contribution of the ITHz − z is simply

embedded in the I − z curve is supported by the fact that the ATHz values obtained

from the fits are very close to the actual current amplitudes measured experimentally.

For example, when ETHz,pk = 295 V/cm, the initial ITHz would be given by ATHz =

15.4 pA, which is the point where the pink line crosses the vertical axis in Fig. 5.6b.

This corresponds to ITHz ≈ 770 e/pulse, which is very close to the point where the

black line crosses the vertical axis in Fig. 5.5a. Moreover, the accuracy of the fits

with the experimental data in Fig. 5.6a further supports this approach. The ABH

dependence on ETHz,pk is presented in Fig. 5.7. ΦABH,DC and ΦABH,THz are shown

in black and red, respectively. The estimated THz onsets of ±160 V/cm are marked

by dashed vertical lines. The top axis shows the calculated transient bias voltage

peak VTHz,pk at the junction, which was obtained with ETHz,pk and the scaling factor

of 1/45 cm from previous works [37, 41], which corresponds to a field enhancement

factor of F ≈ 2.2 × 105.

The ITHz − ETHz,pk curves from Fig. 5.2a, can also be analyzed with the Fowler-

Nordheim theory, which states that field emission would appear as a straight line

in a plot of ln (J/E2) versus 1/E (see Section 2.4.1.2). Fig. 5.8 presents that data

in the form of ln (ITHz/V
2
THz,pk) versus 1/VTHz,pk. Since the work function of the tip
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Figure 5.7: Apparent barrier height as a function of THz pulse peak electric field.
ΦABH,DC and ΦABH,THz are shown in black and red, respectively. ΦABH,DC decreases
(increases) when the positive (negative) THz peak field amplitude is increased. The
top axis shows the equivalent transient bias voltage peak calculated with a scaling
factor of 1/45 cm.

and sample is ∼ 5 eV, the point where VTHz,pk = 5 V (ETHz,pk = 225 V/cm) has been

marked with a vertical gray dashed line. This point seems to agree with the threshold

where the system transitions from a straight line corresponding to the field emission

regime into the direct tunneling regime, which is the middle part. A vertical gray solid

line marks the ITHz onset at ETHz,pk = 160 V/cm, therefore, data on the right of this

line corresponds to the noise floor. This plot shows that field emission occurred on the

Au(111) sample and the tunneling regime was accessible when ETHz,pk < 225 V/cm.

Finally, THz-STM imaging on the Au surface was explored. The herringbone

reconstruction is one of the characteristic features of the Au(111) surface. Fig. 5.9

shows the topography channel (left) and the ITHz channel (right), which were acquired

simultaneously for a 30 nm x 30 nm window scan, with ETHz,pk = +295 V/cm (top) and

ETHz,pk = −214 V/cm (bottom). An inverse pattern of the Herringbone reconstruc-

tion can be observed in the THz-STM images (right). The top right image presents

good spatial resolution even when ETHz,pk = +295 V/cm is larger than the threshold

of 225 V/cm previously found for the field emission regime. The line profiles, along

the white path marked in the top images, are presented in Fig. 5.10, where the black

line and the left axis correspond to the topography, and the red line and the right axis

correspond to ITHz. It should be noted that the line profiles are the opposite of each

other, which means that ITHz decreases when the tip retracts and increases when the

tip gets closer to the surface. The tip height difference between the hills and the deep
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Figure 5.8: Fowler-Nordheim theory applied to the Au(111) sample measurements.
The ITHz−ETHz,pk curves from Fig. 5.2a are presented in the form of ln (ITHz/V

2
THz,pk)

versus 1/VTHz,pk. The linear trend on the left side indicates the field emission regime.
The vertical gray dashed line indicates the threshold (VTHz,pk = 5 V) where the system
transitions from the field emission regime into the direct tunneling regime.

valleys is on average 17 pm. This number is smaller than the one obtained in Fig. 4.2c

because of a smoothing effect from a larger tip height caused by the presence of the

THz fields. Using the plots in Fig. 5.5b as reference, we find that a tip retraction of

17 pm translates into an ITHz reduction of 0.91 when ETHz,pk = +295 V/cm. From

Fig. 5.10 we see that there is a change of ∼ 10 e/pulse between the hills and the

deep valleys, which corresponds to an ITHz reduction of 0.95. This suggests that the

herringbone structure that appears in the THz-STM image is most likely produced

by variations in the tip height, and not by variations of the DOS from the crystal

structure. This is supported by the fact that the (dI/dV )/(I/V ) curves on Au(111)

didn’t show any difference between the HCP and FCC regions of the herringbone

reconstruction. The same inverting effect occurs for the point defects along the Au

surface. The protrusions shown as bright spots on the topography appear as dark

spots on the THz-STM image, and vice versa for the depressions.
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Figure 5.9: THz-STM analysis of the herringbone reconstruction in Au(111). Images
of the topography channel (left) and ITHz channel (right) were acquired simultaneously
for a 30 nm x 30 nm window scan, with ETHz,pk = +295 V/cm (top) and ETHz,pk =
−214 V/cm (bottom). An inverse image of the Herringbone reconstruction can be
observed in the THz-STM images (right).
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Figure 5.10: Line profile along the paths marked in white on Figs. 5.9a and 5.9b.
The black line and the left axis correspond to the topography, and the red line and
the right axis correspond to ITHz. The line profiles are opposite to each other, which
means that ITHz increases (decreases) when the tip gets closer (retracts).

5.2 Cu(111)

The surface of Cu(111) was also studied with the THz-STM system and the results

were recently published by Luo [41]. Some of the measurements will be presented

here for comparison with the Au(111) data discussed in the previous section. First,

in Fig. 5.11a, the ITHz−ETHz,pk curve on Cu(111) is shown. Cu presents ITHz onsets at

+360 V/cm and −315 V/cm, which is larger than the onset on Au (∼ 160 V/cm). The

DOS of Cu(111) is similar to that of Au(111) and even rises earlier at lower energies

[225–227], therefore, the late THz onset on Cu is potentially caused by a coupling

efficiency difference from the tips. Nonetheless, both metals show a comparable ITHz

increase of around two orders of magnitude after the first 250 V/cm increment on

ETHz,pk.

Then, in Fig. 5.11b, multiple IDC − z and ITHz − z measurements were taken

on Cu(111) in the absence and presence of THz pulses. When there is no THz

field, the DC bias voltage could be increased up to a point around 6 V, where the

measurements became unstable, because damage could be induced in the sample by

the high fields. On the other hand, when the THz fields were present, a stable ITHz−z
measurement could not be obtained with a THz peak field lower than 360 V/cm (which

corresponds to VTHz,pk ≈ 8 V), because the current signal was comparable to the

preamp noise (∼ 2 e/pulse). The initial tip-sample distance was reduced in an attempt

to increase the ITHz current or reduce the ETHz,pk onset, but the larger local electric

fields occasionally induced field-enhanced diffusion and the large tunneling currents

sporadically induced local sublimation on the sample surface, which translated into
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Figure 5.11: THz spectroscopy measurements on Cu(111) with a W tip at 100 K. a)
Experimental (red dots) and simulated (blue solid line) ITHz − ETHz,pk curves. The
tip height was set by VDC = 1 V and IDC = 20 pA. It was acquired with feedback
loop off and VDC = 0.1 V. b) Experimental IDC − z and ITHz − z curves that were
acquired with an initial tip height set by IDC = 50 pA, VDC = 0.1 V, and ETHz,pk = 0.
c) Calculated ABH obtained from the IDC − z and ITHz − z curves shown in (b).
Values from STM (black dots), THz-STM (red dots) and simulation (blue solid line)
are shown. d) Comparison of ITHz−ETHz,pk with Fowler-Nordheim theory by plotting
ln (ITHz/V

2
THz,pk) versus 1/VTHz,pk. Reprinted from ref. [41].
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unstable measurements. Fig. 5.11c shows the ABH calculated for each of the stable

IDC − z (black squares) and ITHz − z (red squares) measurements as a function of

VDC (bottom axis) and ETHz,pk (top axis). The scaling factor of 1/45 cm was used. In

the absence of THz fields, the STM operates in the tunneling regime and the ABH is

close to the workfunction of Cu(111) ΦCu = 4.94 eV [228] when VDC = 0 V. As VDC

increases ABH is reduced until field emission would occur. In the presence of THz

fields, the amplitude of the transient voltage VTHz,pk stays above the sample and tip

work function (∼ 5 eV), and it reduces ABH considerably, which suggests that the

STM actually operates in the field emission regime. This argument was supported

by the Fowler-Nordheim theory, when ln (ITHz/V
2
THz,pk) was plotted versus 1/VTHz,pk,

in Fig. 5.11d. A linear behavior was observed, which confirmed that the THz-STM

system was operating in the field emission regime. The tunneling regime was not

accessible in this case because ETHz,pk < 360 V/cm did not produce a measurable

ITHz signal as mentioned above.
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Chapter 6

THz-STM on SWCNTs and
graphene islands

One of the main advantages of the THz-STM system is its capability to perform

temporally resolved contactless experiments with subnanometer spatial resolution.

Therefore, this technique is ideal for studying nanostructures and their properties.

Structures at the nanoscale behave differently than what we are used to at the

macroscale; their properties change mainly due to electron confinement. This is

what motivated the study of SWCNTs, which are quasi-one-dimensional structures

with unique properties, and the graphene dendritic islands, which could present

two-dimensional crystal properties. The SWCNTs and the graphene islands were

deposited on an Au(111) substrate, and they were studied under the THz-STM

system.

6.1 THz-STM on SWCNTs and graphene islands

The first step on a THz-STM is to use the ITHz−ETHz,pk plot to determine what THz

field amplitude is needed to see a contrast between the sample and the substrate in

a THz-STM image. Fig. 6.1 shows the ITHz −ETHz,pk curves on the graphene islands

and the Au(111) substrate. These plots can be compared with the corresponding

I − V curves taken on Au(111) and graphene islands presented in Fig. 3.10. From

the ITHz−ETHz,pk curves, one can see that, for example, ETHz,pk = +200 V/cm would

induce a larger +ITHz on graphene, but ETHz,pk = −200 V/cm would actually induce

a smaller −ITHz, compared to the substrate signal. Therefore, this field amplitude can

provide good contrast for THz-STM imaging. The ITHz−ETHz,pk curves on SWCNTs

are not included in this plot because the nanotubes suffered damaged during the

measurements, which will be shown below.
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Figure 6.1: ITHz as a function of ETHz,pk. The data was acquired with the feedback
loop off, and an initial tip height set by VDC = +100 mV and IDC = 50 pA for both
cases.

The dependence of the THz-induced current on VDC and ETHz,pk is illustrated

in Fig. 6.2, where four sequential STM (left) and THz-STM (right) images were

taken over a SWCNT resting on graphene islands on an Au(111) substrate. Each

image shows one of the possible combinations with VDC = ±300 mV and ETHz,pk =

±200 V/cm. The current setpoint was 10 pA. In the THz-STM images, one can see

that when ETHz,pk is positive (top and bottom), the largest +ITHz signal is induced on

the nanotube, then the graphene islands appear dimmer, and the Au(111) substrate is

the darkest, which is what the ITHz−ETHz,pk plot predicted. For the case when ETHz,pk

is negative, −ITHz on the substrate and the graphene islands is almost null, and the

only negative THz-induced current is generated on small regions of the nanotube

surface.

It can be noted from the STM images sequence (Figs. 6.2a, 6.2c, 6.2e and 6.2g) that

the SWCNT starts as a regular continuous wire, but it gradually suffers damage after

each image is taken, which is induced by the THz fields during the scanning. This was

a recurrent problem when a THz-STM measurement was performed on a SWCNT,

which restricted the accuracy and reliability of these measurements. Sometimes, the

THz fields also pushed the nanotubes away, as can be seen in Fig. 6.3, where a cluster

of three nanotubes was moved and bent away while an ITHz − V measurement was

being performed on this cluster. A possible solution to this problem would be to

reduce the ETHz,pk field amplitude to minimize or eliminate the structural damage on

the nanotubes; however, it could not be reduced any further in our setup because the

minimum detectable THz-induced current was limited by the noise floor.
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Figure 6.2: Sequential STM (left) and THz-STM (right) images of a SWCNT resting
on graphene islands on an Au(111) substrate. The current setpoint was IDC = 10 pA,
and the VDC and ETHz,pk values are shown in each image. Gradual damage to the
SWCNT due to the THz fields was observed after each image was taken.

99



(a)

10 nm

1.1 nm

0.1

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

(b)

Figure 6.3: Topographic images of a cluster with three nanotubes a) before and b)
after being pushed and bent away by the THz fields, when an ITHz−V measurement
was performed on the cluster. A white arrow marks the point where the measurement
was being taken. Images were acquired with VDC = −2 V and IDC = 50 pA.

The structure of the graphene islands, on the other hand, remained undisturbed

during the experiments. The binding energy per carbon atom in SWCNTs ranges

between 6.8−7.3 eV [229], and in graphene, it ranges between 7−8.2 eV depending on

the number of carbon atoms [230]. Therefore, the damage threshold of the nanotubes

is lower. More importantly, the larger surface area of the graphene islands in contact

with the substrate compared to that of the nanotubes might explain the stability

difference under the THz pulse fields.

This realization led to focusing the efforts on the graphene islands instead of the

SWCNTs. First, the spatial resolution of the ITHz signal for different tip heights was

studied by varying the STM current setpoint. Fig. 6.4 shows four STM (left) and

THz-STM (right) images that were acquired on a graphene island with ETHz,pk =

247 V/cm, VDC = +10 mV and a current setpoint of 2 pA, 5 pA, 10 pA and 15 pA,

respectively from top to bottom. The higher the setpoint, the closer the tip is to the

sample surface. This can be noted by the increase in the ITHz signal as the setpoint

increases and the tip gets closer, while all the other parameters remain fixed.

The features in the THz-STM images closely follow the topographic images. A

spatial analysis is presented in Fig. 6.5, where the resolution of the two extreme

cases (setpoints of 15 pA and 2 pA) is compared. In the THz-STM images (Figs. 6.5a

and 6.5b), a small intermediate ITHz range was highlighted in white (24±1 e/pulse and

11.9 ±0.2 e/pulse), roughly marking the boundaries of the graphene island structure.

This contour pattern was then superimposed on the topographic images (Figs. 6.5c
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Figure 6.4: STM (left) and THz-STM (right) images of a graphene island on Au(111)
at 120 K. Each pair of images was acquired simultaneously with ETHz,pk = 247 V/cm,
VDC = +10 mV and a current setpoint of 2 pA, 5 pA, 10 pA and 15 pA, respectively,
from top to bottom. The ITHz signal increases as the W tip gets closer to the sample
surface. Sample preparation: A solution of SWCNTs in DMF with (0.05 mg/ml) was
sonicated for 30 min. Five drops of the solution were deposited on Au(111), and then
received 3 cycles of annealing at 430 ◦C for 10 min in vacuum.
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and 6.5d), and it can be noted that they match almost perfectly. Two main differences

between the STM and THz-STM images have been pointed out with green arrows.

Difference number 1 shows a small protrusion on the topography that appears as a

flat region on the THz-STM image. Difference number 2, shows a similar protrusion

on the topography where the ITHz signal is actually suppressed. These are probably

two different types of structural defects on the graphene island, such as the examples

shown in Fig. 4.13 that were discussed in Section 4.2.4, but unfortunately, atomic

resolution could not be obtained to properly identify these defects. However, this

highlights an advantage of the THz-STM technique to identify specific features which

would not be possible by looking at the topography alone. Finally, a comparison

of the contour patterns for the two cases is shown in Fig. 6.5e. The similarity of

the two patterns indicates that the THz-STM spatial resolution remained technically

the same, at least within the tip height range of these experiments (using 2 pA and

15 pA).

A following experiment on the graphene islands is presented in Fig. 6.6, where

two pairs of STM (left) and THz-STM (right) images are shown, which were acquired

simultaneously with IDC = 50 pA, VDC = (−)+100 mV and ETHz,pk = (−)+200 V/cm.

Multiple tip changes occurred during the acquisition of the top images. This can be

observed by horizontal striking lines of different brightness in the topography image,

and especially by a black fringe at the bottom of Fig. 6.6a, where the tip lost a bunch

of atoms from the apex, which forced the tip to move a few nanometers closer for

the rest of the scanning. The data points in that region are out of the colorbar scale

range selected here, but computational corrections can be applied to the image to fix

this issue. The corresponding THz-STM image (Fig. 6.6b), on the other hand, does

not depend on the absolute tip height distance and clearly shows the features in that

region without any image correction. However, one can see that the ITHz signal from

the substrate varies when there is a tip change, which is reflected by horizontal blue

fringes of different brightness. Since ITHz does not depend on the absolute tip height,

this suggests that each reconstruction of the atoms at the apex of the tip produces a

slightly different field enhancement at the junction. This would make the estimation

of the exact field enhancement for a tip very difficult, because tip changes randomly

occur during the STM measurements and the spontaneous reconstruction of the tip

apex cannot be controlled.

As mentioned before, specific structural defects in the dendritic graphene islands

can appear as a protrusion in the STM image, but they actually suppress the ITHz

signal and appear as dark spots on the THz-STM image. Multiple points where

this occurred are marked with white circles on Figs. 6.6c and 6.6d. The suggested
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(a) (b)

(c) (d)

(e)

Figure 6.5: Spatial analysis of the two extreme cases presented in Fig. 6.5. The THz-
STM (top) and STM (middle) images were acquired with ETHz,pk = 247 V/cm, VDC =
+10 mV and a current setpoint of 15 pA (left) and 2 pA (right). A specific ITHz range
was highlighted in white on the THz-STM images, which roughly marks the graphene
island boundary. This contour pattern was then superimposed on the topographic
images for comparison. Green arrows point out two of the main differences between
the images, marked as 1 and 2. A comparison of the contour patterns for the two
cases (bottom) indicates that the THz-STM spatial resolution does not change within
the tip height range of these experiments.
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(a) (b)

(c) (d)

Figure 6.6: STM (left) and THz-STM (right) images of a dendritic graphene island
on an Au(111) substrate. The images were acquired with IDC = 50 pA, VDC =
(−) + 100 mV and ETHz,pk = (−) + 200 V/cm. Multiple tip changes occurred during
the image acquisition. The blue horizontal fringes with different brightness, in the
THz-STM image, suggest a variation in the field enhancement after each tip apex
reconstruction. Multiple points where the structural defects suppressed the ITHz

signal are circled on the bottom images.
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explanation for these features will be described here. A protrusion in the topography

image can be caused for example by a missing atom in the graphene structure, as

was shown in Fig. 4.13. The missing carbon atom will produce dangling bonds on

the surrounding atoms, which modifies the LDOS but not the vertical position of the

atoms. The change in LDOS makes the tip retract during the scan, which is shown

as a protrusion in the topography image. However, this does not appear in the THz

image because VTHz oscillates over a large voltage window and might average out

this change in the LDOS. Furthermore, when the tip retracts over the defect, the

THz-induced current decreases, which is shown as a depression in the THz image.

6.2 Optical pump-THz probe on a SWCNT

At one point during this work, an optical pump-THz probe experiment was attempted

on a SWCNT to study its carrier dynamics. Although it was not successful, it helped

identify an underlying problem in the system. The experiment was performed as

follows, the amplitude of the THz field was set to be very close to the ITHz onset of

the substrate, in this case ETHz,pk = +247 V/cm. Fig. 3.1 shows the optical setup

that modifies the temporal delay (∆τ) between an ultrafast optical pump pulse and

the THz pulse, with a motorized delay stage. To find the delay (∆τ0) where the

optical pump pulse overlapped in time with the THz pulse peak at the junction, ITHz

was monitored while ∆τ was swept. This measurement was performed with the tip

on the Au(111) substrate and on a SWCNT, as shown in Fig. 6.7. On the left side of

the plot, the optical pump pulse arrives before the THz pulse; and the right side of

the plot shows when the THz pulse arrives first.
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Figure 6.7: ITHz as a function of time delay ∆τ between the optical pump pulse and
the THz pulse. Measurement was acquired with the STM tip on top of a SWCNT
and on Au(111), with IDC = 5 pA, VDC = +1.5 V, ETHz,pk = +247 V/cm, Ppump,avg =
12 mW and a p-polarized pump beam.
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The fact that the pump-probe signal increased evenly on the SWCNT and substrate

suggested that some other mechanism might have been at play. This was confirmed

by monitoring the tunneling current over time on the Au surface, with the optical

pump beam on and the THz beam off, as shown in Fig. 6.8a. At time 0 s, VDC = +3 V,

Ppump,avg = 12 mW, the current setpoint was +5 pA and the feedback loop was turned

off to keep the tip height fixed. With these settings, IDC stayed around 5 pA as

expected. The data points above 10 pA are just current spikes produced by sudden

tip changes. Then VDC was gradually decreased to 0 V from time 6 s to 8 s. In the

absence of VDC, a negative current of −38 pA was produced solely by the optical

pump laser pulses, which meant that electrons were being photoemitted from the

sample to the tip. This photoemission current would be modulated by the THz

fields when they are present; therefore, the recorded ITHz signal during a pump-probe

experiment contains both the actual pump-probe tunneling current and this unwanted

photoemission current, which made it impossible to isolate the tunneling current.
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Figure 6.8: Photoemission current induced by the optical pump pulses with a W tip
on the Au(111) surface. a) STM DC current as a function of time with a starting
point set by IDC = 5 pA, VDC = 3 V, Ppump,avg = 12 mW, THz pulses off and the
feedback loop is turned off at time 0 s. At around 6 s, VDC was gradually decreased
to 0 V. A photoemission current of −38 pA was found in the absence of VDC. b)
STM junction diagram illustrating the competition between tunneling (blue) and
photoemission (red) currents.

As illustrated in Fig. 6.8b, when the STM was operating with a positive VDC, optical

pump pulses and with the feedback loop on, the positive tunneling DC current and

the negative photoemission current competed with each other to reach the defined
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current setpoint, which in this case forced the tip to get closer to the sample to

produce a larger tunneling current. Smaller distances can produce a large transient

THz field that can easily damage the sample. On the other hand, if the current

setpoint was set to be negative such as −5 pA, for example, that would force the tip

to fully retract, since the photoemission current (−38 pA) would be larger than the

setpoint at all tip heights. A negative set point higher than the photoemission current

would be required to perform an experiment but the undesired photoemission from

the sample would always be present. The average optical pump power was reduced in

an attempt to minimize the photoemission from the sample, but the tunneling ITHz

pump-probe signal could not be found. An alternative approach could be to reduce

the sample area being illuminated by the optical pump pulses and concentrate the

beam at the junction; however, our beam spot size was already at its best and was

limited by the setup arrangement. Therefore, the remaining option was to investigate

this photoemission current at the junction to find a way to eliminate it from the

substrate. This would enable the recording of the tunneling ITHz pump-probe signal

from the sample in question on its own. The study of photoemission currents from

metal substrates at the STM junction is presented in Chapter 7, and an alternative

substrate candidate for pump-probe experiments using semiconductors to suppress

sample photoemission is presented in Chapter 8.
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Chapter 7

Photoemission from metals in STM

The STM offers the flexibility to perform a variety of electro-optic experiments. One

example is the electron emission induced by ultrafast optical pulses illuminating the

STM junction. This electron emission can additionally be modulated by the electric

field of a single-cycle THz pulse [51], as stated in Section 3.3.5. The photoelectric

emission is sometimes undesirable for optical pump-THz probe STM experiments,

as was found in Section 6.2. However, it also provides a way to measure the THz

near-fields at the apex of an STM tip, which is becoming a common practice among

the THz-STM community [39, 42, 51]. Nonetheless, some aspects of this experimental

technique are still unclear and need further investigation.

7.1 Photoemission from a gold tip on a gold sub-

strate

A gold tip on a gold sample is one of the simplest configurations to perform exper-

iments in the STM, and it served as the basis to study photoemission. First, the

photoemission current dependence on bias voltage, IPE,DC − VDC curve, was obtained

with the tip 500 nm away from the sample, and an 800 nm optical pump beam

polarized perpendicular to the tip axis, with 9 mW of average power and centered at

the STM junction. The STM feedback loop was off and the bias voltage was varied

from −8 to 8 V, as shown in Fig. 7.1a. The photoemission current is mostly positive,

which means that electrons flow from the tip to the sample, even in the absence of a

DC bias voltage. This is expected because of the confinement and enhancement of the

optical field at the tip apex, which produces larger photoemission currents compared

to the flat surface of the substrate [231]. This fact is explained by the energy diagram

in Fig. 7.1b, where the potential barrier at the Au-vacuum interface is shown for

Ppump,avg = 9 mW, a laser repetition rate of frep = 250 kHz, a pulse temporal width of
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tpump = 70 fs, and a beam spot diameter of 216µm. The potential barrier is calculated

for three different cases: in the absence of electric fields (gray), which is the reference

case; with the incident field amplitude Epump,pk (orange), which is the case of the

sample surface; and with the enhanced field Epump,pk,enh (red), which is the case of

the tip apex with an enhancement factor of 15 [103, 105, 232, 233]. Even though the

potential barrier is lowered considerably, it is not enough to induce field emission.

The electron emission mechanism will be explored later, however, the energy diagram

illustrates how electron emission would be favored at the tip apex, even in the absence

of VDC.
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Figure 7.1: Electron emission at the STM junction with a gold tip on an Au(111)
surface. a) IPE,DC − VDC curve acquired with the tip 500 nm away from the sample,
ETHz,pk = 0 V/cm and the 800 nm optical pump beam (Ppump,avg = 9 mW) centered at
the STM junction with a polarization perpendicular to the tip axis. A linear region
can be found from −3 V to +1 V. b) Energy diagram that illustrates the reduced
potential barrier at the tip apex (red) compared to the Au(111) surface (orange).
Potential barrier calculated with Ppump,avg = 9 mW, frep = 250 kHz, tpump = 70 fs, a
beam spot diameter of 216µm, and an enhancement factor of 15 at the tip apex.

A photoemission IPE,DC−VDC curve, similar to Fig. 7.1a, was taken by Yoshida [39]

with a PtIr-coated tungsten tip 1µm away from HOPG, where the photoemission is

mostly positive. On the left side of our plot, the photoemission from the tip is

suppressed by the negative voltage, and even a small negative photoemission from

the sample was recorded when VDC < −4 V. On the right side, IPE,DC seems to reach a

saturation level, which is caused by a lensing phenomenon where VDC is large enough

to capture all the electrons emitted away from the tip [234]. The region between −3 V

and +1 V shows a linear response and presents a large change in IPE,DC for a given

voltage change, which is desired to sample the THz waveform using the photoemission
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technique. A bias voltage of −1 V, which is close to the center of this region, was set

to sample the THz waveform.

The THz beam was then centered at the STM junction with an electric field of

ETHz,pk = 400 V/cm at the pulse peak. The THz-induced photoemission current

IPE,THz as a function of delay time ∆τ between the optical pump pulse and the

THz pulse, is shown in green in Fig. 7.2. The bias voltage was set to VDC = −1 V,

expecting that the transient VTHz modulation would vary within a linear region of the

IPE,DC − VDC curve. This way, IPE,THz can potentially provide a measurement of the

near-field waveform at the tip apex. The THz pulse electric field waveform obtained

by EOS outside the chamber is also shown in red; even though their amplitude and

units are different, both signals have been normalized here for comparison. The

spectral content of both waveforms is also presented in Fig. 7.3.
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Figure 7.2: Normalized THz-induced photoemission current IPE,THz (green) as a
function of delay time ∆τ between the optical pump pulse and the THz pulse.
The data was acquired with z = 500 nm, VDC = −1 V, ETHz,pk = 400 V/cm,
Ppump,avg = 4.6 mW and with a gold tip on an Au(111) sample at room temperature.
The PE waveform is assumed to be the near field at the tip apex. The THz pulse
measured by EOS is also shown in red, which is assumed to be the far field. The
two waveforms are shown overlapped in the middle for an easy comparison with each
other. The integral of the EOS waveform (gray) is also shown at the bottom.

One can clearly see that the two waveforms are different. It has previously been

assumed [37, 41] that the near-field waveform at the tip apex was similar to the one

measured in free-space by EOS. However, antenna coupling theory predicts that the

induced current at the junction would be proportional to the integral of the incident

electric field [115], but integrating the EOS waveform does not reproduce the IPE,THz

waveform, as shown in Fig. 7.2. Finite element analysis simulations have also been
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Figure 7.3: The spectral content of the PE and EOS waveforms shown in Fig.7.2,
where only the data below 12 ps was used to exclude the reflections. The spectrum
of the full waveforms is shown in the inset.

performed [33] to explore what the near-field waveform would be. However, there are

many variables at play and this is still a research field under investigation.

One variable that can change the photoemission waveform is the position of the

optical pump beam. Fig. 7.4 shows a set of waveforms obtained with a tip height

of z = 400 nm, VDC = 8 V, ETHz,pk = −330 V/cm and Ppump,avg = 4 mW; where

the pump beam was initially positioned at the center of the STM junction and then

incrementally moved up along the tip shaft for each measurement. It has previously

been shown that photoemission from a tip illuminated with ultrafast laser pulses

occurs mainly at the tip apex [153]. When the pump beam is at the junction, the

IPE,THz waveform resembles a single-cycle THz pulse, but as it moves up the tip axis,

the signal is almost completely suppressed at a point in the middle of the shank of

the tip. A possible explanation is that the tip does not have any discontinuities in the

middle of the shank to generate surface plasmons that would travel to the tip apex to

induce electron emission. The signal then reappears as the pump beam reaches the

tip cusp, where the pump beam can presumably generate plasmons, but its waveform

has been drastically modified, and it even seems to be inverted. As the pump beam

moves up the shaft, the waveforms present a small shift in time, which could be the

time it takes for the plasmon to travel from the illumination point to the tip apex.

A temporal delay of ∼ 1.7 ps was estimated between the first and last waveform, as

pointed out with black arrows in Fig. 7.4. The total distance from the highest point

on the tip shaft to the junction was roughly estimated to be ∼ 0.5 mm using the

picture on the right as reference. This results in a velocity of 0.98 c, which agrees

reasonably well with a plasmon group velocity on gold, which has been measured to
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be 0.95 c [235]. Finally, when the pump beam is far away from the tip apex and cusp,

the IPE,THz signal vanishes, as expected. In this example, the pump beam spot size is

large (216µm) and it was moved long distances, but the position of the pump beam

will be critical when the spot size is small, since a slight variation in position can

have a large impact on the measured waveform.
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Figure 7.4: IPE,THz as a function of delay time ∆τ with the pump beam at different
positions along the vertical axis of the tip shaft. The waveforms were acquired with a
gold tip on an Au(111) substrate, z = 400 nm, VDC = 8 V, ETHz,pk = −330 V/cm and
Ppump,avg = 4 mW. A photograph of the STM tip is shown on the right for reference.

It should be noted that for this experiment, VDC = 8 V, which marks a region in

the IPE,DC − VDC curve where IPE,DC is supposed to be saturated, and a modulation

of VDC should not produce a change in IPE,DC. However, the modulation induced by

VTHz did produce an IPE,THz current that mapped out the temporal profile of the THz

fields. This suggests that the transient photoemission currents do not strictly follow

the static IPE,DC − VDC curve acquired with VDC. A THz field assisted photoemission

IPE,THz−VDC curve can be obtained by setting the temporal delay at ∆τ0 and sweeping

VDC. However, the tilt of the potential barrier in vacuum depends on the amplitude of

the THz fields, and the IPE,THz − VDC curves would be different for different ETHz,pk

values. This approach could not be generalized and would depend on the ETHz,pk

and Ppump,avg values, on a case-by-case basis. Nevertheless, it will be shown later

that this approach is not accurate either. Therefore, an I − V curve to describe the

photoemission transient response is still not fully defined and requires more detailed

investigation.
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Figure 7.5: Photoemission waveforms obtained at different VDC values, with an Au
tip on an Au(111) substrate, where z = 500 nm and Ppump,avg = 14.6 mW with the
pump beam linearly polarized perpendicular to the tip axis. The two plots show the
cases where a) ETHz,pk = +350 V/cm and b) ETHz,pk = −350 V/cm. Both +0 V and
−0 V are plotted just to confirm they are the same when the STM controller switches
the polarity of VDC.
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Another variable that can change the photoemission waveform is the bias voltage

VDC. Fig. 7.5 shows two sets of waveforms obtained with an Au tip on an Au(111)

substrate, where z = 500 nm, Ppump,avg = 14.6 mW and the pump beam linear

polarization was perpendicular to the tip axis. The left and right plots show the

cases where ETHz,pk was +350 V/cm and −350 V/cm, respectively. As VDC becomes

negative, it filters out the electrons photoemitted from the tip with lower energy. As

it gets more negative, the IPE,THz waveform amplitude becomes smaller and some of

the fine features get lost. This suggests that a more accurate representation of the

THz near fields at the tip apex will be obtained when VDC is more positive, which

suppresses the sample current and favors the one from the tip. VDC should at least be

higher than the maximum modulation amplitude of VTHz. But one also has to verify

that the IPE,THz response to VTHz, using a specific VDC voltage, is linear within the

VTHz amplitude range. A new way to find the linear regimes of the photoemission

response to the THz fields is needed, because, as mentioned before, it is not correlated

to the IPE,DC−VDC curve, and it will be demonstrated below that it is not correlated

to IPE,THz − VDC either.

From the two sets of data, the absolute peak amplitude of the waveforms was

extracted and plotted as a function of VDC, which is shown in Fig. 7.6a. The two cases,

+350 V/cm and −350 V/cm, produce very similar waveform peak amplitudes within

the −10 to 10 V range, except for a few points where the positive ETHz,pk generates

a slightly larger peak amplitude. A normalized version of this data is shown in

Fig. 7.6b. In addition to those points, a normalized IPE,DC − VDC and IPE,THz − VDC

curves have been superimposed to show that the waveform peak amplitude points

do not follow these curves either. These curves were acquired on a different day

with z = 500 nm, Ppump,avg = 9 mW, ETHz,pk = −360 V/cm and with the pump

and THz beams positioned at the junction. The THz-induced photoemission current

dependence on VDC has not been fully characterized and requires further investigation.

Even though IPE − VDC curves cannot predict IPE,THz directly, they can still be

useful to examine the photoemission currents, in the absence of a THz pulse, to

identify the underlying mechanisms producing it. Fig. 7.7a shows multiple IPE,DC −
VDC curves that were acquired at different optical pump powers, using a gold tip

500 nm away from the Au(111) substrate. All curves present the same saturation

mentioned before, which occurs when the positive VDC is large enough to capture

all electrons emitted from the tip. To study the IPE dependence on pump power,

the average of the three closest points to −9 V, −6 V, −3 V, 0 V, 3 V, 6 V and 9 V,

were extracted from each measurement and are presented with square symbols in a

logarithmic plot in Fig. 7.7b.
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Figure 7.6: a) Absolute peak amplitude of the waveforms from Fig. 7.5, as a function
of VDC. The squares and circles represent ETHz,pk = −350 V/cm and ETHz,pk =
+350 V/cm, respectively. b) Normalized data from (a) compared with normalized
IPE,DC − VDC (green solid line) and IPE,THz − VDC (blue solid line) curves.

From the electron emission mechanisms mentioned in Section 2.4.1, we can imme-

diately disregard the field emission caused by the DC bias fields, because the effective

electric field at the tip apex from a few volts of VDC, would be negligible when the

tip is 500 nm away from the sample. And we can also discard the direct photoelectric

emission, since the photon energy of the pump (1.55 eV) is smaller than the work

function of gold (∼ 5 eV). Therefore, thermionic emission, optical field emission, and

multiphoton photoemission are the remaining possible candidates. In Fig. 7.7c, the

data for the case when VDC = 0 V, was fitted with the current density equations of

these three mechanisms, which as a function of average pump power Pavg have the

form

J ∝ ATE(Pavg)
2 exp

(︃
−BTE

Pavg

)︃
, (7.1)

J ∝ AFEPavg exp

(︄
−BFE√︁
Pavg

)︄
, (7.2)

J ∝ AMPP(Pavg)
n , (7.3)

respectively, for thermionic emission, optical field emission and multiphoton photoe-

mission, where the following substitutions were made: T ∝ ϵpulse ∝ Pavg, E ∝ Epk ∝√︁
Pavg and Ipk ∝ Pavg, where T is temperature, ϵpulse is pump pulse energy, E is

electric field, Epk is peak electric field, and Ipk is peak intensity. To support the

analysis, the typical experimental parameters used in our experiments are presented
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in Table 7.1, where a laser repetition rate of frep = 250 kHz, a pulse temporal width

of tpump = 70 fs, and a beam spot diameter of 216µm were used for the calculations.

Average power [mW]

Pavg 1 5 10 20 40

Energy per pulse [nJ]

ϵpulse =
Pavg

frep
4 20 40 80 160

Peak power [W]

Ppk =
ϵpulse
tpump

5.7 × 104 2.9 × 105 5.7 × 105 1.1 × 106 2.3 × 106

Peak intensity [W/cm2]

Ipk =
Ppk

Aarea
1.6 × 108 7.8 × 108 16 × 108 3.1 × 109 6.2 × 109

Peak electric field [V/nm]

Epk =

√︃
2Ipk
ε0c

0.03 0.08 0.11 0.15 0.22

Fluence [mJ/cm2]

H =
ϵpulse
Aarea

1.1 5.5 10.9 22 43.7

Table 7.1: Table with typical values of the optical excitation used for the experiments.

Electrons gain energy when an incident laser pulse is incident on a material, and

their energy is redistributed via electron-electron and electron-phonon scattering on

a 10−100 fs time scale, to form a Fermi-Dirac distribution [47]. Thermionic emission

occurs when electrons at the high energy tail of this electron distribution overcome the

potential barrier and are emitted into vacuum. Since the time duration of the pump

pulse is 70 fs, the Fermi-Dirac distribution could be formed within this time, and

thermionic emission could potentially occur. However, in a theoretical work [236],

the threshold for thermionic emission in a 100 nm Au film has been estimated to

occur at a fluence of 100 mJ/cm2 for 100 fs pulses. The effect of thermionic emission

has also been observed experimentally from nanometric tips at peak intensities of

1011 W/cm2[47]. When these numbers are compared with the values in Table 7.1, one

can conclude that thermionic emission from the laser intensities in our experiments
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Figure 7.7: a) IPE,DC−VDC curves, acquired at different excitation pump powers, with
an Au tip 500 nm away from the Au(111) substrate. b) From each measurement, the
average of the three closest points to −9 V, −6 V, −3 V, 0 V, 3 V, 6 V and 9 V, was
extracted and is presented with square symbols as a function of pump power. c)
The case when VDC = 0 V is shown as an example, to fit the experimental data
with the current density equations (Eqs. (7.1) to (7.3)) of thermionic emission (TE),
optical field emission (FE) and multiphoton photoemission(MPP). The fit parameters
are ATE, BTE, AFE, BFE and AMPP, respectively. d) MPP fits (solid lines) to
the experimental data (squares) from (b). e) Number of photons nph, nonlinearity
extracted from the MPP fits in (d) as a function of VDC.
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would not be probable. Furthermore, the thermionic emission fit in Fig. 7.7c would

require temperatures of 25, 000 − 180, 000 K which are too high compared to elec-

tron temperatures reported previously in similar experiments. Therefore, thermionic

emission will be omitted as a possible mechanism in our experiments.

For optical field emission to occur, peak electric fields of ∼ 5 V/nm are typically

required, but only 0.22 V/nm fields are reached from the optical excitation with

Ppump,avg = 40 mW. We can also consider the field enhancement at the tip apex which

is typically ∼ 15 [103, 105, 232, 233]. Optical field emission is usually identified when

the Keldysh parameter is smaller than unity. The Keldysh parameter as a function of

Ppump,avg with a field enhancement of 15 (Fig. 7.8) indicates that field emission would

not occur even with Ppump,avg = 80 mW. Furthermore, even though the optical field

emission fit in Fig. 7.7c seems to fit the data well, the fit parameter values required

for this fit are not close to the actual experimental parameters and are unrealistic.

Therefore, optical field emission will also be omitted as the main emission mechanism

in our experiments, even though the pump pulse fields lower the potential barrier

considerably, as shown in Fig. 7.1b.
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Figure 7.8: Keldysh parameter (left-black axis) and enhanced peak electric field
(right-blue axis) as a function of Ppump,avg calculated with frep = 250 kHz, tpump =
70 fs, a beam spot diameter of 216µm, and an enhancement factor of 15.

Multiphoton remained as the main mechanism of electron emission; however, one

can see in Fig. 7.7c that the data does not completely follow the straight line expected

from the multiphoton nonlinearity. It was found that in all cases, the data starts to

deviate from a straight line when IPE,DC exceeds ∼ 100 pA, which can be observed

in Fig. 7.7d. This can be attributed to space charge effects. For currents of more

than one electron per pulse, space charge effects will take place, however, due to
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the experimental setup geometry, these effects are not observable here until currents

of 100 pA are reached, which translates into 2500 electrons/pulse. In our STM,

the sample, the sample holder and the sample stage are all connected to the same

potential, therefore, space charge effects need to be large enough to deviate electrons

from being collected by the sample stage to be noticeable. Additionally, one can see

that in the saturation region of the black curve in Fig. 7.7a, the collected PE current

slightly increases as the positive VDC increases, because a more positive potential can

collect more of the electrons that were deviated by space charge. This only becomes

noticeable when the IPE,DC is large, which agrees with space charge effects. Therefore,

only data where IPE,DC < 100 pA was used to produce the fits shown in Fig. 7.7d.

The slope of these fits is an indication of the number of photons (nph) being absorbed

to produce the electron emission, which is plotted as a function of VDC in Fig. 7.7e.

The work function of gold is ∼ 5 eV, which would require the energy of 3.2 (1.55 eV)

photons to overcome the potential barrier, which is consistent with this plot. The

value of nph technically remains the same for positive values of VDC, but increases

when VDC is negative. Electrons emitted into vacuum from the tip via MPP have an

energy distribution [153]. A negative potential at the sample will only allow electrons

with higher energies to be collected. Higher energy means those electrons absorbed a

higher number of photons, which explains the increase of nph when VDC is negative.

Similar results have been previously reported from a tungsten tip [237].

7.2 Photoemission from a tungsten tip on a gold

substrate

STM gold tips offer a large field enhancement, good electrical properties, and are

ideal for ambient STM studies, since they do not oxidize when exposed to air.

Unfortunately, they are soft and get structurally modified or damaged very easily.

Tungsten tips, on the other hand, have great strength and good electrical and thermal

conductivity. Tungsten is the pure metal with the highest melting point (3422 ◦C) and

the lowest thermal expansion coefficient (4.5× 10−6 K−1 at 25 ◦C) [238], which makes

them ideal for STM studies in general, as long as they are performed in vacuum. The

same set of measurements acquired with a gold tip in the previous section were also

performed with a tungsten tip to compare their photoemission currents. These 2 sets

of measurements were acquired with only one day difference, therefore, the sample

and the equipment settings were all the same, the STM tip was the only thing that

was replaced.

A set of IPE,DC−VDC curves was first obtained (Fig.7.9a) from a tungsten tip 500 nm
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away from the Au(111) surface at different pump power values. It can be immediately

noticed that the negative photoemission (electrons emitted from the sample) when

VDC is negative has almost the same magnitude as the positive photoemission current

(electrons emitted from the tip) when VDC is positive. A similar-looking IPE,DC−VDC

curve, taken with a tungsten tip 1µm away from a silver sample, was presented by

Muller [42], where it was stated that the negative photoemission current is present

because the sample is also photoexcited by the ultrafast pulses. The fact that this

plot differs from the one reported by Yoshida [39] already shows the variation of these

measurements reported in the literature, which cannot be directly compared one to

one and should be used with care since they strongly depend on the experimental

settings.

One can first compare the magnitude of the photoemission currents from the

tungsten tip (Fig.7.9a) and the gold tip (Fig.7.7a), for the case when VDC = 10 V and

Ppump,avg ≈ 17 mW. The emission from the gold tip is 2 orders of magnitude larger.

Gold tips have a field enhancement at the apex around 4 times larger than tungsten

[103, 105], which does not explain the 2 orders of magnitude difference observed.

However, a thin layer of a few nm thick oxide is always formed on the surface of the

tungsten tips during the etching process. This layer is mainly tungsten trioxide (WO3)

which is typically removed by heating the tip via electron bombardment. Due to the

field enhancement at the apex of the tip, this technique mainly heats and removes

the WO3 from the apex, leaving the rest of the tip surface covered with oxide. WO3

has an indirect bandgap that has experimentally been measured to be between 2.5

and 3.2 eV [239, 240], which would reduce the multiphoton emission from the oxide

area. Therefore, the positive photoemission from the tungsten tip (Fig. 7.9a) is being

produced mainly from a small region at the apex of the tip, which would explain why

it is 2 orders of magnitude smaller than gold. A smaller beam spot size that only

illuminates the clean region of the tungsten tip apex would be required to properly

compare one to one the photoemission from the W and Au tips.

The fact that the photoemission from the tungsten tip is small, in this case, allows

us to observe that there is also a photoemission contribution from the sample, which

can be observed as VDC goes negative. Similar to the previous section, the IPE,DC−VDC

curves for different excitation pump powers are plotted in Fig. 7.9b. The case where

VDC = 0 V, was used as reference to fit the data with the multiphoton, thermionic,

and field emission equations (Fig. 7.9c), where multiphoton emission gives the most

accurate fit. The multiphoton fits for all the data points are presented in Fig. 7.9d. It

should be noted that space charge effects were not observed in these measurements,

because the IPE,DC magnitude remained below 100 pA, even at the highest excitation
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Figure 7.9: a) IPE,DC − VDC curves, acquired at different excitation pump powers,
with a W tip 500 nm away from the Au(111) substrate. b) The average of the three
closest points to −9 V, −6 V, −3 V, 0 V, 3 V, 6 V and 9 V, was extracted, and is
presented with square symbols as a function of pump power. c) The case when VDC =
0 V is shown as an example, to fit the experimental data with the current density
equations of thermionic emission (TE), optical field emission (FE) and multiphoton
photoemission(MPP). d) MPP fits (solid lines) to the experimental data (squares)
from (b). e) Number of photons nph nonlinearity extracted from the MPP fits in (d)
as a function of VDC.
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power. The nph values extracted from the fits are shown in Fig. 7.9e. There are

two different trends for nph, one where the photoemission from the tip dominates

(VDC > −0.5 V) and one where the sample photoemission dominates (VDC < −0.5 V).

In Fig. 7.9a, for the case when Ppump,avg ≈ 17 mW and VDC = −10 V, the PE

current from the sample is ∼ 1 pA. It should also be present in the experiments

with the Au tip, since the sample was the same. However, in that case, it is

imperceptible because it is buried by the large photoemission from the tip. As

discussed in Section 6.2, the sample photoemission is a problem for optical pump-THz

probe experiments because the substrate contribution will interfere with the desired

measurement. Additionally, in order to study the THz near-field waveforms using

the photoemission technique, we want to make sure that the photoemission current

measured by the system is being produced mainly, if not uniquely, by the tip. Even

though, a low excitation regime is preferred to avoid space charge dynamics from large

photocurrents that can broaden the near-field waveforms [42, 47], reducing the optical

pump power did not eliminate the sample contribution in our case. An alternative

solution is to use a substrate material that does not photoemit when illuminated with

optical laser pulses, which is an option that will be explored in the following section.
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Chapter 8

Photoemission from
semiconductors in STM

Semiconductors are extensively studied in academia and widely used in industry be-

cause they are an essential component of electronic devices. Their electrical properties

make them suitable for STM studies, and as shown in this chapter, the semiconductor

bandgap, if chosen properly, offers the possibility to suppress the multiphoton pho-

toemission from its surface. To achieve this, the semiconductor Fermi level should lie

below or as close as possible to the valence band, and its bandgap should be as large

as possible. This will increase the energy required to reach the vacuum level from

the Fermi level, and can reduce the light absorption depending on the illumination

wavelength.

One example of a semiconductor that meets these requirements is highly p-doped

GaN. It has a bandgap of 3.4 eV and an electron affinity of 4.1 eV, which adds up

to a work function from the valence band of around 7.5 eV [241]. Fig. 8.1 shows the

energy diagram of the STM junction with a W tip and a p-doped GaN sample being

illuminated with 800 nm pulses. For illustration purposes, the case when four photons

are absorbed is presented. When VDC <= 0 V, the potential barrier prevents any

photoemission current. However, a positive VDC can lower the barrier enough to allow

the photoemission from the tip only. The photoemission from the sample is suppressed

or minimized in all cases. A set of photoemission measurements was performed on a

p-doped GaN sample to confirm these claims, and two more semiconductive samples

were used as a reference, an n-type Si-doped GaAs(110) and a p-type Zn-doped

GaAs(110), whose bandgap (1.42 eV) is smaller than the excitation photon energy

(1.55 eV) and has an electron affinity of 4.07 eV [242]. The same W tip was used for

all the measurements on these semiconductive samples.
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(a)

(b) (c)

Figure 8.1: Energy diagram of the STM junction with a W tip and a wide bandgap
semiconductor, in this case, p-doped GaN being illuminated with 800 nm pulses. The
absorption of four photons is shown for illustration purposes. When a) VDC = 0 V
and b) VDC < 0 V, the potential barrier prevents any photoemission current. c) A
positive VDC can lower the barrier enough to allow the photoemission from the tip
only. And the sample photoemission is suppressed or minimized in all cases.
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8.1 Photoemission bias dependence

The first set of measurements was aimed at studying the bias dependence of the

photoemission current at the STM junction. Photographs of the setup are presented

in Fig.8.2a (GaAs) and Fig. 8.2b (GaN). Fig. 8.2c shows the IPE,DC − VDC curves of

the three semiconductor samples (GaAs n-type, GaAs p-type, and GaN p-type) using

the exact same W tip. The curves were acquired at room temperature (297 K) and

120 K, with z ≈ 500 nm, Ppump,avg = 26 mW and the pump beam was focused at the

junction with polarization parallel (p) and perpendicular (s) to the tip axis (Fig. 8.2e).

The first thing to note in this plot is the fact that there is no photoemission from

the GaN sample, independent of the temperature or the pump beam polarization,

which confirms that the multiphoton photoemission has been suppressed. And the

second thing is the fact that there is no photoemission from the tip. It was found that

by moving the pump beam just slightly above the junction, a photoemission current

from the tip was immediately detected. This suggests that a larger surface area of

the tip needed to be illuminated to induce a detectable photoemission current with

these experimental settings.

8.1.1 GaN

The p-type Zn-doped GaN sample did not produce a photoemission current even

with an average pump power of 26 mW (Fig. 8.2d). A photoemission current from

the W tip was not detected either, even though the pump beam was centered at

the junction. The pump beam was minimally moved upwards as to detect a small

photoemission signal from the tip, which is shown in Fig. 8.3a as a function of VDC, and

was measured with z ≈ 500 nm and Ppump,avg = 26 mW. Interestingly, in this case,

only the s-polarized excitation induced PE from the tip, which is counterintuitive. The

p-polarized fields are expected to be confined and enhanced at the apex. However,

there is evidence [243, 244] that the absorption of s-polarized light can be enhanced by

resonant excitations that depend on the ratio between the laser wavelength and the tip

dimensions, which could explain why only s-polarized light induces photoemission in

Fig. 8.3a. The IPE,DC dependency on the linear polarization angle of the pump beam

is presented in Fig. 8.3b, where the s-polarized light dominates the photoemission

and a positive VDC increases the photoemission current as compared with VDC = 0 V.

A PE THz waveform could not be detected with such small PE currents, therefore,

the pump beam was slightly moved up from the junction again, and the PE THz

waveform shown in Fig. 8.3c was acquired with z ≈ 500 nm, VDC = 10 V, ETHz,pk =

−295 V/cm, Ppump,avg = 26 mW and an s-polarized pump beam. This waveform,

125



(a) (b)

-10 -5 0 5 10
-0.3

-0.2

-0.1

0.0

Ph
ot

oe
m

is
si

on
 c

ur
re

nt
 (n

A)

Bias (V)

 GaAs-n 297K (p)
 GaAs-n 297K (s)
 GaAs-n 120K (p)
 GaAs-n 120K (s)
 GaAs-p 297K (p)
 GaAs-p 297K (s)
 GaAs-p 120K (p)
 GaAs-p 120K (s)
 GaN-p 297K (p)
 GaN-p 297K (s)
 GaN-p 120K (p)
 GaN-p 120K (s)

(c)

-10 -5 0 5 10

-20

-10

0

Ph
ot

oe
m

is
si

on
 c

ur
re

nt
 (p

A)

Bias (V)

 GaAs-n 297K (p)
 GaAs-n 297K (s)
 GaAs-n 120K (p)
 GaAs-n 120K (s)
 GaAs-p 297K (p)
 GaAs-p 297K (s)
 GaAs-p 120K (p)
 GaAs-p 120K (s)
 GaN-p 297K (p)
 GaN-p 297K (s)
 GaN-p 120K (p)
 GaN-p 120K (s)

(d)

(e)

Figure 8.2: Photographs of the STM setup for the a) cleaved GaAs and b) GaN
samples. c) IPE,DC−VDC curves from the n-type GaAs, p-type GaAs and p-type GaN
using a W tip. d) Zoomed-in plot of (c) that highligths the photoemission absence
from the GaN sample. Curves were acquired at room temperature (297 K) and 120 K,
with z ≈ 500 nm, Ppump,avg = 26 mW and the pump beam was focused at the junction
with polarization parallel (p) and perpendicular (s) to the tip axis. e) Diagram to
illustrate the linear polarization angle of the pump beam.
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Figure 8.3: Photoemission current from the tip as a function of a) VDC and b) pump
polarization angle. The data was acquired on the p-type GaN sample with z ≈ 500 nm
and Ppump,avg = 26 mW. c) Photoemission waveform of the THz near-field at the tip
apex (green), with ETHz,pk = −295 V/cm and an s-polarized pump beam. The THz
pulse waveform measured by EOS, from Fig. 7.2, is also shown (red dashed line),
and it was inverted for comparison. d) Frequency content of the PE waveform (solid
green) compared with the EOS spectrum (red dashed line) from Fig. 7.3.
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which is purely photoemission from the tip, resembles a single-cycle THz pulse. The

EOS waveform (from Fig. 7.3), which represents the THz far field, is also shown with

a dashed red line for comparison. A phase shift between the near (PE) and far (EOS)

fields can be observed in Fig. 8.3c, which has been found to be caused by coupling

variations due to the shape of the tips [36]. The frequency content of both waveforms

is also shown in Fig. 8.3d, where the PE presents a reduction of the high frequencies,

which is characteristic of the antenna coupling. A similar low-pass filter effect has

also been explained by delayed photoemission currents in the STM produced by hot

thermal electrons [47]. This result again confirms that the far and near-fields are

usually different; nevertheless, this photoemission technique can be used to measure

the effective THz near-field waveform at the tip apex.

8.2 Photoemission power dependence

Although it was confirmed that the photoemission was suppressed from the GaN

sample, the PE current from the GaAs samples was studied for completeness. The

energy diagrams of the semiconducting samples are presented in Fig. 8.4, to illustrate

the number of photons required to induce MPP in each case. Electrons need to gain

the energy difference from the Fermi level ϵF to the vacuum level to be emitted from

the surface. According to these diagrams, electrons require the energy of nph = 2.5

photons for n-type GaAs, nph = 3.5 for p-type GaAs, and nph = 4.8 for p-type GaN.

(a) n-type GaAs (b) p-type GaAs (c) p-type GaN

Figure 8.4: Energy diagrams illustrating the number of photons required to induce
multiphoton photoemission from a) n-type GaAs, b) p-type GaAs, and c) p-type
GaN.

The dependence of IPE,DC on pump power, for GaAs, is shown in Fig. 8.5, where

128



the W tip was z = 500 nm away from the surface. The data was acquired with

VDC = −10, 0, 10 V, and at two different temperatures, 297 K and 120 K, with s and

p polarized pump beams. Only the data for the s-polarized beam is plotted here for

visualization clarity, but the results for a p-polarized beam were similar. The overlap

of data points indicates that a negative VDC had almost no effect on the results.
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Figure 8.5: Photoemission current from the GaAs samples as a function of pump
power, with z = 500 nm, VDC = −10, 0, 10 V and an s-polarized pump beam. Two
regimes were identified, one below and one above 13 mW.

All data was fitted with the current density equation for MPP, and it was found

that the slope in the logarithmic plot slightly changed around 13 mW, which seems

to divide two different regimes. This change cannot be attributed to space charge

effects, since the total PE current remained below 100 pA, which was the threshold

found in Section 7.1 for our experimental setup. Furthermore, the threshold is given

by a specific pump power, not a PE current amplitude. A possible explanation will

be explored below. The data was analyzed separately for the regions below and above

Ppump,avg = 13 mW. Fig. 8.6 shows one example, for the case of n-type GaAs at 297 K,

with VDC = 0 V and an s-polarized pump beam, where the data was fitted separately

in these two regions labeled as low-power and high-power.

The extracted values of nph for each region and each case are presented in Fig. 8.7.

These values suggest that at low power (Fig. 8.7a), most of the photoemitted electrons

come from the top of the valence band. Electrons need nph ≈ 3.5 to be emitted from

the top of the valence band and nph ≈ 2.6 to be emitted from the bottom of the

conduction band. Photoexcited electrons from the valence band can also thermalize

to the bottom of the conduction band, from where they can absorb multiple photons

to be emitted. The thermalization of hot electrons is expected to take 10 − 100 fs

[47], which can occur within the time duration of the excitation pulse (70 fs). As the

pump power increases and more electrons are moved into the conduction band, the
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Figure 8.6: Photoemission current from the n-type GaAs sample as a function of
pump power, with z = 500 nm, VDC = 0 V and an s-polarized pump beam. The
MPP equation was used to fit the data for both regimes, below and above Ppump,avg =
13 mW.

photoemission from the bottom of this band seems to take over and dominate, which

is reflected in lower nph values (Fig. 8.7b). Additionally, the values of nph for p-type

GaAs were found to be higher than those for n-type GaAs, mainly due to the position

of the Fermi energy.

It can be concluded that photoemission from semiconductors, such as GaAs, is also

induced by multiphoton processes when it is excited with low peak intensities, such as

those achieved in our setup. However, the emission response will directly depend on

the energetic landscape of the sample used, and it can even be completely suppressed

by a wide bandgap semiconductor such as a highly doped p-type GaN.
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Figure 8.7: Number of photons nph extracted from the MPP fits to the PE current
data with the GaAs samples. The a) low power and b) high power regimes are
presented separately.

8.3 Suppressing sample photoemission for pump-

probe experiments

Once it was confirmed that the photoemission from the STM sample could be sup-

pressed using p-type GaN, the next step was to attempt a pump-probe experiment

in the STM using it as a substrate. The GaN sample was taken out of the vacuum

chamber only for a few minutes to deposit the SWCNTs solution on its surface by the

drop casting method, and it was immediately brought back into vacuum to minimize

its exposure to air. Then, the sample was annealed at 600 ◦C for 24 hrs. Fig. 8.8 shows

STM images of the p-type GaN surface before (left) and after (right) the SWCNTs

deposition, with a window size of 400 × 400 nm and 1.2 × 1.2µm, respectively.

A PE THz waveform that was acquired after the SWCNTs deposition, is compared

with the one obtained before the deposition in Fig. 8.9a. It was acquired with z ≈
500 nm, VDC = 10 V, Ppump,avg = 26 mW and ETHz,pk = 295 V/cm. The similarity of

the two waveforms confirms that the photoemission was not affected by the changes

in the sample since it was mainly produced at the tip apex. The tip was then brought

into the tunneling regime, and it was positioned on top of a nanotube. An optical-

pump THz-probe waveform was obtained with the feedback loop off, VDC = 0 V,

Ppump,avg = 26 mW and ETHz,pk = 295 V/cm, which is shown in Fig. 8.9b. The

amplitude of the signal was only a few electrons per pulse, and it resembles the THz

near-field waveform that was acquired with the PE technique, which suggests that
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Figure 8.8: STM images of the p-type GaN sample a) before and b) after the
deposition of SWCNTs by drop casting. The window size is 400 × 400 nm and
1.2 × 1.2µm, respectively. Images were acquired with a) VDC = −1.5 V and
IDC = 10 pA, and b) VDC = −0.5 V and IDC = 100 pA.

this is still a PE signal from the tip and not the actual pump-probe signal from the

nanotube. A negative VDC would have ensured that the measured signal was from

the nanotube.

Pump-probe imaging was attempted on the nanotubes with no success. Unfor-

tunately, the nanotubes suffered an unexpected deterioration, probably caused by

the nanotubes reacting with the GaN substrate to form GaN–SWCNT composites

[245]. The deterioration can be observed in Fig. 8.10, where STM images of the

SWCNTs that were acquired soon after the deposition (left) and a few weeks later

(right) are presented. The degradation of the nanotubes precluded the execution of

any further experiments. The p-type GaN sample was custom-made and not easily

obtained commercially, therefore, it could take a long time to acquire a new sample.

However, it served the purpose of proving that the THz near-field at the tip apex can

be accurately measured in an STM setup when the photoemission from the sample

is suppressed using a p-doped wide bandgap semiconductor.
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Figure 8.9: THz waveforms on GaN with SWCNTs. a) Normalized PE waveforms,
acquired with the tip 500 nm away from the GaN surface before (green) and after
(blue) the deposition of SWCNTs. The green waveform is shifted for clarity. b)
Optical-pump THz-probe waveform with the tip tunneling on top of a nanotube.
Experimental settings for both cases: VDC = 10 V, Ppump,avg = 26 mW and ETHz,pk =
295 V/cm.
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Figure 8.10: Deterioration of the nanotubes. STM images of the GaN surface were
taken a) after the SWCNTs deposition and b) a few weeks later. Images were acquired
with IDC = 100 pA and, a) VDC = 10 V and b) VDC = −10 V.
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Chapter 9

Ultrafast laser-induced thermal
effects

Thermal changes will occur in the STM when the junction is illuminated with ultrafast

800 nm laser pulses. The resulting thermal expansion of the tip and sample can have

a large impact on the experimental measurements when the STM is operating in

the tunneling regime, where a subnanometer separation at the junction is typically

required. This motivated the study of the thermal expansion of the W tip, the

Au(111) substrate and the semiconductor samples discussed in Chapter 8.

9.1 Laser-induced thermal expansion in the STM

To study thermal expansion in the STM as a whole, the tip was first brought into a

tunneling distance from the Au(111) surface by setting VDC = 3 V and IDC = 10 pA,

with the feedback loop on. The optical pump beam is centered at the junction with

an initial pump power of Ppump,avg = 0.35 mW, which was chosen randomly as a

reference. The system is left at rest until the system is thermally stable, which occurs

when the tip height is constant over time. This can take minutes or hours, depending

on the materials being studied. Once the tip height is stable, the pump power is

increased by 0.35 mW, which takes only a fraction of a second, but the tip height

presents a gradual change that occurs in a much longer timescale. The change in tip

height was monitored during the first 6 min, as shown in Fig. 9.1, where the case of

a W tip on an Au(111) surface is shown. The expansion induced by increasing the

pump power will force the tip to retract, in order to maintain a constant current. The

recovering case, where the pump power was reduced from 0.7 to 0.35 mW, was also

monitored to study the material contraction. The average pump power was limited

to a maximum of 0.7 mW, which ensures that only the thermal expansion of the
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materials affects the STM junction, since photoemission was found to be triggered at

∼ 4 mW and does not contribute to the tunneling current.
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Figure 9.1: Relative tip height as a function of time (squares), after a laser pump
power variation of ±35 mW, with a p and s-polarized beam. This change reflects the
thermal expansion of the STM system, including the W tip and the Au(111) surface
at room temperature.

The same experiment was performed on the following samples: Au(111), n-type

GaAs, p-type GaAs and p-type GaN; and the change in tip height was recorded with

a p and s-polarized pump beam, and at two different temperatures, 293 K and 120 K.

Two additional experiments were performed: one where the pump beam was only

illuminating the tip shaft, and one where it was only illuminating the side wall of

the n-type GaAs wafer, as shown in Fig. 9.2. These two cases served to measure the

thermal expansion of the tip and sample independently.

(a) (b) (c)

Figure 9.2: Photographs of the STM setup for the experiments on thermal effects
with an n-type GaAs sample. The excitation pump beam was positioned a) at the
STM junction, b) at the shaft of the tip and c) at the side wall of the semiconductor
crystal.
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Fig. 9.3 shows how the tip height changed over time for all the samples. The

tip height change is different for a p and s-polarized pump beam due to a different

absorption ratio of the incident radiation (Eqs. 9.4 and 9.5), which will be discussed

later. Additionally, several aspects can be noted from these plots. First, only in a

few cases, the tip height was constant 6 min after the pump power was changed, even

though the power difference was small (0.35 mW). This waiting time should be taken

into account for the sampling time on experiments involving pump power variations.

Second, the total thermal expansion was considerable even for such a small power

change. After 6 min, the total thermal expansion on the GaAs samples ranged from

a couple of nanometers to ∼ 40 nm, which is significant for STM experiments. Even

Au(111), which has high reflectivity and a low absorption ratio, presented a thermal

expansion of a couple of nanometers. The only exception was the p-type GaN sample,

which expanded less than half a nanometer, as it is technically transparent to 800 nm

light. This again supports the proposition that p-doped wide bandgap semiconductors

are good candidates to be used as substrates when 800 nm ultrafast lasers are used

to optically excite the samples, since they can minimize thermal effects. The GaN

sample also presented a unique feature, once the expansion/contraction reached a

maximum, at around 100 s, the tip height slowly moved back towards its original

position. This thermal relaxation could only be appreciated on GaN, and it presents

an interesting phenomenon to be studied in the future.
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Figure 9.3: Plots of the tip height ∆z as a function of time, which correlates with the total thermal change of the STM system
caused by a pump beam power change of ±0.35 mW. Measurements taken with the pump beam centered at the junction with a
W tip on a) Au(111) at 293 K, b) GaAs p-type at 293 K, c) GaAs p-type at 120 K, d) GaN p-type at 120 K, e) GaAs n-type at
120 K, and f) GaAs n-type at 120 K. Additionally, the pump beam was positioned at g) the tip shaft and h) the GaAs n-type
sample sidewall at 120 K. Experimental data is shown with colored squares, and the solid lines show the exponential fits.
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Pump beam p-polarized Pump beam s-polarized

0.35 mW ↑ 0.35 mW ↓ 0.35 mW ↑ 0.35 mW ↓

Sample
Temp.
[K]

Az

[nm]
τ
[s]

k
[pm]

Az

[nm]
τ
[s]

k
[pm]

Az

[nm]
τ
[s]

k
[pm]

Az

[nm]
τ
[s]

k
[pm]

at
junction

Au 293 3.54 23.5 1.8 -3.50 26.8 0.2 2.21 30.6 -0.6 -2.0 23.5 -1.6

GaAs
p-type 293 43.4 82.7 7.5 -39.7 97.8 0.1 28.7 90.0 5.9 -31.4 95.4 1.8

GaAs
p-type 120 26.1* 98.4* 92.0* -16.1 44.6 -4.3 17.4 58.8 0.4 -16.4 56.8 -1.6

GaAs
n-type 120 12.9 24.0 13.3 -10.9 24.0 -19.4 8.4 23.6 12.1 -7.4 24.1 -8.4

GaAs
n-type 120 7.8 21.7 16.8 -6.3 19.4 -11.1 4.1 18.0 7.3 -4.3 17.0 -7.2

GaN
p-type 120 0.52 40.4 -0.7 -0.53 45.0 1.3 0.48 28.0 0.1 -0.47 34.7 0.5

at
W tip

GaAs
n-type 120 4.3 25.3 7.9 -4.6 28.0 -5.3 N/A N/A N/A N/A N/A N/A

at
sample

GaAs
n-type 120 3.2 31.4 13.6 -2.7 27.7 -9.5 N/A N/A N/A N/A N/A N/A

Table 9.1: Fit parameters extracted from the plots in Fig. 9.3. An exponential plus a linear term of the form of Eq. 9.2 was
used. *This data set differs considerably from the rest due to unknown reasons.
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The STM tip expanded a few nanometers for the case when the pump beam

illuminated its shaft, as shown in Fig. 9.3 (bottom center). However, the total

expansion of the tip and the GaN sample combined, when the pump beam was at

the junction, was only 0.5 nm. This shows that the tip expands at least one order of

magnitude less when the laser beam is at the junction, mainly because of a drastic

reduction of the tip surface area being illuminated. This aspect will be explored in

Section 9.2. For the case where only the side wall of the sample wafer was illuminated

(bottom right), the thermal expansion was slightly lower than when the beam was

at the junction, mainly because the pump beam was illuminating a region ∼ 0.5 mm

away from the junction, where the heat is transferred horizontally and vertically along

the crystal. This confirms that the expansion of the sample is the main concern,

regarding thermal effects, when an ultrafast laser beam is used for STM experiments,

since the tungsten tip expansion is small in comparison.

The analysis of the plots in Fig. 9.3 was performed as follows. The thermal

expansion over time of an STM tip [246] and a crystal lattice [247] has been previously

described by an exponential of the form

∆Z = Az(1 − exp (−t/τ)) , (9.1)

where Az represents the maximum value of the thermal expansion at long times and τ

is the time constant. Therefore, the experimental data was initially fitted with a dual

exponential of this form, assuming that it could contain the contributions from the tip

and sample, since both are being illuminated when the excitation beam is centered at

the junction. However, it was found that the time constant for the second exponential

was really large in many cases, suggesting that, instead of a second exponential, a

linear term should be included to represent the cumulative heating of the elements

over time. This again suggests that the tip expansion is negligible compared to the

sample expansion which is the one that dominates. Therefore, the data was fitted

with an equation of the form

∆Z = Az(1 − exp (−t/τ)) + kt , (9.2)

where the linear term k was added to account for the continuous heating up of

the sample and sample holder due to the absorption of multiple laser pulses over

time. The exponential plus the linear term fits are shown with colored solid lines

in Fig. 9.3. Table 9.1 summarizes the numerical values obtained for Az, τ , and k

in all different cases. The absolute value of these parameters is also presented in

Fig. 9.4. The thermal expansion constant Az shows values from a few nm to tens of
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nm, which are considerable for STM measurements. The time constant values of tens

of seconds show that long waiting times are required between measurements every

time the pump power changes. The linear term k values of a few pm are small and

might only be important for high-accuracy measurements.

A deeper analysis would be required to estimate the exact values expected from

these experiments, since there are unknown variables, such as the actual volume

of material being heated in each case which depends on the sample geometry, or the

relative position of the pump beam, which complicates the analysis. However, a simple

approach can also provide insight into this data. For example, the one-dimensional

thermal expansion is described by

∆L = α(∆T )L = α

(︃
Q

mC

)︃
L , (9.3)

where α is the linear expansion coefficient, ∆T is the temperature change, L is the

length of the material, Q is the energy absorbed, m is the material mass, and C is

the specific heat capacity. Table 9.2 summarizes some of these parameters for the

different materials.

Material
Temp.
K

n
real

κ
imag.

Thermal
exp. coeff.

10−6K−1

Thermal
conductivity

Wm−1K−1

Specific
heat cap.

Jg−1K−1

Au 293 0.188 [248] 5.39 [248] 14.2 318 0.126

GaAs
p-type 293 3.68 [249] 0.089 [249] 5.5* [250] 49 [251] 0.327

GaAs
p-type 120 3.68 [249] 0.089 [249] 2.5* [250] 125 [251] 0.327

GaAs
n-type 120 3.68 [249] 0.089 [249] 2.5* [250] 125 [251] 0.327

GaN
undoped
autodoped 120 2.346 [249] 0 [249] 1.0 [252] 110** [253] 0.49

W 293 3.56 [248] 2.73 [248] 4.5 [238] 173 0.134

Table 9.2: Thermal-related properties of materials. *Values for an undoped sample.
**Values for a 3 × 1017 cm−1 n-doping concentration.

We can assume that the incident energy Qinc on all samples is the same; however,

the absorbed energy Q will be different for each case. The incident beam can be

reflected, transmitted or absorbed by the material. The reflectance R, transmittance

T and absorptance A follow the equation R + T + A = 1. The reflectance can be
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Figure 9.4: Numerical values obtained from the fits to the experimental data for a)
/Az/, b) τ , and c) /k/.
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calculated using Fresnel equations

Rs =

⃓⃓⃓⃓
⃓⃓⃓⃓n1 cos θi − n2

√︃
1 −

(︂
n1

n2
sin θi

)︂2
n1 cos θi + n2

√︃
1 −

(︂
n1

n2
sin θi

)︂2
⃓⃓⃓⃓
⃓⃓⃓⃓
2

, (9.4)

Rp =

⃓⃓⃓⃓
⃓⃓⃓⃓n1

√︃
1 −

(︂
n1

n2
sin θi

)︂2
− n2 cos θi

n1

√︃
1 −

(︂
n1

n2
sin θi

)︂2
+ n2 cos θi

⃓⃓⃓⃓
⃓⃓⃓⃓
2

, (9.5)

where n1 and n2 are the complex refractive indices of the two mediums at the interface,

and θi is the incidence angle. The reflectance of the different samples was calculated

for a 50◦ incidence angle, an 800 nm wavelength, and a p and s-polarized pump beam.

The transmittance of the samples is null because they are thick enough to absorb the

full intensity entering the sample, and the absorptance can be directly calculated as

A = 1−R. The GaN sample is the only exception since it does not absorb the 800 nm

radiation. The results are presented in Table 9.3. The actual energy absorbed in each

case can then be calculated as Q = AQinc.

Au GaAs GaN W GaAs sidewall

p-pol s-pol p-pol s-pol p-pol s-pol p-pol s-pol p-pol s-pol

Reflectance 0.963 0.985 0.173 0.486 0.053 0.303 0.923 0.967 0.233 0.424

Absorptance 0.037 0.015 0.828 0.514 0 0 0.077 0.033 0.767 0.576

Table 9.3: Reflectance R and absorptance A of the samples for a 50◦ incidence angle,
800 nm wavelength, and a p and s-polarized beam. The W tip and GaAs sidewall
cases had an incidence angle of 40◦.

If we assume that the mass and length are the same for all samples, we can set

QincL/m = 1, and Eq. 9.3 reduces to ∆L = α
(︁
A
C

)︁
. The relative expansion using the

reduced formula was estimated for each case with the values from Tables 9.2 and 9.3,

and the results are presented in Fig. 9.5.

Despite the simplicity of this approach, the estimated relative expansion from

this plot presents some similarities with Fig. 9.4a, showing that this technique has

the potential to study the thermal changes of samples in situ with the STM. It

provides the means to measure and quantify the thermal expansion/contraction from

different samples when an ultrafast 800 nm laser is involved, and can be used to

identify materials that minimize the thermal changes. In this case, p-type GaN was
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Figure 9.5: Relative thermal expansion of different materials calculated with Eq. 9.3
and the values from Tables 9.2 and 9.3. The x-axis was adjusted to match that of
Fig. 9.4a for comparison.

the material least affected by laser power changes, which suggests that wide bandgap

semiconductors would be ideal to be used as substrates for this type of experiments.

Furthermore, time constants of tens of seconds and up to ∼ 100 s were measured in

these experiments. These time constants are critical to consider for the sampling time

used in experiments where the beam power is varied.

9.2 Laser-induced thermal expansion of the tip

The thermal expansion of the tip can also be analyzed when the pump beam is

centered on its shaft, which is illustrated in Fig.9.6a (case A). The effective power

incident on the tip shaft can be calculated as the integral in spherical coordinates of

the incident beam intensity, which is described by a Gaussian distribution as follows

Pinc =

∫︂ θ′

0

∫︂ r′

0

I0

(︃
w0

w(z)

)︃2

exp

(︃
−2r2

w(z)2

)︃
rdrdθ , (9.6)

where r is the radial distance from the beam axis, w(z) is the beam radius at a

distance z from the focus, w0 = w(0) is the beam waist radius, I0 = 2P0/(πw
2
0) is

the intensity at the center of the beam, and P0 is the total beam power. Assuming

that the tip shaft is at the focal point of the beam, one can evaluate the integral of

Eq. 9.6 with w(z) = w0 = 108µm (our beam spot diameter was 216µm) to obtain

an expression for the incident power as a function of radius r′ and angular range θ′

as follows

P (r′, θ′) =
θ′

2π

[︃
1 − exp

(︃
−2(r′)2

w2
0

)︃]︃
P0 . (9.7)
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To calculate the incident power on the tip shaft, one can use r′ = 125µm and

θ′ = 2π, since the diameter of the tip shaft is 0.25 mm and the illuminated area

covers a full circle. Therefore, Pinc = 0.93P0. When the pump beam is centered

at the tip apex, the angular range is reduced, since only a portion of a circle is

being illuminated (Fig.9.6a, case B). Using an optical image of the tip apex with a

magnification of 80x (Fig.9.6b), the conical angle of the tip shape was estimated to

be 10◦. The incident power when the beam is at the junction can then be calculated

with r′ = 125µm and θ′ = π/18, and the result is Pinc = 1
36

0.93P0, which is 36 times

less than when the tip shaft is illuminated directly.

(a) (b)

Figure 9.6: Photographs of a tungsten tip from an optical microscope. a) Two points
on the tip are highlighted, where the pump beam is illuminating the tip shaft (A)
and the tip apex (B). b) A zoomed-in image of the tip apex where the angle of the
conic shape can be measured.

The incident energy would be 36 times smaller for case B, however, the temperature

change induced by each unit of absorbed energy will differ for the two cases due to

geometrical differences. For example, the thermal dissipation in case B would be lower

because of the reduced volume surrounding the tip apex, which translates into higher

temperatures. A proper simulation with Finite Element Analysis (FEA) would be

required to accurately compare the two cases. Nevertheless, the total expansion for

case A in Fig. 9.3 (bottom center) was ∼ 6.5 nm, but the combined expansion of the

tip and GaN for case B (middle left) was less than ∼ 0.5 nm, which is at least 10 times

smaller. This estimate, combined with the results from the previous section, suggests

that the thermal expansion of W tips, induced by laser heating in STM experiments,

is small when the laser beam is focused at the junction; and the main concern should

be the thermal expansion of the sample in question.

144



Chapter 10

Home-built ambient THz-STM
system

Reliable STM systems can be found commercially available for a variety of applica-

tions, however, the acquisition cost can be an entry barrier for some research groups

who would like to try and test these systems in new experimental setups. A possible

solution is to build the STM in-house, which can greatly reduce the cost. Even though

the performance of a home-built STM might not be the best, it can be a first step

to test new ideas. Furthermore, a home-built STM can be designed having in mind

the needs and limitations of a specific application, which facilitates its integration

with other systems. This reasoning motivated the construction of an ambient STM

to study the coupling of THz pulses on STM tips, which is the project that will be

discussed in this chapter.

10.1 Design and construction

A simple setup was built to study how the THz pulses are coupled to the STM tip. The

goal was to study the THz-induced current when different tips were illuminated with

THz pulses under different conditions. To control the tip-sample distance, a linear

micrometer positioner was used for the coarse approach in combination with a linear

piezo stage for the fine approach, as shown in Fig. 10.1. However, the capabilities

of this setup were limited and considerable vibrational noise and thermal drifts were

observed. For these reasons, the project evolved into the design and construction of a

fully functional STM that would be more stable, and that could be easily integrated

with an optical setup to perform THz-STM studies under ambient conditions.

A custom STM can provide more stable tip-sample distances if it is built with

a robust structure to reduce high-frequency vibrations and a damping system to
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(a) (b)

(c)

Figure 10.1: Initial setups that were used to study the coupling of THz pulses onto the
STM tip. a) Photograph of the initial setup with a piezo stage for a linear approach
mechanism. b) CAD model of the first version of the ambient STM showing the main
parts of the system. c) Photograph of the fully functional STM.
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reduce low-frequency vibrations. Additionally, the thermal drift can also be reduced

by selecting the proper materials for its construction. The STM head was designed

to provide easy access to the STM junction from two opposite sides, as shown in

Fig. 10.1c. Having a clear space around the junction gives easy access to illuminate the

tunnel junction with free-space-propagating radiation, for example, to perform pump-

probe experiments. Additionally, the scattered radiation or the photoluminescence

from the STM junction at different angles can also be collected.

A simplified schematic of the electronics used to control the STM is presented in

Fig. 10.2. The microcontroller printed circuit board (PCB), the preamp PCB, and

the basic software with a user interface to operate the STM, were purchased from

Daniel Berard, a physics PhD student at McGill University (Montreal) at the time.

Figure 10.2: Simplified schematic of the electronics used in the ambient STM.

The microcontroller is a Teensy 3.2, a 32bit Arduino-compatible microcontroller

that operates at 72 MHz. It controls the position of the piezo scanner and its output

goes into a digital-to-analog converter (DAC), which is a DAC8814 4-channel 16-bit

multiplying DAC. The use of sigma-delta modulation increases the effective resolution

of the DAC to 20-bit. The signals then go into a piezo driver that converts the signals

from Cartesian coordinates into four 1V signals for each one of the piezo scanner

electrodes. These 4 signals are then amplified 250 times by a TD250 six-channel

amplifier (PiezoDrive) before they go into the piezo scanner. The piezo scanner was

built in the lab with a piezo radial tube (Boston Piezo-Optics Inc.) made of PZT-5A.

It has an outer diameter of 0.250 in, a wall thickness of 0.025 in and a length of 0.5 in.

The piezo tube has electroless nickel electrodes; one internal, which is connected to

ground, and 4 external, which are connected to the high-voltage signals that control

the displacement of the piezo scanner. The coupling pieces, used to attach the piezo

scanner to the STM head frame and to retain the tip-holder, were machined out
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of glass-mica ceramic rods, also known as Macor. This material presents a thermal

expansion similar to that of PZT-5A which helps minimize the thermal drift at the

junction[254].

An estimation for the axial and lateral displacement of a piezo tube, respectively,

is given by

∆Laxial = d31(GS)
l

t
V , (10.1)

∆Llateral = 0.9d31(GS)
l2

(ID + t)t
V , (10.2)

where l is the tube length, t is the wall thickness, ID is the internal diameter of

the tube, V is the voltage applied to the electrodes, and d31(GS) is the transverse

piezoelectric deformation coefficient (d31(GS) = −171 pm/V for PZT-5A).

The HV amplifier (PiezoDrive TD250-SGL) can supply up to ±250 V which trans-

lates into a vertical range of 1.7µm and a horizontal range of 3.4µm, from a total

potential difference of 500 V. Dividing these numbers by the resolution of the DAC

gives a minimum step size of 1.6 pm and 3.2 pm in the vertical and horizontal axis,

respectively.

The STM tip-holder is electrically connected to the preamp with an ultra-miniature

coaxial cable type SC (Lake Shore Cryotronics, Inc. LSCC-SC-25). The Teflon outer

jacket of this cable was stripped off to make it more flexible, and the cable was

kept as short as possible to reduce its capacitance. The coax shield helps to reduce

any pickup noise from the environment, since this part of the circuit is the most

sensitive. The preamp PCB has an OPA124 low-noise precision difet operational

amplifier connected as a current-to-voltage converter. It can measure a minimum

current of 1 pA and can handle a maximum current of ±10 nA, with a bandwidth of

32 kHz. Feedback resistors of 100 MΩ and 1 GΩ are used to set the current-to-voltage

gain at 108 and 109, respectively. The tunneling current signal from the preamp then

goes into a LTC2326-16 16-bit pseudo-differential analog-to-digital converter (ADC)

and then into the microcontroller to be used as reference for the feedback loop.

The body of the STM and the frame for the STM head were machined out of 17-4

PH Stainless Steel. The coarse approach of the tip to the sample is achieved with

motor-controlled ultra-fine-thread thumb screws that provide a vertical range of 5 mm

and a step size of 61 nm. New routines and functionalities had to be implemented

into the original software to perform basic STS measurements such as I−V and I−z
curves, which provided a fully functional STM.

This first version of the STM (Fig. 10.1c) was able to acquire topographic images
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Figure 10.3: STM and STS preliminary results from nanotubes on an HOPG
substrate, with the first version of the ambient STM. a) STM image of a single
nanotube over an atomic step of HOPG. b) Experimental data for an ITHz − ETHz

curve on HOPG with a gold tip. c) THz-STM imaging of a SWCNT on HOPG.
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with sub-nanometer resolution, such as Fig. 10.3a where a single carbon nanotube

and a single step in the HOPG are shown. Free-space propagating THz pulses

were also successfully coupled to the STM junction and ITHz − ETHz curves on the

HOPG substrate were acquired by lock-in detection (Fig. 10.3b). Furthermore, a

THz-STM image of a SWCNT was successfully obtained, as shown in Fig. 10.3c. The

topography, the DC current, and the THz-induced current are presented from left

to right, respectively. The topography follows the contour of the nanotube, while

the DC current channel is technically plain, which indicates that the noise level is

the same on the nanotube and the substrate. The last image on the right shows a

contrast in the THz-induced current between the nanotube and the substrate. This

contrast does not appear in the DC current channel, proving that the signal is actually

induced by the THz pulses and not caused by random noise. Moreover, there is a gray

fringe in the middle of the THz-STM image where the generation of THz pulses was

turned off, which eliminated the THz-induced signal from both the nanotube and the

substrate. Although these were just preliminary results, they proved that THz-STM

experiments were possible with this system. Unfortunately, this version of the STM

could not be properly calibrated because images with atomic resolution could not be

obtained due to vibrational and electrical noise in the system, which led to a redesign

of the STM.
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Figure 10.4: Redesign of the STM head using finite-element analysis simulations
that helped to reduce vibrational modes and to improve the STM performance. a)
Finite-element analysis simulation to improve the STM head design. b) Comparison
of the vertical displacement of the piezo scanner due to structural vibrational modes
on the two STM head designs.

A second version of the ambient STM head was designed using finite-element

analysis simulations (Autodesk Inventor 2019) to reduce vibrations on the piezo
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Figure 10.5: Final ambient STM design. The STM core is suspended on springs,
and the bottom part forms a vibration damping system based on eddy currents. The
STM core is lifted vertically in the image to clearly show the parts of the vibration
damping system.
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scanner (Fig. 10.4a). This new structural design suppressed the vibrational modes

between 10 and 17 kHz, and moved the main peak to a higher frequency (∼ 24 kHz),

as shown in Fig. 10.4b. Additionally, to minimize low-frequency vibrations, longer

stainless steel springs were used, and a vibration isolation system, based on eddy

currents damping, was also integrated into the system, as shown in Fig. 10.5. This

new ambient STM system had better performance and was successfully calibrated

using topographic images of HOPG with atomic resolution ( Fig. 10.6a). A THz

beam and a 800 nm pump beam were simultaneously coupled to the STM junction to

perform pump-probe experiments. This provided the capability to perform electron

photoemission experiments to study the THz near-field waveform at the tip under

ambient conditions. In Fig. 10.6b, an example of a THz waveform that was acquired

using this technique is presented. This result demonstrated that the custom-built

STM was also capable of performing ultrafast pump-probe experiments.
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Figure 10.6: Experimental results acquired with the second version of the ambient
STM system. a) STM image of HOPG with atomic resolution, acquired with VDC =
0.2 V, IDC = 1 nA and a gold tip. b) THz-induced photoemission current as a function
of optical-pump THz-probe delay time. The THz near field waveform was acquired
with VDC = 4 V, ETHz,pk = 480 V/cm, Ppump,avg = 95 mW and a gold tip ∼ 500 nm
away from an HOPG sample.

The ambient THz-STM was designed to be flexible and portable in order to be used

in different experimental and optical setups. It was built using primarily off-the-shelf

components, and its design provides rapid tip and sample turnaround times. The

STM system has proven to be useful and has already been used by Christina Strilets

to study Au nanoislands on an HOPG substrate (Fig. 10.7), among other samples.

The ambient STM is currently being integrated to work with a mode-locked Coherent

Mira system that provides 800 nm pulses with 1.3 W of power at a repetition rate of
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Figure 10.7: STM image of 2 nm of Au deposited on HOPG imaged with a PtIr tip
under ambient conditions. The image is 600 nm × 600 nm and was acquired with
VDC = 1 V and IDC = 800 pA. The image was taken by Christina Strilets.

76 MHz, which would improve the signal-to-noise ratio for the THz-STM system.

At this point, the ambient STM is capable of performing all the conventional STM

measurements, but more importantly, it has proven to be a useful tool for studying

the coupling of THz pulses on the STM junction and for performing photoemission

experiments.
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Chapter 11

Conclusions and future outlook

This thesis has reported the study of metals and nanostructures with a recently devel-

oped technique that uses single-cycle terahertz pulses coupled to the tip of a scanning

tunneling microscope (THz-STM) to perform imaging and spectroscopic measure-

ments. Contributions to system characterization and understanding of THz-STM as

a research tool have also been presented, and an STM has been specially designed,

built and tested to be used for THz-STM experiments in ambient conditions. A

wide bandgap semiconductor has been proposed as a substrate candidate suitable for

pump-probe experiments after studying the electron photoemission and the thermal

expansion of metals and semiconductors in the STM induced by ultrafast near-infrared

laser pulses. The required conditions to adequately measure the THz pulse near field

waveform at the apex of the STM tip using the photoemission technique have also

been discussed.

First, using a gold tip on an Au(111) sample, the amplitude of the THz-induced

current signal in the system was experimentally calibrated as described in Chapter

5. The calibration was performed by monitoring the THz-induced current channel

as a function of peak amplitude of the THz pulse electric field while the STM was

operating in the tunneling regime with the feedback loop on, and a small current

setpoint of 2 pA. As the peak electric field increases, the STM tip retracts while

the contribution of the THz-induced current to the total current increases until it

finally reaches the current setpoint previously defined, which provided the calibration

of the system. This also demonstrated the transition between the conventional STM

DC mode and the THz-driven mode. The analysis of the total current and the

THz-induced current as a function of tip-sample distance showed that the apparent

barrier height experienced by the DC fields and the THz fields is different, since

the total current could be accurately described with a bi-exponential function. The

experimental results obtained on the Au(111) and Cu(111) samples agree with the
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fact that the large transient THz-induced voltages and the reduced apparent barrier

heights mainly produce transient tunneling currents in the field emission regime.

THz-STM studies on single-walled carbon nanotubes deposited on an Au(111)

substrate were limited by their damage threshold under the THz fields in our system.

However, on the same sample, graphene dendritic islands were identified and inves-

tigated in Chapter 6. The same spatial resolution was observed from the contour of

graphene islands in STM and THz-STM images. These measurements also showed

that structural defects in the dendritic graphene islands, which have been attributed

to missing carbon atoms, did not follow the same profile in the THz-STM images

as the topography. And an attempt to perform an optical pump-terahertz probe ex-

periment on a single-walled carbon nanotube revealed an undesired electron emission

from the sample substrate.

The electron photoemission in the STM was then investigated in Chapter 7 with

a gold tip and an Au(111) sample. In this configuration, electron emission from the

tip dominates when the optical pump beam is centered at the junction due to the

enhancement and confinement of the fields at the tip apex. The electron emission

was determined to be caused mainly by multiphoton photoemission. Replacing the

gold tip with a tungsten tip, which has a smaller enhancement factor, made the

photoemission from the sample more evident. The near field THz pulse waveform

measured with the photoemission technique in the STM presented high sensitivity

to the position of the optical pump beam and was also affected by the bias voltage

and the photoemission from the sample. A high positive bias voltage ensured that

only the photoemission from the tip was measured, which would follow the THz near

field at the apex. However, eliminating the photoemission from the sample would be

preferred, since that would also facilitate the execution of pump-probe experiments.

The study of photoemission from n-type Si-doped GaAs(110), p-type Zn-doped

GaAs(110) and p-type Zn-doped GaN samples, in Chapter 8, revealed that a wide

bandgap semiconductor with a high work function, such as highly doped p-type GaN,

does not produce a photoemission current under illumination of 800 nm laser pulses.

Furthermore, measurements of thermal expansion in the STM showed that the GaN

sample presented the least thermal expansion. Lack of an atomically flat surface,

potential reactivity with other materials, and difficulty to produce and acquire the

samples, were some of the disadvantages found for the GaN substrate. However,

accurate waveforms of the THz near fields using the photoemission technique were

successfully acquired using the p-type GaN sample as a substrate, which makes it

a potential candidate for future THz-STM experiments. Finally, in Chapter 10, the

design, construction and calibration of an ambient STM specifically developed to be
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used in THz-STM experiments was presented. The home-built microscope proved its

capability to perform as a conventional STM, and preliminary results from THz-STM

experiments have also been presented.

Many aspects of the experiments presented here could be further improved. For

example, the STM temperature could be decreased to a few K with the use of

liquid helium, which would reduce thermal noise and would improve the stability

of nanostructures, and the performance of the system in general, during the exper-

iments. The beam spot size of the optical pump beam could be reduced to achieve

higher peak intensities and to reduce the area being illuminated at the junction.

The beam alignment could also be more accurate with the use of mirrors with

positioning actuators that are remotely controlled. The signal-to-noise ratio would

be improved with a pulsed laser operating in the MHz range. Regarding the research

field in general, several different avenues can be further explored. The application of

THz-STM imaging to identify surface features or defects that are not distinguishable

in the topographic images has great potential. The accurate control of electron

photoemission from a tip and the subsequent manipulation of the electron bunch

with a THz pulse field is a technique that can be applied in a transmission electron

microscope, which can achieve a higher spatial resolution than the STM. Finding an

alternative wide bandgap semiconductor that could be used as a substrate but does

not have the disadvantages mentioned for the GaN sample, would definitely impact

the performance of pump-probe experiments and would facilitate the measurement of

the THz near field waveform with the photoemission technique. And eventually, the

study of carrier dynamics in individual nanostructures with high spatial and temporal

resolution should be achievable in the THz-STM system.
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[6] C. Böhm, “Electric force microscopy: Gigahertz and nanometer measurement
tool”, Microelectronic Engineering, vol. 31, no. 1-4, pp. 171–179, Feb. 1996.
Available: https://doi.org/10.1016/0167-9317(95)00340-1.

[7] Y. Martin and H. K. Wickramasinghe, “Magnetic imaging by “force microscopy”
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Appendix A: SEMITIP Matlab
code

A.1 SEMITIP.m

f u n c t i o n varargout = SEMITIP( vararg in )
% S E M I T I P M A T L A B c o d e for S E M I T I P . fig

% SEMITIP , by itself , c r e a t e s a new S E M I T I P or r a i s e s the e x i s t i n g

% s i n g l e t o n *.

%

% H = S E M I T I P r e t u r n s the h a n d l e to a new S E M I T I P or the h a n d l e to

% the e x i s t i n g s i n g l e t o n *.

%

% S E M I T I P ( ’ C A L L B A C K ’ , hObject , e v e n t D a t a , handles , . . . ) c a l l s the l o c a l

% f u n c t i o n n a m e d C A L L B A C K in S E M I T I P . M w i t h the g i v e n i n p u t a r g u m e n t s .

%

% S E M I T I P ( ’ P r o p e r t y ’ , ’ Value ’ ,...) c r e a t e s a new S E M I T I P or r a i s e s the

% e x i s t i n g s i n g l e t o n *. S t a r t i n g f r o m the left , p r o p e r t y v a l u e p a i r s are

% a p p l i e d to the GUI b e f o r e S E M I T I P _ O p e n i n g F c n g e t s c a l l e d . An

% u n r e c o g n i z e d p r o p e r t y n a m e or i n v a l i d v a l u e m a k e s p r o p e r t y a p p l i c a t i o n

% s t o p . All i n p u t s are p a s s e d to S E M I T I P _ O p e n i n g F c n via v a r a r g i n .

%

% * See GUI O p t i o n s on GUIDE ’ s T o o l s m e n u . C h o o s e " GUI a l l o w s o n l y one

% i n s t a n c e to run ( s i n g l e t o n ) ".

%

% See a l s o : GUIDE , GUIDATA , G U I H A N D L E S

% E d i t the a b o v e t e x t to m o d i f y the r e s p o n s e to h e l p S E M I T I P

% L a s t M o d i f i e d by G U I D E v2 .5 04 - Jan - 2 0 2 2 1 5 : 1 6 : 0 8

% B e g i n i n i t i a l i z a t i o n c o d e - DO NOT E D I T

gu i S i ng l e t on = 1 ;
gu i S t a t e = s t ru c t ( ’ g u i _ N a m e ’ , mfilename , . . .

’ g u i _ S i n g l e t o n ’ , gu i S ing l e ton , . . .
’ g u i _ O p e n i n g F c n ’ , @SEMITIP OpeningFcn , . . .
’ g u i _ O u t p u t F c n ’ , @SEMITIP OutputFcn , . . .
’ g u i _ L a y o u t F c n ’ , [ ] , . . .
’ g u i _ C a l l b a c k ’ , [ ] ) ;

if n a r g i n && i s cha r ( vararg in {1})
gu i S t a t e . gu i Ca l lback = s t r 2 func ( vararg in {1}) ;

end

if n a r g o u t

[ varargout {1 : n a r g o u t } ] = gui mainfcn ( gu i State , vararg in { :} ) ;
e l s e

gui mainfcn ( gu i State , vararg in { :} ) ;
end

% End i n i t i a l i z a t i o n c o d e - DO NOT E D I T

% - - - E x e c u t e s j u s t b e f o r e S E M I T I P is m a d e v i s i b l e .

f u n c t i o n SEMITIP OpeningFcn ( hObject , eventdata , handles , vararg in )
% T h i s f u n c t i o n has no o u t p u t args , see O u t p u t F c n .

% h O b j e c t h a n d l e to f i g u r e

% e v e n t d a t a r e s e r v e d - to be d e f i n e d in a f u t u r e v e r s i o n of M A T L A B

% h a n d l e s s t r u c t u r e w i t h h a n d l e s and u s e r d a t a ( see G U I D A T A )

% v a r a r g i n c o m m a n d l i n e a r g u m e n t s to S E M I T I P ( see V A R A R G I N )

% C h o o s e d e f a u l t c o m m a n d l i n e o u t p u t for S E M I T I P

handles . output = hObject ;

% set ( h a n d l e s . figure1 , ’ units ’ , ’ n o r m a l i z e d ’ , ’ p o s i t i o n ’ , [ 0 . 0 5 0 . 1 5 0.9 0 . 8 ] )

% h a n d l e s . u i c t r l _ i n f o = u i c o n t r o l ( . . .

% ’ style ’ , ’ edit ’ ,...

% ’ max ’ ,2 ,... % < - the t r i c k ...

% ’ h o r i z o n t a l a l i g n m e n t ’ , ’ left ’ ,...

% ’ F o n t U n i t s ’ , ’ n o r m a l i z e d ’ ,...
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% ’ Units ’ , ’ n o r m a l i z e d ’ ,...

% ’ string ’ ,{ ’ foo1 ’ , ’ foo2 ’}) ;

% h a n d l e s . u i c t r l _ i n f o = u i c o n t r o l ( ’ p o s i t i o n

’ , [ 0 . 4 3 5 6 7 9 6 1 1 6 5 0 4 8 5 4 , 0 . 0 1 9 5 4 8 8 7 2 1 8 0 4 5 1 1 2 8 , 0 . 5 4 9 7 5 7 2 8 1 5 5 3 3 9 8 , 0 . 9 0 3 7 5 9 3 9 8 4 9 6 2 4 0 7 ] ) ;

cus tom fo lde r=’ ./ C u s t o m _ I n p u t s ’ ;
s t r=Load Filenames ( cus tom fo lde r ) ;
set ( handles . custom inputs , ’ s t r i n g ’ , [ ’ - L o a d c u s t o m i n p u t s - ’ s t r ] )
handles . i s c y c l e =0;

guidata ( hObject , handles ) ;

if ( get ( handles . custom inputs , ’ v a l u e ’ )>1)
custom inputs Cal lback ( hObject , eventdata , handles )

e l s e

fname=l o a d i n p u t s f r om f i l e s ( handles ) ;
M=text read ( fname , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
set ( handles . u i c t r l i n f o , ’ s t r i n g ’ ,M)

end

% U I W A I T m a k e s S E M I T I P w a i t for u s e r r e s p o n s e ( see U I R E S U M E )

% u i w a i t ( h a n d l e s . f i g u r e 1 ) ;

% - - - O u t p u t s f r o m t h i s f u n c t i o n are r e t u r n e d to the c o m m a n d l i n e .

f u n c t i o n varargout = SEMITIP OutputFcn ( hObject , eventdata , handles )
% Get d e f a u l t c o m m a n d l i n e o u t p u t f r o m h a n d l e s s t r u c t u r e

varargout {1} = handles . output ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n s emi t ip ve r s i on Crea teFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n custom inputs CreateFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n i n min cyc l e CreateFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n i n s t ep cyc l e Cr ea t eFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n i n s e c pe r f r ame Crea t eFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n in max cyc le CreateFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n in x l im CreateFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n in y l im CreateFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n i n thz po in t s Crea t eFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n in vmax CreateFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n u i c t r l i n f o C r e a t eF cn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n l i s t va r i ab l e pa ram Crea t eFcn ( hObject , eventdata , handles )
if i s p c && i s e qua l ( get ( hObject , ’ B a c k g r o u n d C o l o r ’ ) , get (0 , ’ d e f a u l t U i c o n t r o l B a c k g r o u n d C o l o r ’ ) )

set ( hObject , ’ B a c k g r o u n d C o l o r ’ , ’ w h i t e ’ ) ;
end

f u n c t i o n u i c t r l i n f o C a l l b a c k ( hObject , eventdata , handles )
f u n c t i o n in vmax Cal lback ( hObject , eventdata , handles )
f u n c t i o n i n t h z po i n t s Ca l l b a ck ( hObject , eventdata , handles )
f u n c t i o n i n m in cyc l e Ca l l ba ck ( hObject , eventdata , handles )
f u n c t i o n i n s t e p c y c l e Ca l l b a c k ( hObject , eventdata , handles )
f u n c t i o n i n s e c p e r f r ame Ca l l b a ck ( hObject , eventdata , handles )
f u n c t i o n i n max cyc l e Ca l lback ( hObject , eventdata , handles )
f u n c t i o n i n x l im Ca l lback ( hObject , eventdata , handles )
f u n c t i o n i n y l im Ca l lback ( hObject , eventdata , handles )
f u n c t i o n i s r aw po t en t i a l Ca l l b a c k ( hObject , eventdata , handles )
f u n c t i o n i s band diagram Cal lback ( hObject , eventdata , handles )

set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ off ’ )
f u n c t i o n i s s u r f a c e p o t z Ca l l b a c k ( hObject , eventdata , handles )

set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ on ’ )
f u n c t i o n i s s u r f a c e p o t r C a l l b a c k ( hObject , eventdata , handles )

set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ on ’ )
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f u n c t i o n i s s u r f a c e p o t 3d Ca l l b a c k ( hObject , eventdata , handles )
set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ off ’ )

f u n c t i o n i s c on t ou r s Ca l l b a ck ( hObject , eventdata , handles )
set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ off ’ )

f u n c t i o n i s c h a r g e d en r Ca l l b a ck ( hObject , eventdata , handles )
set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ off ’ )

f u n c t i o n i s c u r r e n t d en s i t y Ca l l b a c k ( hObject , eventdata , handles )
set ( handles . i s r aw po t en t i a l , ’ e n a b l e ’ , ’ off ’ )

% - - - - - - - - - - - - - - - - - - - M A I N F U N C T I O N TO RUN S E M I T I P - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n b tn s i ng l e run Ca l l b a ck ( hObject , eventdata , handles )
f i g s = get (0 , ’ c h i l d r e n ’ ) ;
f i g s ( f i g s == gcf ) = [ ] ; % d e l e t e y o u r c u r r e n t f i g u r e f r o m the l i s t

% c l o s e ( f i g s )

ex e v e r s i on=ge t e x e v e r s i o n ( get ( handles . s em i t i p ve r s i on , ’ v a l u e ’ ) ) ;
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;

d e l e t e ( [ v f o l d e r ’ / f o r t .* ’ ] )
d e l e t e ( [ v f o l d e r ’ / img * ’ ] )

f i l e ID = f o p e n ( [ v f o l d e r ’ / f o r t .9 ’ ] , ’ w ’ ) ;
i n pu t s i n f o=get ( handles . u i c t r l i n f o , ’ s t r i n g ’ ) ;

% b i a s v p o i n t s p o s = f i n d ( not ( c e l l f u n ( ’ isempty ’ , s t r f i n d ( i n p u t s _ i n f o , ’ v o l t a g e points ’) ) ) ) ;

% v a r i a b l e _ t x t = i n p u t s _ i n f o { b i a s v p o i n t s p o s };

% a =( s t r f i n d ( v a r i a b l e _ t x t , ’ ’) ) ;

% if ( i s e m p t y ( a ) ) ; a = l e n g t h ( v a r i a b l e _ t x t ) +1; end

% b i a s v p o i n t s t e x t = v a r i a b l e _ t x t ( a (1) : end ) ;

% i n p u t s _ i n f o { b i a s v p o i n t s p o s }=[ ’1 ’ b i a s v p o i n t s t e x t ];

% set ( h a n d l e s . u i c t r l _ i n f o , ’ string ’ , i n p u t s _ i n f o ) ;

for row = 1 : l e n g t h ( i n pu t s i n f o )
f p r i n t f ( f i l e ID , ’ % s \ n ’ , i n pu t s i n f o {row}) ;

end

f c l o s e ( f i l e ID ) ;
p a u s e ( 0 . 5 )
f l a g = 1;
if ( ismac )

exe path=[ v f o l d e r ’ / ’ ex e v e r s i on ’ . exe ’ ] ;
system ( [ ’ o p e n ’ exe path ] ) ;
if ( handles . i s c y c l e ) add to i n f o ( handles , [ ’ R u n n i n g ’ ] ) ;
e l s e set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ R u n n i n g ’}) ;
end

w h i l e ( f l a g )
p a u s e (1 ) % c h e c k e v e r y _ s e c o n d s

[ q ,w] = system ( [ ’ t a i l - n ’ , n u m 2 s t r (1 ) , ’ ’ , v f o lde r , ’ / f o r t .16 ’ ] ) ;
if ( s t r f i n d (w, ’ P R E S S THE E N T E R KEY TO E X I T ’ ) ) ; f l a g=0; end

i n f o=get ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ) ; i n f o { end }=[ i n f o { end } ’ . ’ ] ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , i n f o ) ;

end

% s y s t e m ([ e x e _ p a t h ])

% w a i t f o r ( m s g b o x ( ’ s e m i t i p _ v 5 . exe e x e c u t e d s u c c e s f u l l y ’) )

e l s e i f ( i s p c )
if ( v f o l d e r==’ ./ v5 ’ )

set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ v5 c u r r e n t l y not s u p p o r t e d in W i n d o w s ’}) ;
r e t u r n

e l s e

exe path=[ v f o l d e r ’ / UoA - ’ ex e v e r s i on ’ . exe ’ ] ;
v f o l d e r = [ pwd s t r r e p ( v f o l d e r ( 2 : end ) , ’ / ’ , ’ \ ’ ) ] ;
exe path = [ pwd s t r r e p ( exe path ( 2 : end −3) , ’ / ’ , ’ \ ’ ) ’ exe ’ ] ;
% r o b o t = j a v a . awt . R o b o t ;

% f l a g = s y s t e m ( e x e _ p a t h )

winopen ( exe path )

if ( handles . i s c y c l e ) add to i n f o ( handles , [ ’ R u n n i n g ’ ] ) ;
e l s e set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ R u n n i n g ’}) ;
end

w h i l e ( f l a g )
% r o b o t . k e y P r e s s ( j a v a . awt . e v e n t . K e y E v e n t . V K _ E N T E R ) ; %// p r e s s " e n t e r " key

% r o b o t . k e y R e l e a s e ( j a v a . awt . e v e n t . K e y E v e n t . V K _ E N T E R ) ; %// r e l e a s e " e n t e r " key

p a u s e (1 ) % c h e c k e v e r y _ s e c o n d s

[ q ,w] = system ( [ ’ p o w e r s h e l l Get - C o n t e n t ’ pwd ’ \ v6 \ f o r t .16 - t a i l 1 ’ ] ) ;
if ( s t r f i n d (w, ’ P R E S S THE E N T E R KEY TO E X I T ’ ) ) ; f l a g=0; end

i n f o=get ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ) ; i n f o { end }=[ i n f o { end } ’ . ’ ] ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , i n f o ) ;
% d i s p ( ’. ’)

end

% d i s p ( ’ Done ’)

% w a i t f o r ( m s g b o x ( ’ s e m i t i p _ v 5 . exe e x e c u t e d s u c c e s f u l l y ’) )

end

e l s e

wa i t f o r (msgbox ( ’ exe f i l e c o u l d not be e x e c u t e d ’ ) ) ;
f l a g=0;
r e t u r n

end

% e x e _ p a t h (3: end )
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i n f o=get ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ) ; i n f o { end }=[ i n f o { end } ’ D o n e ’ ] ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , i n f o ) ;

p a u s e ( 0 . 2 )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - P L O T S R O U T I N E S - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n b tn s i n g l e p l o t Ca l l b a c k ( hObject , eventdata , handles )
b tn p l o t s=get ( get ( handles . btn group p lot s , ’ S e l e c t e d O b j e c t ’ ) , ’ Tag ’ ) ;

switch b tn p l o t s
case ’ i s _ b a n d _ d i a g r a m ’

btn band diagram plot ( handles ) ;
case ’ i s _ c o n t o u r s ’

btn con tou r s p l o t ( handles ) ;
case ’ i s _ s u r f a c e _ p o t _ z ’

if i s f i l e ( ’ p o t e n t i a l _ a t _ s u r f a c e _ v a l u e s . txt ’ ) ; d e l e t e ( ’ p o t e n t i a l _ a t _ s u r f a c e _ v a l u e s . txt ’

) ; end

if i s f i l e ( ’ p o t e n t i a l _ d e c a y _ t a u . txt ’ ) ; d e l e t e ( ’ p o t e n t i a l _ d e c a y _ t a u . txt ’ ) ; end

b t n s u r f a c e p o t z p l o t ( handles ) ;
case ’ i s _ s u r f a c e _ p o t _ r ’

if i s f i l e ( ’ r a d i a l _ p o t e n t i a l _ a t _ s u r f a c e _ F W H M . txt ’ ) ; d e l e t e ( ’
r a d i a l _ p o t e n t i a l _ a t _ s u r f a c e _ F W H M . txt ’ ) ; end

b t n s u r f a c e p o t r p l o t ( handles ) ;
case ’ i s _ s u r f a c e _ p o t _ 3 d ’

handles=b tn su r f a c e po t 3d p l o t ( handles ) ;
case ’ i s _ c h a r g e _ d e n _ z ’

p l o t c h a r g e d e n s i t i e s z ( handles ) ;
case ’ i s _ c h a r g e _ d e n _ r ’

p l o t c h a r g e d e n s i t i e s r ( handles ) ;
case ’ i s _ c u r r e n t _ d e n s i t y ’

if i s f i l e ( ’ c u r r e n t _ d e n s i t y _ d a t a . txt ’ ) ; d e l e t e ( ’ c u r r e n t _ d e n s i t y _ d a t a . txt ’ ) ; end

b tn cu r r e n t d en s i t y p l o t ( handles ) ;
end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=btn band diagram plot ( handles )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
if ˜( e x i s t ( [ v fo lde r , ’ / f o r t .11 ’ ] , ’ f i l e ’ ) ) ;

set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e s not f o u n d for b a n d s d i a g r a m . ’}) ; r e t u r n ;
end

Plot11=l o a d ( [ v f o l d e r ’ / f o r t .11 ’ ] ) ;

[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p H e i g h t ’ , handles ) ;
[ pos biasV thetext ]= g e t c u r r e n t v a l u e o f ( ’ b i a s V ’ , handles ) ;
[ pos bandgap thetext ]= g e t c u r r e n t v a l u e o f ( ’ b a n d g a p ’ , handles ) ;
[ pos Neut ra l i t yLeve l the text ]= g e t c u r r e n t v a l u e o f ( ’ n e u t r a l i t y 1 ’ , handles ) ;
[ pos workF thetext ]= g e t c u r r e n t v a l u e o f ( ’ w o r k F ’ , handles ) ;
[ pos temperature the text ]= g e t c u r r e n t v a l u e o f ( ’ t e m p e r a t u r e ’ , handles ) ;
[ pos t i p r ad i u s the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p R a d i u s ’ , handles ) ;

ou tpu t s i n f o=text read ( [ v f o l d e r ’ / f o r t .16 ’ ] , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
E f tx t=outpu t s i n f o { f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( output s in fo , ’ FERMI - L E V E L ’ ) ) ) ) } ;
Ef=s t r 2 n u m ( E f tx t ( s t r f i n d ( Ef txt , ’ = ’ )+1: end ) ) ;
DeplWidth txt=outpu t s i n f o { f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( output s in fo , ’ D E P L E T I O N W I D T H ’ ) ) )

) } ;
DeplWidth=s t r t r im ( DeplWidth txt ( s t r f i n d ( DeplWidth txt , ’ = ’ )+1: end ) ) ;
xlim=s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) ;
ylim=s t r 2 n u m ( get ( handles . in y l im , ’ s t r i n g ’ ) ) ;
if ( handles . i s c y c l e )

if ( handles . xaxlim max < xlim ) ; handles . xaxlim max=xlim ; end

if ( handles . xaxlim min > −xlim ) ; handles . xaxlim min=−xlim ; end

if ( handles . yaxlim max < ylim ) ; handles . yaxlim max=ylim ; end

if ( handles . yaxlim min > −ylim ) ; handles . yaxlim min=−ylim ; end

xlim=[ handles . xaxlim min handles . xaxlim max ] ;
ylim=[ handles . yaxlim min handles . yaxlim max ] ;

end

energy band diagram ( Plot11 , bandgap , t iphe ight , Ef , Neutra l i tyLeve l , workF , biasV , xlim , ylim ) ;

dopantconc=’ ’ ;
[ pos acceptorconc the text ]= g e t c u r r e n t v a l u e o f ( ’ a c c e p t o r c o n c ’ , handles ) ;
[ pos donorconc the text ]= g e t c u r r e n t v a l u e o f ( ’ d o n o r c o n c ’ , handles ) ;
if ( acceptorconc==0 && donorconc˜=0)

dopantconc=[ ’ D o n o r s c o n c e n t r a t i o n : ’ s p r i n t f ( ’ % 0 . 5 g ’ , donorconc ) ’ cm ^{ -3} ’ ] ;
e l s e i f ( donorconc==0 && acceptorconc ˜=0)

dopantconc=[ ’ A c c e p t o r s c o n c e n t r a t i o n : ’ s p r i n t f ( ’ % 0 . 5 g ’ , acceptorconc ) ’ cm ^{ -3} ’ ] ;
e l s e i f ( donorconc˜=0 && acceptorconc ˜=0)

dopantconc=[ ’ A c c e p t o r s c o n c .: ’ s p r i n t f ( ’ % 0 . 5 g ’ , acceptorconc ) ’ cm ^{ -3} ’ ’ , D o n o r s c o n c .: ’

s p r i n t f ( ’ % 0 . 5 g ’ , donorconc ) ’ cm ^{ -3} ’ ] ;
end

dossconc=’ ’ ;
[ pos doss1 the text ]= g e t c u r r e n t v a l u e o f ( ’ d o s s 1 ’ , handles ) ;
[ pos doss2 the text ]= g e t c u r r e n t v a l u e o f ( ’ d o s s 2 ’ , handles ) ;
if ( doss2==0 && doss1 ˜=0)

dossconc=[ ’ SS : ’ s p r i n t f ( ’ % 0 . 5 g ’ , doss1 ) ’ cm ^{ -2} eV ^{ -1} ’ ] ;
e l s e i f ( doss1==0 && doss2 ˜=0)

dossconc=[ ’ SS : ’ s p r i n t f ( ’ % 0 . 5 g ’ , doss2 ) ’ cm ^{ -2} eV ^{ -1} ’ ] ;
e l s e i f ( doss1˜=0 && doss2 ˜=0)

dossconc=[ ’ 1 st SS : ’ s p r i n t f ( ’ % 0 . 5 g ’ , doss1 ) ’ cm ^{ -2} eV ^{ -1} ’ ’ , 2 nd SS : ’ s p r i n t f ( ’ % 0 . 5 g ’ ,
doss2 ) ’ cm ^{ -2} eV ^{ -1} ’ ] ;

e l s e

% d o s s c o n c =[ ’ S u r f a c e s t a t e s in b a n d g a p : ’ n u m 2 s t r ( d o s s 1 ) ’ cm ^{ -2} eV ^{ -1} ’];

end
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t ex ta r ray={[ ’ B a n d g a p : ’ n u m 2 s t r ( bandgap ) ’ eV ’ ] } ;
% if (~ s t r c m p ( N e u t r a l i t y L e v e l , ’ ’) ) t e x t a r r a y { end +1}=[ ’ C h a r g e n e u t r a l i t y l e v e l : ’ n u m 2 s t r (

N e u t r a l i t y L e v e l ) ’ eV ’]; end

% if (~ s t r c m p ( D e p l W i d t h , ’ ’) ) t e x t a r r a y { end +1}=[ ’ D e p l e t i o n w i d t h : ’ D e p l W i d t h ’ nm ’]; end

if (˜ s t r c m p ( dopantconc , ’ ’ ) ) t ex ta r ray { end+1}=dopantconc ; end

% if (~ s t r c m p ( d o s s c o n c , ’ ’) ) t e x t a r r a y { end + 1 } = d o s s c o n c ; end

if ( dossconc ˜=””)
t ex ta r ray { end+1}=dossconc ;

end

t ex ta r ray { end+1}=[ ’ T e m p e r a t u r e : ’ n u m 2 s t r ( temperature ) ’ K ’ ] ;
t ex ta r ray { end+1}=[ ’ T i p R a d i u s : ’ n u m 2 s t r ( t i p r ad i u s ) ’ nm ’ ] ;
t e x t (− abs ( xlim (1) ) ∗0 .95 , abs ( ylim (1) ) , textarray , ’ V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
g au s s d i s t (0 , abs ( xlim (1) ) /10 , handles ) ;

if ( handles . i s c y c l e )
a x i s s=a x i s ;
if ( handles . xaxlim max < ax i s s (2 ) ) ; handles . xaxlim max=ax i s s (2 ) ; end

if ( handles . xaxlim min > ax i s s (1 ) ) ; handles . xaxlim min=ax i s s (1 ) ; end

if ( handles . yaxlim max < ax i s s (4 ) ) ; handles . yaxlim max=ax i s s (4 ) ; end

if ( handles . yaxlim min > ax i s s (3 ) ) ; handles . yaxlim min=ax i s s (3 ) ; end

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn con tou r s p l o t ( handles )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .2* ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e s not f o u n d for p o t e n t i a l c o n t o u r s . ’

}) ; r e t u r n ; end

f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p H e i g h t ’ , handles ) ;
[ pos t i p r ad i u s the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p R a d i u s ’ , handles ) ;
[ pos biasV thetext ]= g e t c u r r e n t v a l u e o f ( ’ b i a s V ’ , handles ) ;
[ pos t ipshank the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p S h a n k ’ , handles ) ;
miny=0;
ou tpu t s i n f o=text read ( [ v f o l d e r ’ / f o r t .16 ’ ] , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
c on t spa c tx t=outpu t s i n f o { f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( output s in fo , ’ C O N T O U R S P A C I N G ’ ) ) ) )

} ;
contour spac ing=s t r 2 n u m ( c on t spa c tx t ( s t r f i n d ( cont spac txt , ’ = ’ )+1: end ) ) ;
cont spac minmax txt=outpu t s i n f o { f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( output s in fo , ’ P O T E N T I A L

V A L U E S ’ ) ) ) ) } ;
contour spacing minmax=(cont spac minmax txt ( s t r f i n d ( cont spac minmax txt , ’ = ’ )+1: end ) ) ;
contour spacing minmax=s p l i t ( contour spacing minmax ,” ”) ;
contour spacing minmax=contour spacing minmax (˜ c e l l f u n ( ’ i s e m p t y ’ , contour spacing minmax ) ) ;
minPotent ia l=s t r 2 n u m ( contour spacing minmax {1}) ;
maxPotential=s t r 2 n u m ( contour spacing minmax {2}) ;
d i s p ( [ ’ b i a s V : ’ n u m 2 s t r ( biasV ) ’ V , min : ’ n u m 2 s t r ( minPotent ia l ) ’ , max : ’ n u m 2 s t r ( maxPotential )

] )
C = { ’ k ’ , ’ r ’ , ’ m ’ , ’ b ’ , ’ c ’ , ’ g ’ , ’ y ’ , [ . 5 . 6 . 7 ] , [ . 8 . 2 . 6 ] , [ . 3 . 2 . 6 ] } ;
xl im=s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) ;
ylim=s t r 2 n u m ( get ( handles . in y l im , ’ s t r i n g ’ ) ) ;
% if ( biasV <0) ; C =[ C {1} f l i p ( C (2: l e n g t h ( f i l e s ) ) ) ]; end

contourCount=l e n g t h ( f i l e s ) ;
f i d = f o p e n ( [ v f o l d e r ’ / ’ f i l e s (2 ) . name ] ) ;
f i r s tContourMin=textscan ( f id , ’ % s % s ’ , 1) ;
f c l o s e ( f i d ) ;
f i d = f o p e n ( [ v f o l d e r ’ / ’ f i l e s ( contourCount ) . name ] ) ;
lastContourMin=textscan ( f id , ’ % s % s ’ , 1) ;
f c l o s e ( f i d ) ;
f i e l dP en e t r a t i o n=9E9 ;
vo l tageAtSur face =0;
voltageAtSurfaceMin=9E9 ;

Plot22=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot221= [− f l i p u d ( Plot22 ( : , 1 ) ) ; Plot22 ( : , 1 ) ] ;
Plot222= −[ f l i p u d ( Plot22 ( : , 2 ) ) ; Plot22 ( : , 2 ) ] ;
l e g end In fo {1} = [ ’ Tip ’ ] ;
p l o t ( Plot221 , Plot222 , ’ c o l o r ’ ,C{1} , ’ L i n e W i d t h ’ , 1 . 2 )
h o l d on
if ( min ( Plot222 )<miny ) ; miny=min ( Plot222 ) ; end

for i =2: contourCount
if ( minPotent ia l+maxPotential >0)

customIndex=contourCount−i +2;
e l s e

customIndex=i ;
end

Plot22=l o a d ( [ v f o l d e r ’ / ’ f i l e s ( customIndex ) . name ] ) ;
Plot221= [− f l i p u d ( Plot22 ( : , 1 ) ) ; Plot22 ( : , 1 ) ] ;
Plot222= −[ f l i p u d ( Plot22 ( : , 2 ) ) ; Plot22 ( : , 2 ) ] ;
if ( min ( Plot222 )<f i e l dP en e t r a t i o n ) ; f i e l dP en e t r a t i o n=min ( Plot222 ) ; end

if ( abs ( Plot222 (1) )<voltageAtSurfaceMin ) ; voltageAtSurfaceMin=abs ( Plot222 (1) ) ; vo l tageAtSur face
=biasV ; end

p l o t ( Plot221 , Plot222 , ’ c o l o r ’ ,C{contourCount−i +2})
if ( minPotent ia l+maxPotential >0)

l egend In fo { i } = [ n u m 2 s t r ( minPotent ia l+( i −1)∗ contour spac ing , 3 ) ’ V ’ ] ;
e l s e

l e g end In fo { i } = [ n u m 2 s t r ( maxPotential −( i −1)∗ contour spac ing , 3 ) ’ V ’ ] ;
end

h o l d on
if ( min ( Plot222 )<miny ) ; miny=min ( Plot222 ) ; end

end
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if ( minPotent ia l+maxPotential >0)
l egend In fo {contourCount+1} = [ n u m 2 s t r ( maxPotential , 3 ) ’ V ( S a m p l e ) ’ ] ;

e l s e

l e g end In fo {contourCount+1} = [ n u m 2 s t r ( minPotential , 3 ) ’ V ( S a m p l e ) ’ ] ;
end

% d i s p ([ n u m 2 s t r ( b i a s V ) ’ , ’ n u m 2 s t r ( f i e l d P e n e t r a t i o n ) ]) % D i s p l a y s ( biasV , f i e l d P e n e t r a t i o n )

% d i s p ([ ’ V o l t a g e at s u r f a c e : ’ n u m 2 s t r ( v o l t a g e A t S u r f a c e ) ]) % D i s p l a y s ( biasV , f i e l d P e n e t r a t i o n )

ax i s s=a x i s ;
a x i s ([− xlim xlim −ylim ylim ] ) ;
p l o t ( [ a x i s s (1 ) a x i s s (2 ) ] , [ 0 0 ] , ’ k ’ , ’ L i n e W i d t h ’ , 1 . 2 )
l e g e n d ( l egendIn fo , ’ l o c a t i o n ’ , ’ s o u t h w e s t ’ , ’ A u t o U p d a t e ’ , ’ off ’ ) ;
p l o t ( [ a x i s s (1 ) a x i s s (2 ) ] , [ t i ph e i gh t t i ph e i gh t ] , ’ - - k ’ )
t i t l e ( [ ’ E q u i p o t e n t i a l c o n t o u r s ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm , B i a s V : ’ n u m 2 s t r ( biasV ) ’ V )

’ ] )
x l a b e l ( ’ r a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ z - d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
t e x t (0 ,− ylim+ylim ∗ 0 . 1 , [ ’ S A M P L E ’ ] , ’ f o n t s i z e ’ ,14 , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ c e n t e r ’ )
t e x t (0 , ylim−ylim ∗ 0 . 1 , [ ’ TIP ’ ] , ’ f o n t s i z e ’ ,14 , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ c e n t e r ’ )
t e x t ( xlim ∗0.9 ,− ylim ∗0 . 9 ,{ [ ’ Tip r a d i u s : ’ n u m 2 s t r ( t i p r ad i u s ) ’ nm ’ ] ; [ ’ Tip s h a n k : ’ n u m 2 s t r (

t ipshank ) ]} , ’ V e r t i c a l A l i g n m e n t ’ , ’ b o t t o m ’ , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=b t n s u r f a c e p o t z p l o t ( handles )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .11 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for s u r f a c e p o t e n t i a l s . ’})

; r e t u r n ; end

xlim=min ( s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) ) ;
f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
Plot11=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot111= Plot11 ( : , 1 ) ;
if (˜ get ( handles . i s r aw po t en t i a l , ’ V a l u e ’ ) )

Plot112= −(Plot11 ( : , 2 )−Plot11 (1 ,2 ) ) ;
raw text=’ ’ ;

e l s e

Plot112= Plot11 ( : , 2 ) ;
raw text=’ , Raw ’ ;

end

% P l o t 1 2 3 = P l o t 1 2 (: ,3) ;

p l o t ( Plot111 , Plot112 , ’ L i n e W i d t h ’ , 1 . 5 , ’ D i s p l a y N a m e ’ , ’ S E M I T I P s i m u l a t i o n ’ ) ; h o l d on ;
% set ( c , ’ f o n t s i z e ’ ,12) ;

[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
[ pos t i p r ad i u s the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p R a d i u s ’ , handles ) ;

a x i s ([− t i ph e i gh t ∗2 xlim min ( Plot112 ) max ( Plot112 ) ] ) ;
a x i s s=a x i s ;

[M, I ] = min ( abs ( Plot111 ) ) ;
s u r f a c e p o t e n t i a l=Plot112 ( I ) ;
t e x t ( xlim , s u r f a c e p o t e n t i a l , [ n u m 2 s t r ( s u r f a c e p o t e n t i a l ) ’ eV ’ ] , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
d l m w r i t e ( ’ p o t e n t i a l _ a t _ s u r f a c e _ v a l u e s . txt ’ , s u r f a c e p o t e n t i a l , ’ - a p p e n d ’ , ’ n e w l i n e ’ , ’ pc ’ )

p l o t ([− t i ph e i gh t −t i ph e i gh t ] , [ −15 15 ] , ’ C o l o r ’ , [ 150 150 150 ]/255 , ’ L i n e W i d t h ’ , 0 . 5 )
p l o t ( [ 0 0] , [ −15 15 ] , ’ C o l o r ’ , [ 150 150 150 ]/255 , ’ L i n e W i d t h ’ , 0 . 5 )
p l o t ( [ a x i s s (1 ) a x i s s (2 ) ] , [ s u r f a c e p o t e n t i a l s u r f a c e p o t e n t i a l ] , ’ - - ’ , ’ C o l o r ’ , [ 150 150 150 ]/255 , ’

L i n e W i d t h ’ , 0 . 5 )

t e x t (− t i ph e i gh t ∗1 . 5 , ( a x i s s (3 )+ax i s s (4 ) ) ∗ 0 . 5 , [ ’ Tip ’ ] , ’ r o t a t i o n ’ , 90 , ’ C o l o r ’ , [ 150 150
150 ]/255) ;

t e x t (− t i ph e i gh t ∗0 . 5 , ( a x i s s (3 )+ax i s s (4 ) ) ∗0 .5 , ’ V a c u u m ’ , ’ r o t a t i o n ’ , 90 , ’ C o l o r ’ , [ 150 150
150 ]/255) ;

t e x t (+ t i phe i gh t ∗0 . 5 , ( a x i s s (3 )+ax i s s (4 ) ) ∗0 .5 , ’ S a m p l e ’ , ’ r o t a t i o n ’ , 90 , ’ C o l o r ’ , [ 150 150
150 ]/255) ;

% P l o t s e m i t i p 1 D e s t i m a t e d d e p l e t i o n w i d t h

ou tpu t s i n f o=text read ( [ v f o l d e r ’ / f o r t .16 ’ ] , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
DeplWidth txt=outpu t s i n f o { f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( output s in fo , ’ D E P L E T I O N W I D T H ’ ) ) )

) } ;
DeplWidth=s t r 2 n u m ( s t r t r im ( DeplWidth txt ( s t r f i n d ( DeplWidth txt , ’ = ’ )+1: end ) ) ) ;
p l o t ( [ DeplWidth DeplWidth ] , [ −15 15 ] , ’ - - ’ , ’ C o l o r ’ , [ 240 240 240 ]/255 , ’ L i n e W i d t h ’ , 0 . 5 )
t e x t (DeplWidth , a x i s s (3 ) , [ ’ Dep . w i d t h : ’ ’ ’ n u m 2 s t r (DeplWidth ) ] , ’ r o t a t i o n ’ , 90 , ’ C o l o r ’ , [ 220 220

220 ]/255 , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ l e f t ’ , ’ V e r t i c a l A l i g n m e n t ’ , ’ top ’ ) ;

% p r o c e d u r e to f i n d the t i m e c o n s t a n t of the e x p o n e n t i a l d e c a y

Plot111=Plot11 ( Plot11 ( : , 1 ) >=0,1) ; % Z d i s t a n c e ( O n l y v a l u e s h i g h e r t h a n 0 , i n s i d e the s a m p l e )

Plot112=Plot11 ( Plot11 ( : , 1 ) >=0,2) ; % V a l e n c e B a n d

f = f i t ( Plot111 , Plot112 , ’ e x p 1 ’ ) ;
% p l o t ( Plot111 , P l o t 1 1 2 )

if (˜ get ( handles . i s r aw po t en t i a l , ’ V a l u e ’ ) )
p l o t ( Plot111 ,−( f ( Plot111 )−Plot11 (1 ,2 ) ) , ’ - - ’ )

e l s e

p l o t ( Plot111 , f ( Plot111 ) , ’ - - ’ )
end

tau=−1/f . b ;
p l o t ( [ tau tau ] , [ −15 15 ] , ’ - - ’ , ’ C o l o r ’ , [ 240 240 240 ]/255 , ’ L i n e W i d t h ’ , 0 . 5 )
t e x t ( tau , a x i s s (3 ) , [ ’ (1/ e ) ’ ’ ’ n u m 2 s t r ( tau ) ] , ’ r o t a t i o n ’ , 90 , ’ C o l o r ’ , [ 220 220 220 ]/255 , ’

H o r i z o n t a l A l i g n m e n t ’ , ’ l e f t ’ , ’ V e r t i c a l A l i g n m e n t ’ , ’ top ’ ) ;
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d l m w r i t e ( ’ p o t e n t i a l _ d e c a y _ t a u . txt ’ , tau , ’ - a p p e n d ’ , ’ n e w l i n e ’ , ’ pc ’ )

x l a b e l ( ’ D i s t a n c e in z [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ P o t e n t i a l e n e r g y [ eV ] ’ , ’ f o n t s i z e ’ , 12) ;
t i t l e ( [ ’ S u r f a c e P o t e n t i a l a l o n g z ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm , B i a s V : ’ n u m 2 s t r ( b iasv ) ’

V ’ raw text ’ , T i p R a d i u s : ’ n u m 2 s t r ( t i p r ad i u s ) ’ nm ’ ’ ) ’ ] )

if ( handles . i s c y c l e )
a x i s s=a x i s ;
if ( handles . xaxlim max < ax i s s (2 ) ) ; handles . xaxlim max=ax i s s (2 ) ; end

if ( handles . xaxlim min > ax i s s (1 ) ) ; handles . xaxlim min=ax i s s (1 ) ; end

if ( handles . yaxlim max < ax i s s (4 ) ) ; handles . yaxlim max=ax i s s (4 ) ; end

if ( handles . yaxlim min > ax i s s (3 ) ) ; handles . yaxlim min=ax i s s (3 ) ; end

e l s e

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=b t n s u r f a c e p o t r p l o t ( handles )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;

f i l e s=dir ( [ v f o l d e r ’ / f o r t .12 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for s u r f a c e p o t e n t i a l s . ’})

; r e t u r n ; end

xlim=min ( s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) ) ;
f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
Plot12=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot121= Plot12 ( : , 1 ) ;
Plot122= Plot12 ( : , 2 ) ;
% P l o t 1 2 3 = P l o t 1 2 (: ,3) ;

[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
[ pos t i p r ad i u s the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p R a d i u s ’ , handles ) ;

f i t f u n = f i t t y p e ( @(a , c , x ) a∗ exp (−(x/c ) . ˆ 2 ) ) ;
[ f i t t e d cu r v e , go f ] = f i t ( Plot121 , Plot122 , f i t f un , ’ S t a r t P o i n t ’ , [ 1 1 ] ) ;
% f i t t e d _ c u r v e = fit ( Plot121 , Plot122 , ’ gauss1 ’)

p l o t ( Plot121 , f i t t e d c u r v e ( Plot121 ) , ’ - - ’ ) ;
FWHM = 2∗ s q r t ( log (2 ) ) ∗ f i t t e d c u r v e . c ;
FWHM = 2∗ s q r t (2∗ log (2 ) ) ∗ ( f i t t e d c u r v e . c/ s q r t (2 ) ) ;

% Up to here , we u s e d the raw d a t a f r o m s e m i t i p . Now the p o t e n t i a l s n e e d to

% be s h i f t e d to m a k e the p o t e n t i a l at the tip g r o u n d (0 V )

if (˜ get ( handles . i s r aw po t en t i a l , ’ V a l u e ’ ) )
f i l e s=dir ( [ v f o l d e r ’ / f o r t .11 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e f o r t .11 not f o u n d for s u r f a c e

p o t e n t i a l s . ’}) ; r e t u r n ; end

Plot11=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
t i p p o t e n t i a l=Plot11 (1 ,2 ) ;
Plot122=t i p po t e n t i a l −Plot122 ;
f i tY=t i p po t e n t i a l −f i t t e d c u r v e ( Plot121 ) ;
raw text=’ ’ ;

e l s e

f i tY=f i t t e d c u r v e ( Plot121 ) ;
raw text=’ , Raw ’ ;

end

p l o t ( Plot121 , Plot122 , ’ L i n e W i d t h ’ , 1 . 5 ) ; h o l d on ;
l eg end In fo {1} = ’ S E M I T I P S i m u l a t i o n ’ ;
a x i s ( [ 0 xlim min ( Plot122 ) max ( Plot122 ) ] ) ;
a x i s s=a x i s ;

p l o t ( Plot121 , f i tY , ’ - - ’ ) ;
l e g end In fo {2} = [ ’ G a u s s fit : ’ n u m 2 s t r ( f i t t e d c u r v e . a ) ’ * exp ( -( x / ’ n u m 2 s t r ( f i t t e d c u r v e . c ) ’ ) ^2) ’

] ;
x l a b e l ( ’ R a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ P o t e n t i a l e n e r g y [ eV ] ’ , ’ f o n t s i z e ’ , 12) ;
t i t l e ( [ ’ R a d i a l s u r f a c e p o t e n t i a l ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm , B i a s V : ’ n u m 2 s t r ( b iasv ) ’ V

’ raw text ’ , T i p R a d i u s : ’ n u m 2 s t r ( t i p r ad i u s ) ’ nm ’ ’ ) ’ ] )

if ( Plot122 (1)>Plot122 ( end ) )
l e g e n d ( l egendIn fo , ’ l o c a t i o n ’ , ’ n o r t h e a s t ’ , ’ A u t o U p d a t e ’ , ’ off ’ ) ;
t e x t (0 , Plot122 (1) , [ ’ ’ n u m 2 s t r ( Plot122 (1) ) ’ eV ’ ] , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ l e f t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
t e x t ( xlim , Plot122 ( end ) , [ ’ ’ n u m 2 s t r ( Plot122 ( end ) ) ’ eV ’ ] , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ b o t t o m ’ )
e l s e

l e g e n d ( l egendIn fo , ’ l o c a t i o n ’ , ’ s o u t h e a s t ’ , ’ A u t o U p d a t e ’ , ’ off ’ ) ;

t e x t (0 , Plot122 (1) , [ ’ ’ n u m 2 s t r ( Plot122 (1) ) ’ eV ’ ] , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ l e f t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ b o t t o m ’ )
t e x t ( xlim , Plot122 ( end ) , [ ’ ’ n u m 2 s t r ( Plot122 ( end ) ) ’ eV ’ ] , ’ H o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
end

t e x t (FWHM/2 , ax i s s (3 ) , [ ’ ’ n u m 2 s t r (FWHM/2) ’ nm ’ ] , ’ r o t a t i o n ’ , 90 , ’ C o l o r ’ , [ 150 150 150 ]/255 , ’
H o r i z o n t a l A l i g n m e n t ’ , ’ l e f t ’ , ’ V e r t i c a l A l i g n m e n t ’ , ’ top ’ ) ;

% p l o t ([ a x i s s (1) a x i s s (2) ] ,[ f i t t e d _ c u r v e . a /2 f i t t e d _ c u r v e . a /2] , ’ - - ’ , ’ Color ’ , [ 1 5 0 150 150]/255 , ’

L i n e W i d t h ’ ,0.5)

p l o t ( [FWHM/2 FWHM/2] , [ −15 15 ] , ’ - - ’ , ’ C o l o r ’ , [ 150 150 150 ]/255 , ’ L i n e W i d t h ’ , 0 . 5 )
% t e x t ( F W H M /2 , a x i s s (3) ,[ ’ F W H M /2: ’ n u m 2 s t r ( F W H M /2) ] , ’ r o t a t i o n ’ , 90 , ’ Color ’ , [ 2 2 0 220 220]/255 , ’

H o r i z o n t a l A l i g n m e n t ’ , ’ left ’ , ’ V e r t i c a l A l i g n m e n t ’ , ’ top ’) ;

d l m w r i t e ( ’ r a d i a l _ p o t e n t i a l _ a t _ s u r f a c e _ F W H M . txt ’ ,FWHM, ’ - a p p e n d ’ , ’ n e w l i n e ’ , ’ pc ’ )
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if ( handles . i s c y c l e )
a x i s s=a x i s ;
if ( handles . xaxlim max < ax i s s (2 ) ) ; handles . xaxlim max=ax i s s (2 ) ; end

if ( handles . xaxlim min > ax i s s (1 ) ) ; handles . xaxlim min=ax i s s (1 ) ; end

if ( handles . yaxlim max < ax i s s (4 ) ) ; handles . yaxlim max=ax i s s (4 ) ; end

if ( handles . yaxlim min > ax i s s (3 ) ) ; handles . yaxlim min=ax i s s (3 ) ; end

e l s e

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=b tn su r f a c e po t 3d p l o t ( handles )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .12 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for s u r f a c e p o t e n t i a l s . ’})

; r e t u r n ; end

xlim=min ( [ s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) s t r 2 n u m ( get ( handles . in y l im , ’ s t r i n g ’ ) ) ] ) ;
f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
Plot12=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot121= Plot12 ( : , 1 ) ;
Plot122= Plot12 ( : , 2 ) ;
% P l o t 1 2 3 = P l o t 1 2 (: ,3) ;

r = 0 : 0 . 1 : pi ;
z = sin ( r ) ;
% t h e t a 2 = 0 : 0 . 0 1 : 2 * pi ;

theta = l i n s p a c e (0 ,2∗ pi , l e n g t h ( Plot121 ) ) ;
xx = bsxfun (@times , Plot121 , cos ( theta ) ) ;
yy = bsxfun (@times , Plot121 , sin ( theta ) ) ;
zz = repmat ( Plot122 , 1 , l e n g t h ( theta ) ) ;
s u r f ( xx , yy , zz , ’ E d g e C o l o r ’ , ’ k ’ , ’ L i n e S t y l e ’ , ’ : ’ , ’ F a c e L i g h t i n g ’ , ’ f l a t ’ ) %

c=c o l o r b a r ( ’ l o c a t i o n ’ , ’ e a s t o u t s i d e ’ ) ;
c . Label . S t r ing = ’ E l e c t r o s t a t i c p o t e n t i a l e n e r g y [ eV ] ’ ;
% set ( c , ’ f o n t s i z e ’ ,12) ;

x l a b e l ( ’ r a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ r a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
t i t l e ( [ ’ 3 D S u r f a c e P o t e n t i a l ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm , B i a s V : ’ n u m 2 s t r ( b iasv ) ’ V ) ’

] )
a x i s s=a x i s ;

[ idx idx ] = min ( abs ( Plot121−xlim ) ) ;
zaxlim min=min ( Plot122 ( 1 : idx ) ) ;
zaxlim max=max ( Plot122 ( 1 : idx ) ) ;

if (˜ handles . i s c y c l e ) ; a x i s ([− xlim xlim −xlim xlim zaxlim min zaxlim max ] ) ; end

% v i e w (2)

if ( handles . i s c y c l e )
if ( handles . zaxlim max < zaxlim max ) ; handles . zaxlim max=zaxlim max ; end

if ( handles . zaxl im min > zaxlim min ) ; handles . zaxl im min=zaxlim min ; end

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=p l o t c h a r g e d e n s i t i e s z ( handles )
% p r o v i d e s the c h a r g e d e n s i t i e s on the c e n t r a l a x i s ( c o l u m n 2) as a f u n c t i o n of z - d i s t a n c e a l o n g

the c e n t r a l a x i s ( c o l u m n 1) . Also , c o l u m n s 3 and 4 p r o v i d e the c o n t r i b u t i o n s to the c h a r g e

d e n s i t i e s of e x t e n d e d s t a t e s and l o c a l i z e d states , r e s p e c t i v e l y .

v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .17 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for c h a r g e d e n s i t i e s p l o t .

’}) ; r e t u r n ; end

xlim=s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) ;
f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
Plot14=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot141= Plot14 ( : , 1 ) ; % z - d i s t a n c e

Plot142= ( Plot14 ( : , 2 ) ) ; % C h a r g e d e n s i t i e s

% P l o t 1 4 3 = ( P l o t 1 4 (: ,3) ) ; % c o n t r i b u t i o n s to the c h a r g e d e n s i t i e s of e x t e n d e d s t a t e s and l o c a l i z e d

states , r e s p e c t i v e l y

[ a b]= f i n d ( Plot141 ( 2 : end )<Plot141 ( 1 : end −1) ) ;
if ( l e n g t h ( Plot141 ) /2 == a )

p l o t (−Plot141 ( 1 : a ) , Plot142 ( 1 : a ) , ’ - ’ ,−Plot141 ( a+1: end ) , Plot142 ( a+1: end ) , ’ - ’ )
h o l d on
% p l o t ( - P l o t 1 4 1 (1: a ) , P l o t 1 4 3 (1: a ) , ’ - ’ , - P l o t 1 4 1 ( a +1: end ) , P l o t 1 4 3 ( a +1: end ) , ’ - ’)

% l e g e n d ( ’ C h a r g e d e n s i t y on the c e n t r a l axis ’ , ’ C h a r g e d e n s i t y on the c e n t r a l axis ’ , ’

C o n t r i b u t i o n s of e x t e n d e d s t a t e s and l o c a l i z e d states ’ , ’ C o n t r i b u t i o n s of e x t e n d e d s t a t e s

and l o c a l i z e d states ’ , ’ l o c a t i o n ’ , ’ n o r t h w e s t ’)

t e x t (0 , Plot142 (1) , s p r i n t f ( ’ % 0 . 3 g ’ , Plot142 (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
% t e x t (0 , P l o t 1 4 2 ( a +1) , s p r i n t f ( ’%0.3 g ’ , P l o t 1 4 2 ( a +1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ right ’)

% t e x t (0 , P l o t 1 4 3 (1) , s p r i n t f ( ’%0.3 g ’ , P l o t 1 4 3 (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ left ’)

% t e x t (0 , P l o t 1 4 3 ( a +1) , s p r i n t f ( ’%0.3 g ’ , P l o t 1 4 3 ( a +1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ left ’)

e l s e

p l o t (−Plot141 , Plot142 , ’ ^ - ’ )
h o l d on
% p l o t ( - Plot141 , Plot143 , ’* - - ’)

l e g e n d ( ’ C h a r g e d e n s i t y on the c e n t r a l a x i s ’ , ’ C o n t r i b u t i o n s of e x t e n d e d s t a t e s and l o c a l i z e d

s t a t e s ’ , ’ l o c a t i o n ’ , ’ n o r t h w e s t ’ )
t e x t (0 , Plot142 (1) , s p r i n t f ( ’ % 0 . 3 g ’ , Plot142 (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
% t e x t (0 , P l o t 1 4 3 (1) , s p r i n t f ( ’%0.3 g ’ , P l o t 1 4 3 (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ left ’)

end

% A =[ P l o t 1 4 1 (1: a ) P l o t 1 4 2 (1: a ) P l o t 1 4 2 ( a +1: end ) P l o t 1 4 3 (1: a ) P l o t 1 4 3 ( a +1: end ) ];

% A (: ,6) = A (: ,2) + A (: ,3) ;
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% A (: ,7) = A (: ,4) + A (: ,5) ;

[ idx idx ] = min ( abs ( Plot141−xlim ) ) ;

% p l o t ( - Plot141 , Plot142 , ’^ - ’)

% h o l d on

x l a b e l ( ’z - d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ C h a r g e d e n s i t i e s [] ’ , ’ f o n t s i z e ’ , 12) ;
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
[ pos t i p r ad i u s the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p r a d i u s ’ , handles ) ;
th=t i t l e ({ [ ’ C h a r g e d e n s i t i e s on the c e n t r a l a x i s ( z ) ’ ] , [ ’ ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm ,

B i a s V : ’ n u m 2 s t r ( b iasv ) ’ V ’ ’ , T i p R a d i u s : ’ n u m 2 s t r ( t i p r ad i u s ) ’ nm ’ ’ ) ’ ]} ) ;
% a x i s ([ - x l i m 0 P l o t 1 4 2 ( idx ) max ([ P l o t 1 4 2 ; P l o t 1 4 3 ]) ]) ;

% t i t l e P o s = get ( th , ’ p o s i t i o n ’) ;

% t i t l e P o s (1) = -17;

% set ( th , ’ p o s i t i o n ’ , t i t l e P o s ) ;

yaxlim min=min ( [ Plot142 ( 1 : idx ) ; Plot142 ( 1 : idx ) ] ) ;
yaxlim max=max ( [ Plot142 ( 1 : idx ) ; Plot142 ( 1 : idx ) ] ) ;
if ( yaxlim min==yaxlim max ) ; yaxlim min=−1; yaxlim max=1; end

if (˜ handles . i s c y c l e ) ; a x i s ([− xlim 0 yaxlim min yaxlim max ] ) ; end

if ( handles . i s c y c l e )
if ( handles . xaxlim max < 0) ; handles . xaxlim max=0; end

if ( handles . xaxlim min > −xlim ) ; handles . xaxlim min=−xlim ; end

if ( handles . yaxlim max < yaxlim max ) ; handles . yaxlim max=yaxlim max ; end

if ( handles . yaxlim min > yaxlim min ) ; handles . yaxlim min=yaxlim min ; end

% if ( h a n d l e s . z a x l i m _ m a x < max ( max ( zz ) ) ) ; h a n d l e s . z a x l i m _ m a x = max ( max ( zz ) ) ; end

% if ( h a n d l e s . z a x l i m _ m i n > min ( min ( zz ) ) ) ; h a n d l e s . z a x l i m _ m i n = min ( min ( zz ) ) ; end

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=p l o t c h a r g e d e n s i t i e s r ( handles )
% p r o v i d e s the s u r f a c e c h a r g e d e n s i t i e s ( c o l u m n 2) as a f u n c t i o n of r a d i a l d i s t a n c e a w a y f r o m the

c e n t r a l a x i s ( c o l u m n 1) . Also , c o l u m n s 3 and 4 p r o v i d e the c o n t r i b u t i o n s to the c h a r g e

d e n s i t i e s of e x t e n d e d s t a t e s and l o c a l i z e d states , r e s p e c t i v e l y .

v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .18 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for IV c u r v e s . ’}) ; r e t u r n ;

end

xlim=abs ( [ s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) ] ) ;

Plot18=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot181= ( Plot18 ( : , 1 ) ) ; % R a d i a l d i s t a n c e

Plot182= ( Plot18 ( : , 2 ) ) ; % C h a r g e d e n s i t y

% if ( min ( P l o t 1 8 2 ) ~= max ( P l o t 1 8 2 ) )

f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
[ a b]= f i n d ( Plot181 ( 2 : end )<Plot181 ( 1 : end −1) ) ;

% P l o t 1 8 2 = s i g n ( P l o t 1 8 2 ) .* l o g 1 0 ( abs ( P l o t 1 8 2 ) ) ;

if ( l e n g t h ( Plot181 ) /2 == a )
FirstPlotX=Plot181 ( 1 : a ) ;
FirstPlotY=Plot182 ( 1 : a ) ;
SecondPlotX=Plot181 ( a+1: end ) ;
SecondPlotY=Plot182 ( a+1: end ) ;

p l o t (−FirstPlotX , FirstPlotY , ’ - ’ ,−SecondPlotX , SecondPlotY , ’ - ’ )
% l e g e n d ( ’1 st S u r f a c e c h a r g e density ’ , ’2 nd S u r f a c e c h a r g e density ’ , ’ l o c a t i o n ’ , ’ n o r t h w e s t ’)

t e x t (0 , FirstPlotY (1) , s p r i n t f ( ’ % 0 . 3 g ’ , F i r stPlotY (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
% t e x t (0 , S e c o n d P l o t Y (1) , s p r i n t f ( ’%0.3 g ’ , S e c o n d P l o t Y (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ right ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’)

e l s e

p l o t ( Plot181 , Plot182 , ’ ^ - ’ )
l e g e n d ( ’ 1 st S u r f a c e c h a r g e d e n s i t y ’ , ’ l o c a t i o n ’ , ’ n o r t h w e s t ’ )
t e x t (0 , Plot182 (1) , s p r i n t f ( ’ % 0 . 3 g ’ , Plot182 (1) ) , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ , ’

V e r t i c a l A l i g n m e n t ’ , ’ top ’ )
end

[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
[ pos t i p r ad i u s the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p r a d i u s ’ , handles ) ;
% t i t l e ([ ’ S u r f a c e c h a r g e d e n s i t i e s ( T i p H e i g h t = ’ n u m 2 s t r ( t i p h e i g h t ) ’ nm , B i a s V : ’ n u m 2 s t r ( b i a s v ) ’

V ) ’])

th=t i t l e ({ [ ’ S u r f a c e c h a r g e d e n s i t i e s ( r ) ’ ] , [ ’ ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm , B i a s V : ’

n u m 2 s t r ( b iasv ) ’ V ’ ’ , T i p R a d i u s : ’ n u m 2 s t r ( t i p r ad i u s ) ’ nm ’ ’ ) ’ ]} ) ;
[ idx idx ] = min ( abs ( FirstPlotX−xlim ) ) ;
[ idx2 idx2 ] = min ( abs ( SecondPlotX−xlim ) ) ;
yaxlim min=min ( [ F i rstPlotY ( 1 : idx ) ; SecondPlotY ( 1 : idx2 ) ] ) ;
yaxlim max=max ( Plot182 ) ;
if ( yaxlim min==yaxlim max ) ; yaxlim min=−1; yaxlim max=1; end

if (˜ handles . i s c y c l e ) ; a x i s ([− xlim 0 yaxlim min yaxlim max ] ) ; end

x l a b e l ( ’ R a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ S u r f a c e c h a r g e d e n s i t i e s [ cm ^{ -3}] ’ , ’ f o n t s i z e ’ , 12) ;
% yl = get ( gca , ’ ytick ’) ;

% set ( gca , ’ y t i c k l a b e l ’ , s i g n ( yl ) . * 1 0 . ^ abs ( yl ) )

% s y m l o g ( gca , ’ y ’)

% - - - - - - - - - - - - - - - - - - - - - - - - - -

i n s e t =0;
if ( i n s e t )

apos=get ( gca , ’ P o s i t i o n ’ ) ;
a x e s ( ’ P o s i t i o n ’ , [ apos (1)+apos (3) /20 apos (2)+apos (4) /20 apos (3) /2 apos (4 ) /2 ] ) ;
box on
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p l o t (−FirstPlotX , FirstPlotY , ’ - ’ ,−SecondPlotX , SecondPlotY , ’ - ’ )
set ( gca , ’ Y A x i s L o c a t i o n ’ , ’ r i g h t ’ , ’ X A x i s L o c a t i o n ’ , ’ top ’ )
if (˜ handles . i s c y c l e ) ; a x i s ([− xlim 0 yaxlim min yaxlim max ] ) ; end

d i s p ( ’ H e l l o ’ ) ;
end

if (0 )
f i g u r e

theta = l i n s p a c e (0 ,2∗ pi , l e n g t h ( SecondPlotX ) ) ;
xx = bsxfun (@times , SecondPlotX , cos ( theta ) ) ;
yy = bsxfun (@times , SecondPlotX , sin ( theta ) ) ;
zz = repmat ( SecondPlotY , 1 , l e n g t h ( theta ) ) ;
% s u r f ( xx , yy , zz , ’ E d g e C o l o r ’ , ’k ’ , ’ L i n e S t y l e ’ , ’: ’ , ’ F a c e L i g h t i n g ’ , ’ flat ’)

% set ( gca , ’ XScale ’ , ’ linear ’ , ’ YScale ’ , ’ linear ’ , ’ ZScale ’ , ’ log ’)

contour f ( xx , yy , zz , l e n g t h ( SecondPlotX ) /2)
ax i s s=a x i s ;
if (˜ handles . i s c y c l e ) ; a x i s ([− xlim xlim −xlim xlim ] ) ; end

[ idx idx ] = min ( abs ( SecondPlotX−xlim ) ) ;
c=c o l o r b a r ( ’ l o c a t i o n ’ , ’ e a s t o u t s i d e ’ ) ;
c . Label . S t r ing = ’ S u r f a c e c h a r g e d e n s i t i e s [ cm ^{ -3}] ’ ;
% c a x i s ([ S e c o n d P l o t Y ( idx ) , max ( S e c o n d P l o t Y ) ])

% set ( c , ’ f o n t s i z e ’ ,12) ;

x l a b e l ( ’ r a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ r a d i a l d i s t a n c e [ nm ] ’ , ’ f o n t s i z e ’ , 12) ;
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
t i t l e ( [ ’ S u r f a c e c h a r g e d e n s i t i e s [ cm ^{ -3}] ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm , B i a s V : ’

n u m 2 s t r ( b iasv ) ’ V ) ’ ] )
% v i e w (2)

end

if ( handles . i s c y c l e )
if ( handles . xaxlim max < 0) ; handles . xaxlim max=0; end

if ( handles . xaxlim min > −xlim ) ; handles . xaxlim min=−xlim ; end

if ( handles . yaxlim max < yaxlim max ) ; handles . yaxlim max=yaxlim max ; end

if ( handles . yaxlim min > yaxlim min ) ; handles . yaxlim min=yaxlim min ; end

% if ( h a n d l e s . z a x l i m _ m a x < max ( max ( zz ) ) ) ; h a n d l e s . z a x l i m _ m a x = max ( max ( zz ) ) ; end

% if ( h a n d l e s . z a x l i m _ m i n > min ( min ( zz ) ) ) ; h a n d l e s . z a x l i m _ m i n = min ( min ( zz ) ) ; end

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n handles=b tn cu r r e n t d en s i t y p l o t ( handles )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .14 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for s u r f a c e p o t e n t i a l s . ’})

; r e t u r n ; end

if (˜ handles . i s c y c l e )
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
Plot14=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot141= Plot14 ( : , 1 ) ;
Plot142= Plot14 ( : , 2 ) ;

p l o t ( Plot141 , Plot142 , ’ * ’ ) ; h o l d on ;
a x i s ( [ min ( Plot141 ) max ( Plot141 ) min ( Plot142 ) max ( Plot142 ) ] ) ;
a x i s s=a x i s ;

x l a b e l ( ’ B i a s V o l t a g e [ V ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ C u r r e n t d e n s i t y [ A / nm ^2] ’ , ’ f o n t s i z e ’ , 12) ;
t i t l e ( [ ’ C u r r e n t d e n s i t y ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm ) ’ ] )

end

s t2 = f i l e r e a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
[ f i d , msg ] = f o p e n ( ’ c u r r e n t _ d e n s i t y _ d a t a . txt ’ , ’ at ’ ) ;
% a s s e r t ( fid >=3 , msg )

f p r i n t f ( f id , ’ % s ’ , s t2 ) ;
f c l o s e ( f i d ) ;

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n p l o t c h a r g e d e n s i t i e s z Ca l l b a c k ( hObject , eventdata , handles )
p l o t c h a r g e d e n s i t i e s z ( handles )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n p l o t c h a r g e d e n s i t i e s r Ca l l b a c k ( hObject , eventdata , handles )
p l o t c h a r g e d e n s i t i e s r ( handles )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n p lo t conduc tance v s v Ca l lback ( hObject , eventdata , handles )
% p r o v i d e s the c o n d u c t a n c e dI / dV ( A /( V nm ^2) ) ( c o l u m n 2) as a f u n c t i o n of s a m p l e v o l t a g e ( V ) (

c o l u m n 1) . Also , c o l u m n s 3 and 4 p r o v i d e the c o n t r i b u t i o n s to the c o n d u c t a n c e of e x t e n d e d

s t a t e s and l o c a l i z e d states , r e s p e c t i v e l y . S e p a r a t e c o n t r i b u t i o n s f r o m the v a l e n c e b a n d and

c o n d u c t i o n b a n d go in to F O R T .93 and F O R T .94 , r e s p e c t i v e l y .

v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .15 ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for c o n d u c t a n c e vs V p l o t .

’}) ; r e t u r n ; end

xlim=min ( [ s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) s t r 2 n u m ( get ( handles . in y l im , ’ s t r i n g ’ ) ) ] ) ;
f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ )
Plot14=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot141= Plot14 ( : , 1 ) ; % V o l t a g e

Plot142= Plot14 ( : , 2 ) ; % C u r r e n t

Plot143= Plot14 ( : , 3 ) ; % c o n t r i b u t i o n s to the c u r r e n t of e x t e n d e d s t a t e s

Plot144= Plot14 ( : , 4 ) ; % c o n t r i b u t i o n s to the c u r r e n t of l o c a l i z e d s t a t e s
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p l o t ( Plot141 , Plot142 , ’ o ’ )
h o l d on
p l o t ( Plot141 , Plot143 , ’ + ’ , Plot141 , Plot144 , ’ x ’ )
x l a b e l ( ’ V o l t a g e [ V ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ C o n d u c t a n c e dI / dV [ A /( V nm ^2) ] ’ , ’ f o n t s i z e ’ , 12) ;
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
t i t l e ( [ ’ C o n d u c t a n c e dI / dV as a f u n c t i o n of s a m p l e v o l t a g e ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm ’ ] )
l e g e n d ( ’ C u r r e n t ’ , ’ E x t e n d e d s t a t e s c u r r e n t c o n t r i b u t i o n ’ , ’ L o c a l i z e d s t a t e s c u r r e n t c o n t r i b u t i o n ’ , ’

l o c a t i o n ’ , ’ s o u t h e a s t ’ )
% if ( min ( P l o t 1 4 2 ) ~= max ( P l o t 1 4 2 ) )

% a x i s ([ min ( P l o t 1 4 1 ) max ( P l o t 1 4 1 ) min ( P l o t 1 4 2 ) max ( P l o t 1 4 2 ) ]) ;

% e l s e

% x l i m ([ min ( P l o t 1 4 1 ) max ( P l o t 1 4 1 ) ]) ;

% end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - RUN C Y C L E S - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn run cyc l e ( var i ab l e , eventdata , handles )
handles . i s c y c l e =1; % g u i d a t a ( hObject , h a n d l e s ) ;

in min=s t r 2 n u m ( get ( handles . in min cyc l e , ’ s t r i n g ’ ) ) ;
in max=s t r 2 n u m ( get ( handles . in max cyc le , ’ s t r i n g ’ ) ) ;
i n s t e p=s t r 2 n u m ( get ( handles . i n s t e p c y c l e , ’ s t r i n g ’ ) ) ;
if ( in max<in min ) ; i n s t e p=−abs ( i n s t e p ) ; e l s e i n s t e p=abs ( i n s t e p ) ; end

% a r r a y = l i n s p a c e ( in_min , in_max , abs (( in_max - i n _ m i n ) / i n _ s t e p ) +1) ;

array=[ in min : i n s t e p : in max ] ;
if ( s t r c m p ( var i ab l e , ’ A c c e p t o r s ’ ) | | s t r c m p ( var i ab l e , ’ D o n o r s ’ ) | | s t r c m p ( var i ab l e , ’ D O S S 1 ’ ) )

array=l o g s p a c e ( in min , in max , ( ( in max−in min )+1) ) ;
end

i n pu t s i n f o=get ( handles . u i c t r l i n f o , ’ s t r i n g ’ ) ;
[ va r i ab l epo s value the text ]= g e t c u r r e n t v a l u e o f ( var i ab l e , handles ) ;
[ b i a svpo in t spos value b i a svpo i n t s t ex t ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v p o i n t s ’ , handles ) ;
i n pu t s i n f o { b ia svpo in t spos }=[ ’ 1 ’ b i a svpo in t s t e x t ] ;

set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ ’}) ;
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
d e l e t e ( [ ’ ./ L a s t _ r u n /* ’ ] )
count=1;
for i v a r i a b l e = array

if ( l e n g t h ( get ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ) )>12) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ ’}) ;
end

add to i n f o ( handles , [ v a r i ab l e ’ : ’ , n u m 2 s t r ( i v a r i a b l e ) ] ) ;
i n pu t s i n f o { va r i ab l epo s }=[ n u m 2 s t r ( i v a r i a b l e ) the text ] ;
set ( handles . u i c t r l i n f o , ’ s t r i n g ’ , i n pu t s i n f o ) ;
b tn s i ng l e run Ca l l b a ck ( handles . b tn s i ng l e run , eventdata , handles )
f o r t F i l e s = dir ( [ v f o l d e r ’ / f o r t . ’ ’ * ’ ] ) ;
for i =1: l e n g t h ( f o r t F i l e s )

c o p y f i l e ( [ v f o l d e r ’ / ’ f o r t F i l e s ( i ) . name ] , [ ’ ./ L a s t _ r u n / f r a m e ’ n u m 2 s t r ( count ) ’ _ ’ f o r t F i l e s
( i ) . name ] , ’ f ’ )

end

count=count+1;
end

set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ C y c l e s f i n i s h e d ’}) ;
handles . i s c y c l e =0;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn thz pu l s e Ca l l back ( hObject , eventdata , handles )
handles . xaxlim max=0; handles . xaxlim min=i n f ;
handles . yaxlim max=0; handles . yaxlim min=i n f ;
moviename=[ ’ M o v i e _ T H z P u l s e _ B a n d _ d i a g r a m ’ ] ;
handles . i s c y c l e =1; % g u i d a t a ( hObject , h a n d l e s ) ;

writerObj = VideoWriter ( [ moviename ’ . mp4 ’ ] , ’ MPEG -4 ’ ) ;
i n s e c p e r f r ame=s t r 2 n u m ( get ( handles . i n s e c pe r f r ame , ’ s t r i n g ’ ) ) ;
wr iterObj . FrameRate = in s e c p e r f r ame ; % How m a n y f r a m e s per s e c o n d .

[ b ia spos value the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
i n pu t s i n f o=get ( handles . u i c t r l i n f o , ’ s t r i n g ’ ) ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ ’}) ;

t l im =1.2;
V0=s t r 2 n u m ( get ( handles . in vmax , ’ s t r i n g ’ ) ) ; % V

THzPoints=s t r 2 n u m ( get ( handles . i n th z po i n t s , ’ s t r i n g ’ ) ) ;
if ( THzPoints<5)

THzWaveform=l o a d ( ’ T H z W a v e f o r m 0 0 1 . txt ’ ) ;
t=THzWaveform ( : , 1 ) ’ ; % - min ( T H z W a v e f o r m (: ,1) )

VTHz=−THzWaveform ( : , 2 ) ’ ;
VTHz=(VTHz/ max ( abs (VTHz) ) ) ∗V0 ; % < - - To N o r m a l i z e

writerObj . FrameRate = 16 ;
e l s e

t=l i n s p a c e (−t l im −0.2 , t l im , THzPoints ) ;
VTHz=(1.278∗V0) ∗ exp ( −3.25.∗ t . ˆ 2 ) .∗ sin ( 1 . 6∗ pi ( ) ∗ t ) ;

end

open ( writerObj ) ;
count=0;
for biasV = VTHz

count=count+1;
if ( l e n g t h ( get ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ) )>12) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ ’}) ;

end

add to i n f o ( handles , [ ’ B i a s V : ’ , n u m 2 s t r ( biasV ) ] ) ;
i n pu t s i n f o {biaspos }=[ n u m 2 s t r ( biasV ) the text ] ;
set ( handles . u i c t r l i n f o , ’ s t r i n g ’ , i n pu t s i n f o ) ;
b tn s i ng l e run Ca l l b a ck ( handles . b tn s i ng l e run , eventdata , handles )

btn band diagram plot ( handles ) ;
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f 2=p l o t t o s ubp l o t s ( t ,VTHz, count , gcf ) ;
wr iteVideo ( writerObj , g e t f r a m e ( f 2 ) ) ;

c l o s e ( f 2 )

end

if ( get ( handles . i s s u r f a c e p o t 3d , ’ v a l u e ’ ) )
for i =1:1: count

f1=open f i g ( [ ’ f i g _ ’ n u m 2 s t r ( i ) ’ . fig ’ ] ) ;
c a x i s ( [ handles . zaxl im min handles . zaxlim max ] ) ;
f 2=p l o t t o s ubp l o t s ( t ,VTHz, i , f 1 ) ;
wr iteVideo ( writerObj , g e t f r a m e ( f 2 ) ) ;
c l o s e ( f 2 )

end

d e l e t e ( [ ’ fig *. fig ’ ] )
end

c l o s e ( writerObj ) ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ C y c l e s f i n i s h e d ’}) ;
handles . i s c y c l e =0;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - M O V I E C R E A T I O N - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn crea te mov i e Ca l lback ( hObject , eventdata , handles )
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ In p r o g r e s s ... ’}) ;
handles . i s c y c l e =1; % g u i d a t a ( hObject , h a n d l e s ) ;

numframes=dir ( [ ’ ./ L a s t _ r u n / f r a m e * f o r t .9 ’ ] ) ;
if ( l e n g t h ( numframes )==0) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e s f r o m l a s t run not f o u n d . ’}) ;

r e t u r n ; end

v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
handles . zaxlim max=0; handles . zaxl im min=i n f ;
handles . xaxlim max=0; handles . xaxlim min=i n f ;
handles . yaxlim max=0; handles . yaxlim min=i n f ;
moviename=[ ’ M o v i e ’ ] ;
wr iterObj = VideoWriter ( [ moviename ’ . mp4 ’ ] , ’ MPEG -4 ’ ) ;
i n s e c p e r f r ame=s t r 2 n u m ( get ( handles . i n s e c pe r f r ame , ’ s t r i n g ’ ) ) ;
wr iterObj . FrameRate = in s e c p e r f r ame ; % How m a n y f r a m e s per s e c o n d .

open ( writerObj ) ;
b tn p l o t s=get ( get ( handles . btn group p lot s , ’ S e l e c t e d O b j e c t ’ ) , ’ Tag ’ ) ;
if ( i s f i l e ( ’ p o t e n t i a l _ a t _ s u r f a c e _ v a l u e s . txt ’ ) && s t r c m p ( btn p lo t s , ’ i s _ s u r f a c e _ p o t _ z ’ ) ) ; d e l e t e

( ’ p o t e n t i a l _ a t _ s u r f a c e _ v a l u e s . txt ’ ) ; end

if ( i s f i l e ( ’ p o t e n t i a l _ d e c a y _ t a u . txt ’ ) && s t r c m p ( btn p lo t s , ’ i s _ s u r f a c e _ p o t _ z ’ ) ) ; d e l e t e ( ’
p o t e n t i a l _ d e c a y _ t a u . txt ’ ) ; end

if ( i s f i l e ( ’ c u r r e n t _ d e n s i t y _ d a t a . txt ’ ) && s t r c m p ( btn p lo t s , ’ i s _ c u r r e n t _ d e n s i t y ’ ) ) ; d e l e t e ( ’
c u r r e n t _ d e n s i t y _ d a t a . txt ’ ) ; end

if ( i s f i l e ( ’ r a d i a l _ p o t e n t i a l _ a t _ s u r f a c e _ F W H M . txt ’ ) && s t r c m p ( btn p lo t s , ’ i s _ s u r f a c e _ p o t _ r ’ ) ) ;
d e l e t e ( ’ r a d i a l _ p o t e n t i a l _ a t _ s u r f a c e _ F W H M . txt ’ ) ; end

for i =1: l e n g t h ( numframes )
f o r t F i l e s = dir ( [ ’ ./ L a s t _ r u n / f r a m e ’ n u m 2 s t r ( i ) ’ * ’ ] ) ;
for j =1: l e n g t h ( f o r t F i l e s )

a=( s t r f i n d ( f o r t F i l e s ( j ) . name , ’ _ ’ )+1) ;
c o p y f i l e ( [ ’ ./ L a s t _ r u n / ’ f o r t F i l e s ( j ) . name ] , [ v f o l d e r ’ / ’ f o r t F i l e s ( j ) . name( a : end ) ] , ’ f ’ )

end

switch b tn p l o t s
case ’ i s _ b a n d _ d i a g r a m ’

moviename=’ b a n d _ d i a g r a m ’ ;
handles=btn band diagram plot ( handles ) ;
% sp = f i n d o b j ( ’ Type ’ , ’ Figure ’ , ’ Name ’ , ’ S i n g l e P l o t ’ ) ;

% w r i t e V i d e o ( w r i t e r O b j , g e t f r a m e ( sp ) ) ;

% s a v e f i g ( sp ,[ ’./ L a s t _ r u n / ’ m o v i e n a m e ’ _fig_ ’ n u m 2 s t r ( i ) ] , ’ compact ’) ;

sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
c l o s e ( sp )

case ’ i s _ c o n t o u r s ’

f i l e s=dir ( [ v f o l d e r ’ / f o r t .2* ’ ] ) ;
if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e s not f o u n d for p o t e n t i a l

c o n t o u r s . ’}) ; r e t u r n ; end

moviename=’ e q u i p o t _ c o n t o u r s ’ ;
b tn con tou r s p l o t ( handles )
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
% s a v e f i g ( sp ,[ ’./ L a s t _ r u n / ’ m o v i e n a m e ’ _fig_ ’ n u m 2 s t r ( i ) ] , ’ compact ’) ;

writeVideo ( writerObj , g e t f r a m e ( sp ) ) ;
c l o s e ( sp )

case ’ i s _ s u r f a c e _ p o t _ z ’

moviename=’ s u r f a c e _ p o t _ z ’ ;
handles=b t n s u r f a c e p o t z p l o t ( handles ) ;
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ] , ’ c o m p a c t ’ ) ;
c l o s e ( sp )

case ’ i s _ s u r f a c e _ p o t _ r ’

moviename=’ s u r f a c e _ p o t _ r ’ ;
handles=b t n s u r f a c e p o t r p l o t ( handles ) ;
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ] , ’ c o m p a c t ’ ) ;
c l o s e ( sp )

case ’ i s _ s u r f a c e _ p o t _ 3 d ’

moviename=’ s u r f a c e _ p o t _ 3 d ’ ;
handles=b tn su r f a c e po t 3d p l o t ( handles ) ;
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ] , ’ c o m p a c t ’ ) ;
c l o s e ( sp )

case ’ i s _ c h a r g e _ d e n _ z ’

moviename=’ c h a r g e _ d e n s i t y _ z ’ ;
handles=p l o t c h a r g e d e n s i t i e s z ( handles ) ;
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sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ] , ’ c o m p a c t ’ ) ;
c l o s e ( sp )

case ’ i s _ c h a r g e _ d e n _ r ’

moviename=’ c h a r g e _ d e n s i t y _ r ’ ;
handles=p l o t c h a r g e d e n s i t i e s r ( handles ) ;
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ] , ’ c o m p a c t ’ ) ;
c l o s e ( sp )

case ’ i s _ c u r r e n t _ d e n s i t y ’

moviename=’ c u r r e n t _ d e n s i t y ’ ;
b t n cu r r e n t d en s i t y p l o t ( handles ) ;

end

end

if ( s t r c m p (moviename , ’ b a n d _ d i a g r a m ’ ) )
for i =1: l e n g t h ( numframes )

f o r t F i l e s = dir ( [ ’ ./ L a s t _ r u n / f r a m e ’ n u m 2 s t r ( i ) ’ * ’ ] ) ;
for j =1: l e n g t h ( f o r t F i l e s )

a=( s t r f i n d ( f o r t F i l e s ( j ) . name , ’ _ ’ )+1) ;
c o p y f i l e ( [ ’ ./ L a s t _ r u n / ’ f o r t F i l e s ( j ) . name ] , [ v f o l d e r ’ / ’ f o r t F i l e s ( j ) . name( a : end ) ] , ’ f

’ )
end

handles=btn band diagram plot ( handles ) ;
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ] , ’ c o m p a c t ’ ) ;
c l o s e ( sp )

end

end

F igF i l e s = dir ( [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ ’ * ’ ] ) ;
if (˜ s t r c m p (moviename , ’ e q u i p o t _ c o n t o u r s ’ )&&˜s t r c m p (moviename , ’ c u r r e n t _ d e n s i t y ’ ) )

for i =1:1: l e n g t h ( F i gF i l e s )
p a u s e ( 0 . 0 05 )
open f i g ( [ ’ ./ L a s t _ r u n / ’ moviename ’ _ f i g _ ’ n u m 2 s t r ( i ) ’ . fig ’ ] ) ;
switch b tn p l o t s

case ’ i s _ b a n d _ d i a g r a m ’

% d i s p ( ’ Nothing ’)

% c l o s e ( sp )

% h a n d l e s = b t n _ b a n d _ d i a g r a m _ p l o t ( h a n d l e s ) ;

% a x i s ([ h a n d l e s . x a x l i m _ m i n h a n d l e s . x a x l i m _ m a x h a n d l e s . y a x l i m _ m i n h a n d l e s . y a x l i m _ m a x

]) ;

case ’ i s _ c o n t o u r s ’

% d i s p ( ’ Nothing ’)

case ’ i s _ s u r f a c e _ p o t _ z ’

a x i s ( [ handles . xaxlim min handles . xaxlim max handles . yaxlim min handles . yaxlim max
] ) ;

case ’ i s _ s u r f a c e _ p o t _ r ’

a x i s ( [ handles . xaxlim min handles . xaxlim max handles . yaxlim min handles . yaxlim max
] ) ;

case ’ i s _ s u r f a c e _ p o t _ 3 d ’

xlim=min ( [ s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) s t r 2 n u m ( get ( handles . in y l im , ’
s t r i n g ’ ) ) ] ) ;

a x i s ([− xlim xlim −xlim xlim ] ) ;
c a x i s ( [ handles . zaxl im min handles . zaxlim max ] ) ;

case ’ i s _ c h a r g e _ d e n _ z ’

a x i s ( [ handles . xaxlim min handles . xaxlim max handles . yaxlim min handles . yaxlim max
] ) ;

case ’ i s _ c h a r g e _ d e n _ r ’

a x i s ( [ handles . xaxlim min handles . xaxlim max handles . yaxlim min handles . yaxlim max
] ) ;

end

p a u s e ( 0 . 1 )
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
wr iteVideo ( writerObj , g e t f r a m e ( sp ) ) ;
c l o s e ( sp )

end

end

if ( s t r c m p (moviename , ’ c u r r e n t _ d e n s i t y ’ ) )
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
if ( i s e m p t y ( ’ c u r r e n t _ d e n s i t y _ d a t a . txt ’ ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e

c u r r e n t _ d e n s i t y _ d a t a . txt not f o u n d for c u r r e n t d e n s i t y . ’}) ; r e t u r n ; end

f i g u r e ( ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
Plot14=l o a d ( ’ c u r r e n t _ d e n s i t y _ d a t a . txt ’ ) ;
Plot141= Plot14 ( : , 1 ) ;
Plot142= Plot14 ( : , 2 ) ;

p l o t ( Plot141 , Plot142 ) ; h o l d on ;
a x i s ( [ min ( Plot141 ) max ( Plot141 ) min ( Plot142 ) max ( Plot142 ) ] ) ;

x l a b e l ( ’ B i a s V o l t a g e [ V ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ C u r r e n t d e n s i t y [ A / nm ^2] ’ , ’ f o n t s i z e ’ , 12) ;
t i t l e ( [ ’ C u r r e n t d e n s i t y ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm ) ’ ] )
sp = f i ndob j ( ’ T y p e ’ , ’ F i g u r e ’ , ’ N a m e ’ , ’ S i n g l e P l o t ’ ) ;
s a v e f i g ( sp , [ ’ ./ ’ moviename ] , ’ c o m p a c t ’ ) ;
saveas ( sp , [ ’ ./ ’ moviename ’ . png ’ ] )
for i =1:1:10

writeVideo ( writerObj , g e t f r a m e ( sp ) ) ;
end

c l o s e ( sp )
end
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% c o u n t = 4 1 ; h a n d l e s . x a x l i m _ m i n = -60; h a n d l e s . x a x l i m _ m a x =0; h a n d l e s . y a x l i m _ m i n = -1.01 e15 ; h a n d l e s .

y a x l i m _ m a x = 6 . 9 6 e19 ;

c l o s e ( writerObj ) ;
c o p y f i l e ( [ ’ M o v i e . mp4 ’ ] , [ moviename ’ . mp4 ’ ] , ’ f ’ )
d e l e t e ( [ ’ M o v i e . mp4 ’ ] )
handles . i s c y c l e =0;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ M o v i e c r e a t e d . ’}) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - - - S U B R O U T I N E S - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n s em i t i p v e r s i on Ca l l b a ck ( hObject , eventdata , handles )
fname=l o a d i n p u t s f r om f i l e s ( handles ) ;
M=text read ( fname , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
set ( handles . u i c t r l i n f o , ’ s t r i n g ’ ,M)
set ( handles . custom inputs , ’ v a l u e ’ , 1 )
set ( handles . btn save , ’ e n a b l e ’ , ’ off ’ )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n fname=l o a d i n p u t s f r om f i l e s ( handles )
switch get ( handles . s em i t i p ve r s i on , ’ v a l u e ’ )

case 1
goldenfname=’ ./ v5 / f o r t _ b a c k u p .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ T h i s p r o g r a m c o m p u t e s the e l e c t r o s t a t i c p o t e n t i a l and

r e s u l t i n g t u n n e l c u r r e n t p r o d u c e d by a m e t a l l i c p r o b e tip n e a r a s e m i c o n d u c t o r . ’ )
case 2

goldenfname=’ ./ v6 / f o r t _ U n i 1 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r , in

a p l a n a r g e o m e t r y (1 D p o t e n t i a l ) . ’ )
case 3

goldenfname=’ ./ v6 / f o r t _ U n i I n t 1 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r ,

a l o n g w i t h c o m p u t a t i o n s of t u n n e l c u r r e n t u s i n g n u m e r i c a l i n t e g r a t i o n of S c h r o d i n g e r s

e q u a t i o n , in a p l a n a r g e o m e t r y ( the p o t e n t i a l is 1 D , in the z d i r e c t i o n , but the

c u r r e n t is c o m p u t e d w i t h f u l l i n c l u s i o n of q u a n t u m s t a t e s t r a v e l i n g in the x and y

d i r e c t i o n s as w e l l ) . ’ )
case 4

goldenfname=’ ./ v6 / f o r t _ U n i I n t S C 1 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r ,

a l o n g w i t h c o m p u t a t i o n s of t u n n e l c u r r e n t u s i n g n u m e r i c a l i n t e g r a t i o n of S c h r o d i n g e r s

e q u a t i o n , in a p l a n a r g e o m e t r y . The p o t e n t i a l is c o m p u t e d self - c o n s i s t e n t l y , u s i n g the

q u a n t u m s t a t e s f r o m the s o l u t i o n to S c h r o d i n g e r s e q u a t i o n , so t h a t e . g . i n v e r s i o n or

a c c u m u l a t i o n l a y e r s t a t e s are c o m p u t e d e x a c t l y . ’ )
case 5

goldenfname=’ ./ v6 / f o r t _ U n i 2 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r ,

w i t h a h y p e r b o l i c s h a p e d p r o b e tip , in a 3 D g e o m e t r y w i t h a z i m u t h a l s y m m e t r y . ’ )
case 6

goldenfname=’ ./ v6 / f o r t _ U n i I n t 2 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r ,

a l o n g w i t h c o m p u t a t i o n s of t u n n e l c u r r e n t u s i n g n u m e r i c a l i n t e g r a t i o n of S c h r o d i n g e r s

e q u a t i o n a l o n g the c e n t r a l axis , in a 3 D g e o m e t r y w i t h a z i m u t h a l s y m m e t r y . ’ )
case 7

goldenfname=’ ./ v6 / f o r t _ U n i I n t S C 2 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r ,

a l o n g w i t h c o m p u t a t i o n s of t u n n e l c u r r e n t u s i n g n u m e r i c a l i n t e g r a t i o n of S c h r o d i n g e r s

e q u a t i o n a l o n g the c e n t r a l a x i s . The p o t e n t i a l is c o m p u t e d self - c o n s i s t e n t l y , u s i n g

the q u a n t u m s t a t e s f r o m the s o l u t i o n to S c h r o d i n g e r s e q u a t i o n t h a t are c o m p u t e d at a

s e r i e s of d i f f e r e n t r a d i a l d i s t a n c e s f r o m the c e n t r a l a x i s . ’ )
case 8

goldenfname=’ ./ v6 / f o r t _ U n i 3 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r , in

a f u l l y 3 D g e o m e t r y . ’ )
case 9

goldenfname=’ ./ v6 / f o r t _ U n i I n t 3 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r ,

a l o n g w i t h c o m p u t a t i o n s of t u n n e l c u r r e n t u s i n g n u m e r i c a l i n t e g r a t i o n of S c h r o d i n g e r s

e q u a t i o n a l o n g the c e n t r a l axis , in a f u l l y 3 D g e o m e t r y . ’ )
case 10

goldenfname=’ ./ v6 / f o r t _ U n i P l a n e 3 .9 ’ ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ P o t e n t i a l c o m p u t a t i o n s for a u n i f o r m s e m i c o n d u c t o r , in

a f u l l y 3 D g e o m e t r y . The t u n n e l c u r r e n t is c o m p u t e d u s i n g a p l a n e w a v e e x p a n s i o n

m e t h o d . The p l a n e w a v e m e t h o d n e c e s s a r i l y i n c l u d e s o n l y a r e l a t i v e l y s m a l l s p a t i a l

r e g i o n c e n t e r e d a b o u t the p o i n t on the s e m i c o n d u c t o r s u r f a c e o p p o s i t e the a p e x of the

p r o b e tip , but the r e s u l t s n e v e r t h e l e s s p r o v i d e a g o o d a p p r o x i m a t i o n in m a n y c a s e s . A

l o c a l i z e d p o t e n t i a l s u c h as o c c u r s e . g . for a q u a n t u m dot can be i n c l u d e d in the

c o m p u t a t i o n of the t u n n e l c u r r e n t . ’ )
o therwi se

end

v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
fname=[ v f o l d e r ’ / f o r t .9 ’ ] ;
if e x i s t ( fname , ’ f i l e ’ ) ;

d e l e t e ( fname ) ;
end

c o p y f i l e ( goldenfname , fname )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn save Ca l lback ( hObject , eventdata , handles )
if ( get ( handles . custom inputs , ’ v a l u e ’ )==1) ; r e t u r n ; end

cus tom fo lde r=’ ./ C u s t o m _ I n p u t s ’ ;
custom name=get ( handles . custom inputs , ’ s t r i n g ’ ) ;
% a =( s t r f i n d ( c u s t o m _ n a m e { get ( h a n d l e s . c u s t o m _ i n p u t s , ’ value ’) } , ’_ ’) +1)

% c u s t o m _ n a m e =[ c u s t o m _ f o l d e r ’/ ’ c u s t o m _ n a m e ( a (2) : end -2) ]

custom name=[ cus tom fo lde r ’ / ’ custom name{ get ( handles . custom inputs , ’ v a l u e ’ ) } ] ;
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f i l e ID = f o p e n ( custom name , ’ w ’ ) ;
i n pu t s i n f o=get ( handles . u i c t r l i n f o , ’ s t r i n g ’ ) ;
for row = 1 : l e n g t h ( i n pu t s i n f o )

f p r i n t f ( f i l e ID , ’ % s \ n ’ , i n pu t s i n f o {row}) ;
end

f c l o s e ( f i l e ID ) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n v f o l d e r=g e t v e r s i o n f o l d e r ( handles )
switch get ( handles . s em i t i p ve r s i on , ’ v a l u e ’ )

case 1
v f o l d e r=’ ./ v5 ’ ;

case {2 ,3 ,4 ,5 ,6 ,7 ,8 ,9 ,10}
v f o l d e r=’ ./ v6 ’ ;

o therwi se
end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n ex e v e r s i on=ge t e x e v e r s i o n ( value )
switch value

case 1
ex e v e r s i on=’ s e m i t i p _ v 5 ’ ;

case 2
ex e v e r s i on=’ U n i 1 ’ ;

case 3
ex e v e r s i on=’ U n i I n t 1 ’ ;

case 4
ex e v e r s i on=’ U n i I n t S C 1 ’ ;

case 5
ex e v e r s i on=’ U n i 2 ’ ;

case 6
ex e v e r s i on=’ U n i I n t 2 ’ ;

case 7
ex e v e r s i on=’ U n i I n t S C 2 ’ ;

case 8
ex e v e r s i on=’ U n i 3 ’ ;

case 9
ex e v e r s i on=’ U n i I n t 3 ’ ;

case 10
ex e v e r s i on=’ U n i P l a n e 3 ’ ;

o therwi se
end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n c l o s e f i g u r e s ( hObject , eventdata , handles )
f i g s = get (0 , ’ c h i l d r e n ’ ) ;
f i g s ( f i g s == gcf ) = [ ] ; % d e l e t e y o u r c u r r e n t f i g u r e f r o m the l i s t

c l o s e ( f i g s )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n ListOfFileNames=Load Filenames ( cus tom fo lde r )
% = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = = =

% - - - L o a d up the l i s t b o x w i t h i m a g e f i l e s in f o l d e r

ListOfFileNames = {} ;
if ( n a r g i n==0) ; cus tom fo lde r = ’ ./ S T M _ I m a g e s ’ ; end

if e x i s t ( custom fo lder , ’ dir ’ ) == f a l s e
msgboxw ( [ ’ F o l d e r ’ cus tom fo lde r ’ d o e s not e x i s t . ’ ] ) ;
r e t u r n ;

end

% If it g e t s to here , the f o l d e r is g o o d .

ImageFi les = dir ( [ cus tom fo lde r ’ / * . * ’ ] ) ;
for Index = 1 : l e n g t h ( ImageFi les )

baseFileName = ImageFi les ( Index ) . name ;
[ f o l d e r , name , extens ion ] = f i l e p a r t s ( baseFileName ) ;
extens ion = u p p e r ( extens ion ) ;
switch l o w e r ( extens ion )

case { ’ .9 ’}
% A l l o w o n l y PNG , TIF , JPG , or BMP i m a g e s

ListOfFileNames = [ ListOfFileNames baseFileName ] ;
o therwi se

end

end

r e t u r n

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n custom inputs Cal lback ( hObject , eventdata , handles )
if ( get ( handles . custom inputs , ’ v a l u e ’ )==1) ;

set ( handles . btn save , ’ e n a b l e ’ , ’ off ’ ) ; r e t u r n ;
e l s e set ( handles . btn save , ’ e n a b l e ’ , ’ on ’ ) ;
end

custominputname=get ( handles . custom inputs , ’ s t r i n g ’ ) ;
goldenfname=custominputname{ get ( handles . custom inputs , ’ v a l u e ’ ) } ;
a=( s t r f i n d ( goldenfname , ’ _ ’ )+1) ; b=( s t r f i n d ( goldenfname ( a (1) : end ) , ’ _ ’ )−1) ;
switch goldenfname ( a (1) : b (1)+a (1)−1)

case ’ semitip - v5 ’

value=1;
case ’ U n i 1 ’

value=2;
case ’ U n i I n t 1 ’

value=3;
case ’ U n i I n t S C 1 ’

value=4;
case ’ U n i 2 ’

value=5;
case ’ U n i I n t 2 ’

value=6;
case ’ U n i I n t S C 2 ’
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value=7;
case ’ U n i 3 ’

value=8;
case ’ U n i I n t 3 ’

value=9;
case ’ U n i P l a n e 3 ’

value=10;
otherwi se

end

set ( handles . s em i t i p ve r s i on , ’ v a l u e ’ , va lue )
goldenfname=[ ’ ./ C u s t o m _ I n p u t s / ’ goldenfname ] ;
v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;

fname=[ v f o l d e r ’ / f o r t .9 ’ ] ;
if e x i s t ( fname , ’ f i l e ’ ) ;

d e l e t e ( fname ) ;
end

c o p y f i l e ( goldenfname , fname )
M=text read ( fname , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
set ( handles . u i c t r l i n f o , ’ s t r i n g ’ ,M)
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn save a s Ca l lback ( hObject , eventdata , handles )
cus tom fo lde r=’ ./ C u s t o m _ I n p u t s ’ ;
cd ( cus tom fo lde r ) ;
[ FileName , PathName ] = u i p u t f i l e ;
[ f o l d e r , name , extens ion ] = f i l e p a r t s ( FileName ) ;
e x e v e r s i on=ge t e x e v e r s i o n ( get ( handles . s em i t i p ve r s i on , ’ v a l u e ’ ) ) ;
v f o l d e r = regexprep ( g e t v e r s i o n f o l d e r ( handles ) , ’ [ . / ] ’ , ’ ’ ) ;
name=[ v f o l d e r ’ _ ’ ex e v e r s i on ’ _ ’ name ’ .9 ’ ] ;

f i l e ID = f o p e n ( [ PathName name ] , ’ w ’ ) ;
i n pu t s i n f o=get ( handles . u i c t r l i n f o , ’ s t r i n g ’ ) ;
for row = 1 : l e n g t h ( i n pu t s i n f o )

f p r i n t f ( f i l e ID , ’ % s \ n ’ , i n pu t s i n f o {row}) ;
end

f c l o s e ( f i l e ID ) ;
cd . .
s t r=Load Filenames ( cus tom fo lde r ) ;
set ( handles . custom inputs , ’ s t r i n g ’ , [ ’ - L o a d c u s t o m i n p u t s - ’ s t r ] )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n h = c i r c l e (x , y , r )
d = r ∗2 ; px = x−r ; py = y−r ;
h = r e c t ang l e ( ’ P o s i t i o n ’ , [ px py d d ] , ’ C u r v a t u r e ’ , [ 1 , 1 ] , ’ L i n e S t y l e ’ , ’ - - ’ , ’ E d g e C o l o r ’ , ’ y ’ ) ;
daspect ( [ 1 , 1 , 1 ] )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n add to i n f o ( handles , s t r )
i n f o=get ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ) ;
i n f o { end+1} = s t r ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , i n f o ) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n [ pos value the text ] =g e t c u r r e n t v a l u e o f ( s t r , handles )
v f o l d e r = regexprep ( g e t v e r s i o n f o l d e r ( handles ) , ’ [ . / ] ’ , ’ ’ ) ;
% o u t p u t s _ i n f o = t e x t r e a d ([ v f o l d e r ’/ f o r t .16 ’] , ’% s ’ , ’ d e l i m i t e r ’ , ’\ n ’) ;

i n pu t s i n f o=text read ( [ v f o l d e r ’ / f o r t .9 ’ ] , ’ % s ’ , ’ d e l i m i t e r ’ , ’ \ n ’ ) ;
e x e v e r s i on=ge t e x e v e r s i o n ( get ( handles . s em i t i p ve r s i on , ’ v a l u e ’ ) ) ;
name=[ v f o l d e r ’ _ ’ ex e v e r s i on ] ;
v a r i a b l e t x t=’ ’ ;
switch name

case ’ v 5 _ s e m i t i p _ v 5 ’ % % < - - - N E E D TO SET V A L U E S FOR V5 V E R S I O N

t ipshank=2;
t i phe i gh t =3;
t i p r ad i u s =4;
p ro t ru s i on rad iu s =5;
workF=6;
donorconc=7;
acceptorconc=8;
bandgap=9;
modulationv=19;
doss1=23;
n e u t r a l i t y l v l 1 =24;
fwhm1=25;
cent ro idgaus s1 =26;
doss2=27;
n e u t r a l i t y l v l 2 =28;
fwhm2=29;
cent ro idgaus s2 =30;
eA f f i n i t y =31;
Ef=32;
outputparam=50;
b i a svpo in t s =51;
b iasv =52;

case { ’ v 6 _ U n i 1 ’ , ’ v 6 _ U n i I n t 1 ’ , ’ v 6 _ U n i I n t S C 1 ’}
t i ph e i gh t =2;
workF=3;
donorconc=4;
acceptorconc=5;
bandgap=6;
doss1=18;
n e u t r a l i t y l v l 1 =19;
fwhm1=20;
cent ro idgaus s1 =21;
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doss2=22;
n e u t r a l i t y l v l 2 =23;
fwhm2=24;
cent ro idgaus s2 =25;
outputparam=34;
b i a svpo in t s =35;
b iasv =36;

case { ’ v 6 _ U n i 1 ’}
contourspac ing =38;
eA f f i n i t y =39;
Ef=40;

case { ’ v 6 _ U n i I n t 1 ’ , ’ v 6 _ U n i I n t S C 1 ’}
eA f f i n i t y =37;
Ef=38;
semicdepth=42;
modulationv=43;

case { ’ v 6 _ U n i 2 ’ , ’ v 6 _ U n i I n t 2 ’ , ’ v 6 _ U n i I n t S C 2 ’}
t ipshank=2;
t i phe i gh t =3;
t i p r ad i u s =4;
p ro t ru s i on rad iu s =5;
workF=6;
donorconc=7;
acceptorconc=8;
bandgap=9;
doss1=21;
n e u t r a l i t y l v l 1 =22;
fwhm1=23;
cent ro idgaus s1 =24;
doss2=25;
n e u t r a l i t y l v l 2 =26;
fwhm2=27;
cent ro idgaus s2 =28;
outputparam=38;
b i a svpo in t s =39;
b iasv =40;
contourspac ing =42;

case { ’ v 6 _ U n i I n t 2 ’ , ’ v 6 _ U n i I n t S C 2 ’}
eA f f i n i t y =43;
Ef=44;
semicdepth=48;
modulationv=49;

case { ’ v 6 _ U n i 3 ’ , ’ v 6 _ U n i I n t 3 ’ , ’ v 6 _ U n i P l a n e 3 ’}
t ipshank=2;
t i phe i gh t =3;
t i p r ad i u s =4;
p ro t ru s i on rad iu s =5;
workF=6;
donorconc=7;
acceptorconc=8;
bandgap=9;
doss1=21;
n e u t r a l i t y l v l 1 =22;
fwhm1=23;
cent ro idgaus s1 =24;
doss2=25;
n e u t r a l i t y l v l 2 =26;
fwhm2=27;
cent ro idgaus s2 =28;
outputparam=40;
b i a svpo in t s =41;
b iasv =42;
contourspac ing =44;

case { ’ v 6 _ U n i I n t 3 ’ , ’ v 6 _ U n i P l a n e 3 ’}
eA f f i n i t y =46;
Ef=47;
modulationv=52;

otherwi se
d i s p ( ’ I n p u t s p o s i t i o n s not f o u n d ’ )

end

switch l o w e r ( s t r )
case { ’ t i p h e i g h t ’ , ’ t i p _ h e i g h t ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ tip - s a m p l e s e p a r a t i o n ’ ) ) ) ) ;
case { ’ t i p _ s h a n k ’ , ’ t i p s h a n k ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ s h a n k s l o p e ’ ) ) ) ) ;
case { ’ t i p _ r a d i u s ’ , ’ t i p r a d i u s ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ tip r a d i u s ’ ) ) ) ) ;
case { ’ w o r k f ’ , ’ w o r k _ f ’ , ’ w o r k f u n c t i o n ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ c o n t a c t p o t e n t i a l ’ ) ) ) ) ;
case { ’ b a n d g a p ’ , ’ b a n d _ g a p ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ b a n d gap ’ ) ) ) ) ;
case { ’ o u t p u t p a r a m ’ , ’ o u t p u t _ p a r a m e t e r ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ o u t p u t p a r a m e t e r ’ ) ) ) ) ;
case { ’ b i a s _ v ’ , ’ b i a s v ’}

% a =( s t r f i n d ( i n p u t s _ i n f o { b i a s v } , ’ ’) ) ;

% if ( i s e m p t y ( a ) ) ; a = l e n g t h ( i n p u t s _ i n f o { b i a s v }) +1; end

% v a l u e = s t r 2 n u m ( i n p u t s _ i n f o { b i a s v } ( 1 : a (1) -1) ) ;

% v a r i a b l e _ t x t = i n p u t s _ i n f o { b i a s v };

pos=biasv ;
case { ’ b i a s _ v _ p o i n t s ’ , ’ b i a s v p o i n t s ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ v o l t a g e p o i n t s ’ ) ) ) ) ;
case { ’ c o n t o u r s p a c i n g ’ , ’ c o n t o u r _ s p a c i n g ’}
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pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ s p a c i n g of p o t e n t i a l c o n t o u r s ’ ) ) ) ) ;
case { ’ e a f f i n i t y ’ , ’ e _ a f f i n i t y ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ e l e c t r o n a f f i n i t y ’ ) ) ) ) ;
case { ’ f e r m i e n e r g y ’ , ’ ef ’ , ’ f e r m i _ e n e r g y ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ F e r m i e n e r g y of tip ’ ) ) ) ) ;
case { ’ t e m p e r a t u r e ’}

pos=f i n d ( not ( c e l l f u n ( ’ i s e m p t y ’ , s t r f i n d ( i npu t s i n f o , ’ t e m p e r a t u r e ( K ) ’ ) ) ) ) ;
case { ’ d o s s 1 ’ , ’ dos ’}

pos=doss1 ;
case { ’ n e u t r a l i t y ’ , ’ n e u t r a l i t y 1 ’ , ’ n e u t r a l i t y l v l ’ , ’ n e u t r a l i t y l v l 1 ’}

pos=n e u t r a l i t y l v l 1 ;
case { ’ f w h m 1 ’ , ’ f w h m ’}

pos=fwhm1 ;
case { ’ c e n t r o i d g a u s s 1 ’ , ’ c e n t r o i d g a u s s ’}

pos=cent ro idgaus s1 ;
case { ’ d o s s 2 ’}

pos=doss2 ;
case { ’ n e u t r a l i t y 2 ’ , ’ n e u t r a l i t y l v l 2 ’}

pos=n e u t r a l i t y l v l 2 ;
case { ’ f w h m 2 ’}

pos=fwhm2 ;
case { ’ c e n t r o i d g a u s s 2 ’}

pos=cent ro idgaus s2 ;
case { ’ d o n o r s ’ , ’ d o n o r c o n c ’ , ’ d o n o r _ c o n c e n t r a t i o n ’}

pos=donorconc ;
case { ’ a c c e p t o r s ’ , ’ a c c e p t o r c o n c ’ , ’ a c c e p t o r _ c o n c e n t r a t i o n ’}

pos=acceptorconc ;
end

v a r i a b l e t x t=i npu t s i n f o {pos } ;
a=( s t r f i n d ( va r i ab l e t x t , ’ ’ ) ) ;
if ( i s e m p t y ( a ) ) ; a=l e n g t h ( v a r i a b l e t x t )+1; end

value=s t r 2 n u m ( v a r i a b l e t x t ( 1 : a (1 )−1) ) ;
the text=va r i a b l e t x t ( a (1) : end ) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn database Cal lback ( hObject , eventdata , handles )
web( ’ h t t p s : / / 1 drv . ms / x / s ! A k Y i 4 4 Q Z r V K 2 p U y E W f c h h l 5 L S 4 y m ’ , ’ - b r o w s e r ’ ) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn ex tended in fo Ca l lback ( hObject , eventdata , handles )
web( ’ h t t p :// www . a n d r e w . cmu . edu / u s e r / f e e n s t r a / s e m i t i p _ v 6 / T e c h M a n u a l . h t m l # I n p u t ’ , ’ - b r o w s e r ’ ) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n g au s s d i s t ( xmin , xmax , handles )

[ pos doss1 the text ]= g e t c u r r e n t v a l u e o f ( ’ d o s s 1 ’ , handles ) ;
[ pos n e u t r a l i t y l v l 1 the text ]= g e t c u r r e n t v a l u e o f ( ’ n e u t r a l i t y l v l 1 ’ , handles ) ;
[ pos fwhm1 thetext ]= g e t c u r r e n t v a l u e o f ( ’ f w h m 1 ’ , handles ) ;
[ pos cent ro idgaus s1 the text ]= g e t c u r r e n t v a l u e o f ( ’ c e n t r o i d g a u s s 1 ’ , handles ) ;
sigma1=fwhm1/(2∗ s q r t (2∗ log (2 ) ) ) ;
if ( doss1>0 && fwhm1 ˜= 0)

y =l i n s p a c e ( centro idgauss1 −2∗fwhm1 , cent ro idgaus s1+2∗fwhm1 ,100 ) ;
n o r m =normpdf2 (y , centro idgauss1 , sigma1 ) ;
n o r m=n o r m /( max ( n o r m ) ) ∗(xmax−xmin )+xmin ;
p l o t ( norm , y , ’ g ’ )
h o l d on
p l o t ( [ xmin xmax ] , [ n e u t r a l i t y l v l 1 n e u t r a l i t y l v l 1 ] , ’ - - m ’ )
t e x t (xmax , n e u t r a l i t y l v l 1 , ’ E_N ’ , ’ c o l o r ’ , ’ m ’ )
t e x t (xmax , centro idgauss1 , ’ SS ’ , ’ c o l o r ’ , ’ g ’ , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ )
% p l o t ([ c e n t r o i d g a u s s 1 c e n t r o i d g a u s s 1 ] , [0 max ( n o r m ) ] , ’ - -k ’)

% p l o t ([ -3 5] , [ max ( n o r m ) /2 max ( n o r m ) /2] , ’ - -k ’)

e l s e i f ( doss1>0 && fwhm1==0)
[ pos Eg the text ]= g e t c u r r e n t v a l u e o f ( ’ b a n d g a p ’ , handles ) ;
p l o t ( [ xmax xmax ] , [ 0 Eg ] , ’ g ’ ) % V e r t i c a l s t r a i g h t l i n e

h o l d on
p l o t ( [ 0 xmax ] , [ Eg Eg ] , ’ g ’ ) % H o r i z o n t a l s t r a i g h t l i n e

p l o t ( [ 0 xmax ] , [ 0 0 ] , ’ g ’ ) % H o r i z o n t a l s t r a i g h t l i n e

p l o t ( [ xmin xmax ] , [ n e u t r a l i t y l v l 1 n e u t r a l i t y l v l 1 ] , ’ - - m ’ )
t e x t (xmax , n e u t r a l i t y l v l 1 , ’ E_N ’ , ’ c o l o r ’ , ’ m ’ )
t e x t (xmax , Eg , ’ SS ’ , ’ c o l o r ’ , ’ g ’ , ’ h o r i z o n t a l A l i g n m e n t ’ , ’ r i g h t ’ )
% p l o t ([ c e n t r o i d g a u s s 1 c e n t r o i d g a u s s 1 ] , [0 max ( x ) ] , ’ - -k ’)

end

[ pos doss2 the text ]= g e t c u r r e n t v a l u e o f ( ’ d o s s 2 ’ , handles ) ;
[ pos n e u t r a l i t y l v l 2 the text ]= g e t c u r r e n t v a l u e o f ( ’ n e u t r a l i t y l v l 2 ’ , handles ) ;
[ pos fwhm2 thetext ]= g e t c u r r e n t v a l u e o f ( ’ f w h m 2 ’ , handles ) ;
[ pos cent ro idgaus s2 the text ]= g e t c u r r e n t v a l u e o f ( ’ c e n t r o i d g a u s s 2 ’ , handles ) ;
sigma2=fwhm2/(2∗ s q r t (2∗ log (2 ) ) ) ;
if ( doss2 ∗fwhm2>0)

y =l i n s p a c e ( centro idgauss2 −2∗fwhm2 , cent ro idgaus s2+2∗fwhm2 ,100 ) ;
n o r m =normpdf2 (y , centro idgauss2 , sigma2 ) ;
n o r m=n o r m /( max ( n o r m ) ) ∗(xmax−xmin )+xmin ;
p l o t ( norm , y , ’ y ’ )
h o l d on
% p l o t ([ x m i n x m a x ] , [ n e u t r a l i t y l v l 2 n e u t r a l i t y l v l 2 ] , ’ - -y ’)

% t e x t ( xmax , n e u t r a l i t y l v l 2 , ’ E_N ’ , ’ color ’ , ’ y ’)

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n y = normpdf2 (x , mu, sigma )
f = @(u , o , x ) 1/ s q r t (2∗ pi ∗o ˆ2) ∗ exp (−(x−u) .ˆ2 / (2∗ o ˆ2) ) ;
y = f e v a l ( f , mu, sigma , x ) ;
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n f 2=p l o t t o s ubp l o t s ( t ,VTHz, i , f 1 )
f1=gcf ;
ax1=gca ;
aux=get ( ax1 , ’ c h i l d r e n ’ ) ;

196



xlab=get ( get ( ax1 , ’ x l a b e l ’ ) , ’ s t r i n g ’ ) ;
ylab=get ( get ( ax1 , ’ y l a b e l ’ ) , ’ s t r i n g ’ ) ;
t i t=get ( get ( ax1 , ’ t i t l e ’ ) , ’ s t r i n g ’ ) ;
axlim=get ( ax1 , ’ x l i m ’ ) ;
aylim=get ( ax1 , ’ y l i m ’ ) ;
s c r e e n s i z e=get (0 , ’ S c r e e n s i z e ’ ) ; s c r e e n s i z e=s c r e e n s i z e ∗ 0 . 8 ;
f 2=f i g u r e ( ’ P o s i t i o n ’ , s c r e e n s i z e ) ;
s1 = s u b p l o t (1 , 2 , 1 ) ;
p l o t ( t ,VTHz, ’ c ’ )
h o l d on
mark=p l o t ( t ( i ) ,VTHz( i ) , ’ bo ’ ) ;
t i t l e ( [ ’ T h e o r e t i c a l THz p u l s e ( E - F i e l d = ’ n u m 2 s t r (VTHz( i ) ) ’ V ) ’ ] )
x l a b e l ( ’ t i m e [ ps ] ’ )
y l a b e l ( ’E - F i e l d [ V ] ’ )
s2 = s u b p l o t (1 , 2 , 2 ) ;
for j =1: s i z e ( aux )

f i g 2 = aux ( j ) ;
copyobj ( f i g2 , s2 ) ;
h o l d on

end

x l a b e l ( xlab ) ; y l a b e l ( ylab ) ; t i t l e ( t i t ) ; xlim ( axlim ) ; ylim ( aylim ) ;
c l o s e ( f 1 )
% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn ivcurve Ca l lback ( hObject , eventdata , handles )
ex e v e r s i on=ge t e x e v e r s i o n ( get ( handles . s em i t i p ve r s i on , ’ v a l u e ’ ) ) ;
if ( i s e m p t y ( s t r f i n d ( exe ve r s i on , ’ Int ’ ) ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ [ e x e v e r s i on ’

v e r s i o n d o e s not s u p p o r t IV c u r v e s . ’ ]} ) ; r e t u r n ; end

in min=s t r 2 n u m ( get ( handles . in min cyc l e , ’ s t r i n g ’ ) ) ;
in max=s t r 2 n u m ( get ( handles . in max cyc le , ’ s t r i n g ’ ) ) ;
i n s t e p=s t r 2 n u m ( get ( handles . i n s t e p c y c l e , ’ s t r i n g ’ ) ) ;
array=l i n s p a c e ( in min , in max , abs ( ( in max−in min ) / i n s t e p )+1) ;
biasVarray = s p r i n t f ( ’ % 0 . 5 g , ’ , array ) ;
biasVarray = biasVarray ( 1 : end −1) ; % s t r i p f i n a l c o m m a

[ b ia spos value b i a s t e x t ]= g e t c u r r e n t v a l u e o f ( ’ b i a s V ’ , handles ) ;
[ b i a spo in tpos value b i a s po i n t s t e x t ]= g e t c u r r e n t v a l u e o f ( ’ b i a s V p o i n t s ’ , handles ) ;
[ pos value outputtext ]= g e t c u r r e n t v a l u e o f ( ’ o u t p u t p a r a m ’ , handles ) ;
i n pu t s i n f o=get ( handles . u i c t r l i n f o , ’ s t r i n g ’ ) ;
i n pu t s i n f o { b ia spo in tpos }=[ n u m 2 s t r ( l e n g t h ( array ) ) b i a s po i n t s t e x t ] ;
i n pu t s i n f o {biaspos }=[ biasVarray b i a s t e x t ] ;
i n pu t s i n f o {biaspo intpos −1}=[ n u m 2 s t r (3 ) outputtext ] ;
set ( handles . u i c t r l i n f o , ’ s t r i n g ’ , i n pu t s i n f o ) ;
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ ’}) ;

b tn s i ng l e run Ca l l b a ck ( handles . b tn s i ng l e run , eventdata , handles )
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ IV c u r v e f i n i s h e d ’}) ;

v f o l d e r=g e t v e r s i o n f o l d e r ( handles ) ;
f i l e s=dir ( [ v f o l d e r ’ / f o r t .14 ’ ] ) ;

if ( i s e m p t y ( f i l e s ) ) ; set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ ,{ ’ F i l e not f o u n d for IV c u r v e s . ’}) ; r e t u r n ;
end

xlim=min ( [ s t r 2 n u m ( get ( handles . in x l im , ’ s t r i n g ’ ) ) s t r 2 n u m ( get ( handles . in y l im , ’ s t r i n g ’ ) ) ] ) ;
f i g u r e

Plot14=l o a d ( [ v f o l d e r ’ / ’ f i l e s (1 ) . name ] ) ;
Plot141= Plot14 ( : , 1 ) ; % V o l t a g e

Plot142= Plot14 ( : , 2 ) ; % C u r r e n t

Plot143= Plot14 ( : , 3 ) ; % c o n t r i b u t i o n s to the c u r r e n t of e x t e n d e d s t a t e s

Plot144= Plot14 ( : , 4 ) ; % c o n t r i b u t i o n s to the c u r r e n t of l o c a l i z e d s t a t e s

p l o t ( Plot141 , Plot142 )
h o l d on
p l o t ( Plot141 , Plot143 , Plot141 , Plot144 )
x l a b e l ( ’ V o l t a g e [ V ] ’ , ’ f o n t s i z e ’ , 12) ;
y l a b e l ( ’ C u r r e n t [ A / nm ^2] ’ , ’ f o n t s i z e ’ , 12) ;
[ pos t i ph e i gh t the text ]= g e t c u r r e n t v a l u e o f ( ’ t i p h e i g h t ’ , handles ) ;
[ pos b iasv the text ]= g e t c u r r e n t v a l u e o f ( ’ b i a s v ’ , handles ) ;
t i t l e ( [ ’ C u r r e n t as a f u n c t i o n of s a m p l e v o l t a g e ( T i p H e i g h t = ’ n u m 2 s t r ( t i ph e i gh t ) ’ nm ) ’ ] )
l e g e n d ( ’ C u r r e n t ’ , ’ E x t e n d e d s t a t e s c u r r e n t c o n t r i b u t i o n ’ , ’ L o c a l i z e d s t a t e s c u r r e n t c o n t r i b u t i o n ’ , ’

l o c a t i o n ’ , ’ s o u t h e a s t ’ )
if (˜ handles . i s c y c l e && min ( Plot142 )˜=max ( Plot142 ) ) ; a x i s ( [ min ( Plot141 ) max ( Plot141 ) min ( Plot142 )

max ( Plot142 ) ] ) ; end

% p l o t _ c o n d u c t a n c e _ v s _ v ( h a n d l e s ) ;

% p l o t _ c h a r g e _ d e n s i t i e s _ z ( h a n d l e s ) ;

% p l o t _ c h a r g e _ d e n s i t i e s _ r ( h a n d l e s ) ;

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n btn mul t ip l e run Ca l lback ( hObject , eventdata , handles )
var iab le param=get ( handles . l i s t v a r i ab l e pa r am , ’ s t r i n g ’ ) ;
var iab le param=var iab le param { get ( handles . l i s t v a r i ab l e pa r am , ’ v a l u e ’ ) } ;
switch var iab le param

case { ’ Tip H e i g h t ’ , ’ A c c e p t o r s c o n c e n t r a t i o n ’ , ’ D o n o r s c o n c e n t r a t i o n ’ , ’ Tip R a d i u s ’ , ’ S h a n k s l o p e ’

, ’ T e m p e r a t u r e ’}
if ( ( s t r 2 n u m ( get ( handles . in min cyc l e , ’ s t r i n g ’ ) )<0) | | ( s t r 2 n u m ( get ( handles . in max cyc le , ’

s t r i n g ’ ) )<0) )
set ( handles . v e r s i o n i n f o , ’ s t r i n g ’ , ’ R a n g e c a n n o t be l e s s t h a n 0 ’ ) ; r e t u r n ;

end

end

switch var iab le param
case ’ IV c u r v e ’

btn ivcurve Ca l lback ( hObject , eventdata , handles )
case ’ B i a s V o l t a g e ’

% b t n _ b i a s _ c y c l e _ C a l l b a c k ( hObject , e v e n t d a t a , h a n d l e s )

btn run cyc l e ( ’ B i a s V ’ , eventdata , handles )
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case ’ Tip H e i g h t ’

btn run cyc l e ( ’ T i p H e i g h t ’ , eventdata , handles )
case ’ A c c e p t o r s c o n c e n t r a t i o n ’

btn run cyc l e ( ’ A c c e p t o r s ’ , eventdata , handles )
case ’ D o n o r s c o n c e n t r a t i o n ’

btn run cyc l e ( ’ D o n o r s ’ , eventdata , handles )
case ’ Tip R a d i u s ’

btn run cyc l e ( ’ T i p R a d i u s ’ , eventdata , handles )
case ’ S h a n k s l o p e ’

btn run cyc l e ( ’ T i p S h a n k ’ , eventdata , handles )
case ’ T e m p e r a t u r e ’

btn run cyc l e ( ’ T e m p e r a t u r e ’ , eventdata , handles )
case ’ 1 st D e n s i t y S u r f a c e S t a t e s ’

btn run cyc l e ( ’ D O S S 1 ’ , eventdata , handles )
case ’ THz P u l s e Sim ’

btn thz pu l s e Ca l l back ( hObject , eventdata , handles ) ;
end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

f u n c t i o n l i s t v a r i ab l e pa r am Ca l l b a ck ( hObject , eventdata , handles )
var iab le param=get ( handles . l i s t v a r i ab l e pa r am , ’ s t r i n g ’ ) ;
var iab le param=var iab le param { get ( handles . l i s t v a r i ab l e pa r am , ’ v a l u e ’ ) } ;
switch var iab le param

case ’ THz P u l s e Sim ’

set ( handles . i n th z po i n t s , ’ v i s i b l e ’ , ’ on ’ )
set ( handles . text12 , ’ v i s i b l e ’ , ’ on ’ )
set ( handles . in vmax , ’ v i s i b l e ’ , ’ on ’ )
set ( handles . text13 , ’ v i s i b l e ’ , ’ on ’ )

o therwi se
set ( handles . i n th z po i n t s , ’ v i s i b l e ’ , ’ off ’ )
set ( handles . text12 , ’ v i s i b l e ’ , ’ off ’ )
set ( handles . in vmax , ’ v i s i b l e ’ , ’ off ’ )
set ( handles . text13 , ’ v i s i b l e ’ , ’ off ’ )

end

% - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -

A.2 energy band diagram.m

function energy band diagram ( Plot11 , bandgap , t iphe i ght , Ef , Neut ra l i tyLeve l , workF , biasV ,
xlim , ylim )

if ( nargin==0)
v f o l d e r =’./v6/Example2 ’ ;
Plot11=load ( [ v f o l d e r ’/fort .11’ ] ) ;
bandgap=1.42;
t i ph e i gh t =12;
Neut ra l i t yLeve l=bandgap ∗ 0 . 5 ;
workF=0.23;
biasV=1.5;
disp ( ’Using input values from example ’ )

end

mult i=length ( xlim ) ;
if ( length ( biasV )>1) ; biasV=biasV ( end ) ; end

if ( length ( xlim )==1) ; xl im=[−xlim xlim ] ; end

if ( length ( ylim )==1) ; yl im=[−ylim ylim ] ; end

thickLinesWidth =1.8 ;

TipF=Ef+biasV ;

Plot111=−Plot11 ( Plot11 ( : , 1 ) >=0,1) ; % Z distance (Only values higher than 0, inside

the sample)

Plot112=Plot11 ( Plot11 ( : , 1 ) >=0,2) ; % Valence Band

%Plot113=Plot11(Plot11 (:,1) >=0,3); % Conductive Band

Plot113=Plot112+bandgap ;
figure ( ’Name’ , ’SinglePlot ’ )
plot ( Plot111 , Plot112 , ’b’ , ’LineWidth ’ , thickLinesWidth )
hold on ;
plot ( Plot111 , Plot113 , ’r’ , ’LineWidth ’ , thickLinesWidth )

if ( nargin<8) ;
xl im=max ( abs ( Plot111 ( Plot112>max ( Plot112 ) ∗0 . 2 ) ) ) ;
yl im=(max ( Plot112 )+bandgap ) ∗ 1 . 2 ;
ymin=min ( [ Plot112 ; TipF ∗1 .3 ; −max ( Plot112 ) ; −0 .3/1 .2 ] ) ∗ 1 . 2 ;
x l imr=t i ph e i gh t+xlim/ t i ph e i gh t ;
x l imr=t i ph e i gh t+abs ( xlim (1) )/4+t i ph e i gh t /4 ;
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axis ([− xlim xl imr ymin ylim ] ) ;
else

disp ( ’--------’ ) ;
xl im (2) ;
max ( [ xl im (2)/5+t i ph e i gh t / 4 ] ) ;
x l imr=t i ph e i gh t+max ( [ abs ( xlim (1) )/5+t i ph e i gh t / 4 ] ) ;
if ( multi<=1)

xlim (2)=xl imr ;
else

%xlimr=tipheight+xlim (2)/tipheight

if ( x l imr > xlim (2) ) ; xl im (2)=xl imr ; end

end

%%Custom limits:

%xlim (2)=xlimr;

%ylim (1)= -0.2;

%%%%%%%%%

axis ( [ xl im (1) xlim (2) ylim (1) ylim (2) ] )
end

[ idx idx ] = min ( abs ( abs ( Plot111 )−abs ( xlim (1) ) ) ) ;
%fill(Plot111 ,Plot112 ,’b’)

plot ( [ 0 0 ] , [ yl im (1) ylim (2) ] , ’--k’ )
plot ( [ t i ph e i gh t t i ph e i gh t ] , [ yl im (1) ylim (2) ] , ’--k’ )
plot ( [ xl im (1) xlim (2) ] , [ Ef Ef ] , ’--c’ , ’LineWidth ’ , 1 . 2 )
%plot([-xlim 0], [NeutralityLevel NeutralityLevel],’--y’)

plot ( [ t i ph e i gh t xlim (2) ] , [ TipF TipF ] , ’k’ , ’LineWidth ’ , thickLinesWidth )
title ( [ ’Energy Band Diagram (BiasV:’ num2str ( biasV ) ’ V )’ ] )
xlabel ( ’z distance [nm]’ )
ylabel ( ’Potential [eV]’ )
y s h i f t=ylim (2) ∗0 . 0 7 ;
%text(-xlim *0.95,ylim -yshift ,{[’ Bandgap: ’ num2str(bandgap) ’ eV ’]; [’Charge

neutrality level: ’ num2str(NeutralityLevel) ’ eV ’]},’ VerticalAlignment ’, ’top ’)

%; [’Neutrality level: ’ num2str(NeutralityLevel)] ; [’Fermi Energy: ’ num2str(

Ef) ’ eV ’]

%text(-xlim/2,NeutralityLevel -yshift ,’Neutrality level ’,’color ’,’y’)

%text(-xlim ,Ef ,[’ E_f ’ ])

text ( xlim (2) , Ef −0 .6 , [ ’E_f= ’ num2str (Ef , ’%4.3f’ ) ’ ’ ] , ’Color’ , ’c’ , ’
horizontalAlignment ’ , ’right’ )

text ( xlim (1) , Plot112 ( idx )−y sh i f t , ’ E_v’ , ’Color’ , ’b’ )
text ( xlim (1) , Plot112 ( idx )+y s h i f t+bandgap , ’ E_c’ , ’Color’ , ’r’ )
text ( xlim (1) /2 , yl im (1) ∗ 0 . 9 , { [ ’(’ num2str ( biasV ) ’ V)’ ] ; [ ’SEMICONDUCTOR ’ ]} , ’

horizontalAlignment ’ , ’center ’ , ’verticalAlignment ’ , ’bottom ’ )
vactxt=text ( t i ph e i gh t /2 , yl im (1) ∗0 . 9 , ’VACUUM ’ , ’rotation ’ , 90) ;
text ( ( xl im (2)−t i ph e i gh t )/2+t iphe ight , yl im (1) ∗ 0 . 9 , { [ ’(0 V)’ ] ; [ ’TIP’ ]} , ’

horizontalAlignment ’ , ’center ’ , ’verticalAlignment ’ , ’bottom ’ )
text ( t iphe i ght , yl im (1)+ysh i f t , [ ’ ’ num2str ( t i ph e i gh t ) ’ nm’ ] ) % Tip Height Value

%text(0,max(abs(Plot113))+yshift ,num2str(max(abs(Plot113))),’horizontalAlignment ’, ’

right ’) % Max value in Valence Band

%text(0,max(abs(Plot112))+yshift ,num2str(max(abs(Plot112))),’horizontalAlignment ’, ’

right ’) % Max value in Conduct Band

text (0 , Plot112 (1 )+ysh i f t , num2str ( Plot112 (1 ) ) , ’Color’ , ’b’ , ’horizontalAlignment ’ , ’

right’ ) % Max value in Valence Band

text (0 , Plot113 (1 )+ysh i f t , num2str ( Plot113 (1 ) ) , ’Color’ , ’r’ , ’horizontalAlignment ’ , ’

right’ ) % Max value in Conduct Band

%text((xlim -tipheight)/2+ tipheight ,TipF+yshift ,[’Bias= 0 V’]) % Bias Voltage value

%text((-xlim)/2,TipF+yshift ,[’Bias=’ num2str(biasV) ’ V’]) % Bias Voltage value

text ( t iphe i ght , TipF+ysh i f t , [ num2str (TipF , ’%4.3f’ ) ] ) % Tip Fermi line
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