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" ABSTRACT.
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T L
Two processes, i.e., relevance feedfack ‘and retrieval on
hclustered flles, are modelled and analysed Fxperiments are{
,also conducted to verlfy part of the theoretlcal results.

:'For each 1nd1v1dual process, the behavlor of the system
performance is studled under the varlatlon of - the key

' parameters of the process.‘ Together, the processes lend

) themselves as examples for studylnq modelllng and analytlc

'technlques for evaluatlng 1nformatlon retr1eval processes.,
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' 7. CHAPTER 1
INTRODUCTION:

»

1.1 Problem Area -

v

This thesis.addresses itself to the problem af the

.,analy51s of processes in 1nformat10n retrleval. Two impor—

tant processes, namely, relevanée feedback (RF) and retrleval

in clustered flles (RCF) are selected as candldates for

,'detalled 1nvest1gation The purpose is actually two—fold

As a practical, short—range goal, the analySLS w1ll reveal
‘the 1ntr1nsmc relatlonshlps among varlous key parameters of

g the processes, Lndlcate regrons in the parameter space which

.'guarantee good results, and,vln some cases, derlve optlmal

'values for. the parameters. These analytlcal results should

- prove useful to those de31gners of lnformatlon systems who

- wish. to adopt these processes.‘ On the other hand the

odelllng, as well as the analytlc technlques w111 hopefully
7uaserve as valuable examples to others w1th 51m11ar research

: nterest. Two dlfferent mo?els are constructed for the

“fprocesses.~ The model used for RF 1s developed from Swets “dthf

1f:cont1nuous model,_ln'whlch the 1tems and attrlbutes are‘;’:'jmt.n

”'uflnv151ble.“ It ‘is by and large a "macroscoplc" model ?rif“»tj7
ERCF, however, a dlscrete and mICIOSCOplC" model ‘is used
~'wh1ch heav1ly depends on. the occurrences of each attrlbute,

. Chapter 4 w111 be devoted to further explalnlng detalls of the _‘

...



- 'Y;\

'\ ’
.two‘models“andvcontrasting onéftoganother.‘y R
1.2 InformationuSystems ' R L \” g

M - ‘,‘J/ o

As a branch subject of computer SC1ence, 1nfprmati§“¥y

retr1eva1 1s.not very well def;ned 1n fact,,a large

4.-'. X

of non numerlc computlng act1v1t1es can be élagilfled gy

A \ "..‘.'_'
1nformatlon storlng and retr1ev1ng It 1s thére; re appro%§ .
- . \,t

‘vy;plate to flrst deflne, be@pre proceedlng with, the maln body e
of thls the51s, the krnd of 1nformatlon systems on whlch the

subsequent dlscuSSLGns are’ based.,_hyJ, ‘ -; R ' ' SR

' The major components of an lnformatlonxretrleval

system are deplcted in Flg.-i. Contained in the data base

are a set of records, each of which represents an 1tem 1n

the 1nformat10n base", where the ultlmate 1nformat10n needed\~

;by the users is stored The ba51c unlt of an 1nformatlon e

—

"Q;base 1s an 1tem, whlch can be a document, a personnel record a

* a

descrlptlon of an auto part or an . anthue 1n the museum etc. L
Correspondlng to each citem there<as a record ln the data basef:

AWthh consists of a set of attrlbutes, chosen to. represent

[

the.ltem. Through the process of 1ndex1ng, the informatlon,‘f"‘
base is. converted 1nto a data base whlch lS structured for -

-

‘computer'searchlng._' T
| To descrlbe the functlonlng of the system, we start t
s w1th the user. who requests 1nformat10n., ThlS request 1sll
often expressed as a query whlch llke a record 1n the data

4

base, also con51sts of a number of attrlbutes. The query:rs
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then submltted to thEﬂsystem whlch matchas lt with each
hrecord in the whole data base (or 1ts subSet) In the type"
of system dlscussed here, best—match method 1s used and only '

fthose which are con31dered as "close" to the request w111 be

retrleved (the concept of closeness w1ll be- clearly deflned

later). . The number of items retrleved 1s usually controlled~’

,by an 1nput parameter,'called the threshold,whlch 1s deter—'

‘mxned .either by the ‘user or the system manager.g The system

:lS an on—llne system.- The user can_ 1nteract W1th the system '

:throuqh soqucommunlcatlon channel 11ke a, term1na1
To help analyse the whole retrleval process, the

'.terms 1ntroduced above have to be more rlgorously deflned

-_,Let n be the total number of attrlbutes 1n the system ﬁach

;record in, the - data base 1s then generallzed as a n—tuple

';V,where the 1th compahent represents the values for the 1th

'attrlbute. A query ‘is simllarly deflned A value of” 0 1n
gthe 1th component lndlcates that the attrlbute 15 not related
to the 1tem represented by thls record. The hlgher the value
a551gned to the 1th component,‘the more 1mportant the 1th N
b'attrlbute 1s con51dered to be to the 1tem. In some casesf?'
'however, a’ record (and query) mlght‘be 51mplif1ed as a. )
'blnary vector. The 51m11ar1ty between an 1tem and a request
:lS quantlfled by the sxmllarlty between the record and the
,Aquery representlng them.: Here we express thq 51m11ar1ty -

fvbetween two n—vectors A—(al,'..,a ) and B= (bl""’b ) by

fmeans of the 51mple matchlng functlonja"-'» . ';;;fa--'“

>
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If A and B xepresent a query and" a record respectlvely, a
/ N '
larger functlon value means that the record is closer to a

guery and hence that ‘the record has a better chance of belng -
retrieved:'(ln particular,_lf all the records and querles

;'in|thégsystem.arejbinary-vectors, f w1ll take as its value
sb o “' B iy . . '« ' . . .
tthnumber,of attributes in common between the query and

the record ) The»reCOrd will be retrieved if and'bnly if
- £ (A, B) > t,. where t is a pre a351gned threshold value.
' Alternatlvely, the user can restrlct the number of retrleved

tems, say 10, so, that only the 10 items with the hlghes'

functlon values are retrleved

P
Yo

Geometrlcally, the 1tems and queries can be reqarded .

Il

""' R

as p01nts (or vectors) ln the n- dlmen51onal space,~the

L N N
ﬂ ‘ "

dlstance between the vectors belng measured in some norm.

. Wlth the threshold t as ghe radlus and the query as the | . ’#‘
centre, alllthelltems that fall w1tb1n thlS sphere are |
retrleved Alternatlvely, 1f only 10 retrleved ltems are

vrequq(rgd they w111 be the 10 closest nefé%éZ?g.;f the
query. % ‘.L jn". Ji_Aii"' .,%- ‘. » I c

. gﬁg'b ; ._‘ S _ o R . . y‘

S 1.3 System Effectlvenesg and EfflCLency

‘,
The best—match type of rétrlevd!'ls not necessarily

¥ appl;cable to all 1nformatlon systems. Opposed to the 1dea

B
D %

of. best—match 1s the exact match Wthh retrleves a11 those,

and omiy those reco&ds matchlng exactly w1th the query, i. e.,_

g,

e



containing all the attributes'of the query.  So, in those
'systems usrng the exact-match method all the items retrleved
“‘w1ll be pertlnent to the user's needs. Apparently, thls
'matchlng method does not always satisfy all userg.,For
1nstance,1n a llbrary environment, the user of the system"
usually'has a very vague idea of”what he actually needs.
He mlght want to find references on some subject, but does
not know the authors or titles. He can only roughly
describe the*contents of the documents oQr books he needs

‘ by a few keywords, the ChOlCe of which is obv10usly a sub-
. jectlve one. It is therefore de51rable to let 'the system

»

‘determlne which documents are most likely to. be useful to

1

him, Some advanced 1nformat10n systems like MEDLAR (by '
American Medlcal Library ASSOClatlon) and SMAﬁg\?an experl—
mental.system for thefresearchers at Cornell Unlver51ty)
 have adopted such a method. | |
Together with retrieval by content comes the pro-
'blem of relevance. For a system to be 100% effectlve,

l all the 1tems that are- conSLderex as relevant to.the re4_
quest must be. retrleved and eve*y item retrleved must be
relevant ThlS 1deal 51tuatlon i ralely achleved s1mply
because the ultlmate judgment on whether an item retrleved
is useful or not, is made by the user: who lnltlates the
request; ThlS problem per51sts ‘to. some. ‘extent even in a
completely manual 1nformat10n system.:»;' |

On .the other hand, computerlzed 1nformat10n systems,



tﬁanks to their earlier sucCesseé, are gaining in popu-
larity. véoupied‘with‘the fact_that the cost of building
and using one is dgcreasing, the users are deﬁanding ever
larger sYstems and their application ié_expéndihg into
',néw4areas. To meét these challenges, new processes‘have
beenvdevised, aiming at”improviﬁg the system effectivehess

and/or efficiency. Here are a few examples of such pro-

3 !

‘cesses.
(1) Manual indexin§ can no longer cope with the explosive
information growth. - Researchers are now looking into .

automatic text—processing methods, which will undoubtedly

improve the efficiency.

' (2) If the data base is ok anized into‘diffefent classes
"accbxding-to their contehts, 't becomes possible*to search
séléctively'some parts of‘the data base, thus saving a lot
6f time.lb |
(3) It can be,beneficial to the user to com&unicate with
tﬁe‘system-his relevahce decision on the items retrieved
lso thatrthe system éan utilize‘this feedback of information
'to»retrievé more items that may be usefwl to him. 1In this
cése, more computing time as well as the uSer's.time Will bé
 consumed, but thé.user will probably be'more safisfied with i
thé retrieval result. | |
Howe&er, implement@tién of each of theée.processes

requires gwfremendqus amount of both human effort and fina- -

‘ncial resources. .There has to be some means of evaluating



these proceSSes_to see whether they are_justified. .For_
example, can automatic.indekinc'compete with . dfdmanualﬁﬂ
methods in term'of producing retrievals of equally high B
quallty? What 1s the rlsk of deterloratlng retrleval
’performance by ignoring other parts of the data base’> Can )
‘the feedback method really improvp the‘system effectiveness?‘»
'frocedures should be established to provide ahSWers-to ques—"

‘tions'like these.

1.4 System'Evaluation

The first systematlc approach to system evaluatlon
- was adopted by the famous Asliib progect in Cranfleld an-
land, 1n early 1960 S. There,_experlments were conducted

erent 1ndex1ng strategles.

’

 The sample collectlons employed were documents on aero-~

to examine}‘among other things, di

' dYnamlcs and alrcraft structure. The 51ze of the collectlonS'ﬁ‘
ranged f rom 82 to 1400 documents per collectlon.i The sample
queries were submltted by aeronaut1c1sts and each document 1n
the. collectlon was also manually examlned to determlne its
relevance to.thquuery. 'The_effectlveness of an 1ndex1ng,'
strategy_was'measuredaby recall R-and precision:P, definedj'
as: o ' ' ' -

number of ‘items retrieved and relevant

total relevant in collectlon

number of 1tems retrleved and relevant

and P =

total retrieved in collection”



The SMART system fSalton 1968]ugreatly enhanced‘this method
and automated‘it More samole ‘data bases on dlfferent
~sub3ects were added to ‘the Cranfleld collectlons and the
system was capable of testlng many ,more processes.. The‘
'system is now avallable as a. sof tware package as testlng
-ground for. system de51gners ‘and researchers to evaluate
'<the1r newly dEVlsed methods as well as varlous 1nput para*:‘:
R meters to the already known processes., The work carrled
‘out by the information spe01allsts at Arthur D. Little, Inc
[Glullano 1966] is. SLmllar 1n nature ' Thls approach is
Stlll being used exten51vely and is generally con51dered
acceptable by the 1ndustryb Nevertheless, w1th so many'
input parameters usually assoc1ated w1th each process, B
there are no assurances that the values chosen w1ll in fact(&'
be optlmal or near optnnal (1n some sense), or 1ndeed W1ll ‘
work at all » Recently, research artlcles that are rather |
'theoretlcal in nature have emerged in thlS area [Brookes
1968 Swets 1969 Booksteln 1974 Yu ‘1975 etc. ] 'However,\*
most of them are malnly concerned ‘with bulldlng the models'
rather than maklng use of them for some spe01flc processes.
~Others. empha51ze 1ndex1ng strategxes. Thls the51s 1s the
flrst real attempt to brlng these well- known processes ;
(i.e., RF and RCF) and the models together. In d01ng ‘so,
Anot only are the models put to use for more constructlve

purpose, but also the models are tested for thelr short—

comlngs and adequacy for mathematical manipulation.



'CHAPTER 2
 RELEVANCE FEEDBACK:

2.1 Moti"vationii
| o It is generally conceded that there 1s plenty of
room for new. technlques that alm at. 1mprov1ng the effectlve~hlf
.;ness of a computerlzed retrleval system: The computer 1s not .
‘an 1ntelllgent machihe (no breakthrough 1s yet 1n 51ght in
_the efforts of making 1t one) and man—machlne communlcatlon
is. far from belng perfect._ Two possxble remedylng strategles
-.to 1ncrease the 1nteractlon between the user and the system
can.be adopted;‘ The data base can be "tuned“‘regularly b>
based on the users resp0nse on the prev1ous retrleval per-iv'f
formance.. ThlS lnvolves changlng the 1ndex representatlon
of the data base. Qulte a number of methods have been |
proposed and analyses of selectlve methods are prov1ded
S {Yu 1976] Alternatlvely,'the user 3 query ‘can be altered
_by the system in an 1nteract1ve environment., The user '
evaluates each of the retrleved 1tems as elther relevant or: S
1rrelevant and then sends the ﬁnformatlon back to the system.
The system then formulates a new query by . maklng use of such
1nformatlon.r'Hopefully,_thls_neb query w1ll retrleve moreg
’relevantuitems and-fewer'irrelevant<1tems. Thls.process is
called relevance feedback ThlS process has been de51gned

"mainly for an: on-llne document retrxeval system, where the
v , \

10




items are actually documents and the user:‘

are searchlng for qulck references on som, Spelelc toplcs

.:Here, we are concerned more with the relev nce of the
'retrleved documents thanithe representatlon‘of the documentsr
u_{ln the system.- Therefore,_ln the rest of this chapter,4we a"f:
.e“Shall 1ndlscr1m1nately refer to: an 1tem or the record
frepresentlng it as a doapment.%” ORI
' A practlcal method for updatlng querles has beenl'
.3_suggested by ROCCth [1965] - The new,querygls g;ven bYQAh
L ; ‘ * ?QQ-+ dZDf*-BZD"_ l": ..1, fa.i:uwffd{2?iif?:31
rwhere o, B>0 are parameters, and D: and D' sum over ,
"hrespectmvely the sets of relevant (R) and 1rrelevant (I) 1tems
retrleved by Q ' The formula has the efﬁa&t of 1ncre351ng ‘
‘the 1nfluence of relevant documents (and hence, the attrl—
‘butes contalned in. them) and decreaslng the effect of the
:1rrelevant ones. There have been a lot of experlments
conducted whlch show that thlS partlcular algorithm performs
reasonably well [ROCCth 1965 1966] : The behavlor of some_ -
' \varlants of the method such as deletlng one. of three terms
:1n the equatlon has also been observed [Ide 1968 Crawford
1968} . However, very llttle theoretlcal Justlflcatlon has
been g;ven. _ A | | | |
'Intuitiveiy,the relevance feedback method Should."

[y

1mprove the retrleval performance since the system has

o

l~ obtained more 1nformatlon from-the user about hls requlre-



i, ments.‘ But it nght fail 1f the rekavant items are too»k
.:.dlspersed or the user's query lS too lll formu’.tbd (this
"_w1ll happen if the user is’ too vague about whatfhe actually
fwants) SRR : '_ S : . , co

To explaln thlS phenomenon 1n greater detall, letf
'ﬁus consmder a hypothetlcal system w1th only two attrlbutes..f
~tIn thlS way, each document can be adequately represented by »
’,a p01nt in a plane (see Flg 2). Suppose that the system -
fretrleves 5 documents in the flrst try, 2 relevant and 3_
.1rrelevanttt.;ll the 2 relevant documents retrleved are
'1located 1n the top-left of the retrleval c1rcle while the-

12 1rrelevant ones are 1n the opp051te p031tlon.' Under the o
effect of (2 l), the query w1ll be shlfted 1n the dlrectlon‘
.fof the relevant ones. and away from the 1rrelevant ones. .If‘
the relevant documents (and to .a4 lesser extent, the irre-

- levant ones) are "flocked" together (as in Flg 2(a))the new-‘

query thus generated w1ll produce better retrleval t How—

| ever, "if the relevant documents are. dlspersed (see Flg Q(b))

‘_*It'is interestingvto’note that when there. are two or more. ..
‘"flocks"of relevant documents rgtrleved -the query could as -

‘ well be split up 1nto a number<of new querles,‘maybe one for

vceach such "flock". There are usually relatlvely few re-evant

:-.documents retrleved each time (t@@t is why the feedback
. method is needed'),‘so 1t would be‘dlfflcult to detect multl—_”

’ple flocks. Neverthesless experLNjﬁts [Borodin 1968] have
‘,been conducted to test the split query method, although this
tmethod will not be dealt w1th here. ' :



® nelevant document mv' [] Or1gina1 query Q

O IrreleVant document , QS' Reformulated query Q

. First Try - .. ':_At ' -~ 7Seqond.Try
o . ' (Improved)

’Fig;-2(a)‘“flocking"~oﬁ4;e1evant'documents

- First Try 5.:‘ ’t' , Second Try
T o o (deteriorated). -
Fig. Zfb)-dispersion.of ;elevant~documents

A

the retrleval performance can deterloratz.~

The other p0551ble cause of . fallure of the method is.

B

that the system cannot dlstlngulsh the relevant documents



" from the irreleVant ones. It occurs when the-guery is'not
bvadeguately prepared infthe‘first,place, such as containing'

[‘attrlbutes w1th opp051ng meanlngs etc. ,or the data base is
not organlzed properly w1th respect to th1s partlcular

:query 1n questlon. As a result the set of relevant docu-"
’ ments .as a whole is no longer’"closer" to the query than

¥

the set of 1rrelevant documents
| It 1s these arguments that motlvated the analy51s
of relevance feedback.‘ The arguments clearly,rndlcate that‘
some concepts havevto'be.guantlfied in order that rigorous
analySLS can be | carried out. Among them are the idea of
documents "flocklng together" and the. dlstlnctlon between'
relevant ‘and 1rrelevant documents. In the next sectlon, a
probaballstlc model will be constructed Wthh w1ll enable-“
these concepts to be prec1se1y deflned. The arguments also
pave the way along whlch the analy51s can develop In fact,

f

the analy51s has. succeeded in verlfylng these 1ntu1t1ve'*

[

arguments.

2.2 A'Qrobabilistic Model - o )

‘With respect to a query Q submltted by the user,
.the document space 'is d1v1ded (at least 1mp11c1t1y01n the
user's mlnd) into two dlSjOlnt subsets, namely the'set R of’
releVant documentsvand the set T of lrrelevant documents.‘7 o
Obviously, ReR and Icf,-where_Riand I are definedgin‘Section

2.1. ‘In'the following, for each‘given query Q, we shall
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hdeflne six classes of normal dlstrlbutlons over R and T
| The first normal dlstrlbutlon is for the random

"Variable which is the inner product.f(QWD)-between Q0 and a
document D’ 1n the oopulatlon set R. The nOrmal distribﬁtion-
- is the relative frequency of documents D whlch assume the
,-.value £(Q,D)."- The/expected value and standard deviation of
‘.this distribﬁtion/arelassnmed to be pi and o, respectively.
Slmllarly, _efdefine thebnormaladistribution'for ihe vari-
able f(Q D ) over the populatlon set T w1th expected value
' uz'and standard deVLatlon 02 (The dlstrlbutlons presented
so far are those of Swets [Swets 1963, Brookes 1968]). Next,
for each retrleved relevant document DlsR, we can deflne a
normal dlstrlbutlon for the varlable f(Dl,D ), D eR. 'wef
assume that all of these dlstrlbutlons ‘have the same expected
'value u3 and standard dev1atlon 03 ﬁy e. thev do not depehd
on the 1nleldual D, ) f Similarly, we dgglne the other three
vclasses of normal dlstrlbutlons for f(Dl,D ), f(Dl,D ) and

f(D',D2)r These dlstrlbutlons are summarlsed in the table

below. - ..

+For later development, 1t 1s suff1c1ent that the random

varlable T—TD 2 f(Dl,D ), D2€R, be - normally dlstrlbuted
l . '

with s and standard dev1at10n 03 Similar'remarks apply

to the next three dlstrlbutlons. ‘However, for ease of

presentatlon, we choose the approach as’ presented here.
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‘ B . -Standard .
Variable - Population Mean Deviation

For each Q, ' f(Q,D)' "D eR »*ul"_"ci'(see figureh‘
c | , | S 3(a)) . ‘\
For each Q, £(Q,D') ~ D'eI- w, o, ‘(see figure .

o ' _ : v , 3(a)) o
For,each_DieR, f(leDz) D2€R : u3. '03 |
. ' ' ' ' N B
For each DleI, f(D ,Dz) _pZER My /04' T
. = ) 1y T
For each DLEIf f(Dl,Dz) Déel_ - Mg Og
Forleach DIERf f(Dl’DZ) 4.D2€I ‘ uG _ ‘06

‘The last four density functions‘oah'be\obtained from .
.'the flrst two by proper substltutlons.-‘ o |
As in the Swets model [Swets 1963, Brookes 1968], we
,have made two rather strict assumptlons 1n the above dlscus—‘q
sion, namely, the dlstrlbutlons are. contlnuous and are 2. -
'normal.' hé dlstrlbutlons may be approxlmated by contlnuous
curves if the collectlon size is very large, ﬁBv the Ceritral
‘lelt Theorem [Feller 1967], it may be argued that the dis- -
trlbutlons are normal : These assumptlons are recently
vquestloned by some authors [Helne 1974, Booksteln 1974].
: Spec1f1cally, Heine [1974] doubts that the dlstrlbutlons;‘»
are normal. No exten31ve experlments have been performed
to valldate or fa151fy‘the assumptlon.- Howevery Helne |
admlts that "51mulatlon studles carrled out 1nd1cate that
the assumptlon 1s not serlously in error.v Moreover, the
'experlmental results by Swets [1969] and the explanatlon by

Brookes lndlcate that "the probablllty den51ty functlons



BaSed on

. above deflnltlons the tota,/numﬁers of
! /
relevant and lrrelevant documents/retrré/ed by Q at thres_

o

hold value T are IR f?" | S S s

k ' b

e ‘m; S k, o X1,
72"v°1 fTvexP(fi'(lc

Cox-p
1 )2)dx
5,

5 . | .
) /de ‘and W T exp( i(

*respectively, where.‘kl 1s the number of documents in R and
1 ' ' - ' 4 '
ky is the number of documents in I. '2

]

L If the set of 1ndex terms representlng the: document

~—

are chosen approprlately, the set of redevant documents

Z]should be close together whlle the. 1rrelevant documents are‘T

/

dlspersed 1n the space.4 Mathematlcally, thls means that

u3>u6 Let D be a relevant document reﬁatlve to,Q and Di‘ e
1 . !

" be. an irrelevant document retfleved by Q. D may or. may

s

not be retrleved by Q ‘ In the former case, Q and D2 have

’

} |

qulte a few terms in common. Sxmllarly,there_are many
terms 1n common between Di and Q. " The fact that Di:and D2
are cla551f1ed 1n dlfferent cateqorles w1th ‘respect to Q

‘makes lt extremely unllkely that Di has a hlgh correlatlon

'l

<

w1th D2 ’ assumlng that the relevant assessment 1s correct.
&Z

(If two/documents ~are close to a glven quer it 1s not

necessarlly tnue that they are close to one another)

W’If D, 1s not retrleved by Q, then ¢here is practlcally no -

relatlon between Di and D2 Hence, 1n elther case, the “‘ e
\ : ’ .

correlatlon'of Di w1th a random"'documenﬁ'D eR 15 about

*,_the same ‘as that of Di w1th an; arbltrary landom document.

.
- %

ey
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'Thus, the average value of f(D ,D ),D. cR, couldvbe'the same .
"as that of f(D',D ), Dé gI - {Dl} 'Slnce Difbelongsuto T,

’ the 31tuat10n Dé'= Di in the dlstrlbutlon of f(Dl,D ), D2€I
(please refer to the: flfth dlstrlbutlon of the Table) must
occur | Thus, the average value of f(Dl,L,), ng 1s sllghtly

| greater than that of f(D',DZ), D! EI'-{D }. on. the other hand,
the 51tuataon DZ—Di’ln the dlstrlbutlon of f(D',D ), D ER
(please refer to the fourth drstrlbutlon of the Table) can
never arise. As a- consequence, the average value of ) ';fh'

7 f(D',D ) DzeI 1s greatef’than that of f(D', ), DzeR (1 e."'
u5 > u4), though 1t ‘is. expected that the difference 1s
really very small.. If the query Q rs properly formulated

‘we may expect that lt 1s ‘on the average closer to the

relevant d0cuments than to the 1rrelevant Ones. It follows

that ul>u2 : Hence, throughout thlS paper 1ﬁ is assumed that

ul>u2,u3>u6 and u5>u4

J

Taklng the 1nner Eroduct of a relevant document

D eR w1th both srdes of (2 l), we get o 'J'v v',' ,f',i}:ﬂk1f’

Ctwti s @, D) vl f(Di,D) -8 ] £
S A T U D.eR . Dlel T
el oo TR f}:, SR ﬁ;n’?;'a7." (2‘2)

N
R

‘Hence, assumlng the mutual.lndependence of the Varlables on

. the rlghb 51de of (2 2), the expected value ufhand standard

E dev1atxon ul of f(Q* D), DER, can be shown to be

/ % “ '* - .
. S pl : | BSIJ4 ._' - “
TR T 2' | 2° 1/2 SR
¥ and Ol’- = (o .l""ﬁ r03 + B 50 ) - - (2.3)
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respectiuely,'where r and s are the,numbers'of,d0cuments'of
R and I respectively, *Accordlné tofprobabilityvtheory‘

‘[Feller 1967], £(Q*,D) is also normalIy distributed.
& .
lmllarly, the Varlable f(Q* D )y D el,is normally dlstr1~
&

buted w1th expected value pz and standard dev1atlon 02,
where ‘ )

+ Orpe = BSUS

R 2 2 -2 2.1/2 ‘
and 0~ = (0° + a"ro, + B7soL) R . v
S 2 \ 6 _5 ‘ (2.4)

The above relations can bershOWnkgzthe Figures 3({(a)
and 3(b). Flgure 3(a) shows the dlstrlbutlon of the relevant
and 1rre1evant documents w1th respect toythe orlglnal query -v>
Q. ., It is seen that a relevant document is closer to Q than
an 1rrelevant docUment by an average "dlstance" of (pl ¥, ).

,.,J
Clearly, 1f the dlsper51ons (standard dev1atlon) of the

vrelevant and lrrelevant documents remaln unchanged whlle‘

the separatlon of the relevant documents from the. 1rrelevant

document 1ncreases, better retrlevalrresult 1svexpected
F;gure_B(b) shows the - dlstrlbutlon of the documents with
”respect to the new query'Q*. The new fdlstance" between the
reIevant documents and irreﬂevant.documents has been increased
to ul uz _(ul My ) + dr(u3 e ).+ Bs(us—u4). Unfortunately,

the dlsper51ons of the documents may have 1ncreased too. It
is not clear from these two- flgures that Q* performs better
,than Q. | | | | ‘

_ Thus, we“haﬁe;introduced a ﬁrpbabilistic model for. the



- DENSITY FUNCTIONS
OF f(Q,D), D€R

AND £(Q,D), De T

L4

IRRELEVANT

RELEVANT
* DOCUMENTS

. DOCUMENTS

£(Q,D)

T
Fig. 3(a) The distributions of the relevant .
and erelevant docunents ‘with resp@ct to
Lhc orlglnal query. :

DENSITY FUNCTIONS
OF f(Q D) DeR
AND f,(Q,D) Del

. o L™
| .

IRRELEVANT RELEVANT

Sl o
DO JMENTS /~ B’('u )

blg 3(b) The distfibutions of ‘the relevant

ana tn° 1rrelevant docuﬂenbs ultq respect to
h° modi f‘led quer’y

K]

‘DOCUMENTS

o

20



i

distpabutions.of the documents with respect to arqneryQ In
the next section, based on this model,we shall compare the
retrieval per%ormances of Q and Q*. 1In particular, some
-‘neeessary anabsnfficientﬁconditions on a and B will be
derived‘snch that Q* is better than Q. A region in the
'(a}8)4piane is found. Any point of .this region lengthens
the "distanCe" betWeen the relevant documents and the r
1rrelevant documents and makes sure that the 1rre1evant
(Corqllary 2.2, Condition 4) documents are no more impor--

tant 'than the relevant documents in formulating the.

. modifiedlquery.

2;3»vSome Necessary and Sufficient Conditions

i'.‘Let'T* be the threshold when Q* is‘used'to retrieve

ddcumentg-  For a falr comparison between 0 and Q* in retrl?

”eval performance, the same number of documents should be

ihretrleved by both of them Thus the following relation

\

holds-

el R Ly » .
= 'exp'(-%( 1)2) ax+-% /7, exp(-——(
Ol T ('QFIB) ) ol. ) 02 T (GIB)
.k. L .' S XU .( k o X-U 5
= u'—l'fw 2)dx + ég'f exp(——( 2) )ydx
Oy g 2 oy - Oy "o | .
(2.5)

As o or B changes, T* varies so that (2.5) holds.

;,Hence,;(Z.S) may be regarded as an equation wh;ch;defines

21
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T* as a continuous function of o and B. Moreover, we have

oy

1im T*(a,B) = T (2.6)
a+0 '
B0

Definition. The retrieval performance of Q* is said to be

as good as Q, or nota£ionally 0*2Q,if and only if Q*
retrieves at least as many relevant documents as Q while thg
totai number ofvdocumentq retrieved by both queries is the
same.: vaQ* fetrieves.more relevant documents than Q
while the same number of documénts are retrieved, then'wé
write Q*>Q. |

~ THe following theofém states a necessary and suffi-

_cient condition for Q*2Q.

‘Theorem 2.1 Let“Q* be obtained from Q by (ZJI)ﬂ.then Q*éQ

if and only if («,B8) satisfy the foilowing»inequality
' ok * } * ok A 2',
*‘ * * * - . ‘ o -
where Hy 01, Moy and o, are defined as in (2.3) and (2.4).
' . - ’ o L ] * %
Proof: By applying the transformations W = (x-ui)/oi, )
i=1,2,, and y = (x’-ui)/Oi,‘ i= 1,2,'to/:,thé left and right = - |. '
side of (2.5) respectively, we get: | o SR
P : 2 ' l_ - ' : 2 e
k.S exp(-y~ /2)dy *+ sz/. exp(-y“~/2)dy.
1 91 9, . '
o ‘ : 2 ‘ P . 2 ._  )
= k. /f exp (~y“/2)dy + k[ : exp(-y~/2)dy,
1 - 2" (T-u.)/ |
(2.8).

i

x * * .
where g, = (T (a,B)—ui)/ci, i=1,2. |
\ . \ | ;
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We first‘prove‘the necessary condition. Suppose
' Q*2Q, then gls(T-ul)/ol. By (2. R) ,we have g2_(T ) )/0
Hence T*S(T-ul)_oi/ol+ ul and T*2 (T~ )o /0 + u2 The last
two inequalities imply (2;7). Similarly, the suff1c1ent
condition.can be proved by contradictlon .
Although (2.7) is a neceesary and sufficient
condltlon for Q*2Q, it is difficult to vieualréefa.region
in the (a,B)- plane wh1ch satlsfles (2 7). In‘order to faci-
'lltate further dlscu851on on this aspect,‘let us first

parametrize o and B by -two new variables m and t such that
ar. = mtland Bs = t,‘mZO,ftZO _"‘ , C(2.9)

with the new parameters, (2.1, (2.3) and'(2.4) can

be reexpressed as .

. \ ‘
Q =0 +mt ] D, /r -t ) pi/s,

D, eR - DieI (2.10)

ok o Coxe 2202, 22, .1/2 .
ul—pul+ mtH, tu4, clf_(o 2+ m t 03/ r+t 04/s) ’ and

* ".. * 2 2 2 2

_ _ _ 2.2, .1/2
= Mot mtu6 thg, O,= (05 mt 06/ +t 05/5)_.5

\ . . (. . "“ _“
3 T man
‘We now elaborate on. the geometry oﬁ the (a B) plane,
-as'applled in this paper.  The plane 1s meant to be the
p051t1ve quadrant i.e.a20, B820. A polnt in the plane is =

elther represented by the rectangular co-ordlnate (a,B) or

- by the parameter (m,t). To avoid the dlfflcultles in repre—
senting points near the.a—akis in the latter form, (2.9) can

J
be rewritten as
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or ='t, s =t/m, m>1, t20 (2.9a)

There are two forms 6f lines useéd in’this paper: one

is characterized by a fixed & (or é) and the other by a.
fixed m; The fermer is a iine‘parallel to the g-axis (or
the‘a-axis)'and'the'latter'is a line thfough tne“origin with
slope r/(ms) i ?or our future dlSCUSSlon, a region in the
plane is either a rectangle bounded by four lines parallel
to the o and the B—axis or is é sector bounded . by two lines .
through the orlgln. | |

| Accordlng to (2.1), a‘modlfled query Q¥* ;s unlquely
'determlned by the values‘of o and B,‘glven the orlglnal
"query.Q} Hence, there is a one -,one-cofrespondence
between the (o, B);plane and the set of all ﬁqgified queries_,
deflned by (2. l) _ Any.gebmetrical entities (e‘g points;' |

llnes, reglons) are a subset of the (a B) plane and hence

can betlnterpreted as a subset of the modlfled querles.[,
5The follOwing cOrollary giVeszthe minimal possible'
value -of . m such that the whole halﬁllne deflned by (2 9)

satlsfles (2. 7)

~

Corollary 2.2. Let the number of relevant documents and .

» tﬁefnumber of irrelevant:documents retrieved by 'Q be non-
zero, i.e. r=0 and s=0.  Let Q* be thained’by (2,;0) and '
. . ] *( '* . ".

~have standard deviations gy and ¢, as given by (2.11). 1If

- Y

tTheAa—axis and the B-axis are represented by m == and m =0

. respectively. : . o : S 1 ‘
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. the follbwiné*;ypotheses are true, then 0*2Q.
‘ . I , . " .

o (1) The number’of.dOCumeﬁts retrieved by Q at the
-threshold T is no more than half of the total

number of documents o ]

(2) al/cr1 z;qz/ozf
(3} oy Cugym u6)>0 (ul uzo//”

‘ 2 2, . Tl

o Oy 2 (1, u ) /s (u “u,) oy L

(4) m2» 1 2 . 5 o : ¥
(u3~u6)_ol:a3(ul-u2) /r -

Proof. By(2 11) and the 1nequa11ty [1+x ]1/2 -1 < x for

x 2 0, we have (by 1ett1ng %2 = mztzoz/(ro )+t 04/(50 ))

[(T-ﬁl)oz/ol + DI],f‘[(T‘PZ)Q;/¢2:+’UQJ ‘4". ;_Y.

*'*, . : R "/* : : . % ) * -
(uy=uy) -'(uifu2)01/01;+>{(?-u2)(01/01‘cz/° 1T
2t "o /(rc )+t202/(so )] 1/2_ -1}

='mtku3—u6)+t(u5-ﬁ4) (ul uz){[1+m
* {(?'“2)(°1/Q1 N °2/°2)}' ; -

D2 Imlugmag) 4 (ugmwy) = ( ) )+ / e
3T Hg—Hy “1 u2 m’ CE /(rc o /(so )) It

N +'[(T“”é)(°;/°1 - 02/02)] : - "";}'”5;_.', s
2 - S (2

By Hypotheses'(3) And'(4), we get 02[m1u34p6)+

G-

‘ 2 2. 2
(ng=u,)] 2 allm (u3-u6) * (Hgmuy)’ 2y 5 (u] Pz) (m? 03/r
+ oﬁ/s). Taklng square root on both 51des, it shows that '
the first bracketed expre551on of (2.12) is non—negatlve.bj

&
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’

Next, we claim that T>p2 Otherwise we would have
T <_p2 < My - Then, the lower 11m1ts of the two 1ntegrals
on'thebright-hand side of (2.8) have'negative.values,
implying that Q retrieves more than half of the total
number of documents, contrary to Hypothesxsr(z), the second
-bracketed expression of (2. 12) is non—negative.

It follows from Theorem,Z»l that Q*>0Q.

Remarks.'Thls theorem sugqests; within the framemork of.
| tthis model,“a rather practltal way to improve retrieval
results,providedtthaththe four hypotheses are true. Hypo-
thesis (4)‘specifles the sector in'the (a,8) plane Whosei
p01nts deflne better queries in retrleval performance. (The.
sector is bounded by two llnes. -One is the-a—ax1s. TheﬁA.
other is a line through the orlgln whose fslope" m .. satlsfles
v- hypothe51s (4)) Now, we shall attempt to examine to. what
extent hypotheses (1) - (3) are reallstlc |

A Usually, a query retrleves only a small portlon of
the documents and thus hypotheSLS (l) probably ‘holds. under _b
h~normal retr1eva1 env1ronment. Ow1ng to the lack of 1nfor-
'nmatlon concernlng the standard dev1atlons 1t is’ harder to
justlfy hypotheses (2) and (3) . If the collectlon of docu-;‘
ments are properly 1ndexed >1t is expected that the average :
45closeness of two relevant documents relatlve to a glven query
is a lot larger than that of a relevant document w1th an
»1rre1evant document. Thus, Mg >-u6> For a query whlch

’-requlres the feedback operatlon, we may argue that ul can—'

A
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not be much'larger’thanvpé.:,Sinee»a-dooument usually hae’
more‘terms than a.duefyfaéﬁk.assnmption that H3vis not less
.tthan “1 is justlfled. As a cbnsequence, p3;u6.> “l; oy |
Thus, a case in Whlch hyqu/eses (2) and (3) hold is that
oi =dj, 1<i,j<6. '_It'ls obvlous that the above process can
"be iterated to produce betterhand better oueries i ea'if Q*
is .obtained from Q by (al,s ), then Q** can_be gotten from
..Qf'by (“2’32) with Q** >Q* 2.Q and so on.. Slnce ul:pl and.
lu;xué,'it may be necessary to choose (dz,Bz) such that a oy
or: Bzxﬁl.‘ o | ‘ |
Sometlmes the’ orlglnal guery Q is. formulated so badly
by the user that not even a 51ngle relevant document is
retrieved._ Under such a condition, no value.of o would help ;
limprove,the‘retrieval performance. - The following corollary
_states that if a small value'for B is specified in (2.1),
then Q*;Q.b | :

Corollary 2.3. Lét the numﬁer‘of relevant documents retrieved

l_by Q be zero, i.e. r =0, and Q* be obtalned by (2.1). 1If
Mthe follow1ng hypotheses are true, then Q*>Q.
i ' ‘(1) The number of documents retrleved by Q at the
.threshold T is no.more than half of the total number of‘
documents. ‘

(2) 0402;§56105.

and g, ’(“l';“z'?)'/_g“l (ug=uy)
"(3) i 1s arbltrary and -
) f\\

'; B < 2(u5 u4)(u1 uz)c /[o (ul-u 12/s - o (us-u4

’Pr,oof: ._f"Similar ,to -'.that of ,Corolla{ry» 2.2.
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The last few corollaries are baséd on a number of
assumptions about the éxpected values éndAstandard-devié
ations of the no:mal‘distribuﬁions. Our hext result does

" not dependlon‘tﬁese assumptions. |

Theorem 2.4. Let the number of relevant documents‘and'the

'number of irrelevant dbcuments retrie&ed by Q be non-zero.
‘\Let Q* be obtained from Q by‘(z.l); If a'and.B are suffi-
ciently small, then Q*>Q. | o
Proof. Let any point (a,8) in the positiVe.qﬁadrént of the ‘,
,(Q,B)—plaﬁe‘be parametrizéd by-(2.9). We.fifst considéf the. 

case 12m20. Substitution of (2.9) into (2.7) gives

k,!? exp(-y?/Z)dy + sz; 'exp(—y2/2)dy

1 'gl B ‘
(2.13)

_ ) g ‘ 2. ] 3 o . : i 2. .

=k exp(-y©/2)ady + k2 , _ exp(-y“/2)dy
(T—gl)/c1 : (T-uz)/oz. o

v
. = * (1 —‘* * 1 = * * ‘*‘
where g; (m,t) =" (T*(m,t)-uf)/o}, i 1,2, and u}, i, of
05 are defined as in (2.11).
The,nﬁmber of relevant documents retrieved by Q*
" at the'th;eshold'T*(m,t)-is
m,t)

I(mﬁt)=51(k1//2ﬁ) f; exp(fyz/z)dy.” | i (2.14) .

1(
- . -The éxpression of.aT*(m,t)/Bt can be thainéd by
differentiating equation.(2.13) with respect to t. Sub-

stituting this expression to 39I/3t, we get

1‘: A ,

s
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3'*3' '*. *
(0,) (Gl/cl+G2/02)]}

g

’ ok
L o
aI/Dt = {(klszle)/{;Zn ‘ol)

{- -3 (ul-uz)(m o /r + 0 /S)(m 03/r + 04/5)

~

\
+ t [0 (US mu6 (m a /r + O /S) + O (mu3 U )(mo /I"+ 05/5)]“‘

. . ) . \‘\; e
- t[(T*(mrt>-v2><mzi;/r f og/s)oi - (T (m,t)*ul)(m oy/x + "
‘ 2,02,
04/5)021\
(2.15)

T* (m, t) - ¥ o,
where G, = exp (- —(———~;————f) )y, i =1,2.
. 0.. : .

. . 1 .

Ey (2.6), T*(m,t)~T as t-0. It is also obvious that, for
a‘fixed‘value of‘m; Gi and 02; i¥1,2,»are positive and. are
‘bounded as t tends to 0. ‘Thus, 3I(m,t)/3t >0 for suffi¥ “
c1ently small value of t. .It then'follbwe that Q¥>Q fore
sufflelently small non—negative‘values'of_a and B (with at
least one of them'strictly positive) in thelsector,defined
by 820 and ar < Bs. I . | . |

Fer the case where m>1, we can set n = 1/m and para-
metrize (o,B8) by or = t, Bs % nt instead of (2.9). Proceeding.
simlarly-as'above, we can then enoﬁ that Q*>Q fbf suffi-
ciently small non—negative values of a and B in the eeétor

N
v -

defined by 820 and ar 2 Bs.

. I .
2.4 Optimal Values for a and B

/5 _ We now attempt to find the p01nt (a,B) in the (a B)—
!
plane whlch maximizes the performance of the ‘new query Q*.

Although we do not succeeﬁ in gettlng a closed form formula
- FARN v . \ . A
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for the p01nt, it is. found that the p01nt must 11e on a hyper- '
‘bollc curve We shall flrst show that the p01nt must 11e 1n

‘a flnlterreglon of the plane.
e : Using the»notation of the‘laSt'section,}it‘will be.Y
shown that for suff1c1ent1y large t I(m, t) is decrea81ng

for any value of m such. that ® > m'2 0. Furthermore, the.,:
. j )
Optlmal p01nt cannot lle on the o axis. and the B axls. .

Three technlcal lemmas 2. S 2.7 lead to the results stated
in Theorem 2. 8.' For thelr proofs, please refer to Appendlx I. -

Lemma 2. 5 There exists a constant cl>0 and a: constant

l

t.>0 such that for every t>tl, every Osmsl the threshold
7% (m, t)Sclt. | EEEN | |

Lemmaa2.6,' There enists a constant té such that for every

>~
.

’téts_and forlOSm, QI/at(mLt)<0.‘

Instead of ekpressing I in_terms 6£\muand t, we may
‘write I as a function of o and ‘8 by means of (2.9) and (2.14),

’ ’ ) » ’ . ’ 4 ‘ ‘
i.e., '

I(a,B): (kl//2n) f (a 8) exp( y /2)dy

Lemma 2.7. aI/aa(o 8)>0 and 3I/86(a 0)>o when r,s=0.

Theoremn2.8. Let the number of - relevant documents and the E

number of 1rrelevant documents retrleved by he orlglnal

query Q be r @nd s respectlvely, w1th r, szo Let (al,Bl)'%,
.(t5/r tS/S)' where t5 is determlned in Lemma 2. 6. Then there:?”
exists a point (az,B ) with 0<u2<a1 and 0<B, <B1 such that the; i
Q" defined by the Parameter (GZ,B ) is at least as.good’ as.,;Jd.

-the O deflned any (a B), ,,820.- Furthermore, thefp01nt



;v(az}BQ)'muSt'liefon the curve_h L . : ' .
2 2 2 2. 2.2
a(c6 l-o )(u5 Ma) 8(0402 c )(u3 Ve )

é (aB)(oso4 o )(ul Hy) | o 7 | 'L.

~ e ;" . (2%&6)
- Proof. Let W be the closed reglon bounded by the 11nes

L } 'a—O, 0<BsB

1 B | ' o
) | L}»”LZ'h ?fo hOsdsal,

‘and‘ *L4.f B=B~ Osasal.

_ Let the" max1mum of I(a B) in W occur at (az,B ). _We now
show that I(GZ,S ) 2 I(a B) for any aZO, 820 and (az,B ) lles
in the interior of W. ) ' N '

Let (a 6 ) be any p01nt 1n the quadrant 220, BZO‘
but be outside of W. ‘Then a5>al or 8 Bl° Let mg | (a r)/ :

(B s) and L be the llne connectlng (aS,S ) and the °rlgln1;hfﬁ

5
»LS 1ntersects elther L4 or L3

1ntersects L, at (a4,8 ). L5 Gan be parame—

_ wlthout loss of generallty, o

suppose.L5

‘trlzed by 0= m t/r and.B t/s where OSt<Bss._ In part1~'s
' Cular, the portlon of the llne from (a4,8 ) to (GS,B ) jis

_deflned by tSStSB s. By Lemma‘2 6 I(ms,t) is decre351ng

along thlS portlon of L

i I

5+ Thus, I(ms,B s) < I(m5,t ). i. €.

I(as.B ) < I(a4,8 )‘; Slnce I(a ,@i) s I(az,B ), 1t follows

o

" that I(G ,B ) < I(QZ,B )

- By Lemma 2.7, it 1sfob§ious thath(d,B) cannot E
attain lts.magimum of Ll ot‘Lé. To show'that_(az}le cannothj
lie on_L;;feonsider any point_(m4,t5) on;L4'whete m4>0l. .

Sinee731(m,tl/at isfnegative and is eontinuous at-(mq,ts),'-
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-“theég must be a nelghborhOOd of (m4,t ) w1th1n whlch I (m, t)/
3t is negatlve.' Thus there ex1sts t6<t5 suoh that, aI(m,t)/

at is negative<on t <t<t5,wm-= m4@)'Hence'I(m4,t') < Ifm4,t),

6

<t<t “But m = m4, t6<t<t5 are’ 1nter10r polnts of w

6 5
Thus, (az,B ) cannot lie on L4 Slmllarly, (aZ,B ). cannot
lie on L3 As a c0nsequence,v(a ,8 ) satlsfles BI/aa(a B) =
BI/BB(a B) From 81/3a(a B) = 0 we obtaln ‘
| o " (o, B) = {l/a(o (a7)2-02(073) 3 )} {(u3 ug) (o) )2 (02)

a(ulo3(02) “206(0 ) )} 7‘ e (2.17)-
Slmllarly from 31/68(& 8)~— 0 we flnd -
T (a B) {1/8( (o - (c ) )} {(us—u4)(ol) (0 )
Equatlng (2 17) and (2 18),'(2 16) follows.
A numerlcal SOlutlon for (02,8 ) can be obtalned by -
\

gsubstltutlng the relatlon between az ‘and B ,and equatlon B

'(2 16) 1nto equatlon (2 13)

Y

:szS_,Eigériméhtaiwnesultsk,

| ' Experamenrs are perforﬁed on a collectlon of 200
.nvdocuments on aerodynamlcs (CRNZNULDOCS 200) The 42 querles
(CRNZNUL Quests 42) are used to retrieve the documents by
:means of the 51mple matchlng functlon deflned in Sectlon
._1 l Fop each query, the threshold 1s set such that the-

: flrst ten documents Wthh corrq*fte hlghest w1th ‘the query
.’are retrleved. Of the 42 querles, rt.xs found that 8
querles do not retrleve any relevant document The‘first

-

L.12 querles, each retr1ev1ng at 1east .one relevant document



te

~\5‘§\Q3 o
~ .,

‘are chosen. Alnumber of'(a,B)Values are. selccted accordlng
to‘corollary .2 i.e. thernew queries deflned by the (o, B) s
’Should'be;at least as_good‘as,the original querles. With
the'absence of -information about th- standard‘devfations
and the expected-values of the random varlables deflned in
sectlon 1. l, we arbltrarlly d1V1de the a B plane 1nto two -
| parts by the 11ne ar = ss. The set:of (a,s)—values tested_.v
'satlsfy ar>Bs. The -exact (a, ) values‘are shown in figure:
4(5); Each p01nt in the dlagram is represented by a number
from l to 5. The average performance of’the new querles by
the dlfferent (d B) values w1th respect to the orlglnal
u'querles are shOWn in flgure 4§b) The x—axls of the flgure’

'1s the recall value aVeraged over the twelve querles, where

:recall is the proportloﬁ of relevant documents retrleved

. ., .

jThe y—ax1s is the averaged precrslon value, where prec151oh

is ‘the proportlon of retrleved documents that are relevant._

.t

'( detalled dlSCUSSlon of recall and prec151on can ‘be found
“l;n [Salton 1968]) ﬁ%%e;qu ln the fagure represents the

vperformances of. the orlglnal querles, whlle the performances '
? of the new querles are 1nd1cated by numbers from l to 5 -

correspondlng to the numbers a551gned in flgure 4(a) For

example, the. '1° represents the performance of the set of_,.
‘new querles deflned by formula (2 1) w1th a= 100/r and

= 1/s... It is found that usrng any of these (a, B) values,

a ,“

fhall of the querleslshow some 1mprovement over the. orlglnal

ﬂ. . y
'».guerles.a,. qﬁ

. ‘n-!." L . - . ] R o
S ’ B ; . e
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To'illuStrate that not all (a,g)values with «20,

'B>otdefine "good" new queries, a number of (a,B) values are
-selected in the other part of the i ine 1i.e. arSBs. .The

exact (a, ) values are indicated in figurexS(a),_with the.

perférmances of - the corresponding queries in figure 5(b).

ItAie.found that of‘the five'tested (a,B) values, only one

f]defihes better Queries-than the original ones.{ This parti-

cular'valuells éloser to the line ar = Bs_thanithe other

points. While the. line qar Bs may not be the exact line

'separating,the parameters for deflnlng "good" querles from
’those defining "bad” ones,'it is seen that the experimental

results obtained are consistent with the theoretical_pree'

dictiqne'bf”corollary42,2.
- ~In the case that the orlglnal queries do not

retrieve any relevant document, it »s suff1c1ent to set the

f,parameter~35,.The set of eight original queries which ‘do not

'.eretrieve any relevant document are used to test which values

”*of 8 should be chosen to form the new querles. ‘According'

to corollary 2, 3 B should not be set too hlgh A number

‘Qof B values are - 1nd1cated 1n flgure 6(a) w1th the perfor-

"mances of ‘the - correspondlng querles in flgure 6(b) ~ Since

the original queries do. not retrleve any relevant document,

" they have zero precision and are therefore represented by °

the,x?axis. It is seen that with_8_=~1765 or 8 = 1/5s i.e.

small.values of B, the improvement is highest.

It is eﬁegected that the maximum improvement-occurs:

at the fnterSectionlof the curve defined by equatien (2.16)

35
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. and the line ‘ar = Bs. A'number of points on theirine(
ar-= Bs as well as points in the neighborhoodbof (;/r,l/S{i
‘vare tested ' It is seen -that the- new queries with the |
parameters (1/3r l/3s) exhlblt the best overall performance,
‘though the difference between them’ and the‘querles deflned‘[bf7
by the parameters (1/x, l/s) is very slight. The pérfbr;z':
mances of the difference querles are 111ustrated in flgurew
7(b). ' _
o Although the valldlty of Cranfleld relevance Judge-
ment has been questioned [Harter 1971 ' Swanson l97l], it is
'expected that as 1ong as the relevant documents are
"clustered" together and the 1rrelevant documents areA';
"dlspersed” 51m11ar retrleval~re5ults-would be obtarned
' for reasonable yet dlfferent relevance Judgements..vThis is
-partlally supported by our flrst Set of experlments in which
every new gquery modlfled_by the-parameters of:flgure.4(a) ;s,r
‘at_least as good as'itspcorresponding original query. i
IAFurthermore, the new_query asndffined‘by;(é.l)fvaries accof-

ding to the relevance assessment.

2.6 ‘Generalization
N . R N t “ .
The analySis carried‘out in the previous sections
‘1s based on the 31mp1e matchlng functlon. It is ea51ly seen

'that the approach can be generallzed ‘o any matchlng functlon-:
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is the Q&sin& functiont used in'the,SMART systéh, equation
(2.1) cAp be modified to become
@f < Q + o Z D, /ID |- B'Z D! /ID I

D ER 1

|
|
{

 where |ki| iS the Rz-norm of D . It then follows that

|o*|cos<a*,n> = (Q*,D/1Dl) = (o, D/IDI) +.a I (ny/lngly D/IDI)
' D ER 1

- B ) (k /ID |, D/IDI) The approach used in the previous
Diel B | ‘ . ~

.sectlon aan then be carrled over in the case the c051ne :

functloA JS ‘Qsed, if we replace X by X/IX] where x is a

doéﬁménﬁib ;
. yi. T ' | —
,1—;——;—A¥y;;N;v _ :
. ’ CIxy o
fc051na (X Y) (x,y)/(lxl Iyl) 22 where
x [yl |

(XL’RZ"“X ). and y = (yl,yz,...y )

-



CHAPTER 3
CLUSTERED FILES

3.1 Introduction

. y There are two tYpes of search Strategies (which have
actually been 1mplemented in ‘the SMART system) Full
search and cluster search. Full search is 51mple. the
correlatlon (closenesg or 51m11ar1ty) values between the
query and all the records are calculated For cluster ya
search the records have to. ‘be class1f1ed by some clusterlng
algorlthms, into a number of sets, called clustersv with a
representative constructed for each cluster. Instead of
’ comparing. ‘the query vector w1th each record Q is corre&ated
w1th dlfferent representatlves. Based on these correlatlon
values, the system decides which clusters are to be searcheq
The data base can be arranged in a tree-like structure so .
-that there mlght be sub-cluster¥ W1th1n a cluster and so on.
Now the calculatlon and subsequent ranklng of records in
order of the decreaSlng closeness are usually both taborlous
_ jand t1me consumlng. As the trend now is for larger and more
\\\leerSlfled data bases,“cluster—based retr1eva1 is dlstlnctly
more advantageous if the 1ncrease 1n eff101ency does not
-aincur: serlous loss -of effectlveness. The loss 1s due to the
fact that some of records should have been retrieved had

l full search been conducted on'the.whole'data base, but4are

“missed* Simply because they are stored in the partiof.data‘.

41



base not searched.

‘The meaning of effectiveness is slightly different
from what has been defined. No attempt is made to evaluate
the relevance of the retrieved items as in chapter 2, and
the concept of relevance.does not apply here.-.Our intuition
mill have us believe-that‘the hlgher.the correlation value

.betWeen'an'item and the query, the.more probable that the

\

item is relevant to the.query. Indeed it is based on this

pr1nc1ple that the be@t—match method was deVLSed. ‘However

‘their exact relationship will not be elaborated here. We
shall strictly adhere to the loss (as mentioned above) as

the yardstick measuring the system effectiveness. It is/our

judgment and emphasiie on the clustered files as used in a

general context. For this reason, we will use "record"

-

o

"
- #

1nstead of "document" throughout thlS chapter._4CorreSPQn—u

dlng to "relevant documents",w;th‘respect td a query Q, we

define "desired records” as.{OIfYQ,Q)zk,where k is some

constant, O is a recordl.

$~j§2 Related Work SR , .(

In rev1ew1ng the llteratures on clustered flles, one
‘can flnd most of them focu51ng on clusterlng or cla531f1— “

cation algorlthms and their propertles. Experlments

dv[Burkhard et al 1973, Salton 1971] have been carried out

. , %
on searching in«cluster—based flles. Generally they yleld

ki

42

‘intention to do away with the human factor, i.e., relevance ..



reasonable retrleval performance Rivest's thesis

‘[Rlvest 1973] examines a similar problem from the theore-
‘tical p01nt of view and concludes that clustered search is
most eff1c1ent among- all "balanced hashlng functions"
However, the amount of computlng time requlred is still very
substantlal. A further reductlon in computing tlme can be
achleved by examining only those clusters whose- representa~
tives are sufficiently close to the query Q. In many
appllcatlons of on—llne information retr1eva1 'in’particular
1n document retrieval or in situations where fast response
time is required, 1t.1s sufflclent to retrleve a majorlty
of the desired records: It is therefore of great interest
to ohtain the percentage loss of desired records.’_with_this
information, the system mgnager (or. the user Who is "on- .

" 1ine") can decide on the trade-off between efficiency and
effectiveness. | | | |
33 _AThere is a wide variety of retrieval methods .

[yan Rijsbergen 1974, Salton 1971], Different classifi-
cation-algorithms specify clusters in different ways;'for
instance, some deflnltlons of clusters permlt a record to
appear in more than one cluster, whlle other deflnltlons
forbid overlapping-clusters.' Clusters may elther be
”organlzed in. a tree structure or, they may occur in only oneb
level ' Here a prObablllSth model lS constructed which

_contalns all the essentlal characteristics of clusters as.

'produced by a wide varlety of dlfferentyalgorlthms. It is



‘in this context.that.estimation of the,number‘of desired_
records in one cluster with respect to. that of another
.cluster is made, permitting an approx1mate percentage loss
of de31red.records to be obtained. _Ih this thesis, the
variation of the ratio of the number of desired records in
one cluster to that of another.under chahges of different
parameters is considered. Empiricalhresults are also
obtained, based on which guidelines are‘provided for setting
uo the reoresentatives of‘different clusters and searching
the clusters. : |
The'framework‘ohvwhich RiveSt'shanaIYticallwork is
based dlffers sd&stantlally £ rom that presented here.r
'Spe01f1cally, the dlfferences are as follows..(l) He uses a;‘;,
"distance" function whlch'measures the number of.attrlbutes,dghﬁ'
_ contained in one vector but not the other, ihsteadmof.af,f'”
closeness"'or 51m11a51ty" functlon h-In some appllcatlonsflfu
of.ihformatioh retrleval the matchlng rather than the mis—iiyﬁ@
matchlng of the ;ttrrbutes lS of 1mportance, 1 e..{a'dA"xvx
distance functlon may not be an accurate 1nverse of 51mr1ar1tyfﬂV5
function in those appllcatlons., (11) The search algorlthm |
in Rivest's thesis obtalns all the de51red reeords at the
expense of more retrleval tlme.v Thus, there 1s no need to
estlmate the number of de51red records n1 one set of clusterss‘
'relatlve to that of another in hls framework. (iii) It
is assumed that the fleld 1s randomly chosen subset out of

the 20 possible. records ThlS assumptlon 1s rather unrea—VIf

'llstlc in many appllcatlons of 1nformat10n retrleval.-
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,Bentley [1975] attacks a- 51m11ar problem u51ng a. multl—‘

45

'dlmenslonal~b1nary~search~tree."Hls~method also obtalns all

~ the desiredirecords;atvthefexpense_of‘more computing time.

. W

L

3.3 A Probabilistic Model‘;
Wexnow'state the assumﬁtions-on‘which_our analysis is

based ) B ki S .‘“y R . N

t

_(i)' The attrlbutes‘ln a cluster are 1ndependent- i'e., the

h occurrence of ‘an attrlbube(or a set of attrlbutes) has no.
,Trelatlon Wlth that of other attrlbutes. Such an 1deallzatlon
_1s adopted by a. number of authors in dlfferent contexts:.

‘(e g., [Booksteln 1975 Schkolnlck 1975 Yu 1976])

(11) All records are assumed (conceptually) to be n-
‘dlmen51onal vectors, where n is the total number of attrle
butes 1n the set of all records,vand each attrlbute is,
'.elther-O orul. However, the records may be storedmby

repordlng only the p051tlons of. the non.zero components.'z-

W1th the above asﬁumptlons the expected number of

T *

| »irecords/yn a cluster/G of m. records hav1ng 1 attrlbdtes 1n g.

'commop/w1th‘a query 0 can be computed ‘as follows.' Let 22i

} »

'be the¢ number of attrlbutes (non—zero components) of Q. ;.
f S

_Let the attrlbutes be . denoted:;;lz ,153f}.y ?be PrObabllityuﬂJ” =

that aﬁy”reCord of‘G contalns z is q(f:,yw/m, where yj.
the number of records in the cluster 5 of m. records hav1ng

.the‘jth.attrlbute, Slmllarly, the probablllty that a record

,,,,,,,,,,,,,,,,

doeslnot'contain z‘:j i%wfl-gj[-_ U51ng the assumptlons, the

S
I

Y



2z, ,.,.,zj‘ but not'

prcbability,thatxa record contains zj;,
R _ i

T R R § ,
Lo e e g » )

Z.o e 2 15 ( M. 9 ) Cq oo (l=g. ) ) ¢ There are

R S R e

J(i) dlfferent ways - of ch0051ng i attrlbutes out of 2. 'Thus,

’ l the probablllty that a record has exactly i attrlbutes ln
_common w1th Q lS rf".'," ' o A B
, o Q' ‘ | “, o | _
X ¢ n gnj;v y( T (l-g )y o (3.1)
[ } kel Ok keter kg o .

'-wheref'z(is?sqmminghoVerTallythe'{z).possible choices. (3.1)
'__1s obvlously symmetrlc thh respect to the y's. For'the

\

4;sake of 91mp11c1ty, (3 l) can be denoted by C(gl,.u.,gz,l)

the expected number of records hav1ng k. or morée attributes
7;1n common w1th'Q is then glven by m %kc(gl,;..,gg,l)
o We no\Ndeflne the represent;tlve_r of a given .,
‘(.cluster °'~j'“*7”“"_;'j/ o, : , e

L
o

Définition”B-iﬁ ‘Let & con51st of the’ records {O } , lstm}-*

the jth record 1s glVen by the blnary vector O (031,032,...,

Ojn) Let Y (yl,...,yn) be the ivector) sum of the T records,
m:.

‘where yk Zi o]k' 1<ksn The kKth- component of the repre—,"'

,sentatlve R 1s then deflned to be l 1f gk_yk/m>t (where

lsk<n and t is- any arbltrary number s} tisfylng 0<t<1) and 0 J;
. y . .
4dotherw1se. L

By the abOVe deflnltlon, 1f an attrlbute occurs

"suff101ently after ln the records of a cluster, then it w111‘

°

appear 1n the representatlve. ,There are tWO reasons for'






[

amount of - storage needed for such a representatlve is

deflnlng the representatlve in thlS manner. Firstly, the

o

mlnlmal.v Those attrlbutes which are unllkely to occur in a

o “

'ﬁrandomly selected record of the cluster (i. e. thelr probabl—

lltles of occurrences are less than t) are 1gnored Only

the p051tlons of the non—zero componeg}s of the representa—

>‘thO are actually stored Secondly the computatlon of . the

il

correlatlon of a. query w1th a representatlve is efflclentr

The number of comparlsons needed to flnd the number of

attributes in common\ls ‘at most’ equal to the .sum. of the

B

-]
'numbers of the non zero components of the . two vectors, 1f

L3

the p051tlons of the non- zero components of each vector are-

stored in- ascendlng or descendlng order._ _
)

As mentloned in sectlon 3.1- the.USer's'oueryfiS“

compared w1th the dlfferent representatlves and the corre-

. 1athn dec1deS'wh1ch clusters w1ll be examlned _ ThusL lt

representatlve of a cluster with the number of records 1n
the cluster hav1ng a flxed number of attrlbutes 1n common -

w1th the query Let the proba lltles of occurrences of

the 2 attrlbutes .of . Q in a randomly selected record of a

in common between Q- and R, the representatlve 9f 5 qu.
the doflnltlon of a representatlve, s of the g s are greater
than or- equal to t and the other . (2 s) g' s are less than t

Let us denote the probabllltles by (pl,...,p ’qs+l"°"q2)

'~‘/" Lov
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is- necessary to relate the correlatlon of the query and theb'

I cluster G be - (gl,gz,...,gz) ‘and ' s be tﬂe number of attrlbutes,



4

where each pxt and each.Q<t, Thus, by our- earller dlscussgon,

‘the expected number of recordslln-’ hav1ng k or more attri—‘

butes in common with”Q'is m Z C(pl,.,.,p ,qs+l,...,q2,i);
- _ ; lhkf > B

Q.vThlS expectatlon wvalue is condltlonal on. p and'qj ‘l%l(s,

| js+l<352., However, because of the way ‘a representatlve is .
deflned, the values of the p S and q s are unknown, at 1east
thls 1nformatlon cannot be readlly obtalned Just by Lnspec—
'tlng the representat;ve,' Thus, 1n the present context, 1t\'
hmore approprlate to conslder the average behav10r of clusters
-uhaV1ng the same characterlstlcs (i.e. wlﬁlthelr representatlves
havlng the same number of attrlbutes 1n common Wlth Q, the
same number of records, and the same threshold t in the n
.deﬁlnltlon of. ‘the- representatlve) than to examlne the |
behavibr of an 1nd1v1dual cluster By average is meant

“that the p's are allowed to vary 1ndependent1y from t to l,‘
‘rand:thelr'dlstrlb&tlons*(whlch.are.not known) are 1dent1cal,.
}‘Slmllarly, the q's are aSSumed to be 1ndependent and }den—,
tlcally dlstributed between 0 and t, though- the dlstrlbutlons
of ap and a q w1ll be dlfferent.' Thus the “uncondltlonal
}expected number (as opposed to “cond1t10nal expected
’;number“ as 1ntroduced earlxer) ofnrecords 1n G hav1ng k or’

. »x

: 2 ,

'more attrlbutes in common w1th Q ismE { g C(pl,...,ps,
, . o , . (p q)l k v

- aqs;l'...,qz,l) where E 1s expected value over the indepen—»

.fdent random varlables p 's and q s,hand m. 1s the number of )

[#9
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records in o .t
By ,prq‘}':)_E ility theory [Feller 1967] ,-

) and, if x, and X, independent,

E(xl+x2)=E(xl).3 1
CE(x x§=E(x )E(x ). The above: expre551on can. then be
2
reduced to lek C(pl,...,p 'qs+l""’ql'l) where p E(p)

is the expected value of each piy l<1<s and q -E(q) is the
expected value of each q; - s+1<isf. In order to further
Simplify our notation, we shallkrepreSent

A ) 2

2 C(pl,.».‘.-,{: ,E;S+i,...,q2,1) by J C(%,s,i) where s
i=k : _ i=k . ,

1nd1cates the: number of E(p) 's; i.e.,

2

J ct,s,i)= ZC<B<p>....,n(p) E(q),...,E(q),1i)
i=k - __1k\' ——— — . (3.2)
‘ 'S ‘ A L-s . ‘ :
Y “ .

We'compute'each_C(i,s,i),»ksisz, aeeording to the definition
of,C:neince‘there are exactly i attributes in common between
"theAquery and a desiréd record ‘there‘are R—i‘attributes not
in cémmen. j of these- 2 -1 attrlbutes (O<j<2 1) can be chosen‘
out of the -3 (l E(gq))" s and - ﬁhe remaining (2 i-3j) chosen from

the s,(l—E(p))*s;" Summing J from 0 to 2-i,

+Ow1ng to the absence of knowledge of the exact values of the
p's and the g's, uncertainties are introduced into the
expre551on mC(pl .. ree-rqdg ,1) the expected number
of records having i atgrl utes in common with the query.
Because of the"ndtpendence assumptlon, the expression

L ; , : '
m E {x Clpy /- »;,gs+l . Q,i)} depends only on the

(p,q)i=k

expected values of the p's and the g's (see next paragraph for
explanation). HenCe,.the term "uncondlﬁlonal expected number"
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B3 _ IR _ _ -
c,sir = ] [45°] (1-2@)? @) 75 2 S aepe) i
3=0 . | B St Rl
x (E(p))a—(z—i—ﬁ) . (3.3)

Whére spme‘of the terms in the sum may be zero.

Thus we have found a relation'between the correla-
’tion of a query with the repreSentativé df a cluste; and the
unconditional gxpected numbgr‘of records having k or more
Qattributes in common with the.quefy;, Ih the next section,
we shall cdmpare the avefage behavior of a cluster relative

to that of another variations of different parametérs.

3.4 Analysis
Consider the case where there are only two clusters
. .

Gl,and 62. Let Q be the,quéry subditted and

-

2 = the number of attributés_of Q.

The retrieval depends on the threshold k,namely,

k = the minimal'number of attributes which a record

should possess in common with the query in

order to be retrieved;'.‘

Suppose now it is fgund that the'répresentative of gi'Rl’”

has fewer.attributes in common/with Q than thét”of 52 (i?é,,'”

50

-

R2). The purpose of this :analysis is to examine the effect

on retrieval performance if cluster.cl'is not retrieved.

The main criterion of accepting or rejecting 61 depends on
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W, the ratio of the expected number of deeired,records in
Gl to that of 62. 1f it"is sufficiently.small, then the -
amoﬁnt of‘deSired:reccrde in 5 is likely to be scahty'
compared with that of C Thus the retrieval of cluster 5
" may not be worthwhlle in terms of the .time required to
examine all the records in &1 |

'51 apd 62 will hltherto be referred as "averege
' clusters” which are defined in the last section, for clusters

with same values for

’

s = the number of attributes that Ry has'in common

with Q, namely, £(Q,R;), -
's+d = the number of attributes that R, has ;d_commoﬁ
wirh Q, naﬁely, f(Q,Rz),wHere d;is aﬁ‘integer->0,
and S : o : %
t = the threshold value for determining whether an
attribute should be ccntaihed‘in the‘represek—
tative§

If Nl and N2 are the total number of records A

contained in C and éﬂ respectively, then W—(Nl/N ) Z C((: 1)/

% ‘ ' ‘ - \

Z C(2,s+d,1i). However; since‘Nl‘and‘N2 are fixed relative \\
i=k ' h ‘ ’ \
to .the five parameters Ni/Nz_will be disregarded in this |
anéleis. Thus, the ratio becomes

* - .
[ Cla,s, 1)/ I cls, s+d,1) . : (3.4)
i=k . i=k S -

With all five parameters. given, W can be calculated. How-
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ever it is desirable to derive ekpressions which show how W
depends on each parameterAwﬁile some or all othersuare

fixed. 1In fact, based on such reshlts,,it would be possible‘
to inaicate fegions of the parameter space in which W takes
on a small valueland hence thev:ejeetion of @l is justified;
Hopefully, the analysis can also lead to a betteglunder—
standing of cluster-based reﬁrieval process, resulting in
more effective imp}ementa;idn of clessification and retrieval
algorithms. “

. To start with the analysis,we express W as

W=T a; S ~ (3.5)

whefe'

. L . ' » | o

“a.= ) Cc(2,s+j-1,i)/ [ c(&,s+3, i) . (3.6)

The fact that aJ<1 and aj<ujﬂ_,lsj d, w111 be shown :
as 1mmed1ate@consequences of Lemmas 3.1 and 3 5 respectlvely.
-Thus (al) < W _(ad)d. As a result, when the dlfferenCe of -~
the correlations of the'querygwith the two representatives
increases, the average number of desired records in one
cluster (51) relative to that of the other (&,) decreases
rapldly. Let W, be the value of W such that an ordinary
user is llkely to consider the percentage of de51red records-
he is likely to find in Bl to be'too low for-lts retr;eval
to be worthwhlle. If,d is the value of A which produces
_ . A :

1 then any value d>d infefs a value WsW, and will cause

ol
p0551b1e rejection of Cl. In case that more than two . B
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clusters are involved, the one which is expected to contain

Bl

the“la;gést number of desired records will be selectéd‘to‘
compare with each of the remaining.clu3ters;'.Thé'choicerf* ‘
W, depends on the number of.éluéﬁers involved, in the sense
thét the value will beﬁgdjustéd°so.as tq,maintgin an adequate o
number of records to be retrievéd. This Qbéervation’applies
thfoughbut ;his‘section; |

‘ R : . o
Lemma 3.1: ,"ch(gl,...,gR;i)=glC(gz,...,gz,k—lx
S oo 1= » . . .

-1 :
+ I Clgynm..09y,3)
=k |

for k>0.
' Prqof:, By definitiony-We have

. : i L ' .

Clgqr---19y,i)= ) (Im g.))(Hm (1-g. )) . (3.7)

: ' 2) k=1 Jx k=i+l I
. i v .

.

In (3.7), 9, can appeaf as a gj (i.e.,the pfobability that
; ? ‘ Iy o | /
the first attribute is in common) or as a (l-gj ) (i.e., the

.probabilityhthat the attribute is'not'inbcommon).. If it

-appears as a g. , then out of the remaining (%-1) attributés,
: "3y . | ‘ B , S
we have to choose'(i-‘l-)‘gj 's to ensure that there are i
Ik - ;
attributes in common. -On the other’handiingl appears as

a (l-g9. ), tﬁsn the i attributes in common are chosen from
the remaining (2-1) attributes. Thus, if i=%0 (3.7) is

equiva&ent to
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i-1 -1 e ' i -1

P 9T g ) (0 (1=g; )+ J ‘(l=g) (N g.)(0 (l-g, ))
2-1] k=1 Ik k=i Jx . (e-1 S k=1 k- k=i+tl k.-
i-1 jE#l o jk#l _ B R ! jk#l , Jk#l '

= glc(gz,..;,gz,ifl)+ (1-97)Clgyse--r9y.1)

= gl[C(gz,...,gR‘,l*l)— C(gz,;.-. lggri) ] + C‘(qzl.a.,gl,»i)
| | (3.8)

When i is.sﬁmmég from k to 2-1in (3.8), the coeffi-
cients of gi cancei each other except the first one 3
C(gl,...,gl,k—l) and the last one C(gl,..Q,gl,g—l). ~ We can
' then add C(gl,...,gz,l) =g C(g2 ..,g242~1)'to ﬁhis'equatien,
‘and the desired result follows. " - -

By ‘Lemma 3.1,'(3;2)“and (3.6), if k>0,

a, = X C(4,s+3-1, 1)/ 2 C(&,s+3,1)
J =k i=k -

R |

[E(q)C(2~l s+j-1,k-1) + | c(e-1, s+3 1, 1)]
=k
1

i=
e = - -

' [E(p)C(Z-l S+j -1,k- l)+ 2 C(R-1,s+3j~- l 1)] <
: - oi=k o /

¢

< 1

!
'Since E(g) <E(p). ‘This leads to the~follqﬁing lemma:
Lemma 3;2:' W decreases as d increases;
. Proof: by (3 5) and the fact that each aj<l for lsjsd.

. We now show that as k increases (1.e,,,the records

retrieved w;ll be more 51m11ar‘-to the query), W decreases.



This result implies that when closer neighbors“are required,

‘propqrtionally.fewer &esired'records.will be expected to
appear‘in ﬁl relative tb 625 - In other words if fewer records'
are retrieved,.the percentage loss of desired records (if |
61 is.net?retrieved) will decrease. Let k be the value of

k produeing W - (its definition appears earller in this
sectaon), then for a user spec1fy1ng a threshold kzk ’ it R

is rather safe not to retrieve 51.

Lemma 3.3: W decreases.as k ihcreases; ileq,
‘% | | o e
y c(e,s,1)/ Z Cle,s+d,1) > T cs,i)/ § c(z s+d,1)
i=k i=k i=k' i=k' ‘
for d>0 and k'>k.
Proof: Let B,=C(%,s,i) and A; =C(2,s+d,i). It is sufficient
to show | | S
( X B, )/ Z A)> ( Z B, )/( Z 'Aii Ockel  (3.9).
i=k : 1“k ', _1—k+l o 1—k+l ‘ 'f': TP
By simple inequaiity manipulatipn, it can be Shqwn'that7f3,9)""

~reduces to

- ') S '} ‘ o
B/a 5 (5 BO/CT A 0<ksf  (3.10)
R S S '

By 1emma A4 of Appendlx II the.desired result follows
1mmed1ately. ' | \
We now relate w to the other three parameters, i.e.,

t, s and,l..,Agaln, we shall examlne the behavior of W, when

each parameter increases, keeping all others constant‘ To
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n

do 'so, each oy in (3.5) needs to be expressed in another

. way. By (3.2) and (3.6),

N )
: +

[ P2

C(X lelto-'rz l,l)

R
H.
il
e
2 N

N

(3.11)"

Y~

o

C(Yrrlr~..,r2 l,l)

o

P

'rWhere x=E(q), y—E(p) and rj 1s elther E(p), 153<2 1.
.Thus, al can be consldered as a functlon of X, y and thel“
L . : .
3 o
T » ~— - .
.Lemma 3.4: aa /8rJ> 0, for lSJsz 1 and 151<d
'Prodf- By Lemma 3.1, rewrlte (3 ll) as o

— T S
rlC(E(q?’r2""'r2e1fkfle C(E(q) rz,...,rz l,1)

’_&

Q
I
&P

Nt ]

Z‘i—‘?)'_‘

T C(E(p) r2,...,r2 l,k l)+ C‘E(p),rzf...,rz_l,i)

-

Because of the symmetry of al with respect to the r's,

1t is suff1c1ent to show that aa /Br1 > 0.

3 a1 . : o
".Bdi [ sz(E(p) rz,...,r 'l’¥)]C(E(q)’r2’f" r,_ l'k 1)_
AT Z CE(D) ,ryry,. . x )
SR = S U TARENES TS 1
ﬁ—l SRR - :
[leCKE(q) r; ,...,rz l’l)}C(E<p) r2""’r£ l,ks;)
)O e ‘

(3.12)
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o

. C{EAQY,xrys.e.pxy_jik=1) C(Ela),xry, . Tgoyrd)
C(E (p),rz,...,rp—l,k-l)

e

|-

o1l

. ?&‘

(E(p) r2(...,r2;1;i)

N

o (3.13)

But’{3,l3)‘is equivalent to (3.10) where d=1 and g
"and k are‘deCremented»by,lQ .' ' o B
Lemma 3.5: W increases as s increases.

Proof: When 's 1ncreases by 1, ‘one of the r's in each al of

the form (3. ll), say rj, whlch is E(q), is lncreased to E(p).

A

B_Y (3-5) ’.

d da d ‘ f
oW ) Z b 4 f :
A— = 1 (5= I a,| > O
BrJ x=1 ( arj, i=1 1]

: i#x

since by Lemma 3.4, eachgécx/arj > 0. S

This lemma has the follow1ng lmpllcatlons.' Suppose

A Y

Q' is another query whlch also haSQ.attrlbutes but a lower
;correlatlon (i. e.,.s decreases) ‘with the two representatlves
than the orlglnal query Q Assume also that the dlfference
jln correlatlons between the two representatlves in relatlon
’to Q' 1s the same as that of Q (1 e., d 1s flxed) Then the
,proportlon of the expected number of de51red records in G

' to that of G w1th respect to Q' 1s lower than that®of Q.

Thus, Q"ls expected to have hlgher performance with regard
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[

to- ompared i an . i 0. _ s A"v"‘ N
‘.o GZ eslccmpe;ed ylthﬂcl then,ls Qf .The fect thet éi.fQi*1;i_“
1lsicg~s also follows immediately from lemma 3.5.

Lemma 3.6: W increases as g increases.

Proof: By Lemma 3.1, °

2+1 %

) ch(glv---lg%+lll) 92+1C1§\'tfh‘ Z C(gl""'ggll) .
i= . . R R
. . : : . .
. Thusl ' X '\..‘- ) *

zfl Cor g e
Cgyrerrng,,0,) =1 Cllggitiorg
i=k 1 2 . i=k - . 4

When 2 increases by 1 (withoutfincreasing s), the new ratio

2+1 R 7 T
rUREE T oCclxiry,eeenry l,E(q) i)/ 1 cly, TyreeniTy l,E(q) i)

i=k 4 1 =k
2+1 2+1 .

> Z C(x, rl,...,nz l,0 i)Y/ z Cly,r l,---,r2 l,O /1)
i=k © ik .
‘<3 e . ;

= .Z‘ C(x,rl,...,rl_l,i)/'i’ C(y,tl,...,rl_l,l)
i=k. _ 1‘k .

whlch 1s then equal'to ‘the old ratio wl. The 1nequa11ty
+

holds since by Lemma 3 4, aa /ar >0 (for r  increases from

0 to E(q)).
'This tesult can be 1nterpreted as follows. For a
query QF which hes mcre attributes than the original query Q
(i.e.,ti inCreasee) bdt the correlatlons of Q" with the
represeﬁtatives are the same as those of,Q (i.e., s and d
-are élxed), the. proportion of the number of de51red records

in dl to that of G with respect to Q"is hlgher than/that

of Q. Thus, Q" is expected to perfarm betéér than 0 on G
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as compared to G

Flnally, we deal w1th the parameter t. As't

'*} ncreases, E(p) and E(q) are expected to 1ncrease, which

then afﬁect the value of Gi (by (3.11)), and hence.w,‘ It
will-be‘shown that dW/dt>~O."Forvclusters emploYing a |
higher ‘threshold t“n defining their representatiVes while
keeplng the\other parameters fixed w1th query Q, the ratlo

W 1ncreases This means roughly that 1f the process of
‘ch0051ng attribUtes.in the representative is more’seiective,‘-’
~W 1ncreases. FHerVer, there is a limitation:‘alitother |
parameters must remain unchanged. As t increases for'a

;glven set of clusters,.some of the p s may be below the new.
threshold, cau51ng them to become q's.” Thus, w1th respect

to a glven query, the parameters S, and d may be altered, S

is expected to decrease, but the behav1or of d 1s unpredlc-'
btable. Therefore, it is not p0551b1e to analyse the beha—

fv1or of the ratlo W when t changes 1n a glven sets of

,clusters having the same d, s, zand k- but dlfferent t

a a do,
F=1|.n a5 | g | .
> »-41’:]_ j=1.

SREERE G L S

-Since,qj>0- 1<j<d, it'is'sufflclent to show that da. /dt>0,

" Lemma -3‘.'77 " If d(E(q))/dt >d(E(P))/dt >o+, then da /dt >o

Tsee ﬁemark;lvrightﬁaﬁterﬂthisflgmﬁ${':}iézflahation._

L
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»

et - 0
o ' ' 0 g-1 da.  dr.
doy 20, dkE(q)) day d(n(p))] +[221A(Ef£)(_fly _
at - a(E(q)) dt a(E(p)) o dt j=1 Brj de ©

| | - (3a18)

-
It is . sufficient to show that each of the two terms

in (3 14) is larger“phan zero. By Lemma 3;1,'{3.11) can be

rewrltten as

-1

B R D S N
(E(p)c(fl,..., Ty l,kr1)+ iZ c(gl(.g.,rgﬂlJl)]
o ' e L C
'iThgs, |
da, - . da, y ' .
778 Tate(@) | Lo i d(E(p))]_ k1) -

: . J’ ¥
{Cc(r ,,..,r l)k l)[E(p)éiEigL~ E()—JE!EL~]
f 2~1 ]2 <

FE(p)C(ri'f;'}rg l,k l)t leC(rl,.j.,rl l,1)

e

2, l B ’ . - V |

A o d(E(q))_~'d(E(p)) 1
¥ C(rlq...,Ll_l,;)[ 3 - Tar ]‘ ,
A=k 9 , SN > 0

| 51nce E(p)>E(q),and d(E(q))/dt > a(E(p))/dt.  ByJLemme{3.4,

A{ Remark L:- If.the'distributions of theﬁpyé‘andzﬁhevq's areev

}

xgksuch that thelr means occur in the mlddle/of ‘the ranges, then

'E'E(q) t/2 and E(p)—(l+tP/2 Thu??égz(q))/dt~a(z(p))/dt—1/2

0

e:and the hypothesls of Fhe lemma 1s satlsfaed._ Ope such dis~

trlbutlon 1s the unlfokm dlstrlbutlon
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The aCtual;behavidr.of.w‘will be‘expiored in the
.nextﬂsection'by assumihg,a_séy'of'valueshfbr the five
,parameters, The choice of these-valuesvis dlctated.by the

sresults obtained 'in this section. N

. P ' o - - .
3. & Empirical ResultS'

" In thlS section,'the values of al,as deflned in

(3 5) and (3.6) of sectlon'3.4 are_obtalned for various
e‘.f values of R;AR, t”ahd s;' dlhi: important becauselwz(al)d
as shown . in sectlon 3. 4 . As the behavior'of the ratio W
(and therefore al) wvth respect to the dlfferent parametets

-u-

!  -15 such -as descrlbed An. sectlon 3. 4 it is. sufflclent to

obtaln the values of} at certaln dlscrete p01nts of the
ey 4 '
S e : K

yy.parameters.A Its values at other p01nts can be 1nterpolatéd"

')‘"‘ St
%tom the, glven-p01nts._ E(p) and E(q) are assumed to - be

(l+t)/2 and t/2 respectlvely In Tables 1—4 the values o<

B ql and the mlnlmUm value of 4 such that the rejectlon of

- the cluster 6 s'likelysto be acceptable to a user, are.
L o 5 D
- Lo '
v presented for?
‘ T _x -

1 when the concentra—‘
ST

"i;l-to that of - G “is equal or

’ arbltrarlly a551gned a low value v

7

.-

.02'_

B3 -
iy
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. . . . | N . Q
the values of ay are-not shown for s»>3k/4. Similarly, if t
is chosen to be greater than 0.2, then attributes which have
rather high probability of oCcurrencesrin‘the‘tluster,
though not as high’as't, are removed from-the’tepresentative,

and retrieval performance will substantially deteriorate.
As a Consequence, we examlne the case 0. 0<t<0 2 only. The

results are. presenteg as follows . -

(1) For’netriev1ng very close neighbors, i.e., k§32/4,
a small dlfference in correlatlons bdlween the query and the

~representat1ves, d>2 1s suff1c1ent to brlnq W below W for

"«

,0 0<t<O. l, as. 1llustrated by Tables 1 2 3,4(c) By (3.5) in
sectlon 3 4,'as d lncreases llnearly,w decreases more or

less eXponentlally Thus, for d22 rejectlng cluster &

YWlll result ln the loss of very few desn:ed records in cam—

/

parlson to those retrleved rn ,52 ' On the other hand, when_v
.the user 45 not vevLy selectlve (1 e. R is. not large compared
w1th L, such as k Q/4), the representatlve R, of ZZ has to

‘?ﬁe much dloser to the: query than R, of,. El (i. e., d is large)AT
Ty

" in order‘that the rejectlon of G is justified. - In some .
. - : L3

hcaseSj(eAg.,,some~entr1es in Tables 1 4a) even\when all the

-~

'éttriEUtes df'the query are 1ncluded in Rz' W is Stlll well

'above W Under these C1rcumstances, the rejectlon of C
»ﬁfw s

) "’4 ,- :mma
15 surély"~na

ble.

‘As preblcted by the results of last sectlon, the

“values of a. ngﬁﬁxlng‘w down to LN when k*2/2 are between f{

-

e
o

‘those’ obtalned for k= 1/4 and k*32/4 as 1llustrated by the
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entries of Tables 1-4(b) compared to 1-4(a) and (c).

(ii) When the representative of <§] is not.too close to

the quuy compared with the threshold value k, e. g., sc<k/4,

the maJorlty of the records in ‘)1 w111 llkely be con51dered
. 0
as hnder51rable by the uger. .In this case, for medlum value

of kw e. g.,_xgl/z a small value for d, df 3 is Suff1c1ent

’pb 1ng*€ below W for 0. Ostso 41, as" ahovn 1n the lefwost
b L
coi mﬁs of Tables 1, 2, L3 4(b,c)$ waever, as s goes'’ G& to
»f’ '
3k i the 51tuatlon “is s; fﬂi to that‘when the threshold
t/‘ - i

~f‘\ia,lu%s k\1s low as dgsgrlbed'ln (1) In Some cases (e.g.,
hsomeﬂ%ntrles xﬁ’the rlghtmmst Columns of Tables 1- 2(a b)){

no‘valuelof d can make w&suff101ently small., ..

& v

o . ) S ) * « “ . . .. o L]
’ (iii)juLIf the length of the query increases, it is expected

that the user's retrieval criterion will be raised in terms

of the threshbld value k and the fepresentativedwill hHave
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more attributes in common Vith_the query.. -Suppose now k=clz,

'_ssczk for some constantsdc1 and'o2 l,025{1/4, 1l/2, 3/4}
Y ,

respectively in the tables). As & increases, then most of

the a.'s (a.,bfor 122, are not shown in the tables) remain

-

‘unchanged or decrease (compare Tables 1- 4 with 5). As a

A o

consequence, the d's do not hajg toclncqease to mdﬁntaln

WeW_ . The results of‘(l) and (11) are therefore appllcable

o " . 5
to . queries hav1 g at least four eihpore attrlbutes i.e., Z>4
: ) / : . . | 4
(iv) Let t{ and t‘ be Values of t, xﬁ‘and t rO related

by t,=ct, for $ome constant ¢ (in the tables, c= 2.~3 and 4

for t;=0.05; and c=3/2, 2 for t2=061, etd) . -Then from

. J -
I - . . Ty

. ' 'ﬂ/ . ﬂ. ‘ ~ 2 a
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Tables 1-5, a; <Coy where aii angd a; are the vglues of
o 1 2 1 2 .

ai's corresponding to the thresho}ds tl and -t, reéPeCEiVely.
In otherlwords,lthe growth rate of o wWith respect to t is

|
less than linear. Thus, if w. is the ratio correspondlng

e
~ %

to the threshol‘h}., i=1,2, then. wlsc'~ "his would allow-
us to estimate the retrieval perfoymance faor clusters u51ng
some threshold t, which 1s not tahuylated. ‘ '
Summarlzlng the results, the follow1ng concluslon
can be reached. Clustered -search ylelds excellent retrie-
val,performance for on-line search,’when a few repnrds are’ ,
required (i.e., high value for k). As more records are
. desired, retrleVal performance wil] deteriorate. <he con- -
centration of desired recordsifgla vluster whose vapresen-
tatlve has small correlatlon with ghe qUery (s<k/4) is low.
relatlve to that of another clustey whose represennative has
a sllghtly hlgher correlatlon with the query ThQé the |
rejectlon of the former cluster is acceptable to mos;wﬂpers.m
An approximate estiinate of the ratib‘w is also givgn when t
varles. In v1ew of”the resqlts tabulated t>0 2 ls llkel¥5mf

N

to be unacceptable ' ) T ,'_ ' o

‘3.6 Conclusion

—_.\_—_\
The analytlcal results pres@nted in thlS cnepter

!

-

f depend. on only a few essentaal assumptions, There ere some
llmltatlons of the results and they should be carefully

1nterpreted Nevertheless the mode] . does represent a

[
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general'approabh to analyse this information retrieval

: érocess. Further resﬁlts can be developed by imposing more ;
dependenge reiationships among the five parameters. However,
the comblnatorlcs 1nvolved mlght prove to be difficult to
handle. In this respect, the sxmulatlon as descrlbed in the

last section presents some interestlng observatlons.

-

!
e



CHAPTER 4

COMPARISON OF;MODELS

4.1 Distribution gf Similarities =~ . .

Despite of the avparent dissimilarities between the
models described in the chapters 2 and 3, thelr ba51c prln—
ciples actually do not differ very much. Most of the
assumptlons are madea for purpose of estlmatlégﬁihe distribu-
tion of similaritigs (as defined in chapter 1) between the -

L3

records and the payticular query in question. Why is the

~L’%dlstr1but10n of 51mxlar1t1es importamt? Given this dis-

ﬁ‘}!rlbUthH and the vhreshold, the percentage of records that

are "desired" (or a& in the feedback'process,.the.relevant

w

and irrelevant docuyments retrieved) can be calculated.

- o A
This quantity provides the basis on which the retrieval

.system is evaluated. If an additional process is imposed :

on the system, thigyg digtribution-of similarities will be

altered accordlngly. thereby prov1d1ng a dlfferent measure
of system.effectlvcness Relevance feedback (RF) is such
a process. The dlétrlbutlons of similarities between the

query and the rebevﬁnt as well as the 1rrelevant documents

,,\g:“

‘are assumed ‘to behﬁbnnal and i?aracterlsed by the means

..

(n! s) and the standard deVlat$Uﬁé (c s). ' Mathematlcally,

J { * .
RF is a mapping. of *‘M&esqu s. and’ G ',s f:o u 's, and g 's.

: The threshold T 1s rot related to tﬁé dxsgxibutlons of

'.srmllarltles here..,(Bﬁ ¢hapter 2,4 Tvqs'transformed to T*

T
66 S r



'distributiOHSkg not explicijtly specified. Insteaq,

al

"!v

(',«i" RO -

: e

Just tgy mak® gure the samea proportlon of documents are

retrleued 2%, time, for the sake of comparison only.) In

the prycess Of retrieval iy clustered files (RCF), this

it is

derivey fxom the assumptiQns at a lower level - thy

att:ihgte'l&vﬁl. (this 1S why the model adopted hgre 1S

call Pmicrascbpic" as Compéred to the one for RF). Frof®

the asgvmptl°h that the OCcurrence of one attributy is 1ho
dependant of the occurrelQe of any‘othér attribute, the

values (‘(gl \"g'g',i), 0<i¢y, ‘are\derived " The diwfi—

'butlon of ¢ mllarltles for RCF is composed of theav Values

' as @n analog to the random varlables deflnvd fox
the RF; we ShQll demonStere how the 51m11ar1ty in FCF Cay

be defjyed 2 vandom variahje. TLet us first define an OR&L

~ dimensjonal Binomial distripution x; for the,ith_aﬁgfibutea
: , X ,

4

. : N

lcontalﬁed ln the query ',j,; ’ %,
- ) PrOb()( "l) = gi’
'. Prob(x;,o) = _é

recalling 5hat g5 is the Drbbablllty that a record in thQ

clustey cof™yns the 1th attrlbute. The'51m11ar1ty petWeen /

a recogd ir The data base and the query is then the randay

variahle XIAwhere X=§X- The probablllty generatlmg |
. . b

functign of X (in z) is i(lfgi+giz), If this funotion 1s

expande~iﬂt0.a polynqual inﬁi;,séyl?aiél, then it can be
S . "

\\.\1 n o ) . s .
o ea’_s]_ly 5DOVJ th‘at ai=C'(91"; . ~gg.' 1-').11.‘ OSgZ;
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. ' B . ‘v/

r

,ﬁ;: ‘uplike its counterparts in RF, X does not conform
ﬂto any well)g;own distribution. Becayse of the number of ©
independent varigples 9's in the C-funation, the propertles
of this d¢5trlb‘tlon are largely unkngwn H0wever,,stud1es
of the srmulatloh results indicate th§£ it is close to a
p01sson d;%trlb“tlon when the sum of y's is small, end
gradually molVey to a normal distribygion as this sum
}increases,‘ It Cyp also be shown that #t has either a single. -
maﬁimum oy two (Qqualf maximavin<the eéjacaht positionsr
In this svhseryIQ?béhaves very much iika a‘binqmialfﬂistrié

+'’bution, ayQ indeyy. it is ohe;.when al) the g's are'equalﬁ

o . : :

g
va

4.2 Ml“
Th@ mlchscoplc model is often applied to thevpro-
" cesses in which a, attrlbUte can be dlstanUlshed from the
| other attr~¢13t1fies"3 It is not q"obv1ous why the microscopic
'»model rath@r than ¢pe maCIOSCOplc one, is adOpted for RCF.
'There, unl@ke PrQQesseS such as indexiny the dlstrlbutlon

ofi each atyribute ;o not explicitly 1nuolved and it seems

that ‘only. gluster : s—d to be. dlfferentiated The reason - .-

. for ada ti Suéh mo-,x-lles in the vax¥y nature of the
p! vy a mode- » , axy ure

v _ _ ..a5,'
. ‘process: the r?lations &mong the quary, the representative ’

and the claStef‘ The em ahvays "prefers” searchlng the
cluster whase reptesentatlvedls "closer to: the query vin ~
'order that the prQ;QSS is WOrthwhlle,.the "preferred"

" cluster showld Yltld on. the average moya deSLred records

than the noﬁ pfef&rred One. (otherw1se "the clusters are not



proggmly'cfganized,<a patholcgical case'which‘is not con—
Siaered’by the analySis ) The outrlght ag%umptlons on the
"ldlstrlbutlon of 51m11ar1tles between the x&cords 1n a. cluster

;and the QUery (as in RF) are not approplat& ‘here, -as the

. representatlve wou.ﬂ then be left out.» Txan51t1v1ty of some
sort in the form of query - repregentatlve ~ cluster has to
be establiéhé&fh'That is,vthelcorreiation:af the query ana.
'.the'repzésentative; together with the relghionship between:
provide Qhe'diStribution of similarities hatween the query
and the records'in the cluster. One solutjon to this problem,
as is pr@sented in chapter 3, is to strlng these three thlngs

: together by means of the frequenc1es of oc&urrences of attrl-

T butes 1n the clusters Only hlgh frequency attrlbutes can

be 1ncluded 1n the representative. Aas the_repreSentatlve

.

.pf'thevperferred cluster, accordlng to the search algotithm,

has:mcéefattributes in common with.the,éuexy, the pfeferfed~
cluster will contain more attrihutes which are present in .
the query and are among those attributegqucurring most
frequently in the"cluster. Thgfefore, the ﬁ;eferred cluster

-

should contain higher percentage of desirad records on the

‘average.” Indeed, this argument'is'true, asy shown in section 3.4.

Concelvably, one can analyse RF by teans of the
?mlcroscoplc model : bulldlng up the dlstrlbutlons of simi-
jlarltles from the assumptlons (1) and (11) in Chapter 3. ;
5Here, th@ complexity of mathematics seems £ be the decisive'
“facter fox chccsing_the maCroscohie S@dgi imstead, as the

‘next section demonstrates.

the reprasentative anl the records in the cluster should .fj

I‘g

.

9,1

Bt
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4.3 patbWtical Manipulatjon o | o

Comparlng the mathematlcs used 1in each model and

'the xesult% derived, one mugt admlt the mathematlcs used

for the EF is more compreh@n51ble and the results are gene— :

'raljy mor elegant. 1In fagt, at one,p01nt in working with
RCF, the mﬁthematics éot almost out of hand! The complexity.
in a&aliﬂg with RCF are dug to tﬁe discrete qgantities
invvlved ahd the large numher of Variables; .

TO s'implify'the analysis,tthe records in the RCF

are kepresﬁhted by the binayy vectors. Were a‘real;number
allywed £°% eadh‘compoeent of tﬁe n-tupleirecord, more

' vargableS Would be needed to describe the distribution of
tﬁe vmight of each attribute within a record. Besides, some’

morg assumntlons would ‘have to be added ‘to the model to
desgﬁlbe th\ istribution of similarities, which could no
longar be,qgrived by means of'the’c—function. ﬂnfortunatelm

Qheh only Q\l'values are a%%owed in the reeord, the simi=
lariny futhion beeomes dfqg;ete Valued,.so do other

q ahuytles' 5uch as the proportions of the desired records

- S

withyn ‘thé two clusters, the ratio of these two quantltles
(whigh is. w), the threshold k etc. As a result, it is
dlffxcult Yy qbserve the behaV1or of a guantity when another
'1nteger Valued quantlty varjes. Complicated comblnatorlcs
is ip use Yather: than the moxe pOWerful Calculus. Lemma 3.3
rWthh statQQ W increases as k 1ncreases is a good example
here\ _The p;oof (or aisprooﬁ) would be easier. to come by

: if_aw/ak Webe alloWed. Oon the other hand, the optlmal values

s
A '

20 -
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of a.and B (in RF) would nevér have been obtained if some
of quantities involved had nOt hoen continuous.

| We Classify'theyvgfiables used in the models as
linte;nal varijiables or egaefnal (input) variables. By
internal variables are.maaﬂt those which are employed to
‘specify the data baee with rQSPéct to a submitted query,
i.e.;'the distribution gf Similaritiés: In RF, all the 6
pairs of H's and 0's cen he Qla%gified as internal variables.
Their counteroarts in Pqﬁ,are 91 .;.,gg There are zﬂsuch
g's and % is dependent N ghe qhery submltted.>~It L§~very
difficult to tell at th¢@ pOlnt which set of 1nterna1
varlables can be more ee@lly mahlpulated However, for RF,
some relationshios are g@sumed Amond the u's, élthough the
relative magnltudes of he o's Are largely unknown. Irg%iqv
cally, each OL the g's must: not depend on any others cher—
ﬁ wise, the distribution of Si™ilayities would be much more

eomﬁiicated than it is héwvlthat‘is to say, if it could be

o . ' ?/::
derived at all! L . a4
i The external vary abl®S are those - srameters which

can somehow bhe coptrollga bylthQ system‘or the user. In RF, .
‘they'are ¢ and B. The.threshCIQ T is also one of the
external Vafiables, but yt has ho impact on ﬁhe proeess
SecauSe both 'Q and 0O* argy quuibed, for fhéJ%urpose of

same

COmparison'to retrieve the amount of documents. . How-

ever, there are five inpyt Rar§§eters in the RCF; i.e., %,

s, t, k and a. The ratig W

nds on all of them, as the

ome
P

&,

analysis-shows, Moreovay of these'paremeters ard¥



. s
\/
\ ©o ' !
* . ”

ihter—aependent.' As a result, the parameter SDch is 57
dimensional compared to the 2—dimeﬂsiona1 plane in RF. One’
|

simply cannot proceed\ln the same’ manner 99 in \F to 1ooate o

reglons that ‘guarantee good results and @btgln ﬁhe oPtlIﬂal

values for these parameters. It is suspacgt@d #hat"the

ahalysis conducted in chapter 3 has come Q1Q3e7t5 tne”mbthe\

'matical'limitation imposed by the model. o _ /fl
4.4 5ummar | 1\

W1th only two 1nput parameters anaccontlhuo s
distributions of 51m11ar1t1es, RF is a slumle ptacesq as
comparell to RCF - Coupled wf&h the fact that MOry strlngent
'condltlons are.lmoosed on the composltlon of ‘the data bas®,
1t perhaps comes, as no surprlse that the gnﬁly51§ for RF ls

129

‘more successful and the gesults are morenxm?fessl e, Of

course, the analysms on RCF is not w1thout ﬂerlt 1t‘ha5 h

succeeded in bulldlng a modbl as’~éLone nsé bEere for
thlS compllcated process from which meanlﬁgful rQ ults Can_
be drawn, based on a minimum nymber of asgum?tloﬁ ‘It bas
also dev1sed means by whlch the user can vxefClsQ mgre
control on the retrlevel!process EventugllY' it can 1e3d
to. 1mplementatlon of a pract1dal search Stfﬁ; esy No that the
user. can 1nteract with the system,to contkoi the humber Of

clusters to: be searched

{-"A v‘" N lwi‘\l o
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LENGTH OF QUERY = 12
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.l’ \‘ '
R
° ko= gd o (3)
d AN A LN n
s = k/4 (1) s =k/3t.(2) . s = 3k/4 - (2).
U’ . d ‘1;17-. i y d n,‘-'— ‘ s ; d
: + L O . ] ‘ fe) R i e ©
%y qo o ay d, . E‘ai. 0y dor. 'H a;
f PO Y o ._1 - 1_1

£=0.00"
.0

1 0.000

t=0.05

2 © .0.071

t=0.&©,7

4 . 0n092

=0.1%

.

11 - 0.132

" £=0.20 |

11

" 0.218

LoTh

k/4

.  *=o,QQ

0,00

T,
" t£=0.05

0.11 .

t=0.10,

0.20.

N

th.lS'

0.28

t£=0.20.

0. 35

-, Table 3c. _.f' “ ’
¥ kJaz/z; (9)
[

K/4 o (2)

—-k/2

(5)

-

3k /4

S

d
I ? ‘al.
i=1."

dm.

04

H aq

1*1

d'.
O

\d
’Ho o

=1

= 3

i

1" o0.000%

o~

'30r000‘

0.00 -

'.1

=,0,000°

ey

1 _0.067

L

0.080 .

0.10

.. 0.015

.Y 0.016 |

0.024

o.;a‘

(V]

0/043

‘2 - 0.033

. 0.047

0.325

N

0.077

2 0.053 |

~ 0.073

o3l .

0,049
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" LENGTH OF QUERY = 16, | "
e . ' Table 4 a. ]
L » W ;&‘ ‘ .‘-———-——-———-—-‘-‘ -~
e
F AR k= /4 (4)
o | s ="%/4 () s = k/2 (2) s = 3k/4  (3)
S A ! U
T e ; O a1
e oy do #,, 1 a oq do I oy
b _O¥T i= i=1
t=0.00 [ 0.000 1 02000 | 0.0¢ 1 0.000 G
©=0.05 |0.20- 2  0.054 | ©.26 2  0.094 AR
£=0.10 |0.36 3 0.080 | 042 , 5  0.087 | 0.52 13 _ 0.145
£=0.15 | 0.47 5 0.096 | 0.54 14 . 0.137 0.63 13 0.251
'£=0.20 | 0.57 15 0.132 0.63 14 0.232 0.71 . 13  0.365
I . Table 4 b..
: ko= %/2 (8). » |
‘ s = k/4  (2) ss=k/2 (4 <) " s =3k/4 (6)
, . o d e d - e T
,w.-“’alv d, - Hpal ocl'}' . do Hocxl al' ;d& n°a
2 - v i=1 g L S e g =1 T
,£=0.00 | 0.00 0.000 | 0.00 1 0.000 [-0460 -1 " 70.000
=o;0§“ 010 - % o.012 | o138 2 .0.019 | Q.18 2 - 07085
—— — ~ ~ \ ~— =
=0.10 | 0.19 0.041 | 0.28 2 0,062 | B.30 3 0.051
s . - — e - : ' ,
£=0.15 [ 0.27 © 2  '0%080. 0.31. 3 .0.045 0.39 3 0.097
£=0.20] 0.34 3 0. o4$ wv 39 3" 0.079 6 47 . 4., 0,099
S .»j M raple 4c. v CoL
. L : — - —
. | .k = e a2 o ,
- b s =k/4 (). "1~ s=k/2. (6) = 3k/4 (9)
e . . Y o ‘ I ' . d L o do’
o cds T nhe, 7 cay, o d Ta, |, o d ‘I a
1 7o | =1 191 }u | SL j=1 1 | <1 q isp 1
£=0:00 | 0.00 . 1 0. odﬁy-f'bloo cotl 0.000 0.00 ™ 0.Qo0
. - e o - - . " > — g =YY 4 .
t=0.05 fo.qp B! 0. 067 0:07 1 0:077°”] 0.10 - 2. 00012 -
- ’ - " ""k‘ . ) - Ax )
£=0,10 [0.12- ~ "2 ER 016-] 0,14 2 - 0.0207n0.18. 2T ™37
t=0.15{0.18 2...0.033 | 0.20 . 2 d,qhzf,,«Ogg4a_;‘2**}~o;q67'-
t=0.20 {0.23, 2} © 0.054 10;;5 2" . 0.067 | -0.30 3 05037
e B ..oa - . o S S
"' dp mlri{d'l.lgl a. £ Wé or -d,+s‘ = ;!L‘}',‘ w.Q. = '10'%-. . |
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k = /4

(10)

s = k/2

(5)

a_
.]_l

H a

0.00 .

10.000 -

0.21.

0.078

[ 9.37

0.057

0.50

0.099

| 0.60

10.099.

2/2

- (20)

k/2

(1D)

s =

3k/4

(15)

ey .

a

- dg

° i=]1 .

H a

X

d

o
-

d.O
I qi
?i=1

 E=O;O0*
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.

0.00Q ¢

800

,'l,

£ 0.000
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e
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1 0.037
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P
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2
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3
3
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_us)
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7
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g
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The proofs @f*the technical lemmas in section: 2.4
S L ‘ !
are given here. 5 - ' . 2‘

"

X . . ! . : ) K
'Lemma'2 5. Thére exists a constant cl>0 and a constant tl>0

© -

’

'such that, for every t>tl anddevery Osmsl,.the‘threshOLd

E’(m t) S,clt'

' : E O, '
_4Proof7 For any (m,t), either O'ZQ or‘Q*<Q.‘ If O ZQdﬁwe

S S _ ‘ * ‘ * !
haVe (T—u )/o 2 (T (m,t) = )/Ol, whlch &an be rgwr1tten_~

J

. by (2.11), t{[('r W) /0 ]Wt + m20§/r +§e/s)l/2 * , |

(u /t+ mu - U, )} 2 T ?a}\ t). Lett:Lng ﬁe«- —-gl andv Cq 2

3

3

.|[(T u )/o ](o + 0240 )l/2| + (u +u35, it is obv:Lous i '

'Qhat, when %et&{ c tzm (m t? far 0'_ »
-0, 0 by ; SN
* ‘1\%. ' X 5(41

. v‘v}'

Jm-u )/0 SECa (m t5 u )/02.. Proceédlng szmllﬁﬁ&gf4k_1n

'the formpr casey we obtaln the follpW1ng result. There

{

exists a constant‘cz-and a constant-t?~ such that,‘fornQ FQ,
Odn<1 and t>t2, c, t>T (m,t). Taking ¢, = max {co,c },

‘and t = max{t 'ty } the de51red result follows.,'a

Lemma 2 6. There ex1sts a constant t5 such that, for every

7 m>0 and for every t>t5, BI/at (m t} <o, T , L

—~ -

'Proof. ‘We.shall fgrst establlsﬁ(the result for the case

LY

l>m>0 beferring to‘(é 15), it ;s seen that aI/at(m ) -

is. the’ product of two*factors, w1th the fitSt factor aiways

e

Eﬁggltlve for b=m<1 By lemma 2 5,'1t 1s fouhd that for.d‘

';tztl and O<m<l‘ the secdnd factqr < = d1 A

‘-where d d’ d3 and d4 are some p051t1ve cons

ﬁ@.-v(n‘; ‘*.

3 4
27 nts, Thus

,9 - <u‘4 '
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there exists a constant tA such that, for t>t4 and O<mSl,

the second, factof <'Q§‘ Taklng‘ts = max {t 'ty }, we then

’%ﬁ_have QI/Bt(mft)> 0‘ for.t t and O<m<l ﬁﬂi the case *

5

‘wh‘Ee m>1", let n = l/m <. 1 and proceed as in. the last lemma.

T " % - ' -

‘Lemma 2.7. BI/Ba(O B)>0 and BI/Bﬁ(a 0)>0 when r szO
IR A

( "Proof. 'By dlffereiélatlng (2.8) w1th.gesgect to*w,ithe &

'expre551on°8T /Ba can be derlved. Substltutlng 1t 1nto the -

/o + k. 56 /o ))} {(ol) (o *y2 (”5 u4) ;'f.”

P 2
.,,(_) 2(r*- )Bo + (T ul)(o 'y e,j'l

%1/38 > o when B ,»0 q%%ce u5>u4.“‘°¢5fﬁ 15’ |
s -‘- ’ { ' . : l l‘“'

S

g2

, expre551on @I/aa obtained by dlfferentlatlng~1(a B) Withe 7y ¢
respect to o (glven an sectlon 2 4), w@ get the followlng f‘ﬂ-:,
e, resﬂlt. ) Y ' R ‘l." S . *A;’ : L' ., ‘ et ’C o
- ,’. --w& Sy . . <,
A’ k% '.“pg .‘4 L q-'{ . R
»Skz_;/a 4G 2)/(/211 (olg 1(03)»__‘ L T e
L (et q;;_‘* . % § fu.- z . 0 -J A'{q e '
, 1/0 + k Gz/oz))} {(o ) (qz) R
' LR , _ = i
: (p3 p:_e) (01) J{l' ua)ouz s ‘(“P —p; )(02) acr }
T . BN * P By
- T : > T (.a B) ]Jl 2 ,')if S T Sl
where Gi'? exp (- 1/2 (“__‘“?f‘ff) )'0;=I,2_h?5, 3_ RERt )
o : ' | 'Qi ”J’ilh“;;::if° D R -
e . . . ) __Q/: oy R . ' i ‘,."‘;,.,,-
It 1s éeen that 31/8& > 0 when o '=-0 since ujgus. ’
? ) .
?w Slmllaf%y, we obtalnv- "LQ~~ R e R
aI/ae = {(sk k G Gz)/(/z“n (o ( 21?».' _,&_, '



-.k'~j] (Z+1) for-‘ho.
Proof .
o T . A N
T O s s e -1 i
g-s) [ &=30 )3 z-s][ -3 ][ Fy o1y (z+1)1]
jzo[ j<][’?‘<‘j}z. jzo[j %-k-3 %,‘Q( A
| Bk (8- | |
= 1 ( #=3) ( M3. )(3)( 1)3” l](zm
i=0\j=i ]
N, . |
._MW = 2‘[ ¢ 9"‘3 )(2 s)(z.f.‘—, ],,(ﬁ-z+1)
2=0 ‘Y3=1 12‘ 373y ' 4
Cf-k Sk . o e
R RN I . )(’“ 571y (- 1)?J J5'](z+1)
i=0  *t N’j»-_—}ﬁ’i“k}p jl - g _
-k (2-k~-1i - -
o, =5 llj 2-8-1i, 1]Z+1l
I (A owr el S D R}
C 2=k, ( | . ‘ 3“”
_ z [,Q,-j-s] QS .](Z+l)..l . see [Rl%an 1968]
. i=0 * L —k—l ‘ ‘ .- P ) f" “,!’ﬂ R *"}6-;
L -"
:
- i
b
\ -



.Lemma A2

qs j'(h-j) ? sc-v—(h 3))'(2 s= (h- J))'

Lo

.[ggs] [ll:f'J‘VJ - [ﬁ:;} [2-:?"‘_’} .2 0 aif 33 (h-3)

‘Proof: If h-j>g-s or j>%+s-v, the inequality;i%i!rrv1ally :

true since the first expression'is non—nebatiﬁe hile the

other ‘is 2ero'identically.‘ Thus suppose L-s- v>h-3 and - s>J,

I
then the left hand 51de is equal to

-

(2-s) ! (f-s- VXL : 1 - ' 1
l(h J)'

Z=s=3) T (t-s5~ v—(h =371 ,(l—se(h-j))!(z—s-v—j)!

84

$)P(ams=v) ! ((i-sathei L @s=v=(n=3))
(27 ~3) ! o (R=s-v=3) T

h-j h-7j

1y

! AR _ | ,....,(!L-s-j-v’f-').)] .‘ @

! i . .. C e ) .
> 0 . . [ : e . ~

A

‘!]

{‘ S][‘ S‘”}“h ) ! [((z s) (h=3)) . ... (L-s- 3+1)-(z*s4h-3)-v)§i.;

since there are equal number of tegms 1n51de the square braqket

tr

and each %erm on the left hand 51de is larger thap the coyres-
)

’, P

pondlng‘term on the right hand side. Equallty-ocdﬁrs when

[

h-3>2—sfv or j>zrs.- o - ' : '_ »

-Lemma A3 - . o IR ) -

- . . . o
A 2=3 ) 2=(b=3) ) _ . &=(h~-3) 2-3 .} 5 0
Lkt e ~k-1- (h= )5 eks (=) {amk=1-5) 2 0

N s . ‘ t :
* . . . s L. . P ‘ L . -

if j2(h-j).* : T

Proof: The ieft side of the inequélity o
{ z—j_]{ lg(hwj):}kik4(h4j)_ [,i+(h-j)-][ 2=j ]z k=i

o

{2-k=3) {8k~ (h53) T RFT 2-k=(h=3) | | a-k=j | "*1

4'. 9”3 .1—(h-j)'A'-(h_*jh S
) ll k- J][l‘k—(hfj)]l_f$fl*.;2 Q”. ‘ ;

4o ‘ '
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.Lemma A4: I B¥iECs,s,i) and A;=C(2,s+d,%), then

w
" ’ '. B N . ‘ *
| N 2 :
B’k/Ak > (X, Bi)/(‘ z A, ). O<ksf
: i=k¥1 b 7 i=k+1 T
t ‘g
Proof: - The result éan be established if the féllowihg in-
‘equaliﬁy is true ¢, | L V R -
Bk/Ak.} Bk+l/Ak+l > se. > BE/AQ 3
It suffices.to show I ' o
B/ 7 B/ L - o Bas)
By (3), e
<y )

o - - -k WL
_ s-(2-k) ,,_ N A=k 2-s (1 E(q))E(p)
.fE(p)z g (l E(p)) 4\(E(q)? . JZO( )(2 k— )((l E(p))E(q)
- - ‘ ‘ N 1—" l_kv _' . ._
= (=) 77 X (1- E(p)) KE@FS T Sy r3oed
: j=g I = &k-)
R _ r« v o u 'f o ;AL‘“f§1oig u_t‘_
- by Lemma Al where S e T Y o
z= [5(p) (l-E'(q')'v.)]/'[E(’q)p(l-E(p))»] A
It is ea51iy -seen that ot - ’ '
RS mﬁ)&mn/wwuL%;n1>o ,
. as fegu1red by Lemma Al. After caﬂcelllng the terms'ln comﬁbn,
(3 15} iS equlvalent\to , . _ 1 ¢ f - 1'  — |

£-k. . . :. _l‘;\v; -..‘ .
B= I ,("jg) (A-e(@) @ @) * 75§ o
3=0 W A

“

)
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*,
(3.16) "
A
~Grouping the-termgiin as’ééndin’g powefs of Z,(3.Y6)is equivale‘nt'_
to . ) .r' :N" \ , ‘ h\.'.
20~2k-1 £- k- gy o282kl ek AT N :
L ez-ab )z > L (I albl )z (3.
hs0' “3=0 BT =0 =0 T RTT e
: . M
where - '
= (2msy, R=3 i 3 L-s-
aJ ~ ( j ) (Z-k"'J) ? a‘j '— ’( ‘ j v&\‘ ) (9[ ) ’ !
- u‘} - T “" . : " ‘.
2-s-d g-i L e-sy 2-i
by = 4 Mgrg-124) e B = 05700 3270
and otw ay a5', b, and b' 30 -
(3 17) ~can be establlshed by show1ng .
R - ) i . : ’ \‘ ‘
B s amd L oemeneael @iie) ¢
‘ b . > T Tathd o 0 <hs2 -2k~ 18y ¢
j=o -23h-i 7 5% 23Pn-j o v g 1318 "
‘ x ST A N ol
o, : oo . . » . . . . . @@4 NE
- ..It is, thex;ef_ore}‘s-uffi'cient to show"r- _ o , -
,}}"é F SV A ' L o
a.hy . +a .b.'zralb' . +a' .bl ‘., 0<j<=k - 3.19
i%h-3 ¥ 2n-3%5 2 25Ph-5. % 23R skl el 23.19)
3 / 5 T, - ) 1:\
. ] _ﬂ Pl
& e i > "
ot s i A
R L :
R ] A DT
foo o \ ‘ ‘ | ‘
It is 'Easny seen from Lemmas A2 and A3 of Kppend:.x 1 thaf:
strict’ inequality is o,btalhed foﬁ\ some values of j 1n B. 19) .
-_Thus, strlct 1nequa11ty is also o*btalned in (3 18) , v

' |

86 .
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Substltutlng the

values of aJ, aj, b and. b' back lnto

(2. l9)the follow1 g 1nequallty is ohtalned T

L=s-4d,’ 2—

( ?)(h Mo Rt

Y

. » i
N &}
» Jia;" N
- o

R v\,
LR

S . . Y - . .
SR % R ﬁ S B
t . .,,‘- N S

,,;gb_ (. &= (h-1)
4 ‘o k-—(h 3)

j)(

Because cf'rf
j‘ nd (h‘J), it JerU

(h-J) QLeﬁmas,AZ ancﬁ

L
) (pk-1-7

2= (h=j) y_ S
))((E )(,L_,K_l (ﬁ J)> PP

le symmetry 1nvolved in (3 20) between

ff1c1ent to show the case where jZ

«

i
'the a's’ or ‘BYE =

Ineqdality (3'?0) i

R

S not equlvalent to (3 19) when some of

0.

Under thls srtUatlon, lt can be proved

by moré el"aboratg procedures that (3.:19) holds. - For. ease‘ﬂﬁffjv_r

“of presentat;on,

the

above approach is adop%ed.n‘
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% the query j" , | . o ‘
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44. o co:relat:.on; w1th Q. | ) , R .4;. '.'J-‘;";' SRR ‘@
'eft;._‘; the thneshold ::al)value fo? determlnlhg whether ah \J
.“:.f;a:' attrlbute shr; : e contalned 1n a representatlve R i

Lt

' 2;; .f that of 62' i. e., thé\ratlo!of'th ﬁeverage expected) a;;“;;
i?h;‘ ‘émbef;mf de51red‘records 1n ﬁl tﬁ that in. ﬁz _ é, 4,. .t
. Wé{ | *Lshold va}ue of W such that the user may COn51dex t .
?T h;\ "more advantageous pot to retrleve 61/1f W 1sz

22 S | |

"?lthe value of q; 1f the 1th attrlbute appeﬁrs lnlthe R

frepresentatlve R, ‘i e., g >t @ fﬂ;**

S
ﬁ
Slo 2N
m
.
v
=
[
5
[}
Hl
m
[N
H\
r'-
- o
D
p

: K e i
=1
oy
S
rr
R
}_l
“b*\
[
rr
m
Qa
4]
m
D
Q-
Q
Y
g -
R o
N
ﬁl




Clgy,---gg.i):

C(L,s,1):

89

E(p) or E(q). ’ ‘ .

the probability that a record in :° has

exactly i attributes in common With O

’C(plltn-Ips’qs_!ll-c.,qz’l:) where pi=E(p)

and q,=E(q) -



