
 

 
 

University of Alberta 
 
 
 

Investigation of electron beam nanolithography processes, mechanisms, 
and applications 

 
by 

 

Mohammad Ali Mohammad 
 
 
 
 

A thesis submitted to the Faculty of Graduate Studies and Research 
in partial fulfillment of the requirements for the degree of 

 
 

Doctor of Philosophy 
in 

Microsystems and Nanodevices 
 
 
 
 

Electrical and Computer Engineering 
 
 
 
 
 

©Mohammad Ali Mohammad 
Fall 2013 

Edmonton, Alberta 
 
 
 
 
 

Permission is hereby granted to the University of Alberta Libraries to reproduce single copies of this thesis 
and to lend or sell such copies for private, scholarly or scientific research purposes only. Where the thesis is 

converted to, or otherwise made available in digital form, the University of Alberta will advise potential 
users of the thesis of these terms. 

 
The author reserves all other publication and other rights in association with the copyright in the thesis and, 
except as herein before provided, neither the thesis nor any substantial portion thereof may be printed or 

otherwise reproduced in any material form whatsoever without the author's prior written permission. 
 



 

 
 

 

 

 

 

 

 

 

 

Dedicated to my parents 



 

 

Abstract 

Electron beam lithography (EBL) is the leading technology for versatile 

two dimensional patterning at the deep (10-100 nm) nanoscale. In addition to its 

reputation as an enabling technology for next generation advances in industry, 

its ease of use, accuracy, and cost has made it the technology of choice for rapid 

sub-micron prototyping in academia and research institutes worldwide. 

Advances in EBL processing have enabled sub-10 nm fabrication using a variety 

of materials under limited conditions. Repeatable processing at the deep 

nanoscale, particularly for dense nanostructure fabrication, requires a systematic 

quantitative study of all processing steps and their intricate interdependencies. 

In addition, developing future nanofabrication strategies with features 

approaching molecular length scales, requires a thorough examination of the 

molecular interactions taking place in EBL processing. 

This research project investigates EBL processing using PMMA and ZEP 

resists through an in-depth quantitative study and analysis of process windows 

for dense grating fabrication. The effect of processing parameters from each EBL 

stage on process windows is thoroughly investigated. Through the study of 

process windows and contrast curves, EBL processing strategies are developed 

and high resolution processing limits in PMMA and ZEP resists are explored. 

Furthermore, the EBL development stage involving resist-solvent interactions is 

studied using molecular dynamics simulations in Accelrys Materials Studio 



 

 

software package, and analyzed using the Flory-Huggins polymer physics theory. 

Finally, optimized processing strategies for dense grating fabrication are 

demonstrated and techniques are employed for the fabrication of record ultra-

narrow (8 nm) suspended SiCN cantilever structures and high aspect ratio 

polymer fabrication using novel SML resist. 
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CHAPTER 1 

INTRODUCTION 

 

1.1 Nanolithography technologies 

In today's nanofabrication processes, a diverse variety of technological 

alternatives exist for performing the fundamental lithography steps. These 

technologies may be broadly classified as radiation-based and non-radiation-

based lithographies [1]. The non-radiation based lithographies may be top-down 

or bottom-up in nature and employ mechanical, chemical, and mechanico-

chemical approaches to form nanoscale patterns. Examples of such technologies 

include nano-imprint lithography (NIL) [2], soft lithography [3], scanning probe 

lithography [4], self-assembly [1], and directed self-assembly (DSA) [1,5]. The 

other category of radiation-based lithographies is top-down in nature, and 

includes optical and charged particle lithographies, described below. Each of the 

above technologies contains further variants at various stages of maturity and 

application in industry and academia. 

The optical lithography or photolithography technologies [1] are the  
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workhorses that enable the mass production of semiconductor chips and 

microelectromechanical systems (MEMS). These technologies have historically 

included ultraviolet (UV) lithography (λ = 436 nm, 365 nm) and deep ultraviolet 

(DUV) lithography (λ = 248 nm, 193 nm). Currently, advances in 193 nm DUV 

lithography are responsible for mass production of the latest 22 nm node 

semiconductor chips. Other photolithography technologies include extreme 

ultraviolet (EUV) lithography (λ = 13 nm), which is a candidate for future mass 

production, x-ray lithography (λ = 1-5 nm), and laser lithography.  

The charged particle lithography technologies include electron beam 

lithography (EBL) [1,6], proton beam lithography [7], and ion beam lithographies 

(IBL) using gallium, neon, and helium ions [8]. Among charged particle 

lithographies, EBL is the most mature and developed technology. It is used in 

industry for the production of photolithography masks [9,10] and NIL templates 

[11]. In addition, due to its flexibility and unmatched capability to pattern the 

tiniest structures without the use of masks, EBL has become the technology of 

choice for prototyping sub-micron devices in academia and research institutes 

worldwide.  

1.2 Electron beam lithography (EBL) 

In EBL, a focused beam of electrons is precisely guided over a chemically 

responsive recording medium (resist) with the intent of defining micro- and 

nanoscale architectures in two, or sometimes three, dimensions. The beam of   
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Figure 1.1 A basic direct write EBL system schematic. Reprinted with permission [12]. 

Copyright © 2012 Springer. 

                     

electrons may be extracted from a number of sources by applying a high voltage 

– among these ZrO/W field emission (FE) sources are the most popular for EBL 

applications [6]. As the beam passes through the EBL system column (see Figure 

1.1) [12], electron lenses and apertures are used to focus the beam into a fine 

spot, a few nanometers wide. An assembly of electrostatic deflection plates (or 

electromagnetic coils) are used to guide the electron beam over the resist 

surface, at very high speeds, as per the intended nanostructure design. The resist 

dramatically changes in solubility in the locations where the electrons were 

exposed. After a subsequent rinsing (development) step in an appropriate 

chemical solution, sharp features emerge on the resist surface which can be used 

for further processing and analysis. Further details on the electron beam 

exposure and development steps are covered in chapter 2. 
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1.2.1 Brief history of development 

The original EBL tools were developed by attaching beam blanking and 

pattern generation electronics to conventional scanning electron microscopes 

(SEMs) [6,13] more than four decades ago. The beam blanker and pattern 

generator, at very high speeds, control which areas of the SEM viewing field are 

exposed by the rastering electron beam according to the input design file. In this 

way, the resist surface can be patterned without the use of a mask, creating a 

highly flexible and widely accessible lithography technique. However, SEMs have 

a number of limitations (see ref. [6]), due to which dedicated Gaussian spot-

beam EBL systems were introduced [6]. These formed the basis for commercial 

moving-stage "write-on-the-fly" mask writers [14]. 

 The inherent serial writing nature of spot-beam systems makes it a 

relatively low speed (throughput) patterning technology as compared to optical 

lithography, and therefore shaped-beam systems were introduced [15,16,17]. In 

these systems, the design is broken into a composite of simple geometric shapes 

and patterned “on-the-fly” by shaping the electron beam. This is achieved by 

changing the relative positions of two sequential apertures within the electron 

column [16]. These systems have an order-of-magnitude faster patterning ability 

as compared to spot-beam systems; however, they have a more complex 

column, and a complex alignment, calibration, and focusing procedure [6].  
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Figure 1.2 History of EBL technology architecture development. 

                     
An extension of shaped-beam systems are cell-projection lithography 

systems which expose a pre-defined “mask” to write de-magnified images of 

complete sections [18,19,20]. These systems are faster than previous EBL 

implementations; however, they put stringent conditions on the mask design 

[21] and are pattern density limited. 

In order to further enhance the writing speed of EBL, parallel beam 

architectures have been developed [22,23,24,25]. These include systems that 

have multiple beams in one column [22,23,24] and multi-column [25] systems. 

These systems have very complicated control electronics, and require novel 

patterning strategies for over-coming space charge due to densely confined 

beams. In addition to the above, hybrid EBL systems have also been developed 

[25,26,27,28]. Figure 1.2 briefly summarizes the history of EBL architecture 

development. 

 

 



 

6 
 

1.2.2 Role of EBL in research 

EBL is an enabler for leading edge research and development (R&D) in 

nanotechnology. Hundreds, if not thousands, of EBL units are now found 

worldwide in academic and research institutes used in the R&D of applications 

such as nanoelectromechanical systems (NEMS), opto-electronic and quantum 

devices, nanofluidics, molecular electronics, surface science applications, and 

even in revolutionary life sciences research. EBL systems for R&D require the 

highest flexibility and economy even at the cost of speed; therefore these 

systems are largely limited to Gaussian spot-beam architectures (see systems 1-2 

in Figure 1.2). Manufacturers that provide SEM conversion kits (104 – 105 dollars) 

include JC Nabity [29] and Raith [30], whereas wholly dedicated EBL systems (106 

dollars) for R&D are supplied by Raith [30], Vistec [31], CRESTEC [32], ELIONIX 

[33], JEOL [34], and NanoBeam [35]. In addition to moving stage and vector scan 

systems (which raster over only designed areas), new developments include 

hybrid EBL + IBL systems, EBL + gas injection for electron beam induced 

deposition/etching (EBID/EBIE), and EBL + nanomanipulation systems [30]. 

1.2.3 Role of EBL in manufacturing and future prospects 

Since the mid 1970’s, EBL tools have been used for commercial mask 

making [1]. In addition, electron beam technology is used for mask inspection 

and repair tools in industry. With the rapid scaling down in transistor device sizes 
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and the necessity for controllably defining features at the deep nanoscale, EBL 

technology has become ubiquitous. Today all major integrated circuit (IC) chip 

manufacturing companies own large mask making facilities with industrial EBL 

tools (106 – 107 dollars). Such tools employ variable shaped-beam and cell 

projection architectures (see systems 3-4 in Figure 1.2), as high volume 

manufacturing (HVM) requires the highest throughput, even at the expense of 

flexibility (see HVM EBL tool suppliers [28,31,34]).  

Considering EBL’s capability to controllably and flexibly define precise 

nanoscale patterns beyond the capacity of other lithographic technologies, it was 

expected that EBL would have a major role in IC HVM as early as 1983 [36]; 

however, the continuous progress of photolithography and relatively low 

throughput (speed) of EBL has prevented this. In the 1990's, Lucent Technologies 

and IBM introduced the SCALPEL [18] and PREVAIL [19] cell projection systems, 

respectively; however these could not succeed in the IC HVM arena. Within the 

last decade, HVM EBL systems employing multi-beam architectures (see system 

5 on Figure 1.2) such as MAPPER [23], PML2 (IMS) [27], and REBL (KLA-Tencor) 

[24] have undergone rapid development. MAPPER and PML2 employ 

programmable apertures to guide thousands of electron beams, whereas REBL 

projects electrons reflected from an addressable electrostatic pattern generator 

onto a rotary stage. Among these multi-beam tools, the MAPPER tool is claiming 

a pre-production throughput of 1-10 wafers per hour (WPH) [37], and up to 100 

WPH in the future using clustered tools with 13,260 parallel beams per tool [38]. 
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It is pertinent to note that the industry requirement for HVM economic viability 

exceeds 100 WPH. 

Furthermore, continuous delays in the availability of next generation 

production tools based on extreme ultraviolet (EUV) lithography technology [39], 

primarily due to lower throughput, has compelled the chip making industry to 

consider a number of alternative patterning technologies [40], amongst which 

EBL technologies are at the forefront. Eventually, the scaling down of transistor 

sizes will reach single-digit nanometer dimensions, at which stage EBL 

technologies are expected to play an even more prominent role in the IC mass 

manufacturing process. 

1.3 General need for further research 

It is clear that EBL will continue to be a key enabler for IC HVM and non-IC 

applications. For many decades, the faster, denser, and cheaper fabrication of 

nanostructures has been relentlessly pursued in academia and industry. EBL 

technology has advanced to the stage where this technology is addressing size 

scales where molecular-level, or even atomic-level, mechanisms are relevant. 

Developing experimental techniques to forward the aforementioned pursuit 

requires an understanding of the pertinent mechanisms. Understanding such 

mechanisms further requires the usage of techniques from various fundamental-

science disciplines – a key challenge in this process being the application of these 

techniques to an essentially engineering pursuit. In addition to driving 
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developments in experimental techniques, gaining a fundamental understanding 

of molecular processes is also essential for the accurate modeling of EBL.  
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CHAPTER 2 

ELECTRON BEAM LITHOGRAPHY PROCESSING 

 

2.1 The EBL process 

 Defining nanostructures in resists using electron beam lithography (EBL) 

comprises of a number of sequential processes. These processes can be 

categorized as surface preparation, exposure, development, and post-

processing. Within each process category, there are a number of process 

parameters that affect the EBL outcome. Altogether, a dozen or more 

parameters are available for creating sophisticated EBL strategies. The 

mechanisms and processing considerations, under each category and parameter, 

are elaborated upon in this chapter. 

2.1.1 Sample preparation 

 In its very basic form, the sample consists of a pattern transfer or handle 

layer (substrate) on which a patternable material (resist) is applied. The selection 

of both substrate and resist layers depend upon the intended application. 

Commonly used EBL substrates are mask blanks (quartz, soda lime glass, etc.), 
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silicon (Si), and silicon-on-insulator (SOI) wafers. However, other substrates have 

been used for niche applications such as germanium (Ge) [41], SiGe [42], gallium 

arsenide (GaAs) [43], indium phosphate (InP) [44], sapphire [45], fused silica (FS) 

[46], indium tin oxide (ITO) [47], and nitride (Si3N4) membranes [48], etc.  

Prior to application of the resist layer, the substrate is cleaned. The 

cleaning procedure depends on the substrate material and may be a simple 

single component wash (with acetone, isopropyl alcohol, etc.) or a more complex 

multi-component, multi-stage routine (such as RCA clean, Piranha clean, etc.) 

[49]. More complicated procedures clean a larger number of contaminants and 

may include surface treatments. For example, Piranha (1:3 mixture of H2O2 and 

30% H2SO4) cleaning removes nearly all organic materials and dust particles. 

Following a liquid wash and/or surface treatment, a dehydration bake is 

performed. The substrate preparation procedure may include a coating of a thin 

conductive layer [46] or a resist adhesion promotion layer [50] on the substrate. 

Such a layer may be a metal or a non-metal.  

There exists a large selection of resists which have been used for EBL, 

with over two dozen resists extensively reviewed [51,52,53]. Some of these resist 

categories include organic and inorganic polymers, chemically amplified resists 

(CAR), self-assembled monolayers (SAM), metal oxides, metal halides (salts), 

nanocomposite resists, etc. Functionally, the resists may be either positive-tone 

or negative-tone. Nominally, upon exposure to electron beams, a resist may 
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exhibit enhanced (positive-tone) or suppressed (negative-tone) solubility in a 

suitable solvent, relative to the unexposed areas. When exposed at non-nominal 

conditions, a significant number of organic-polymeric resists have exhibited a 

dual tone behavior. Generally these dual tone resists have distinct regimes of 

behavior; however under special processing conditions, they exhibit both tones 

simultaneously [54]. 

The most widely used EBL resist, and arguably one of the first, is 

polymethylmethacrylate (PMMA). PMMA (Fig. 2.1(a)) is well known as acrylic 

glass and reportedly was first used as a positive-tone EBL resist by IBM 

Corporation [55]. Lithography grade PMMA is supplied [56] in molecular weights 

(Mw) ranging from 50,000-2,200,000 g/mol as a spin-castable fluid usually in 

anisole solvent. The most widely used formulation has a Mw of 950,000 g/mol 

with a polydispersity index (PDI) of 2.25-2.75. Another very popular positive-tone 

EBL resist is ZEP. ZEP (Fig. 2.1(b)) is a 1:1 copolymer of α-chloromethacrylate and 

α-methylstyrene [57] supplied by Zeon Corp [58] as ZEP-520 and ZEP-7000 in 

anisole casting solvent. ZEP-520 (the more widely used formulation) has a Mw of 

57,000 g/mol [59] and PDI of 2.2 [60], whereas ZEP-7000 has a Mw of 340,000 

g/mol [61]. Both PMMA [54] and ZEP [62] exhibit dual tone behavior and may 

serve as negative-tone resists at non-nominal conditions. Hydrogen 

silsesquioxane (HSQ) (see Fig. 2.1(c)) is a relatively newer [63], very widely used, 

and high performing negative-tone EBL resist supplied in methyl isobutyl ketone  
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(a) PMMA 

 

[C5H8O2]n – 100.12  g/mol 

Density 1.18 g/cm3  

 

 

 

(b) ZEP 

 

[C13H15O2Cl]n – 238.71 g/mol 

Density 1.6 g/cm3 

 

 

 

(c) HSQ 

 

H8Si8O12 – 424.74 g/mol 

Density 1.4 g/cm3 

 

Figure 2.1 Molecular structure and properties of popular EBL resists  
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(MIBK) casting solvent [64]. Prior to its use as a resist [63], HSQ was well known 

as a dielectric spacer [65] for integrated circuit (IC) interconnects. The merits and 

performance of all three resists will be discussed and compared in later sections. 

Following resist selection, resist preparation involves deposition of a layer 

of a proper thickness and physico-chemical treatments. Resists may be deposited 

by spin casting, spray coating, physical vapor deposition (PVD), or chemical vapor 

deposition (CVD). The thickness of spun-cast resists depends on spinning speed, 

time, environment, resist viscosity, etc. [66]. Liquid phase deposited resists 

require a soft-baking step, which is generally conducted on a hot plate or in a 

convection oven. This baking step drives off the casting solvent and, given proper 

selection of baking time and temperature [67], improves the resist’s 

performance. 

2.1.2 Exposure 

In the exposure step, a beam of energetic electrons are directed over the 

sample according to a designed pattern. The penetration of the electrons into 

the resist layer initiates a highly complex electron transport and energy transfer 

mechanism. As the electrons travel through the resist material, a number of 

collision events occur. The incident electrons interact elastically with the resist 

atoms, which deflect the electron trajectory by small angles (Fig. 2.2) in most of 

the cases [68]. This is known as forward scattering. Forward scattering causes 
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Figure 2.2 Sketch of EBL exposure showing trajectories of primary (large solid arrows), 

backscattered (large dashed arrows), and secondary (small arrows) electrons. 

                     

incident beam broadening depending upon the resist thickness, density, and 

beam energy (acceleration voltage). Generally, forward scattering is less 

pronounced in thin, low density resists and at high incident energies [69,70]. 

Most of the incident electrons pass through the resist and penetrate 

deep into the substrate material, where they collide with the substrate atoms. A 

fraction of incident electrons undergo sufficiently large-angle collisions to re-

emerge back into the resist at a distance from the incident beam, a process 

known as backscattering [71,72] (see Figure 2.2). This distance may be on the 

order of microns [72,73,74], depending on the incident energy. As compared to 

Si, a higher atomic number substrate (such as Ge, SiGe, GaAs, InP) would cause 

greater backscattering, whereas the usage of membrane substrates may 

significantly decrease backscattering. Backscattered electrons contribute to 

(generally) unwanted over-exposure in nearby features, known as the proximity 

effect [75,76,77], which limits the fabrication of dense features. 
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Both forward (primary) and backscattered electrons contribute to the 

exposure of the resist. Inelastic collisions of these electrons are responsible for 

the creation of secondary electrons (see Figure 2.2). Most secondary electrons 

are of low energy (<50 eV) [68,78] resulting from the ionization events caused by 

the primary and backscattered electrons, and have a short range (<5 nm). 

Inelastic collisions of primary, secondary, and backscattered electrons are the 

primary cause of resist exposure related events [78,79]. Detailed accounts of the 

exposure from all electron species have been studied and modeled widely in the 

literature and can be understood through Monte Carlo [80,81,82] and analytical 

[68,83,84,85] modeling methods. 

The exposure involves ionization of resist molecules causing physico-

chemical changes such as scission (bond breakage) and cross-linking. In positive-

tone regimes scission prevails. This mechanism (see Figure 2.3) drastically 

reduces the chain lengths in polymeric resists such as PMMA [86,87] and ZEP 

[88] resulting in lower average molecular weight regions. In the case of PMMA, 

depending on electron dose, the original unexposed chains often degrade down 

to single monomer units [86,89]. However, due to the nature of electron-resist 

interactions, a typical electron beam exposed volume will contain a distribution 

of chain lengths [68]. Other proposed electron beam exposure products of 

PMMA include gaseous and liquid volatiles such as CO2, CH4, CH2OH, etc., and 

occasionally derivatives with one unsaturated bond; however, such unsaturated 
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Figure 2.3 A subset of reaction pathways for PMMA decomposition following electron 

exposure. The main chain scission occurs by (i) removal of the ester group, leading to a 

terminal =CH2, or by (ii) a direct process. The radical intermediates are indicated by a 

bullet (•) symbol and can undergo further reaction or decomposition (not shown). 

Reprinted with permission from [87]. Copyright © 1999, American Vacuum Society. 

 

 

Figure 2.4 A proposed reaction pathway for HSQ cross-linking following electron 

exposure. Reprinted with permission from [63]. Copyright © 1998, American Vacuum 

Society. 

 

species have a very low production efficiency [89]. Due to the above reasons, at 

nominal doses, it is safe to assume that the scission products of PMMA are 

shorter versions of the original unexposed chains. Similarly in the case of ZEP, 

the chains break down to ≤ 10 monomer units in standard exposure regimes [88].  



 

18 
 

In negative-tone regimes, bond cross-linking in the resist is the dominant 

mechanism and the exposed regions increase in average molecular weight. In the 

case of HSQ, smaller molecules are hypothesized to cross-link and form a 

network structure [63], see also Fig. 2.4. However, recent analytical chemistry 

experiments [90] have suggested that the HSQ cross-linking mechanism may be 

more complex. In general, the resist response to electron exposure is much less 

understood in comparison to electron scattering and transport physics. 

From a processing perspective, the exposure stage variables include 

voltage, dose (charge density), EBL instrument (column) settings, and patterning 

conditions. The selection of specific process conditions is based on various 

considerations. A higher exposure voltage would cause the electrons to 

penetrate deeper into the sample with the penetration depth depending on 

voltage [91,92] and dose [93]. These trends can be seen in Figure 2.5(a). The 

beam diameter also reduces with increasing beam energy [94], as shown in 

Figure 2.5(b), both in-flight and while traveling in the resist, due to space charge 

and momentum considerations, respectively. Consequently, the EBL spot size 

decreases with increasing voltage and beam current [95]. Due to these reasons 

higher voltage exposures generally enable smaller feature sizes (higher 

resolution). However, higher voltage exposures ( E ) potentially cause greater 

damage to under layers due to greater penetration depth and also cause more 

heating [96]. Moreover, at higher exposure voltages, the dose requirement for  
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(a)            

 

 

(b)   

    

 

(c)   

  

 

Figure 2.5 Dependencies of electron (a) penetration depth on voltage and dose, (b) 

beam diameter on voltage, and (c) dose on voltage. Reprinted panel (a) with permission 

from [93]. Copyright © 2004, Elsevier. Reprinted panel (b) with permission from [94]. 

Copyright © 2009, American Vacuum Society. Reprinted panel (c) with permission from 

[68]. Copyright © 2006, American Vacuum Society. 
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pattern clearance increases as shown in Figure 2.5(c) [68]. The relationship 

between dose and voltage can be understood through the Bethe formula 

 EdxdE 1~  which relates the inelastic stopping power of electrons in the 

sample to electron voltage [80]. Lowering the exposure voltage causes a stronger 

interaction of electrons with the resist in a given resist volume, resulting in a 

higher stopping power.  

At very low exposure voltages, the strong electron stopping in resist 

causes an accumulation of charge, distorting the exposed features. This 

phenomenon is known as charging. The severity of charging is increased at very 

low voltages [97]; however, mitigation strategies exist [77]. Generally, lowering 

the voltage and increasing the dose causes an increase in the feature size [85,98] 

and resist thinning [99]. Finally, at lower voltages, the pattern undercut increases 

(see Figure 2.6) due to increased electron elastic scattering [100].  

The selection of column (see Figure 1.1) and patterning parameters is 

also very important for high resolution electron beam lithography. Column and 

patterning parameters include aperture size, working distance (WD), dwell time, 

step size, patterning direction, etc. A smaller aperture size reduces the beam (or 

probe) current ( pi ) and probe spread ( p ). A smaller WD enables higher 

resolution, by reducing the probe diameter ( pd ), at the cost of reduced depth-

of-focus (DOF). In electron microscopy, most of these relations are summarized 
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(a)   (b)   (c)  

 

Figure 2.6 Cross section resist profiles in PMMA resist at (a) 3 keV, (b) 10 keV, and (c) 30 

keV electron voltages. Reprinted with permission from [100]. Copyright © 2010 Elsevier. 

 

in the brightness ( * ) equation  2* 4 ppp di  
 [101]. The dwell time, step 

size, and patterning direction determine the quantity of dose, and how the dose 

is distributed over the sample. These variables are assigned by the user 

depending on pattern design (geometry) [102]. In fact, nearly all of the exposure 

parameters discussed in this section are selected depending on the pattern. For 

example, exposing denser features requires a lower dose (shorter dwell time) 

due to the proximity effect [68,103]. Further discussion regarding the influence 

of pattern design on the selection of process parameters will be provided below.  

2.1.3 Development 

The development step involves immersing the exposed sample in a 

suitable developer solvent. A developer is a liquid or mixture of liquids whose 

miscibility with a solute discriminates based on the molecular weight of the 

solute. Therefore, it is usually not a strong solvent (or remover or stripper in 

microfabrication jargon). After the development step, the lower average  



 

22 
 

 

Figure 2.7 Cross-sectional profiles of EBL exposed resists during the development step 

showing (a) positive-tone, and (b) negative-tone feature (pattern) creation.  

                     

molecular weight regions in the resist dissolve away leaving the higher average 

molecular weight regions on the surface. In a positive-tone resist, the scissioned 

resist fragments preferentially dissolve away (Figure 2.7(a)), whereas, in a 

negative-tone resist (or process), the non cross-linked molecules dissolve away 

(Figure 2.7(b)). In order to stop the development process, an optional immersion 

in a very weak solvent or non-solvent (known as rinse, stopper, or quencher) 

may be employed prior to drying. 

During resist dissolution, the developer will generally diffuse into the 

resist while the resist molecules diffuse into the developer. In positive-tone 

polymeric resists (such as PMMA, ZEP), the developer molecules penetrate the 

polymer matrix and surround the resist fragments, creating a gel-like swollen 

layer [89] as shown in Figure 2.7(a). The thickness of the gel layer depends on 

the strength of the developer and level of fragmentation (which is a function of 

the exposure dose) and the temperature. In the course of development, the 

resist fragments detach from the polymer matrix, and diffuse into the developer. 
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Longer fragments take longer to dissolve as they are less mobile [104] and are 

more strongly entangled to the matrix [89,105]. A smaller developer molecule 

[106] or a stronger solvent will enable a faster resist dissolution rate. However, 

stronger solvents remove longer fragments (from the gel-like layer) which may 

not be desirable if high resolution EBL is required.  

In negative-tone resists (such as HSQ), strong solvents are used to 

essentially strip the sample of most non cross-linked resist leaving a fully cross-

linked core and a partly cross-linked shell (Figure 2.7(b)). In contrast to positive-

tone polymeric resist processes, the partly cross-linked region's width in HSQ is 

minimized using various dissolution rate enhancement [107] and pattern 

trimming techniques [108,109]. As compared to positive-tone polymeric 

dissolution processes, negative-tone dissolution processes are less understood.  

In order to explain the development process, numerous development 

models have been proposed [110]. For example, the temperature dependence of 

the dissolution rate [111] can be described by the Arrhenius equation: 











kT

E
RR aexp0 .   (1) 

In equation (1), aE  is the activation energy, k  is Boltzmann’s constant, T  is the 

temperature, R  is the dissolution rate, and 0R  is a coefficient which is 

dependent on the resist and developer characteristics. Various functional forms 
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for 0R  have been proposed in the literature, such as for polymeric positive-tone 

resists,  





fM
RR  

00       (2) 

where 

0R  is the unexposed resist development rate, fM  is the fragment 

molecular weight, and   and   are fitting parameters [112]. Utilizing the fact 

that fM  and dose d are inversely related, another model proposes [113], 

dR 0     (3) 

where   and   are fitting parameters. Though, in principle, the above empirical 

models allow for an accounting for the size of the polymer chains down to the 

nanometer scale, these are essentially macroscopic dissolution models and are 

not explicitly derived from molecular scale physico-chemical interactions taking 

place between the resist and developer. 

To analyze the interaction of polymeric resists with developers, a suitable 

model is the Flory–Huggins (F–H) lattice theory [114,115]. The F–H theory has 

been specifically designed to handle the mixing of species with different 

molecular weights, in contrast with regular solution theory [116] where the 

solute and solvent molecular weights are identical. The F–H theory enables the 

prediction of resist-developer miscibility by computing the F–H interaction 

parameter (  ), 
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sp

mix

kT

H





     (4) 

where mixH  is the enthalpy of mixing, and p  and s  are the polymer and 

solvent (developer) volume fractions, respectively [114]. The F–H  parameter is 

a measure of polymer-solvent interaction with more negative values indicating 

mutual affinity. A number of researchers from the EBL community such as 

Sharma et al. [117], and Hasko et al. [118] have identified calculating   using F–

H theory as the route to obtaining a deeper insight into molecular interactions; 

however, they have stopped short of performing the actual calculations and 

relied on qualitative arguments. Hang et al. [119] have calculated   using the 

Hansen solubility parameters (HSP) method for identifying strong PMMA 

solvents. Similarly, Olynick et al. [120] have used HSP for calculating   for 

mixtures of calixarene resist and numerous liquids. However, the approach for 

calculating   using the solubility parameter method [115], 

 2H

s

H

p

s

kT

V
     (5) 

where sV  is the molar solvent volume, H  is the solubility parameter, and the 

subscripts sp,  refer to polymer and solvent respectively, is not adequate as 

compared to equation (4). Thus, such an approach yields only positive values of 

  [115,121], and has very limited applicability in mixtures with strong polar 

components or mixtures having specific interactions such as hydrogen bonds 
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[115]. Moreover, the dissolution of exposed resist fragments is not considered in 

the HSP-based approach as it relies on tabulated values of bulk components. 

Therefore, the HSP-based calculation of   cannot be readily extended as a 

consistently molecular approach.  

Once the   parameter has been calculated, the miscibility of species can 

be determined according to the condition c   where c  is the critical 

interaction parameter [115]. For a mixture of a developer and a polymer of chain 

length n , c  is given by 

2

1
1

2

1










n
c .   (6) 

From equation (6), it can be observed that c 0.5 as n . Therefore, in a 

binary mixture, segregation of components (or phase separation) occurs for long 

chain polymers provided   is larger than c = 0.5. 

Although the above models account for the resist molecular weight and 

the resist-developer interaction energies to quantitatively describe the 

development process, predictive (time-dependent) models describing such 

processes still need to be developed. A detailed, time-dependent mathematical 

description may be realized through a general mean-field theory [122] with an 

accounting for the intermolecular interactions between all components of a 

system. However, applying such a theory [122] requires the definition of a large 
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set of parameters (including F–H   parameters). A simpler yet quantitative 

development model [85] may be derived describing the velocity of the resist-

developer interface. This interface is proportional to tzyxD ),,(*  where t  is the 

development time and ),,(* zyxD  is a volume average diffusivity of a local 

distribution of the resist’s fragments. In this model, the dependence of diffusivity 

on the fragment size ( n ) is formally similar to eq. (2) as ),,(* ~),,( zyxnzyxD  ; 

however, in contrast to eq. (2), ),,( zyx  is not simply a fitting parameter. The 

parameter ),,( zyx  is a fragment size dependent exponent whose value varies 

from ≤ 1 in a dilute solution [105] or polymer melt containing only small 

fragments to ≥ 2 in dense polymer melts [104,123]. In addition to the models 

reviewed above, molecular dynamics (MD) simulations [104,124,125] (discussed 

in section 2.5.2) provide detailed insight into the polymer-developer interactions. 

From a processing perspective, the basic development stage variables 

include the developer chemistry, the development time, and temperature. For 

nanolithography, it is desired that the developer may strictly dissolve only the 

desired areas. This selectivity between the exposed and unexposed areas is 

referred to as the dissolution rate ratio (DRR) [126]. A strong developer (high 

affinity for resist) such as methyl isobutyl ketone (MIBK) for PMMA [127] enables 

EBL at relatively lower doses (higher sensitivity) speeding up the development 

process; however, a stronger developer also causes greater swelling [128]. A 

much weaker developer for PMMA such as isopropyl alcohol (IPA) [127,129]  
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Figure 2.8 A brief review of PMMA developers.  

                     

results in less swelling. However, this occurs at the cost of significantly lower 

sensitivity and higher roughness [130]. In fact, IPA is used as a post-development 

rinse for PMMA. 

 In the case where process control is hard to achieve with a single 

component developer, binary developers are used, which are generally a 

combination of a strong and a weak developer (see Figure 2.8). For example, 

MIBK and IPA have been used in various ratios 1:1 [127], 1:3 

[51,127,131,132,133], 1:4 [130], 1:7 [133], etc. Such mixtures yield processing 

advantages e.g., higher resolution due to non-extraction of larger exposed 

fragments. The soluble fragment sizes for PMMA have been estimated to be <20 

monomers in MIBK:IPA 1:3 [68] versus up to 100 monomers in MIBK [134]. 

However, studies to conclusively determine the exact soluble fragment size (in 

any EBL resist) using analytical techniques such as mass spectrometry (e.g., 

MALDI, GPC) are greatly in need. Other binary component developers for PMMA 
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include cellosolve:methanol [135,119], and IPA:water in various proportions 1:1 

[127], 1:9 [127], 3:1 [128], 7:3 [127,128,136], etc. IPA:water is a co-solvent 

developer whose sensitivity is similar to MIBK – though neither of its 

components are strong developers. In fact, water is a non-solvent for PMMA. 

The nature of the behavior of IPA:water developer is not understood except for 

the qualitative hypothesis that the highly polar nature of water increases the 

developing strength of the mixture [128].  

For even greater control of the development process, multi component 

developers can be used such as the ternary mixture of methyl ethyl ketone 

(MEK), MIBK, and cellosolve [137], and the GG quaternary mixture [128]. GG 

developer is used for the LIGA process and is a mixture of butoxy ethoxy ethanol, 

morpholine, amino ethanol, and water [128]. Acetone has also been used as a 

developer for cross-linked PMMA [138]. Of all the PMMA developers mentioned 

here (see Figure 2.8), MIBK:IPA 1:3 and IPA:water 7:3 are the most common, and 

these are also used together with advanced processing techniques mentioned 

below. 

As a polymeric resist, similar developer selection considerations apply for 

ZEP as with PMMA; however, the developer chemistries are different. Common 

single component developers for ZEP include xylenes [139,140,141] and alkyl-

acetates [60,106,139,141,142,143,144,145] (see Figure 2.9). Within the family of 

alkyl- (methyl-, ethyl-, propyl-, butyl-, amyl-, hexyl-, and octyl-) acetates studied  
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[106], it was found that the sensitivity and dissolution rate decreases as the 

fragments’ molecular size increases. A larger developer molecule causes the 

scissioned fragments to extract in aggregates, increasing the surface roughness, 

as opposed to molecular-level dissolution when a smaller developer molecule is 

used [106]. Binary component developers have also been used for ZEP such as 

xylene:p-dioxane (20:1) [57], hexane:dichlorobenzene, hexane:MEK, and 

hexane:ethyl acetate in various ratios [60]. However, in the case of ZEP, the most 

widely used developer is amyl- (pentyl-) acetate [141,142,145], marketed as ZED-

N50 by Zeon Corp., followed by xylenes [139,140,141]. Advanced process 

development strategies with ZEP have also employed these very developers the 

most. The post-develop rinse of ZEP is conducted with MIBK or with mixtures of 

MIBK and IPA. 

The most widely employed and developed class of HSQ developers are 

aqueous bases (see Figure 2.10). Initially low concentration (2.38%) tetra methyl- 

ammonium hydroxide (TMAH) and higher concentration (33%) potassium 

 

Figure 2.9 A brief review of ZEP developers.  
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hydroxide (KOH) was used [63,146,147]. A number of later studies determined 

that a stronger (25%) TMAH developer enabled fabrication of denser and higher 

resolution nanostructures at the cost of sensitivity [148,149,150]. However, the 

development process was found to saturate due to production of a TMAH-

insoluble siloxane-like (HSiOx) scum, which would also remain between dense 

features [108,109]. This scum was removed by a two-step development process, 

where a dilute hydrofluoric (HF) acid dip step was employed between two 25% 

TMAH development runs [109]. In addition to scum removal, the dilute HF dip 

enabled the development to continue and provided pattern trimming (HF etches 

SiOx), resulting in enhanced resolution [108]. 

A major development in HSQ nanolithography was the introduction of 

“salty development” [150,151]. Initially, 4% NaCl solution was added to 1% 

sodium hydroxide (NaOH) developer [150]. As a more aggressive HSQ developer, 

using NaOH provided a higher sensitivity. Further, the addition of salt increases 

the initial development rate, as the salty solution contributes to screening the 

resist surface charge [150]. In addition, salty development prevents cross-linked 

reaction products (scum) from forming [150], enabling denser and higher 

resolution nanolithography. In one particular study, development with four 

aqueous bases (TMAH, NaOH, KOH, and LiOH) and four salts (TMACl, NaCl, KCl, 

and LiCl) were studied to understand the interplay between bases and salts, and 

the effect of hydrated ion sizes and electronegativities [152]. The addition of salt 

also prevents the development from saturating and causes the development of 
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nanostructures to be isotropic [153]. Such anisotropic development helps to 

improve the height to width aspect ratio (AR) of nanostructures. In yet another 

study, the NaCl concentration in 1% NaOH was increased to 20% and a voltage 

was applied to improve the development rate [154].  

 Other HSQ development methods include electrochemical development 

(H2O + NaCl + Voltage) [155], development in organic trimethyl amine (TMA) 

[156], and various other “solvent developers” such as methanol, IPA, MIBK, 

MIBK:IPA 1:3, xylene, dichlorobenzene, and acetone [157]. The “solvent 

developers” were found to result in 5-17 times higher sensitivity as compared to 

TMAH; however, at the cost of a much lower resolution. Other issues with these 

developers such as gelation of HSQ in alcohols, poor pattern definition, and 

surface residue (scum) formation have prevented their use and further 

development. Therefore, further developments in EBL patterned HSQ have 

largely been conducted with TMAH or NaOH based salty development methods, 

and using water as the rinse liquid. 

 

Figure 2.10 A brief review of HSQ developers.       
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The development process proceeds with immersing the exposed sample 

in the selected developer for a certain time. This development time may range 

from a few seconds to tens of minutes. For nanolithography, generally the 

objective is to minimize the critical dimension (CD), i.e., achieve a small gap-

width for positive-tone resists and a small line-width for negative-tone resists. 

While processing a positive-tone resist, the development time is kept to a 

minimum (provided it is sufficient for clearance). This is because a longer 

development time will widen the gap by dissolving the partially exposed gel 

region. Conversely, while processing negative-tone resists, it is desirable for the 

development to proceed for as long as possible to remove all non cross-linked 

and partially cross-linked resist surrounding the patterned features [149]. For 

both positive- and negative-tone resists, a very long development may cause 

either pattern collapse or excessive resist shrinking, depending on the pattern 

density, exposure dose, and developer strength.  

The development time cannot be optimized independently of other 

factors, such as the exposure dose and development temperature. The optimal 

exposure dose and development time are related inversely, and therefore a 

short development after heavy exposure may be equivalent to a longer 

development after a less intense exposure, as shown in Figure 2.11 [85]. For 

polymeric positive-tone resists, the gap-width ( x ) is related to dose ( d ) and 

development time ( t ) according to the relation tdx ~ [85]. Figure 2.11 clearly  
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Figure 2.11  Simulated PMMA cross-section profiles in a periodic 70 nm pitch grating 

pattern exposed at 10 keV and developed at −15 °C in MIBK:IPA 1:3. White and black 

regions represent resist and cleared areas respectively [85]. This figure corresponds to 

increasing time horizontally and dose vertically.  Reprinted with permission from [85]. 

Copyright © 2010, American Vacuum Society. 

 

(a)   

 

(b)   

 

Figure 2.12 Experimental dependencies of ZEP (a) resist dissolution rate on dose, and (b) 

clearance dose on development time, at various temperatures. An exposure voltage of 

30 keV and ZED-N50 developer was used. Reprinted with permission from [145]. 

Copyright © 2011, American Vacuum Society.   
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shows that it is necessary to simultaneously choose the dose and development 

time to obtain a high resolution and AR. 

Similarly, the temperature (T ) at which the development is conducted 

may be employed for improving nanolithography. According to the Arrhenius 

equation (see eq. (1)), increasing or decreasing the developer temperature acts 

to, respectively, enhance or suppress the development rate (see Figure 2.12(a)) 

[145]. However, varying the developer temperature also affects the sensitivity 

(clearance dose) and development time (see Figure 2.12(b)) [145]. 

 In a positive-tone polymeric resist, cooling the developer has the effect of 

“freezing-out” [132] the resist fragments in the gel layer, enabling a higher 

resolution at the cost of reduced sensitivity and development rate. A number of 

studies have explored the temperature dependence of resist development, for 

example, PMMA has been developed in IPA:water 3:1 at temperatures between 

0 – 20 °C [128], and in MIBK:IPA 1:3 at temperatures between 4 – 42 °C [51,131], 

-20 – 20 °C [133], and -65 – 15 °C [132]. For very low development temperatures, 

the exposure dose requirement increases sufficiently to cause tone-reversal 

[132]. A development temperature of around -15 °C in MIBK:IPA 1:3 was found 

to be optimal for high resolution nanolithography [132]. Similarly, ZEP has been 

developed in ZED-N50 at temperatures between -10 – 42 °C [145], -40 – 22 °C 

[141], in xylene between -17 – 32 °C [140], and in hexyl acetate between -60 – 

30 °C [143]. Though an optimal development temperature for ZEP has not been 
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ascertained so far, it has been observed that the clearance dose and resolution 

performance saturates below -20 °C [143].  

In negative-tone resists, such as HSQ, elevated developer temperatures 

have the effect of dissolving most of the lightly cross-linked molecules on the 

substrate, which helps to shrink the line-widths [107]. See Figure 2.7(b) to 

visualize the HSQ development process. For HSQ, employing elevated developer 

temperatures has the effect of decreasing the sensitivity [107]; however, this 

result cannot necessarily be generalized to all negative-tone EBL resists [158]. 

HSQ has been developed in 25% TMAH at temperatures between 20 – 50 °C 

[141], 0 – 60 °C [107], in TMA between 18 – 50 °C [156], and in 1% NaOH + 4% 

NaCl salty developer between 20 – 30 °C [159]. As in the case of ZEP, no optimal 

development temperature has been determined for HSQ; however, 40 – 50 °C 

TMAH development temperatures have been used a number of times for high 

resolution and high AR studies [107,141,160,161,162]. 

In addition to the basic development stage processing variables of 

developer, development time, and temperature, a number of other techniques 

have been explored which affect the chemical and transport aspects of the 

development process. One of these techniques is to conduct the development 

while providing sonic energy [118,128,130,136,163,164,165,166,167,168]. This is 

a form of “mechanical agitation” which promotes mixing through shear thinning 

(viscosity reduction) and microstreaming effects [118]. Figure 2.13 illustrates the  
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two modes of agitation employing cavitation (collapse of bubbles) using 25 kHz 

ultrasound (Figure 2.13 (left)) and employing higher frequency 400 kHz 

directional pulses (Figure 2.13 (right)). Higher frequencies enable improved 

developer access to fine nanostructures. This is due to the fact that the 

developer viscous boundary layer (  2 ) is viscosity ( ) and frequency 

( f 2 ) dependent. This has prompted the application of even higher 

frequency (> 1 MHz) “megasonic” assisted development for clearing narrow, high 

AR features [167]; however, such extremely high frequencies are rarely used.  

 Sonically assisted development increases the development rate 

significantly, enabling clearance in a fraction of the time as compared to regular 

development [128]. This helps to prevent swelling, which is a time dependent 

phenomenon [128,163]. Sonically assisted development is best used with short 

dip-development processes [165] and/or weaker developers [130,136] to 

enhance resolution. Moreover, sonically assisted development is helpful for 

 

Figure 2.13 Modes of supplying ultrasonic agitation. Reprinted with permission from 

[165]. Copyright © 1997, American Vacuum Society.   
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scum removal [165] and minimizing process fluctuations [164]. Furthermore, 

sonically assisted development has been used together with surfactant addition 

for sensitivity improvements [164], and with cold development for further 

improvements in resolution and AR [128,168]. In this way, it may be stated that 

sonically assisted development is a complementary technique for kinetics 

enhancement, in addition to employing chemistry [150], electricity (voltage) 

[154], and temperature [107] as previously described. 

2.1.4 Post-processing 

The basic EBL process concludes with the development step. However, a 

number of further processing techniques have been employed to improve the 

quality and functionality of nanostructures. One class of post-processing 

techniques focuses on preventing pattern collapse in dense, high AR 

nanostructures caused by liquid development. During development the capillary 

forces strain the resist beyond the pattern separation and cause adjacent 

nanostructures to collapse (see Figure 2.14(a)). The stress ( ) caused by 

capillary forces is given by 

2
cos6











W

H

Ds

s 
    (7) 

where s  is the surface tension,   is the liquid meniscus contact angle, sD  is the 

interline spacing, and H  and W  are the feature height and width, respectively 

[169]. One method of preventing pattern collapse is to conduct a post-develop  
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rinse in a low surface tension fluid before drying in air [170]. For example, 

Pentane ( s  = 13.7 mN/m) has an approximately five times lower surface tension 

than water ( s  = 73.1 mN/m) [170]. Another method to prevent pattern collapse 

is to conduct “supercritical drying” (see Figure 2.14(b)) [146,169,171,172]. In this 

method, drying is conducted in a fluid with a low supercritical point, such as 

carbon dioxide (CO2), by avoiding the phase transition over the liquid-gas 

equilibrium line [169].In this way the surface tension during the drying is zero. 

Supercritical drying is also useful for preventing swelling [146], minimizing line 

edge roughness (LER) [171], and improving the fluctuations in AR due to line 

spacing [172]. Though pattern collapse is largely an unwanted effect, it has been 

harnessed for useful purposes such as forming nanofluidic channels [173]. 

Other post-processing techniques include curing the patterned resist to 

improve its etch resistance, or performing surface treatments to improve the CD. 

Cross-linked HSQ may be further densified, enhancing its etch resistance, by 

 

Figure 2.14 EBL patterned gratings in ZEP 7000B resist showing the results of (a) regular 

drying, and (b) supercritical drying. Reprinted with permission from [169]. Copyright © 

2000, American Vacuum Society.  
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exposing it to 400 – 1200 °C heating (thermal curing) [174], or by flooding the 

pattern with electrons (electron-beam curing) [175]. As described previously, HF 

trimming [108] has been used as a post-processing step to improve the CD of 

HSQ nanostructures. The CD of positive-tone resist (UVIII) nanostructures may be 

improved by the SAFIERTM process [176]. This process consists of a repeatable 

rinse-and-bake sequence which has demonstrated a three-fold improvement in 

resolution and a four-fold improvement in LER [176]. 

2.2 Process parameters and metrics 

In section 2.1, the EBL process stages, various mechanisms, and process 

considerations were elucidated. Within the discussion of process considerations, 

a detailed set of parameters were introduced. These process parameters affect 

the process metrics (resolution, sensitivity, etc.) in a complex and synergistic 

fashion. A non-limiting set of these parameters and their impact on process 

metrics is provided in Table 1 (expanded from ref. [12]). This table does not 

contain certain parameters (e.g., substrate, resist chain length) and certain 

specialized process techniques (e.g., two-step development) to limit the 

discussion to process parameters directly relevant to this thesis. The objective of 

manipulating these parameters is to create sophisticated nanoscale EBL 

processes maximizing the desired positive outcomes (e.g., a high resolution and 

a high sensitivity). However, this requires an in-depth understanding of the 

interdependencies presented in Table 1. 
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Table 1. EBL parameters and their impact. An abridged version of this table was 

published in [12]. Copyright © 2012 Springer. Reprinted with permission.  

      Process Parameters       Impact (Process Metric, etc.) 

 
Resist material Sensitivity, Resolution, Contrast 

Resist thickness Sensitivity, Resolution, Pattern Quality 

Pattern density Pattern Quality, Proximity Effect 

Exposure energy Sensitivity, Resolution, Proximity Effect, AR 

Exposure dose Resolution, Pattern Quality, LER 

Developer Sensitivity, Resolution, Contrast, LER, SR, AR 

Development time Sensitivity, Resolution, LER 

Development temperature Sensitivity, Resolution, Contrast, LER 

Sonic agitation Resolution, AR, LER 

Supercritical drying Resolution, AR, LER, Pattern Quality 

  

Successful EBL processes are judged based on a variety of metrics. One 

common set of metrics is known as ‘SAR’ – sensitivity, aspect ratio (AR), and 

resolution. Resolution is sometimes also referred to as CD. However, in reality 

there are many more such process metrics such as contrast (γ), line edge 

roughness (LER), line width roughness (LWR), surface roughness (SR), critical 

dimension  uniformity (CDU), process window, process latitude,  etc. Some of 

these metrics have already been defined previously, whereas others will be 

defined in the following sections. Through a survey (section 2.1) of the range of 
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options present in each process parameter, it is clear that a thorough 

examination of the various combinations of all processing parameters and their 

impact on EBL process metrics is far too exhaustive to be covered herein. 

Nevertheless, process strategies and their results for major EBL resists PMMA, 

ZEP, and HSQ will be examined with emphasis on the development-stage 

parameters to pave the way for further research. 

2.3 Advances in EBL processing 

The EBL community has focused its efforts to develop processes, tools, 

and techniques to fabricate high resolution, high AR, and high density patterns 

using as high sensitivity (low dose) as possible. Groups that have exploited the 

interdependence of various process parameters have been successful at realizing 

elegant solutions to otherwise unviable or impossible tasks. In this section we 

study a few such examples and summarize key advances. 

Advances in EBL processing have now enabled patterning a wide variety 

of materials below the 10 nm limit. Here we will restrict our survey to the resists 

selected in the preceding survey – PMMA, ZEP, and HSQ. Using 100 keV high 

voltage EBL, Chen and Ahmed have fabricated 5-7 nm wide isolated lines in 

PMMA using MIBK:IPA 1:3 developer [163].  Similarly, Grigorescu et al. have used 

100 keV EBL to fabricate 6 nm lines in 20 nm thick HSQ on silicon using 2.38% 

TMAH developer [177]. Generally high voltage EBL has enabled the fabrication of 

smallest features; however, high voltage exposures have a significantly lower  
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sensitivity, which increases the exposure time and cost. By developing PMMA in 

IPA:Water 7:3 developer with sonic agitation, Yasin et al. have increased the 

sensitivity by 40% compared to regular MIBK:IPA 1:3 development [178]. 

Furthermore, with this process, they have fabricated isolated 4 nm lines in 40 nm 

thick resist and dense 32 nm periodic gratings at 80 keV [178]. Despite this 

sensitivity improvement, the dose requirement is still many times larger than 

what is needed using low voltage exposures. 

In addition to the higher sensitivity, low voltage EBL systems offer a lower 

proximity effect and are easier to construct. For these reasons, any industrial 

HVM EBL solution is likely to employ low voltage, e.g., MAPPER uses thousands 

of 5keV columns [23]. The extraordinary resolution achieved with high voltage 

systems is still possible using low voltage systems by exploiting the 

interdependence of process parameters. For example, Hu et al. have fabricated 

(a) 
 

 
 

(b) 
 

 
 

Figure 2.15 Nanoscale line patterns in (a) PMMA, and (b) HSQ developed at 6 °C and 

45 °C temperatures respectively. Panels (a) and (b) reprinted with permission from [131] 

and [161], respectively. Copyright © 2004 and © 2007, American Vacuum Society. 
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4-7 nm isolated lines in PMMA using 30 keV by cooling down MIBK:IPA 1:3 (with 

1.5% MEK by volume) developer temperature to 6 °C (see Figure 2.15(a)) [131]. 

Similarly Ocola et al. [140]  and Cord et al.[132]  have developed this technique 

further to fabricate 20 nm wide ZEP features in 160 nm pitch with extremely low 

LER and 8 nm wide PMMA features in 60 nm pitch, respectively, using -4 °C and -

15 °C developer temperatures, both exposed at 30 keV. 

Employing 45 °C heated 25% TMAH developer, Choi et al. have fabricated 

10 nm lines in dense 25 nm pitch using 25 nm thick HSQ resist exposed at 50 keV 

(see Figure 2.15(b)) [161]. Haffner et al. have managed to fabricate 40 nm pitch 

HSQ gratings using 25 keV exposures and 60 °C hot TMAH development [107]. 

They have also used a supercritical drying post processing step [107]. These and 

other similar techniques have enabled near 10 nm resolution patterning at 10-50 

keV acceleration voltages. 

As described previously, such cold or hot development processes work by 

respectively suppressing or enhancing the dissolution rates at the cost of 2× or 

more reduction in sensitivity. The cold or hot development processes improve 

the resolution by improving the resist contrast. Both sensitivity and contrast are 

graphically represented using contrast curves (see Figure 2.16 (a, b)). Contrast 

curves plot the remaining resist height vs. the dose after development of large, 

uniformly exposed areas of the resist, and may be used to compare the result of 

selecting various process parameters. Figure 2.16 (a) [179] & (b) [161] are  
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examples of contrast curves, for PMMA and HSQ resists respectively, showing 

the effects of using various developer temperatures. Sensitivity may be read off 

contrast curves by selecting the clearance or cross-linking dose for a given 

process. Contrast (  ) is measured according to the standard definition 

   1

10log


 dd  [51] where the clearance ( 0d ) and onset ( 1d ) doses are 

determined by extending the tangent of the largest slope to the 0, 1 intercepts of 

the ordinate axis. In addition, contrast curves measured at different times can be 

used to calculate the development rate, and contrast curves measured at 

different temperatures can be used to obtain the activation energy through 

fitting, helping to understand EBL processes better [145,180]. 

Most of the above state-of-the-art results have been achieved using 

relatively thin (20 – 100 nm) resists. Generally, using thinner resists eases the  

 

(a) 

 
 

 

(b) 
 

 

Figure 2.16 Contrast curves showing the impact of varying the developer temperature on 

sensitivity and contrast for (a) PMMA, and (b) HSQ.  Panel (a) reprinted with permission 

from [179]. Copyright © 2005, IEEE. Panel (b) reprinted with permission from [161]. 

Copyright © 2007, American Vacuum Society. 
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fabrication at the deep nanoscale due to reduced AR requirements. As 

mentioned previously, attempts to fabricate high AR structures result in pattern 

collapse due to the action of capillary forces at the time of drying. However, 

pattern transfer for device fabrication sometimes requires high AR patterning for 

which solutions such as supercritical (SC) drying have been devised. Compared to 

an AR of nearly 7 in HSQ using regular drying (see Figure 2.17(a)), Wahlbrink et 

al. have demonstrated the ability to nearly double their pattern AR to 17 using 

SC drying (see Figure 2.17(b)) [172]. These results were obtained using 100 keV 

exposure and room temperature 25% TMAH development. Rooks et al. achieved 

a similar AR of 13 in PMMA at 100 keV without using SC drying. They instead 

used cold 5 °C development in IPA:water 1:3 with ultrasonic (US) agitation [128]. 

As compared to PMMA and HSQ, the AR performance of ZEP has been very 

limited even at high voltages, albeit with a much higher sensitivity. Li et al. have  

(a)       

 

(b)       

 

Figure 2.17 Regular (a) vs. supercritical (b) dried HSQ nanostructures. The AR improves 

from ~ 7 (H/W=220/33) to 17 (220/13) due to supercritical drying.  Reprinted with 

permission from [172]. Copyright © 2007 Elsevier. 
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Table 2. EBL results showing selected metrics of interest  

Resist 
 

Voltage 
(keV) 

Sensitivity 
(* µ/p) 

CD † 
(nm) 

AR 
 

REF. 
 

Notes 
 

       
PMMA 30 1300 p 4-7 - [131] 4 °C MIBK:IPA 1:3 

PMMA 30 700 µ 8 - [132] -15 °C MIBK:IPA 1:3 

PMMA 50 1600 µ 9 3 [133] -10 °C MIBK:IPA 1:7 

PMMA 80 740 µ 5-7 - [163] 3:7 C:M ‡ + US  

PMMA 100 4200 µ 111 13 [128] 5 °C IPA:H2O 1:3 + US 

ZEP 20 480 p 23 4 [168] 6 °C ZED-N50 + US 

ZEP 30 200 µ 40 - [140] -4 °C Xylenes 

ZEP 50 - 11 - [142] 2 °C ZED-N50 

ZEP 100 400 µ 50 7 [181] ZED-N50 

ZEP 100 20000 µ 9 - [141] IPA Developer 

HSQ 10 420 p 10 - [158] 50 °C 2.38% TMAH 

HSQ 25 477 µ 20 - [160] 60 °C 25% TMAH + SC 

HSQ 50 - 10 2.5 [161] 45 °C 25% TMAH 

HSQ 100 5500 µ 6 3 [177] 2.38 % TMAH 

HSQ 100 - 13 17 [172] 25% TMAH + SC 

 

(*µ/p) Units of dose – Area Dose µ = µC/cm2 and Line Dose p = pC/cm.  
 

† CD (Critical Dimension) used here as Resolution in nm. 
 

‡ C:M – Cellosolve: Methanol developer 
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reported the highest ZEP AR of 7 at 100 keV using regular room temperature 

development in ZED-N50 [181]. 

The aforementioned significant advances in EBL processing provide a 

broad toolkit for further advances and applications development. Table 2 

presents key advances in selected metrics of interest, summarizing some of the 

results presented in this section. It is clear that due to the complex relationships 

between various parameters and metrics, a systematic and quantitative 

understanding is required to apply and extend these processes effectively. 

2.4 Role of EBL simulations 

Due to the complexity and high costs associated with EBL, the necessity 

for predicting and rationally optimizing the required process parameters for 

patterning a particular nanostructure has been understood for a long time. 

Research groups world-wide have pursued the development of EBL simulators, 

some of which have been commercialized such as SELID [182,183], SCELETONTM 

[184], ProBEAM [185,186], and TRAVIT [187]. The exposure step, which involves 

electron transport and interaction with resist, has largely been represented by 

calculating the distributions of deposited energy in the resist with the Monte 

Carlo approach for describing the electron transport and scattering 

[184,185,186,187]. However, analytic approaches based on the Boltzmann 

equation for electron transport have also been used [182,183,188]. As compared 

to the exposure step, the development modeling studies lag significantly behind  
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(a) 

 

(b) 

 

(c) 

 

Figure 2.18 NINT EBL Simulator (a) GUI screenshot, (b) Post-exposure distribution of 

PMMA main-chain scission yield, and (c) Post-development resist profiles.  
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in the level of detail [112,113,68]. Raptis and Glezos [110] have recently 

reviewed various commercially available EBL simulators, electron transport 

simulators, and analytical tools.  

Recently, a locally developed "NINT Electron Beam Lithography 

Simulator" has been commercially released [189]. In this simulator, the exposure 

step in a positive-tone resist is represented by the yield of the main-chain 

scission, avoiding uncertainties related to the mapping of deposited energy. The 

development step employs a recent kinetic model of polymer diffusion [85,190]. 

A screenshot of this simulator is shown in Figure 2.18(a) displaying the various 

tabs and options. Currently, the simulator can handle 1-100 keV exposures of 

PMMA and ZEP resists processed in popular developers. In addition to standard 

input parameters such as pattern geometry, voltage, dose, and development 

time, this simulator has the unique ability to handle development temperature 

and anti-charging top-coats [191].The simulator outputs 3D distributions of post-

exposure resist scission yield (see Figure 2.18(b)) and complete post-

development profiles (see Figure 2.18(c)) with a 1 nm resolution. The detailed 

treatment of polymeric resists and the ability to handle a wider variety of 

process parameters are key merits of interest. In this thesis, the NINT EBL 

Simulator has been used for analysis and prediction/testing of designs. In turn, 

some of the experiments reported in this thesis were employed by the 

simulator’s developers to parameterize and validate models used in the tool. 
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2.5 Research scope 

In the following sections, the framework and thesis structure is 

presented. The objective of this thesis is to understand and control EBL 

processing at the molecular scale in the low voltage (3 - 30 keV) regime (see 

Figure 2.19). In particular, the post-exposure development stage has been 

investigated in greater detail. A better understanding of EBL processes will 

enable rational optimization of process parameters. By applying optimized 

processing strategies to fabricate functional devices, improved device 

dimensions and performance will be obtained. 

 

2.5.1 EBL process windows 

 In order to compare the response of resists to various processing 

strategies, a graphical representation is often convenient. One such widely used 

and mature representation is to plot and compare contrast curves (see Figure 

2.16(a, b)). Contrast curves provide quantitative information on the sensitivity 

and contrast of a process, and qualitative information about the resist-developer 

 
 

Figure 2.19 Major themes of this research project.                      
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interaction strength and whether the resist may be used for 3D lithography. 

Furthermore, as explained in section 2.3, contrast curves can be used to obtain 

the development rate and activation energy. However, contrast curves provide 

no information regarding dense pattern resolution, pattern reproducibility, and 

processing limits as contrast curves are fundamentally generated by large area 

exposures.  

For comparing processes used to fabricate dense patterns, process 

window plots can be used. For any process variable, a process window is the 

range of values for which fabricating a certain repeating nanoscale pattern is 

feasible. Process latitude plots, which focus on strict control of CD, are a subset 

of process window plots. Process window or latitude plots are seldom provided 

in the literature and, therefore, no single format for their axis ordering or 

graphical representation is followed. Examples of such plots from the literature 

are provided in Figure 2.20(a-d) studying the effects of voltage [68], CD [192], 

pitch [103,133], development temperature and molecular weight [133] for dense 

gratings in PMMA. The regions named on the above windows (see Figure 2.20(a, 

b)) refer to the various regimes encountered while patterning an array of lines 

(gratings) at various doses as shown in Figure 2.21(a) [100,193]. As the exposure 

dose is increased, there occurs a window of exposure doses for which quality 

gratings can be fabricated. This exposure dose window is the process window of 

interest which varies according to the conditions chosen e.g., development time  
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(see Figure 2.21(b)). This arrangement enables studying and eventually 

predicting the dose required as a function of a given process parameter.  

Process windows are a versatile, underexplored instrument that can be 

used to determine sensitivity, CD control, process robustness, and mapping of 

grating morphological regimes and their evolution, etc. An in-depth study of 

process windows provides an opportunity to quantify and understand the  

(a) 
 

 

(b) 
 

 
 

(c) 

 

 

(d) 
 

 
 

Figure 2.20 Theoretical (a) and experimental (b, c, d) process windows for PMMA resist 

under various conditions. Panel (a) reprinted with permission from [68]. Copyright © 

2006, American Vacuum Society. Panel (b) reprinted from [192] (open access). Panel (c) 

reprinted with permission from [103]. Copyright © 1998 Elsevier. Panel (d) reprinted 

with permission from [133]. Copyright © 2008, American Vacuum Society. 
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(a) 

 
(b) 

 
 

Figure 2.21 (a) Various regimes in grating fabrication [100,193], and (b) a typical process 

window plot. The shaded region is the process window for good gratings. Panel (a) 

reprinted with permission from [100]. Copyright © 2010 Elsevier. 

   

intricate interdependence of numerous process parameters for dense grating 

fabrication and their impact on relevant process metrics. Understanding of 

process windows is essential for future industrial EBL processes that require very 

low tolerance control over CD and LER. Furthermore, process windows can be 

used for the fitting of development models and extracting model parameters.  

In this thesis, the interplay of process parameters and their influence on 

process metrics is thoroughly examined using both process windows and 

contrast curves. Where applicable, one or both of these graphical representation 
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methods are used for studying the effects of varying the grating pitch, exposure 

voltage, dose, developer, development time, temperature, etc., using PMMA 

and/or ZEP polymeric resists. In addition to improving the understanding of EBL 

and providing a roadmap for process optimization, this research is necessary for 

parameterizing and validating the NINT EBL Simulator.  

2.5.2 Molecular study of development process 

As established in section 2.1.3, the development stage is critical in the 

EBL process and can significantly influence the final process metrics. 

Consequently, understanding this stage is crucial for rational optimization of the 

EBL process. Efforts to probe the kinetics of resist development are well 

documented. For example, resist dissolution rates have been obtained through 

contrast curves [145], submerged quartz crystal microbalance (QCM) monitoring 

[154,155], and multi-wavelength interferometry [194]. However, research works 

addressing the resist dissolution at the molecular scale are relatively scarce. A 

major challenge in the experimental study of the resist dissolution is the very 

small size and low concentration of resist fragments in developer. Taking the 

case of exposed PMMA, most soluble fragments are less than 5 nm long at full 

stretch and their concentrations in solution are in the ng/ml to µg/ml range. This 

introduces the need for various modeling studies of the development process at 

the molecular level.  
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A viable modeling technique at the scale of PMMA fragments is to 

conduct molecular dynamics (MD) simulations. In an MD simulation, the 

equations of motion for a system of molecules are solved over a certain time 

interval to obtain a sequence of snapshots (trajectory file) containing dynamic 

position, velocity, energy, etc., data for all atoms in the system. A comprehensive 

overview of the MD techniques with discussion of simulation parameters and 

applications is provided in numerous references – one recent reference being 

[195]. MD techniques have been applied by the nanolithography community to 

study topics of interest in chemically amplified resists [196], scanning probe 

lithography [197], nanoimprint lithography (NIL) [198,199,200] and recently in 

electron beam lithography (EBL) [125,201].  

With regards to polymer miscibility, MD techniques have been used in 

numerous studies. For example, the dissolution of relatively long (degree of 

polymerization n  ≥ 1000) unexposed PMMA chains have been studied in 

benzene [124]. In another study, the miscibility of various PMMA chain lengths 

( n  ~ 1, 2, 3, 100, 200) in a low molecular mass liquid crystal has been 

investigated [202]. In this study [202], the BLENDS and DISCOVER software 

modules (Accelrys Materials Studio Package [203]) have been used to calculate 

the F–H interaction parameter   (see equations (4-5)). In addition, the   

parameter values for various polymer blends [204,205] have also been obtained 

using the same software package. These examples demonstrate that polymer 

miscibility can be quantitatively studied using MD. Furthermore, MD also enables  
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the study of kinetic aspects of polymer dissolution.  

 In order to obtain the   parameter from MD simulations, the F-H 

equation (4) needs to be re-written using quantities obtainable from MD 

simulations [206]. In equation (4), mixH  is related to the change in the 

computed energy of mixing mixE  according to lattmixmix NEH   where lattN  

is the number of so-called F-H lattice sites in the simulated system. For a binary 

mixture of a polymer and developer pppsssmixmix EnEnEE  , where mixE , 

ssE , and ppE  are the energies of the mixture, the developer, and the polymer, 

respectively; and sn  and pn  are the number of developer and polymer 

molecules, respectively. It is to be noted that the number of polymer molecules 

here refer to PMMA chains of a chosen length ( n ). Substituting the equations for 

mixH  and mixE  provided above in equation (4), one obtains [206], 

pslatt

pppsssmix

kTN

EnEnE





   (8) 

Equation (8) contains only constants or quantities that can be acquired using MD 

simulations. This approach has been implemented by K. P. Santo [206] in a  

MATLAB code, which has been used in this thesis. 

In order to parameterize the F-H model, the MD simulation strategy [206] 

has been employed as outlined in Figure 2.22. In these simulations, bulk systems 

of molecules of each specie (PMMA fragments, developers) are constructed and  
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their energies are minimized. Further, each system is subjected to an 

isothermal–isobaric (NPT) ensemble dynamics simulation to obtain the system 

density, and subsequently subjected to a canonical (NVT) ensemble dynamics 

simulation to obtain the potential energies. After the properties of the individual 

species have been obtained, the same process is repeated for the fragment-

developer binary mixtures. The computed properties of the individual species 

are also used to setup the mixture simulations. Finally, all relevant simulated 

quantities are used in the F-H model to calculate the respective fragment-

developer   parameters [206] and compared against c in equation (6). 

In this thesis, the miscibility of PMMA fragments (1-10 monomer chains) 

in MIBK and IPA developers is studied using MD simulations (Accelrys Materials 

Studio environment [203]). The simulated thermodynamic data is used to 

 
 

Figure 2.22 MD simulation of PMMA fragments in various developers: (a) sample 

screenshot, and (b) flowchart showing the simulation strategy to obtain interaction 

parameters of a binary mixture, inspired by ref. [206].  
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calculate the   parameters for each fragment-developer pair. Furthermore, to 

understand various aspects of the dissolution process, the self-diffusivity, radii of 

gyration (Rg), and radial distribution functions (RDF) of PMMA fragments in both 

developers are calculated and compared.  

2.5.3 Applications of EBL processing 

The third aspect of this thesis is to utilize the understanding and 

knowledge of EBL processing and techniques towards improvement of sensitivity 

and resolution of nanoscale patterning in two specific applications.  

High resolution and high AR patterning is a requirement in many 

nanoscale applications such as NIL templates, DRAM capacitors, X-ray zone 

plates (lenses), etc. However, standard positive-tone resists such as PMMA and 

ZEP have AR limited to 3-4 at 30 keV [52,128]. A novel EBL resist 'SML' (see 

Figure 2.23) has been recently [207] designed by the University of Manchester 

and marketed by EM Resist Ltd., [208] with a claimed AR of 10:1 at 30 keV. This 

significant improvement is accompanied by a drawback – the sensitivity of SML 

resist is significantly less than PMMA using standard developers. Utilizing the 

methodologies learnt in the previous sections, an objective of my work has been 

to create a high sensitivity nanolithography process while maintaining the AR. 

Nanomechanical doubly-clamped cantilevers (aka resonators) are devices 

used for chemical and biological sensing applications [209]. The sensing 
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resolution of these resonators is improved as their dimensions are reduced [209] 

according to 3wLm  , where m  is the mass sensitivity, and w and L  are the 

resonator width and length, respectively. However, reducing the width poses 

various material and fabrication challenges. Fischer et al. from NEMSLAB [210] 

have developed glassy silicon carbon nitride (SiCN) for resonator fabrication 

[211], and demonstrated a hybrid surface-bulk nanomachining process for 

 
 

Figure 2.23 Cross-section micrograph of gratings fabricated in SML resist. Micrograph 

from EM Resist Ltd. website [208]. Reprinted with permission. Copyright © 2012 EM 

Resist Ltd. 

 

 

 
 

Figure 2.24 A 35 nm thick, 430 nm wide, and 40 micron long doubly-clamped SiCN 

cantilever. Reprinted with permission [212]. Copyright © 2008, Elsevier. 
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resonator fabrication (see Figure 2.24) [212]. The existing fabrication processes 

involve a long list of steps, increasing the complexity and reducing the final 

feature resolution. My objective has been to optimize and re-design the existing 

process for ultra-high resolution. Ultimately this work enabled the fabrication of 

uniform ultra-narrow sub-10 nm SiCN resonators – a task currently not possible 

with other NEMS materials and procedures.  

2.6 Thesis structure 

In this thesis, Chapters 1 and 2 provide a detailed introduction to EBL. In 

Chapter 1, the history of EBL development and its place among various 

lithographic techniques is presented. The role of EBL in industry and academia 

and the general need for further research is discussed.  

Chapter 2 provides an in-depth coverage of the EBL process and an 

extensive literature review. The scientific mechanisms and processing conditions 

of each process stage are thoroughly covered. The reader is updated on the 

relevant processing advances. Chapter 2 concludes with outlining the avenues 

for research and establishing the scope of this research project. 

In Chapter 3, a comprehensive experimental study of the effects of 

various EBL processing parameters on process windows, contrast curves, and 

nanostructure morphologies is provided for PMMA and ZEP resists. Special 

emphasis is placed on the development stage parameters. Relevant trends are 
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discussed with the aid of the EBL simulator. The use of process windows for 

extraction of parameters of simulation models is demonstrated. 

 Chapter 4 presents a molecular study of PMMA fragment dissolution 

using MD simulations and Flory-Huggins solution theory. The thermodynamic, 

kinetic, and statistical mechanical aspects of dissolution of short PMMA chains in 

MIBK and IPA developers are examined. Model parameters for polymer 

dissolution are extracted and the simulation results are assessed in light of 

experimental observations. 

The application of EBL processing techniques are presented in Chapters 5 

and 6. In Chapter 5, an in-depth study of new and existing developers for SML 

resist pave the way for creating a high sensitivity EBL process. Carefully 

considered nanolithography processing enables fabrication of high AR and high 

resolution grating fabrication.  

In Chapter 6, the fabrication of nanoscale SiCN resonators is discussed. 

An existing PMMA based fabrication approach developed by the Evoy NEMSLAB 

group is optimized for fabrication of sub-20 nm resonators. The EBL simulator is 

used for testing new and improved resonator anchor designs. Furthermore, a 

brand new HSQ based SiCN resonator fabrication approach is demonstrated for 

fabricating sub-10 nm resonators. Optimized development processes enable 

uniform resonator and anchor fabrication. 
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Finally, Chapter 7 summarizes the most important contributions and 

conclusions of the overall research project. In addition, recommendations for 

further research are provided. 
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CHAPTER 3 

EBL PROCESS WINDOWS AND TRENDS 

 

3.1 Introduction 

 The outcome of an EBL process is influenced by a wide range of (often 

interacting) process parameters. In chapter 2, various process variables and 

metrics of interest, and their mutual relationships, were identified through 

existing literature, and the scope for further research was described. In this 

chapter, a thorough investigation of the influence of process parameters on the 

characteristics of process windows, contrast curves, and nanostructure 

morphologies is conducted using PMMA and ZEP resists. This investigation leads 

to advancements in the overall understanding of EBL trends, nanofabrication 

strategies, and resist behavior. State-of-the-art ultrahigh resolution lithography 

results for dense gratings in both PMMA and ZEP are demonstrated. 

3.1.1 Methods 

 The baseline experimental methodologies and parameters for all 

processes employed in chapter 3 are described in this section. The particular 



 

65 
 

experimental parameters used to generate a given figure or data-set are 

specified when the results are discussed. Where differences from the primary 

methodologies exist, these are indicated at the relevant locations in the text.  

The EBL trends are explored using two graphical representations, namely 

process windows and contrast curves. The data for these representations is 

acquired using similar fabrication parameters; however, the design layout and 

characterization procedures are very different. A summary of the fabrication 

procedure and parameters pertaining to this chapter are provided in Table 3.  

The fabrication processes begin with a Piranha cleaning of diced Si (100) 

chips. These chips are baked to drive off any moisture and left to briefly cool. 

PMMA or ZEP resists are then spun-cast onto the Si chips followed by a resist 

soft-baking routine to drive off the resist's casting solvent. Detailed spinning 

parameters are provided in Appendix A1. The resist thickness varies from 55-65 

nm for process window samples and from 145-330 nm for contrast curve 

samples. A thicker resist layer for contrast curves enables greater height 

resolution. The resists are then exposed according to the desired pattern 

(described in sections 3.1.1.1 and 3.1.1.2) and the desired exposure parameters 

such as voltage, dose, aperture size, and step size. After the exposure step, the 

samples are developed using a selected developer at a controlled development 

time and temperature. Subsequently, the development is quenched by dipping 

the samples in IPA for 20 sec. The development of ZEP samples may be quenched  
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Table 3. Fabrication steps and conditions for Chapter 3 

Process Step Parameters/Conditions Apparatus 

 
Substrate Silicon (Si)  

Substrate Cleaning Piranha (1:3 H2O2:H2SO4 15 min) Wet Deck 

Substrate Baking 5 min at 175 °C Hot Plate 

Resists PMMA, ZEP  

Resist Spinning (See Appendix A1) Headway Spinner 

Resist Baking 5 min at 175 °C Hot Plate 

Resist Thickness 55-65 nm (Process Windows) 
145-330 nm (Contrast Curves) 
 

Ellipsometer (VASE) or 
Filmetrics F50 

Exposure Voltage 3-30 keV  
 
 
Raith 150 or 
Raith 150TWO 

Exposure Dose Variable (See data in chapter) 

Exposure Step Size 2-6 nm (Process Windows) 
10-20 nm (Contrast Curves) 
 

Exposure Aperture 7.5-10 µm (Process Windows) 
20-30 µm (Contrast Curves) 
 

Developer MIBK:IPA 1:3, IPA:water 7:3, ZED-
N50 
 

Beaker (50 mL) 

Development Time 2, 5, 10, 15, 20, 40 sec  

Development 
Temperature 

-15 °C, -10 °C, -5 °C, 0 °C, 5 °C, 
10 °C, 22 °C (room temperature) 
 

Stir Kool SK-12D 
(See Appendix A2) 

Quencher IPA (PMMA, ZEP) 
MIBK (optional for ZEP) 
 

Beaker 

Quench Time 20 sec  

Ultrasonic 
Agitation 

42 kHz, Power level 9 
Time as above 
 

Crest Powersonic or 
Branson Bransonic 

Supercritical 
Drying 

CO2 Supercritical fluid, 30-60 min 
process time. 
 

Tousimis autosamdri 
815B 
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using MIBK. For samples developed in IPA:water 7:3, no quencher fluid is used. 

The setup required for performing development at cooler temperatures is shown 

in Appendix A2. The development may optionally take place in an ultrasonic 

bath. Following the development, most samples are dried by gently blowing 

gaseous N2; however, some process window samples may be dried in a 

supercritical dryer. When supercritical drying is intended, the developed samples 

are transferred to the supercritical dryer in an IPA bath.  

3.1.1.1 Process windows and grating morphologies 

In order to obtain EBL process windows and perform high resolution 

nanolithography experiments, grating test structures of varying interline spacing 

(pitch) are employed. The process windows presented in this chapter have been 

obtained using two layout designs, (A) and (B), illustrated by Figures 3.1 and 3.2, 

respectively. Design (A) has been used to determine only the process window in 

section 3.2.1 [and in ref. 12,213,214], whereas design (B) has been used to 

determine all other process windows in this chapter [incl. ref. 

12,100,180,190,214,215]. Each line in a grating was exposed in a single pass of 

the electron beam. This is also referred to as a single-pixel-line.  

The layout of design (A) (used in paper [213]) consists of a 7 x 9 matrix of 

grating units, each unit having a particular exposure dose and pitch. Within the 

matrix, the dose increases from 25 to 150 µC/cm2 on one axis and the pitch  
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Figure 3.1 Dense gratings design (A) for measuring process windows and observing 

nanolithography results. The changing color shows increasing dose from low (blue) to 

high (red). 

 

increases from 20 to 100 nm on the other axis (see Figure 3.1). In this way 63 

different dose and pitch combinations are tested per exposure. Each grating unit 

in this matrix covers a 2 µm x 10 µm area and is separated from other grating 

units by 3 µm. The width of each grating unit (2 µm) has been chosen to be wide 

enough to ensure a uniform cumulative exposure due to backscattered electrons 

in the central portion of the unit. Similarly, the inter-unit spacing (3µm) has been 

chosen to be sufficient to limit any backscattered electron contribution from 

other units in the selected voltage regime. 

 In contrast with design (A) where an individual grating unit receives a 

uniform dose, the layout of design (B) [216,217] consists of grating units with a 

progressively increasing dose. Each grating unit (of a particular pitch) consists of 

a minimum of 2000 single-pixel-lines, with each line receiving an incrementally 

higher dose than the previous adjacent line (see Figure 3.2, this design has been  
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Figure 3.2 Dense gratings design (B) for measuring process windows and observing 

nanolithography results. The grating pitch in this design is 70 nm. The tick marks are part 

of the design and indicate (multiplicative) dose factors. The array has been broken in 

two to fit inside a 100 µm write-field. The changing color shows a gradually increasing 

dose from low (blue) to high (red) [216,217].  

                     

used in references [12,100,180,190,214,215,216,217]). The grating usually begins 

with a dose factor of 1.0 and ends with a dose factor of 5.5 with increments of 

0.2%. By changing the original applied dose, a wide range of exposure doses can 

be tested. With increasing dose, the gratings generally proceed from under-

exposed, to well-exposed, and finally over-exposed (see Figure 2.21(a) in section 

2.5.1). The grating units in design (B) are 10 µm in length to capture the 

contribution of proximity effects. The width of each grating unit varies 

depending on pitch – the minimum width being 30 µm. The grating pitch was 

varied from 30 to 100 nm. 

For both design (A) and (B), the dose window is the range of doses for 

which well-exposed gratings can be fabricated (see Figure 2.21(a)). The 

characterization of the gratings is performed through SEM imaging (Hitachi S-
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4800 or Raith 150/150TWO), which enables visualization and metrology of the 

process windows and nanostructure morphologies. Prior to SEM imaging, the 

resist samples are coated (Gatan 682 PECS or Kurt J. Lesker) with a thin (4-6 nm) 

chromium layer. This step is essential to avoid damage to the polymeric resists 

and prevent charging during SEM imaging.  

Further characterization of nanostructure morphologies may be 

conducted by SEM imaging cross-sections of the patterned resist. To generate 

suitable samples for cross-section inspection, 2000 µm long grating units are 

fabricated and manually cleaved perpendicular to the pattern. This extraordinary 

length is intended to ensure that the cleave passes through the gratings. The EBL 

conditions used for generating these grating units are acquired after patterning 

and characterization of designs (A) and/or (B). To generate crisp cross-sections, 

the edge of a sample is scratched with a diamond scribe perpendicular to the 

patterns generated, as a seed location to guide the cleave. The sample is then 

held with two similar comb-tooth tweezers and immersed in liquid nitrogen 

(LN2). After keeping the sample immersed in LN2 for up to 30 sec., the sample is 

cleaved. The use of LN2 allows the polymeric resists to become brittle and cleave 

without either stretching and deforming, or tearing and leaving residue that may 

obscure the cross-section of interest. An example of a poor and a high-quality 

grating cross-section is shown in Figure 3.3(a) and 3.3(b), respectively. The cross-

sectioned resist samples are also coated with a thin layer of chromium prior to 

imaging; however, this coating is applied by tilting the sample 30-45 degrees. 
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(a) 

 
 

(b) 

 

Figure 3.3 Examples of (a) poor [218], and (b) high-quality cross-sections of EBL defined 

grating nanostructures in PMMA. Panel (b) reprinted from [214] (Creative Commons 

Licence). 

                     

Further discussion on grating morphologies and high resolution nanolithography 

is provided in section 3.2.  

3.1.1.2 Contrast curves 

The design layout used to obtain contrast curves consists of an array of 

large squares or rectangles with a gradually increasing dose factor. Each member 

of the array is separated by a gap sufficient to minimize the proximity effect. 

After exposure and development, the resulting pattern is scanned by a suitable 

height measurement apparatus such as an atomic force microscope (AFM/Veeco 

Dimension 3100), a physical profilometer (AlphaStep IQ), or an optical 

profilometer (Zygo NewView 7300). The layout is varied according to 

characterization technology i.e., samples intended for AFM are exposed with an 

array of 1 µm squares separated by a 2 µm gap [180], whereas samples intended 

for both types of profilometers are exposed with an array of 20 x 75 µm  
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Figure 3.4 Design layout for measuring contrast curves with physical or optical 

profilometry. Each rectangle measures 20 x 75 µm and is spaced by 20 µm. The changing 

color shows dose increasing from low (blue) to high (red). 

                     

rectangles separated by a 20 µm gap (see Figure 3.4) [218]. The smaller features 

and gaps for AFM are due to its slower horizontal scan speed and higher 

resolution. Contrarily, the larger features and gaps for both types of 

profilometers are due to their faster horizontal scan speed and lower resolution. 

Except for samples measured with optical profilometry, a thin metallic top-

coating is not required. The three height measurement techniques have been 

briefly compared in Appendix A3. Unless specified otherwise, the contrast curve 

patterns in this chapter have been measured with physical profilometry. 

The dose factors of the design and applied dose are selected such that 

after patterning is complete, a gradual increase in depth is observed from onset 

to clearance. When scanned, these depth increases manifest as increasing step 

heights. These step heights are measured, normalized according to the original 

resist thickness, and plotted on a semi-log scale as contrast curves. The clearance 

dose is recorded as the sensitivity and the contrast value (γ) may be obtained as 
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described in section 2.3 (also see Figure 2.16). In addition to obtaining contrast 

curves, the aforementioned patterns may be used for measuring resist surface 

roughness and for imaging fine details of partially exposed resist to learn more 

about the dissolution stage.    

3.1.2 Contributions 

Prior to discussing the data and interpretations, it is important to state 

the contributions of a few colleagues in our research group. Having worked on 

the same project, overall goals and even individual tasks were often jointly 

pursued. Due to this, there are some overlaps in data collection and analysis 

which are stated below. 

Inspired by Raith's grating test design, Zsolt Szabo (2007-2009) drew the 

first version of design (B), a later version of which is shown in Figure 3.2 [216]. 

Jiang Chen (2008-2009) used this design to collect data on PMMA process 

windows, some parts of which have been utilized in Figures 3.10, 3.13, 3.14, 3.18, 

3.19, and 3.24 [219]. Taras Fito (2008-2010, 2011-present) derived equations (9) 

and (10) which were jointly parameterized by J.C. and the author, and drawn as 

Figure 3.24 by the author [12, 100, 214, 215]. The aforementioned contributions 

have been jointly published and the appropriate journal permissions have been 

included wherever published data has been reprinted in this thesis. 
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3.2 Influence of parameters 

In order to understand EBL processing, where applicable, both process 

window and contrast curve studies are conducted. In both of these studies, we 

undertake a systematic approach to understand the influence of process 

parameters. The parameters under consideration include grating pitch, exposure 

voltage, developer, development time, and development temperature. The 

influence of advanced processing techniques such as supercritical drying and 

ultrasonic agitation are also discussed. Practical nanofabrication results are 

presented to aid the discussion and, wherever applicable, demonstrate results of 

systematic optimization of process parameters.   

3.2.1 Grating pitch 

As discussed in section 2.3, controllably fabricating dense patterns is a 

significant challenge alongside high resolution and high sensitivity 

nanofabrication. Due to the proximity effect, nanofabrication of dense features 

is particularly demanding. Furthermore, the requirement for fabricating 

increasingly dense patterns is heavily sought by industry. In this regard, gratings 

serve as a useful benchmark for process studies. 

The nanofabrication of gratings with increasing density (decreasing pitch) 

causes the grating quality and characteristics to vary significantly. Figure 3.5 

presents a matrix of PMMA grating morphologies showing the effects of varying 
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Figure 3.5 SEM images of 30-70 nm pitch nanoscale gratings in PMMA exposed to 50-

125 µC/cm2 area doses. The area doses are related to line doses by darea = dline/λ, where 

λ is the grating pitch. The exposure voltage was 10 keV and the patterns were developed 

at room temperature in MIBK:IPA 1:3 for 5 sec followed by a 20 sec IPA rinse. Reprinted 

with permission from [213]. Copyright © 2007, American Vacuum Society.                    
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the grating pitch and exposure dose. The SEM images shown in this figure are a 

representative selection of grating morphologies imaged after EBL patterning of 

design (A) (shown in Figure 3.1). The exposure doses noted in Figure 3.5 are 

mean area doses which are useful to compare gratings of various periods as 

compared to line doses. Area doses can be related to line doses by darea = dline/λ, 

where λ is the grating pitch. A sample calculation showing the conversion of an 

area dose to a line dose for a grating geometry is given in Appendix A4. 

It can be seen from Figure 3.5 that fabricating quality gratings is strongly 

dependent on both the grating pitch and the exposure dose. For example, quality 

70 nm pitch gratings can be fabricated for all conditions except for the high 125 

µC/cm2 exposure dose condition shown in Figure 3.5(d). For 50 nm pitch 

gratings, promising morphologies are seen in Figures 3.5(k) and 3.5(o) 

corresponding to doses of 75 µC/cm2 and 60 µC/cm2, respectively. For 30 nm and 

40 nm pitch gratings, only exposure at 60 µC/cm2 in Figures 3.5(m) and 3.5(n), 

respectively, exhibits morphologies which could potentially yield quality grating 

patterns. 

 All other images in Figure 3.5 show poorly defined or damaged gratings 

and it is necessary to investigate the causes of this impact. This will enable the 

development of nanofabrication strategies to avoid fabricating such grating 

morphologies. In Figure 3.5, four causes of poor grating definition or damage 

have been identified namely (i) under-exposure, (ii) over-exposure, (iii) pattern 
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collapse, and (iv) micellization. The first two causes are heavily influenced by the 

exposure stage and the second two causes are heavily influenced by the 

development stage. 

In under-exposure, the grating patterns are not provided sufficient 

electron dose to clear the entire depth of the resist. Due to resist remaining at 

the bottom of the grating patterns, under-exposure is manifested by a low-

contrast in SEM images. This can be seen in Figure 3.5(q) corresponding to the 30 

nm pitch and 50 µC/cm2 exposure dose case. In over-exposure, the grating 

patterns are provided an excessive electron dose. Due to electron scattering, this 

excessive dose results in clearance and removal of resist even from the locations 

not directly exposed. Figures 3.5(a), 3.5(b), and 3.5(c) demonstrate over-

exposure due to application of high 125 µC/cm2 dose to 30 nm, 40 nm, and 50 

nm pitch gratings, respectively. Both under- and over-exposure are well-

understood regimes. 

The remaining two causes of grating damage occur at conditions 

intermediate to fabricating quality gratings and over-exposure. For gratings of 40 

nm pitch and wider, exposed at relatively high exposure doses, pattern collapse 

occurs. The mechanisms [169,220] leading to pattern collapse and mitigation 

strategies [169,170,171] have been explained previously in section 2.1.4. 

Examples of collapsed grating morphologies at higher exposure doses (100-125 

µC/cm2) are shown in Figures 3.5(d), 3.5(f), and 3.5(g) and at a lower exposure 
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dose (75 µC/cm2) are shown in Figures 3.5(j) and 3.5(k). It will be shown in 

section 3.2.6 that despite employing pattern collapse mitigation strategies, this 

pattern degradation effect cannot be completely eliminated. The understanding, 

mitigation, and harnessing of pattern collapse is a subject of ongoing research.  

The fourth cause of grating damage, denoted as micellization [213], 

occurs when the grating walls are destroyed and rearranged in the form of 

irregular globular droplets or networks. This is unlike pattern collapse, where the 

gratings are simply bent or misplaced from their initial locations. Examples of 

such micellized morphologies can be seen in Figures 3.5(e) and 3.5(i) 

corresponding to 30 nm pitch gratings exposed to 100 µC/cm2 and 75 µC/cm2 

doses, respectively.  Similar globular droplets or network structures are seen 

after phase separation of immiscible liquids [221]. It is possible that the 

micellization witnessed in Figures 3.5(e) and 3.5(i) is a result of phase separation 

between the EBL developer and insoluble PMMA resist fraction [222,223]. In 

addition to 30 nm pitch gratings, micellization can also be observed in less dense 

gratings (see Figures 3.5(b) and 3.5(c)) under strong over-exposure conditions. In 

relation to EBL processing, micellization is poorly understood, though there has 

been an effort [213,224] to explain the conditions under which micellization 

occurs for PMMA based on resist-solvent interaction and geometric factors. 

All of the regimes mentioned above have been mapped in Figure 3.6 for 

20-100 nm pitch and 25-150 µC/cm2 exposure dose conditions. The process  
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Figure 3.6 Process window of quality gratings and map of grating degradation regimes 

plotted for various grating periods and exposure doses. The experimental conditions are 

identical to those in Figure 3.5. Black circles and red diamonds indicate data points 

determined by experiment [213] and simulation [225], respectively. Solid lines indicate 

critical doses for under- and over-exposure and dashed lines indicate critical doses for 

resist degradation. 

                     

window for quality gratings can be seen in the central part of the plot. This 

window rapidly decreases as the grating pitch decreases. At low exposure doses, 

under-exposure is the limiting factor; whereas at high exposure doses, pattern 

collapse and micellization are the limiting factors. Generally, micellization is the 

dominant grating degradation factor for dense gratings; however, at very high 

exposure doses, over-exposure and micellization are observed simultaneously 

for all grating periods. Along with the experimentally determined data points, 

Figure 3.6 also contains computed data points [225]. The simulated data 

indicates the critical doses for under- and over-exposure. Examples of simulated 

grating cross-section morphologies as predicted by a recent version of the EBL 

Simulator [189] are provided in Figure 3.7. The panels represent under-exposed 



 

80 
 

 

Figure 3.7 Simulated cross-sections representing (a) under-exposed, (b) well-exposed, 

and (c) over-exposed, 70 nm pitch gratings in PMMA resist on a Si substrate [218]. The 

resist and cleared areas are represented by red and blue, respectively. 

                     

 (3.7(a)), well-exposed (3.7(b)), and over-exposed (3.7(c)) gratings, discussed 

previously in this section. The cross-section images representing pattern-collapse 

and micellization cannot yet be generated using the EBL Simulator. 

 In Figure 3.8(a), a cross-section SEM image of 70 nm pitch gratings 

developed for 20 seconds in MIBK:IPA 1:3 is shown. It can be seen that the 

pattern is not uniform across the exposed area. The gratings collapse in the 

centre of the array as compared to the outer parts of the array. Proximity effect 

results in a higher dose at the centre of the grating. This causes the grating lines 

to become narrower, less mechanically stable, and collapse due to capillary 

forces during the post-development drying stage. Structures at the edges of the 

pattern receive less proximity flux form neighboring regions and hence are in a 

different quality regime, even though the nominal dose is the same for each line. 

Furthermore, in Figure 3.8(b), critical dimension (CD) measurements for 70 nm 

pitch gratings developed for 5 seconds in MIBK:IPA 1:3 are compared to CD 

measurement for an isolated (single-) line and three 70 nm pitch (triple-) lines for  
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(a) 

     

(b) 

 

Figure 3.8 (a) Cross-section SEM image of 70 nm pitch gratings showing collapse in the 

centre [218]. Notice the symmetry of collapse. (b) CD measurements of 70 nm pitch 

gratings (diamonds) compared to isolated or single lines (circles) and three 70 nm pitch 

(triple-) lines (triangles). The samples have been developed in MIBK:IPA 1:3 for (a) 20 

sec, and (b) 5 sec [218]. 

                     

increasing exposure dose. For an identical dose, denser features will exhibit a 

larger CD than isolated or sparse features. This signifies the importance of 

acquiring measurements from the centre of the array. It is important to mention 

that all of the SEM images in Figure 3.5 have been taken from the centre of the 

grating array. This is to ensure accounting for the additional exposure 

contribution of proximity effect. In the upcoming sections, images for CD 

measurement are also taken from as close to the centre of the array as possible. 

Taking SEM images from the corner or edge of an array is strictly avoided unless 

for demonstration purposes.  
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3.2.2 Voltage 

The role of exposure voltage in nanofabrication processes is significant. 

As detailed in Table 1 (Chapter 2), the exposure voltage impacts a large number 

of process metrics. The first impact studied here is sensitivity. Figure 3.9 presents 

contrast curves at 10 keV and 30 keV for PMMA and ZEP resists. The PMMA 

clearance dose at 30 keV (204 µC/cm2) is a factor of 2.8 higher than at 10 keV (72 

µC/cm2). In other words, a 183% higher dose is required to clear PMMA at 30 

keV as compared to at 10 keV. Similarly for ZEP, the clearance dose at 30 keV (66 

µC/cm2) is a factor of 2.9 lower than at 10 keV (23 µC/cm2). This translates to a 

187% higher dose requirement. These results are consistent with the 

understanding that the clearance dose increases roughly in proportion with 

increasing voltage and the trends observed are in agreement with literature 

[68,70,91]. Similarly, the sensitivity of PMMA is approximately 3.1 times lower 

than that of ZEP, which is also expected. Yet another observation from Figure 3.9 

is that the contrast (γ) shows negligible change with voltage. This result is also 

expected as contrast is primarily influenced by the resist and development 

conditions (see Table 1). 

The nearly proportional increase of exposure dose with voltage can also 

be observed using process windows. Figure 3.10 presents process windows for 

both PMMA and ZEP at 3 keV, 10 keV, and 30 keV [190] obtained by 

characterizing design (B) (see Figure 3.2). In both resists, the lower (clearance) 
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Figure 3.9 Contrast curves for (a) PMMA, and (b) ZEP exposed at 10 keV (diamonds) and 

30 keV (circles) measured by optical profilometry. The PMMA sample was 276 nm thick 

and developed in MIBK:IPA 1:3 for 20 sec. The ZEP sample was 331 nm thick and 

developed in ZED-N50 for 20 sec. Both samples were rinsed in IPA for 20 sec [218]. 

                     

and upper (collapse) boundaries of the process windows increase proportionally 

with voltage. As compared to the lower process window boundary (2.4x - 2.5x), 

the upper boundary exhibits a slightly larger (3.1x - 3.5x) proportional increase. 

This difference causes the process window to rapidly expand with increasing 

voltage. As the limiting factor at the upper process window boundary is pattern 

collapse, the process window increase is due to the 'delayed' collapse at higher 

voltages (explained ahead in this section). From Figure 3.10 we estimate that the 

process window of PMMA is 2.5x - 6.7x larger than that of ZEP. This implies that 
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Figure 3.10 Process windows for 70 nm pitch gratings at 3, 10, 30 keV voltages for 

PMMA (bars) and ZEP (stripes). The PMMA samples were developed in MIBK:IPA 1:3 for 

5 sec followed by a 20 sec rinse in IPA. The ZEP samples were developed in ZED-N50 for 

30 sec followed by a 20 sec rinse in MIBK. All development and rinse processes were 

conducted at room temperature. Reprinted with permission from the Crown and 

reference [190]. Copyright Act (Canada), S. 12 and © 2011 American Vacuum Society. 

                     

the process for ZEP is less robust than that of PMMA. In addition to process 

robustness, a large process window enables more control over certain properties 

of the nanostructure, such as the aspect ratio (AR) [12,214]. By varying the dose 

within an applicable process window, the critical dimension (CD), and therefore 

the AR can be varied. This technique has shown that the AR may change by a 

factor of two within a process window [12,214]. 

The process windows in Figure 3.10 can also be used to estimate the 

sensitivity ratio. Comparing the clearance doses (lower process window 

boundary), a 3.7-4.1 times higher sensitivity is obtained for ZEP as compared to 

PMMA. Qualitatively, this sensitivity difference is in accordance with literature 

[70,139]. However, the scale of the sensitivity difference is higher than what has 
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been observed using contrast curves in Figure 3.9. This can be explained by the 

differences in development time and the different rinse fluid used for ZEP. In the 

process window experiments, the rinse fluid was MIBK, as per the manufacturer 

specified standard procedure and the procedures in use by the scientific 

community at the time. Later, it was observed that MIBK actually develops ZEP, 

due to which IPA was used for any subsequent experiments. The impact of MIBK 

versus IPA rinse for ZEP has also recently been reported [168]. This shows that 

the sensitivity difference is also dependent on the development and rinse 

conditions (see next section 3.2.3). 

The selection of exposure voltage heavily impacts the resist sidewall 

profile due to electron scattering and the resulting beam broadening [69,100]. 

Simulated sidewall profiles of 70 nm pitch gratings in PMMA resist at 3, 10, and 

30 keV are presented in Figure 3.11. At low voltages, the strong forward 

scattering of electrons cause the gratings to have pronounced undercuts, such as 

in Figure 3.11(a). Such structures are more susceptible to pattern collapse, which 

leads to a narrower process window. However, the strongly undercut sidewall 

profiles created at low voltages may also be employed for creating 3D nanoscale 

profiles in the resist [92] and for efficient lift-off pattern transfer using a single 

resist layer [226]. At higher voltages, the sidewall profiles are almost vertical (see 

Figure 3.11(c)) due to decreased beam broadening, resulting in stable well-

defined gratings over a large process window. In addition to decreased beam 

broadening, the decreased beam diameter [94] and increased penetration depth 
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Figure 3.11 Simulated 70 nm pitch grating cross-sections generated at (a) 3 keV, (b) 10 

keV, and (c) 30 keV. The resist and cleared areas are represented by red and blue, 

respectively [218]. Compare cross-section profiles to experimentally generated profiles 

in Figure 2.6.  

                     

[91,92] at higher voltages (see section 2.1.2 Exposure) are exploited to obtain a 

higher resolution and AR. However, at higher voltages, the increased electron 

penetration and lateral spread due to backscattering gives rise to significant 

proximity effect. Furthermore, the lower sensitivity at higher voltages, 

compounds this problem. The decreased sensitivity itself is also an unwanted 

effect as it reduces throughput resulting in increased nanofabrication costs. 

3.2.3 Developer 

In EBL processing, the developer is one of the most critical components. 

According to Table 1 (Chapter 2), the developer impacts the largest number of 

EBL process metrics. In this chapter, the role of developer is studied through EBL 

trends, and in further molecular-level detail in Chapter 4. Figure 3.12 presents 

contrast curves for PMMA and ZEP resists using two developers each. Comparing 

the sensitivity of PMMA developers, we observe that clearance using MIBK:IPA 
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Figure 3.12 Contrast curves for (a) PMMA, and (b) ZEP exposed at 10 keV and developed 

for 5 sec in various developers and rinsed in IPA for 20 sec. The developers used for 

PMMA are MIBK:IPA 1:3 (filled diamonds) and IPA:water 7:3 (open diamonds). The 

developers used for ZEP are ZED-N50 (filled circles) and MIBK:IPA 1:3 (open circles). The 

samples were between 253-303 nm thick [218]. 

                     

1:3 occurs at 128 µC/cm2 whereas clearance using IPA:water 7:3 occurs at 96 

µC/cm2. This represents a 1.33 times (or 25%) improvement in sensitivity when 

using IPA:water 7:3 developer. These results are consistent with Yasin et al. [178] 

at 27% improvement; however, lower than the 40% improvement quoted by 

Olzierski and Raptis [127]. From Figure 3.12, the contrast values in both 

developers are very similar at 10 and 10.1 for MIBK:IPA 1:3 and IPA:water 7:3, 

respectively. Whereas Yasin et al. [178] have claimed a 19% higher contrast for 

IPA:water (6.4 vs. 5.4), Rooks et al. [128] have claimed a 12% lower contrast for 
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IPA:water (3.7 vs. 4.2), as compared to MIBK:IPA 1:3.  Ozierski and Raptis [127] 

have also claimed that IPA:water 7:3 provides better contrast characteristics; 

however, they have not provided contrast values. 

Comparing the sensitivity of ZEP developers in Figure 3.12, we observed 

that clearance using ZED-N50 occurs at 36 µC/cm2 whereas clearance using 

MIBK:IPA 1:3 occurs at 108 µC/cm2. This represents a 3 times (or 200%) decrease 

in sensitivity when using MIBK:IPA 1:3 developer. Despite the considerable 

sensitivity reduction, MIBK:IPA 1:3 exhibits a 14% improvement in contrast. The 

ZEP contrast values measured are 14.3 and 16.3 for ZED-N50 and MIBK:IPA 1:3 

developers, respectively, and are clearly higher than the contrast values 

measured for PMMA. In addition, contrast curves for ZEP developed in IPA:water 

7:3 were also generated (see Figure 3.27); however, they are not presented here 

as clearance was not achieved (20% thickness remaining) and the sensitivity is 

very low for the scale adopted in Figure 3.12. Moreover, using IPA:water 7:3, 

resist tone-inversion is observed at approx. 600 µC/cm2. The IPA:water 7:3 

contrast curves for ZEP will be presented and discussed further in section 3.3, 

while discussing the negative-tone behavior of ZEP. 

The process windows for both PMMA and ZEP exposed at 10 keV and 

developed in ZED-N50, MIBK:IPA 1:3, and IPA:water 7:3 are presented in Figure 

3.13. The usage of MIBK:IPA 1:3 and IPA:water 7:3 to develop ZEP, and the usage 

of ZED-N50 to develop PMMA, has not been reported in literature previously. All 
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Figure 3.13 Process windows for PMMA (bars) and ZEP (stripes) 70 nm pitch gratings 

exposed at 10 keV and developed in various developers. All samples were developed for 

5 sec at room temperature, except for PMMA in ZED-N50 (2 sec). No IPA rinse (20 sec) is 

required after development in IPA:water 7:3. Reprinted with permission from the Crown 

and reference [190]. Copyright Act (Canada), S. 12 and © 2011 American Vacuum 

Society. 

                     

of the process windows presented in this figure have been obtained for 5 sec 

room temperature development, except for PMMA in ZED-N50. ZED-N50 is a 

very strong developer for PMMA and no process window remains at 5 sec 

development, therefore this development was conducted for 2 sec only. From 

the process windows in Figure 3.13, a number of observations can be made 

regarding sensitivity and window sizes. Comparing the various developers 

employed here for PMMA, we observe that the standard MIBK:IPA 1:3 is the 

least sensitive developer. ZED-N50 is marginally (2.24%) more sensitive, whereas 

IPA:water 7:3 is significantly (22%) more sensitive than MIBK:IPA 1:3. The PMMA 

process window sizes for MIBK:IPA 1:3 and IPA:water 7:3 are roughly the same, 

whereas the process window size for ZED-N50 is 4.1-4.7 times smaller than 
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either of the other two developers. The sensitivity observations regarding 

MIBK:IPA 1:3 and IPA:water 7:3 are in agreement with our previous contrast 

curve observations in Figure 3.12 and the observations by Yasin et al. [178]. 

Comparing the various developers employed here for ZEP, we observe 

that the standard ZED-N50 is the most sensitive developer. MIBK:IPA 1:3 is 

significantly (336% or 4.36 times) less sensitive than ZED-N50, whereas IPA:water 

7:3 is the least sensitive among the group. The sensitivity of ZEP in IPA:water 7:3 

is 763% (or 8.63 times) less than ZED-N50. Though ZED-N50's sensitivity is the 

highest, its corresponding process window is the smallest. The process windows 

of ZEP in MIBK:IPA 1:3, and in IPA:water 7:3, are roughly two and 14.2 times as 

large as ZED-N50, respectively. 

Amongst the developers studied, an inverse dependence can be observed 

between sensitivity and process window for ZEP but not for PMMA. This strong 

dependence of ZEP's performance on developer formulation is unexpected and 

suggests a unique interaction between the resist and developer. Previously, it 

has been hypothesized that the higher sensitivity of ZEP may be due to the 

enhancement of main chain scission as a result of electron impact on side-groups 

[190,227]. This purely exposure-step-based explanation is challenged by the 

observation that the sensitivity significantly varies with developer formulation. 

The unique chemical composition of ZEP, which includes a chlorine and phenyl 

side-group (see Figure 2.1), may engage in complex physico-chemical 
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interactions with the developers. Our results presented in Figure 3.13 strongly 

support the idea that the dissolution process plays an important role in ZEP's 

performance and molecular-level studies may be required for in-depth 

understanding of the resist-developer interaction mechanisms. 

Our PMMA and ZEP dense grating fabrication results for the three 

developers studied above are presented in Figure 3.14. In the case of PMMA, the 

resolution varies significantly over a CD of 23-34 nm, whereas in the case of ZEP, 

the resolution remains roughly unchanged between 19-20 nm. The higher 

resolution observed in ZEP is consistent with the higher contrast measured in 

Figure 3.12(b). In both PMMA and ZEP, IPA:water 7:3 developer enables the 

highest resolution and least line edge roughness (LER). In general, the LER is 

better for weaker developers in ZEP; however, this observation does not apply to 

PMMA. In ZEP, the surface roughness has also been observed to be 2-3 times 

lower in the weaker developers. For example, the ZEP surface roughness has 

been measured at 3.1 nm in IPA:water 7:3 vs. 8.1 nm in ZED-N50 at room 

temperature conditions [180]. Such a correlation between LER and surface 

roughness has also been indicated previously [223]. In addition to the intuitive 

expectation that a stronger developer will cause a greater roughness due to 

aggregate extraction of resist molecules, it can be observed that the larger 

molecule (ZED-N50) is responsible for greater roughness (see tables by Zhao et. 

al. [228]). A correlation between ZEP surface roughness and van der Waals (vdW) 

volume of various alkyl-acetate developers of increasing molecular weight has  
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Figure 3.14 SEM images of 70 nm pitch PMMA and ZEP gratings exposed at 10 keV and 

developed in ZED-N50, MIBK:IPA 1:3, and IPA:water 7:3. The exposure doses and 

minimum line width (LW) are noted. The resists are 55-63 nm thick and fabricated 

patterns are coated with a 6 nm Cr layer. A version of this figure has been published 

elsewhere [219]. Reprinted with permission from the Crown and [219]. Copyright Act 

(Canada), S. 12 and © 2011 American Vacuum Society. 

                     

been demonstrated by Yamaguchi and Namatsu [106], supporting such a 

molecule-size based interpretation. However, due to the tremendous complexity 

of the ZEP development process [180,190], an interpretation based on vdW 

volumes alone would not be sufficient to explain the difference in ZEP resolution 

and roughness with different developers. 

In the case of IPA:water 7:3 development of ZEP, clearance was not 

observed using contrast curve experiments (see also Figure 3.27). However, we 

observed clearance using process window (dense grating) experiments, which 

was confirmed by successful lift-off of an e-beam evaporated 12 nm thick 
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chromium layer (not shown). This discrepancy may be explained by a number of 

conditions particular to process window experiments (versus contrast curve 

experiments) such as different exposure step-size (2 nm line-step vs. 20 nm area-

step), pattern geometry (dense vs. sparse exposure), and proximity threshold 

(greater charge accumulation removes scum). 

3.2.4 Development time 

The next process parameter studied is the development time. Contrast 

curves for 5 sec and 20 sec development of PMMA in IPA:water 7:3 and ZEP in 

ZED-N50 developers are presented in Figure 3.15. In both resist-developer 

combinations, employing a larger development time increases the sensitivity and 

decreases the contrast. In PMMA, the sensitivity improves by 29.7% (from 94 

µC/cm2 to 66 µC/cm2) at the expense of a 32.7% decrease (from 10.1 to 6.8) in 

contrast. Similarly, in ZEP, increasing the development time from 5 sec to 20 sec 

improves the sensitivity by 25% (from 36 µC/cm2 to 27 µC/cm2) at the expense of 

a 10.8% decrease (from 15.7 to 14.0) in contrast. In addition, increasing the 

development time causes a mild thickness loss due to the un-exposed or partly 

exposed resist dissolving. This thickness loss is visible in Figure 3.15(a) and has 

also been observed by us in contrast curves for other resist-developer 

combinations (not shown). In general, conducting longer development, though 

better for sensitivity, causes resolution and AR loss due to lower contrast and 

resist thinning. 
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Figure 3.15 PMMA (a) and ZEP (b) contrast curves exposed at 10 keV and developed for 

5 sec (filled symbols) and 20 sec (open symbols) in (a) IPA:water 7:3, and in (b) ZED-N50. 

The samples were between 253-294 nm thick [218]. 

                     

Being a kinetic process, the dissolution of exposed positive-tone 

polymeric resists for longer times causes an increase in the gap-width [85]. For 

this reason, minimizing the development time is generally desired in both PMMA 

and ZEP to obtain as high a resolution as possible. Furthermore, depending on 

other factors such as pattern density, exposure voltage, dose, and developer 

strength, long development can cause resist pattern collapse. In Figure 3.16, 

cross-section SEM morphologies are presented for 70 nm pitch PMMA gratings 

exposed at 10 keV and developed for 5 sec and 20 sec in MIBK:IPA 1:3. As it has 

been discussed previously in section 2.1.3, the exposure dose and development 
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Figure 3.16 Cross-section SEM morphologies for 70 nm pitch PMMA gratings exposed at 

10 keV for increasing exposure dose and development time. The width of each panel is 

200 nm [218]. 

 

time show complementary behavior. In addition to showing the effect of 

increasing the exposure dose, the effect of increasing the development time is 

also shown in Figure 3.16. From Figure 3.16, it can be seen that the grating gap- 

 

Figure 3.17 SEM morphologies of micellized (a) 30 nm, and (b) 40 nm pitch PMMA 

gratings developed for 40 sec in MIBK:IPA 1:3 at room temperature. The other exposure 

and development conditions are the same as in Figure 3.5(m) and 3.5(n). Reprinted with 

permission from [213]. Copyright © 2007 American Vacuum Society.                      
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widths increase due to increasing both the exposure dose and development 

time. At high exposure doses, pattern collapse occurs; however this resist 

degradation behavior is worsened further due to increasing the development 

time. For example, at longer development times, pattern collapse occurs at a 

lower exposure dose (shown ahead in this section), reducing the fidelity of the 

process. 

Furthermore, as described in section 3.2.1, micellization occurs in denser 

gratings allegedly due to phase separation between the insoluble resist fraction 

and the EBL developer. This polymer phase separation increases with increasing 

development time [221,222]. Figure 3.17 presents micellized 30 nm and 40 nm 

pitch PMMA grating morphologies developed in MIBK:IPA 1:3 for 40 sec at room 

temperature. The exposure conditions employed to generate Figure 3.17(a) and 

3.17(b) are identical to those in Figure 3.5(m) and 3.5(n), respectively; however, 

the latter have been developed for 5 sec only. Comparing the micrographs from 

5 sec and 40 sec development, the increased micellization behavior can clearly 

be observed when the development time increases. 

Because of the described reasons, increasing the development time has a 

detrimental effect on the process window. Figure 3.18 presents process windows 

for 70 nm pitch gratings in ZEP resist exposed at 10 keV and developed at room 

temperature in ZED-N50 and in MIBK:IPA 1:3. Increasing the development time 

reduces the magnitude of the process window and also lowers both the upper 
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Figure 3.18 Process windows for 70 nm pitch ZEP gratings exposed at 10 keV and 

developed in ZED-N50 (bars) and in MIBK:IPA 1:3 (stripes). Both development and 20 sec 

IPA rinse have been conducted at room temperature [218].  

                     

and lower window boundaries. By increasing the development time from 5 sec to 

20 sec, we observed that the process window shrinks by 39% and 47% in ZED-

N50 and MIBK:IPA 1:3, respectively. The lower and upper process window 

boundaries shrink 17% and 28%, respectively, using ZED-N50 and 10% and 21% 

using MIBK:IPA 1:3. In both cases, we observe that the upper boundary shrinks 

almost twice as fast as the lower boundary over the selected time interval. This 

indicates that the primary cause of process window shrinkage, with increasing 

development time, is the early onset of pattern collapse. At the upper process 

window boundary, the higher exposure dose applied leads to smaller average 

fragment sizes which have higher diffusivities. Increasing the development time 

simply increases the dissolution of the partly-exposed gel layer resulting in rapid 

pattern degradation. 
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In Figure 3.18, it can be seen that the less sensitive developer, MIBK:IPA 

1:3, has a consistently larger process window over the development times 

studied. In this way, the influence of the developer over the process window vs. 

time trend is also explored. The effect of other process parameters, on the 

process window vs. time plots, have also been explored such as voltage (not 

shown, see author refs. [12,100,214]) and developer temperature (see Figure 

3.19 and author refs. [12,100,214,215]). In Figure 3.19, process windows for 70 

nm pitch gratings in PMMA resist exposed at 10 keV, and developed at room 

temperature and -15 °C in MIBK:IPA 1:3 are presented. In both cases, the 20 sec 

IPA rinse is also conducted at the same temperature.  

From Figure 3.19, a number of observations can be made. By decreasing 

the development temperature, the process window dramatically increases by 

4.5-5.0 times (explored further in section 3.2.5). In addition, the magnitude of 

process window shrinkage drops significantly. We observe that by increasing the 

development time from 5 sec to 20 sec, the process window shrinkage is 23% at 

room temperature. In comparison, the shrinkage is only 10% at -15 °C 

development temperature. The upper boundary shrinkage (12%) at -15 °C is also 

nearly half the shrinkage (25%) observed at room temperature. At colder 

development temperatures, the development rate is reduced and therefore the 

effect of development time is suppressed. This is due to the fact that the colder 

developer has the effect of "freezing-out" [132] the resist fragments in the gel 

layer, reducing the diffusivity.  
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Figure 3.19 Process windows for 70 nm pitch gratings in PMMA resist developed in 

MIBK:IPA 1:3 at room temperature (bars) and at -15 °C (stripes) at various times. The 

exposure voltage is 10 keV and the development and rinse (20 sec IPA) both have been 

conducted at the same temperature [218].   

                     

The observation that the effect of development time is suppressed due to 

using lower development temperatures can also be seen in contrast curves. A 

unique example is shown in Figure 3.20 where no sensitivity decrease occurs 

when development time of PMMA changes from 5 sec to 20 sec using -15 °C 

IPA:water 7:3 developer. In comparison, the sensitivity changes by over 29.2% 

when room temperature development is employed. In addition, no significant 

thickness reduction occurs when cold development is used, indicating that 

improved AR can be obtained.  
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Figure 3.20 PMMA contrast curves exposed at 10 keV and developed for 5 sec (filled 

symbols) and 20 sec (open symbols) in IPA:water 7:3 at room temperature (diamonds) 

and -15 °C (circles). The resist thickness was 290-295 nm [218].   

                     

thickness reduction occurs when cold development is used, indicating that 

improved AR can be obtained.  

3.2.5 Development temperature 

The effect of lowering the development temperature on both PMMA and 

ZEP resists is illustrated by Figure 3.21. In both cases the contrast improves at the 

cost of decreased sensitivity. In PMMA, reducing the developer temperature 

from 22°C to -15 °C increases the contrast by 17% whereas the sensitivity 

decreases by 159% (or 2.6 times) from 117 µC/cm2 to 302 µC/cm2. Similarly, in 

ZEP over the same temperature range, the contrast increases by 13% at the cost 

of a 136% (or 2.4 times) sensitivity decrease from 35.1 µC/cm2 to 82.7 µC/cm2. In 

addition to improvement in contrast, there is less resist thickness loss observed 

when employing cold development (see Figure 3.21(a)). In addition, we have  
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Figure 3.21 PMMA (a) and ZEP (b) contrast curves exposed at 10 keV and developed for 

5 sec at 22 °C (diamonds) and at -15 °C (circles). The developers were (a) MIBK:IPA 1:3, 

(b) ZED-N50. The samples were 253-305 nm thick [218]. 

                     

observed that when comparing MIBK:IPA 1:3 to IPA:Water 7:3 developers for 

PMMA at -15 °C, the clearance doses are nearly the same (not shown). 

Therefore, it may be noted that for very short development times and cold 

development temperatures, the effect of developer is suppressed. This is in 

addition to the already observed suppression of the effect of the development 

time by using cold development. 

From a dense grating nanolithography perspective, the increase in 

contrast is manifested as improvements in resolution. Figure 3.22 presents top- 
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Figure 3.22 SEM images of 70 nm pitch ZEP gratings exposed at 10 keV and developed 

for 5 sec using various developers and development temperatures. The exposure doses 

and minimum line width (LW) are also noted. The resists were 55-63 nm thick and the 

gratings were coated with 6 nm Cr. A version of this figure has been published in [180]. 

Reprinted with permission from the Crown and [180]. Copyright Act (Canada), S. 12 and 

© 2012 The Japan Society of Applied Physics.   

                     

view SEM micrographs of 70 nm pitch ZEP gratings exposed  at 10 keV and 

developed for 5 sec at both 22°C and -15 °C in ZED-N50, MIBK:IPA 1:3, and 

IPA:water 7:3 developers. The improvements in resolution with decreasing 

temperature are observed irrespective of the developer employed. The greatest 

resolution improvement (16%) has been observed in ZED-N50 developer where 

the line width (LW) is reduced from 19.5 nm (at 22°C) to 16.4 nm (-15 °C). This 

resolution improvement has been obtained at the cost of a 2.1 times lower 

sensitivity; however, the exposure dose required to achieve such high resolution 

gratings is still much less than any other condition in Figure 3.22. The resolution 
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improvement is negligible in the case of MIBK:IPA 1:3 developer, and in the case 

of IPA:water 7:3 developer, clearance could not be obtained using -15 °C 

development (see also Figure 3.27). In order to obtain clearance with IPA:water 

7:3 at cold developer temperatures, a significantly longer development time is 

required. For example, employing 120 sec development time for 10 °C IPA:water 

7:3, clearance was obtained at 600 pC/cm, enabling 15 nm features in 60 nm 

thick ZEP (not shown). In addition to improving the resolution, the LER is visibly 

improved when using cold development. 

 Employing cold development also improves the pattern density. Using      

-15 °C development for 5 sec, 40 nm pitch ZEP gratings were fabricated in 60 nm 

thick ZEP resist. Figure 3.23 shows 40 nm pitch gratings with a critical dimension 

(CD) of 13.4 nm, representing an aspect ratio (AR) of 4.5. This is the best CD 

obtained in the polymeric resist work pursued here and it matches the previously 

reported value of 13 nm outermost zone plate fabrication using ZEP 7000 [33]. In 

fact, the experiments in ref. [33] employed a higher voltage (25 keV), colder 

development (-50 °C), and nitride membrane substrate, all of which act to 

significantly help to improve the resolution. In addition, the AR reported here 

also matches the best AR reported to date for up to 20 keV exposures [21]. 

The effect of cold development has been studied over various 

development temperatures and development times. We have consistently 

observed that decreasing the development temperatures and times yield the  
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Figure 3.23 SEM image of 40 nm pitch ZEP gratings. The CD is 13.4 nm. The pattern was 

exposed at 10 keV, 180 pC/cm and developed for 5 sec at -15 °C in ZED-N50. Reprinted 

with permission from the Crown and [180]. Copyright Act (Canada), S. 12 and © 2012 

The Japan Society of Applied Physics.  

                     

largest process windows at the cost of increasing clearance dose. The increased 

process window is due to the suppression of resist degradation mentioned 

earlier. The increase in sensitivity is due to the fact that in order to promote 

development at lower temperatures, mobile (and therefore smaller) fragments 

are required, and producing smaller average fragments requires higher exposure 

doses.  

Figure 3.24 presents 70 nm pitch PMMA grating process windows as a 

function of temperature for 22 °C, -5 °C, -10 °C, and -15 °C at 5 sec and 20 sec 

development times. The windows here are shown as the regions between the 

pairs of similar symbols. The temperature dependence of the process window 

can be described by a simple kinetic model of resist dissolution accounting for 

the dose dependence of resist fragmentation. In refs. [100,214], it was shown 

that the diffusivity D  of small PMMA fragments can be described as, 
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Figure 3.24 Comparison of experimental and theoretical temperature dependence of 

process window for 70 nm pitch PMMA gratings exposed at 10 keV. The upper and 

lower boundaries are shown by dashed and solid lines respectively. The development 

times used are 5 sec (stars) and 20 sec (diamonds). Reproduced with permission from 

[214]. Copyright © 2010 American Vacuum Society.   
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where d  is the exposure dose,   is a fragment size dependent exponent, and c  

is a constant of proportionality. Employing equation (9), colleague Taras Fito 

derived a function describing the lower ( mind ) and upper ( maxd ) process window 

boundary doses, by assuming an equivalent D  value independent of location, 

for a given development time [214]. 



















ref

aref

TTk

E
dd

11
expmaxmin,maxmin,


  (10) 

In equation (10), the ‘ ref ’ subscript indicates the reference (seed) value used for 

generating a process window. Figure 3.24 compares our experimental process 
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windows with theoretical curves that we generated by equation (10), for two 

development times, showing a close fit. In Figure 3.24, the seed values were the 

data for the -15 °C condition. The above approach (and data) has been employed 

for parameterizing the EBL simulator. In addition, most of the contrast curves 

presented in this chapter were also used for parameterizing the EBL simulator 

[189].  

3.2.6 Other factors 

Process windows are influenced by a wide variety of process parameters 

and techniques. In this section, the influence of advanced process techniques, 

such as supercritical (SC) drying and ultrasonic development, on process 

windows is evaluated. SC drying is a well-known post-processing step designed 

to prevent pattern collapse in dense high aspect ratio nanostructures. In section 

2.1.4, the mechanism and application of SC drying has been discussed. Figure 

3.25 compares the differences in 70 nm pitch ZEP grating process windows as a 

result of regular and SC drying. It has been established that pattern collapse 

occurs beyond the upper boundary of the process window. The reader may 

observe that the region between dose factors 2.5-3.0 are not affected by pattern 

collapse in the SC dried sample (Figure 3.25(c & d)) as compared to the regular 

dried sample (Figure 3.25(a & b)). In quantitative terms, using SC drying, a nearly 

three times larger process window of 24 pC/cm (64-88 pC/cm) is observed as 

compared to a process window of 9 pC/cm (64-73 pC/cm) using regular drying. 
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  (c) 

 
  (b) 

 
 

  (d) 

 
 

Figure 3.25 SEM images of patterned design (B) in ZEP exposed at 10 keV and developed 

for 30 sec in ZED-N50 and rinsed for 20 sec in MIBK. The images compare process 

windows as a result of (a & b) regular drying, and (c & d) supercritical drying. The width 

of the field is 90 µm in panels (a & c) and the distance between any two vertical line 

markers is 3 µm in panels (b & d) [218]. 

                     

  By employing supercritical drying, the upper boundary of the process window is 

raised, yielding a wider process window, although the same morphological 

regimes exist. This implies that pattern collapse is only deferred due to SC drying 

and not totally eliminated. In addition, no differences in grating quality 

(resolution, LER) are observed as a result of SC drying. Furthermore, the 

application of SC drying enables fabrication of denser 60 nm pitch gratings under 

the same exposure and development conditions (not shown) whereas this is not 

possible as a result of regular drying. 
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It is important to note that, under manufacturer specified conditions (see 

Table 3), SC drying does not work with PMMA . This is due to incompatibility of 

the transfer fluid. In SC drying, IPA is used as the transfer fluid; however, IPA 

happens to be a slow (weak) developer for PMMA [129]. During the ramp stage 

in SC drying, the extended period dip in IPA at high temperatures and pressures 

causes severe over-development and removal of any exposed PMMA (not 

shown). However, as shown in Figure 3.25, ZEP can withstand an extended 

period dip in IPA and is therefore compatible with SC processing. 

Ultrasonic development is a well-known technique used to improve mass 

transport during the development stage. In section 2.1.3, the mechanism and 

application of ultrasonic development has been discussed. Figure 3.26 compares 

the differences in 70 nm pitch ZEP grating process windows as a result of regular 

and ultrasonic development. As ultrasonic development increases the 

development rate (see section 2.1.3), it was expected that the lower boundary 

(clearance) would shift down to lower doses, increasing the process window. 

However, observing the SEM images, it is not possible to discern any difference 

in process window size. Another observation from Figure 3.26 is the rapid 

cleaning-up of collapsed gratings. This indicates that the dissolution has indeed 

been promoted; however, perhaps not significantly enough to cause any 

difference in the process window. Further work is required to study the impact 

of sonically assisted development on process windows using greater power or  
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(a) 

 
 

(c) 

 
 

Figure 3.26 SEM images of patterned design (B) in ZEP exposed at 10 keV and developed 

for 30 sec in ZED-N50 and rinsed for 20 sec in MIBK. The images compare process 

windows as a result of (a) regular development, and (b) ultrasonic development. The 

width of the exposed field is 90 µm [218]. 

                     

frequency. There is also need for further work studying the impact of other 

process parameters not considered in this chapter. For example, it is expected 

that the process windows would be influenced by substrate, resist thickness, 

resist top-coats, etc.   

3.3 Negative-tone ZEP 

In some polymeric resists, both chain-scission (positive-tone) and cross-

linking (negative-tone) mechanisms may take place simultaneously. Depending 

on the exposure and development conditions, one of these mechanisms may be 

dominant or both may contribute equally. When cross-linking dominates, 

negative-tone behavior is observed. Such positive-to-negative 'tone inversion' 

has been observed in a number of positive-tone polymeric resists such as 

inPMMA [229,230] and in PMGI [231].  
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Figure 3.27 Contrast curves for ZEP exposed at 10 keV and developed for 20 sec in ZED-

N50 (diamonds), MIBK:IPA 1:3 (circles), and IPA:water 7:3 (triangles). Closed symbols 

indicate 22 °C development whereas open symbols indicate -15 °C development. The 

resist thickness was between 145-160 nm and the samples were scanned using atomic 

force microscopy.  

                     

While performing development in IPA:water 7:3, tone inversion was also 

noticed in ZEP. Figure 3.27 presents contrast curves for ZEP exposed at 10 keV 

and developed for 20 sec in IPA:water 7:3, in addition to contrast curves for two 

other developers explored previously. It was observed that clearance does not 

occur using IPA:water 7:3 and resist tone inversion begins at approximately 600 

µC/cm2, leaving 20% un-cleared resist thickness. Furthermore, the negative-tone 

ZEP thickness does not approach the original resist thickness at room 

temperature conditions. When performing IPA:water 7:3 development at -15 °C, 

the resist tone inversion onset dose is shifted to 800 µC/cm2 and over 50% un- 

cleared resist thickness remains. In addition, the negative-tone thickness 

approaches the original unexposed resist thickness to within 20%. The dose 

required for achieving this negative-tone condition at cold development 
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(a) 

 

(b) 

 
Figure 3.28 Atomic force micrographs of ZEP surface at 20-25 nm trench depth taken at 

conditions corresponding to (a) positive-tone, and (b) negative-tone regimes. Both 

samples were exposed at 10 keV and developed at -15 °C in IPA:water 7:3 for 20 sec 

[218]. 

                     

temperature is in excess of 2000 µC/cm2 (see Figure 3.27). However, this is still 

significantly lower than the negative-tone onset doses of 5800 µC/cm2 [229] and 

7891 µC/cm2 [230] reported for PMMA and >17800 µC/cm2 [231] reported for 

PMGI. Comparing the surface roughness of the positive- and negative-tone 

behavior (see Figure 3.28), we observe that the surface roughness of the 

negative-tone ZEP (0.9 nm) is nearly 3 times less than the surface roughness of 

the positive-tone behavior (2.6 nm) at equivalent depths.  

 The positive-to-negative tone inversion of ZEP was also recently observed 

by Oyama et al. [62]. They hypothesized that the ZEP tone inversion is due to 

abstraction of chlorine decreasing the cross-linking threshold. Generally, the 

tone inversion mechanism of polymeric resists has been a subject of debate 

within the community with focus on two alternative mechanisms namely cross- 
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Figure 3.29 SEM images of 60 nm pitch ZEP gratings exposed at 10 keV and developed 

for 20 sec in IPA:water 7:3 at 22 °C. The SEM images are taken at the ‘start’, ‘middle’, 

and ‘end’ of the process window for both positive-tone and negative-tone behavior. The 

exposure doses and CD for each combination are noted. A version of this figure has 

been published in [180]. Reprinted with permission from the Crown and [180]. Copyright 

Act (Canada), S. 12 and © 2012 The Japan Society of Applied Physics.   

                     

linking, and carbonization. However, the recent results by Oyama et al. [62,88], 

suggest that the tone inversion witnessed in ZEP is indeed due to cross-linking 

behavior.   

Further to observing the ZEP tone inversion, the fabrication of negative-

tone dense gratings was also investigated. Figure 3.29 presents a representative 

set of 60 nm pitch positive- and negative-tone gratings exposed at 10 keV and 

developed for 20 sec in IPA:water 7:3 at room temperature. The critical 

dimension (CD) variation can be observed as the dose is increased from the start 

to the end of the process window. In the positive-tone behavior, the CD 
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increases from 21.1 to 26.3 nm in a process window of 900-1500 pC/cm, 

whereas in the negative-tone behavior, the CD increases from 29.3-36.8 nm in a 

process window of 5775-17325 pC/cm. The negative-tone process window is 

significantly larger (dmax/dmin = 3.0) as compared to the positive-tone process 

window (dmax/dmin = 1.67). A common observation to both positive- and 

negative-tone behaviors is that the various grating metrics such as LER and CD 

uniformity (CDU) improve in the middle of the process window. Furthermore, 

the difference between positive- and negative-tone doses for ZEP (~6×) [180] is 

significantly less as compared to PMMA (>40×) [229,230] and comparable to 

PMGI (3-14×) [231]. The impact of the ‘closeness’ of exposure doses of both 

tones in ZEP is that both behaviors may be witnessed simultaneously, and this 

‘closeness’ may be employed to perform density multiplication [54] of periodic 

patterns in ZEP at more favorable experimental conditions.    

Figure 3.30 presents a detailed dependence of CD on exposure dose for 

50, 60, and 70 nm pitch positive- and negative-tone gratings exposed at 10 keV 

and developed for 20 sec in IPA:water 7:3 at room temperature. It was observed 

that the CD is lower for denser gratings at identical exposure doses. Moreover 

this CD dependence on geometry (grating pitch) is stronger for negative-tone 

patterns. As compared to 70 nm pitch gratings, the 60 nm pitch grating CD is (on 

average) 1 nm smaller for positive-tone behavior and 2–3 nm smaller for 

negative-tone behavior. Perhaps the larger accessible area in wider grating 
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Figure 3.30 Variation in CD with increasing exposure dose for 50 nm (diamonds), 60 nm 

(circles), and 70 nm (crosses) pitch ZEP gratings at both positive-tone and negative-tone 

behavior. The exposure was conducted at 10 keV and the development at 22 °C in 

IPA:water 7:3 for 20 sec. Reprinted with permission from the Crown and [180]. 

Copyright Act (Canada), S. 12 and © 2012 The Japan Society of Applied Physics.   

 

Figure 3.31 SEM image of 50 nm pitch negative-tone ZEP gratings. The CD is 23.1 nm. 

The pattern was exposed at 10 keV, 5250 pC/cm and developed for 20 sec at 22 °C in 

IPA:water 7:3. Reprinted with permission from the Crown and [180]. Copyright Act 

(Canada), S. 12 and © 2012 The Japan Society of Applied Physics.  

                     

periods allows for rapid diffusion, which may help explain the variation in CD. For 

the 50 nm pitch gratings, the positive-tone trend is not available at all, whereas a 

detailed negative-tone trend is available. As noticed in the contrast curves, the 

negative-tone gratings are expected to be 20% thinner, and hence have a less 
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challenging aspect ratio (AR). This explains the availability of negative-tone dense 

50 nm pitch gratings at room temperature conditions. The highest resolution 

negative-tone ZEP pattern has also been observed in 50 nm pitch gratings. In 

Figure 3.31, 23.1 nm lines were fabricated at an exposure dose of 5250 pC/cm 

using 20 sec development in IPA:water 7:3.  

3.4 Summary 

In this chapter, a comprehensive experimental study of the impact of a 

wide range of EBL processing parameters on various process metrics is presented 

for both PMMA and ZEP resists. Using process windows, contrast curves, and 

dense gratings, EBL processing strategies are investigated. Furthermore, through 

dense gratings fabrication, nanostructure morphologies, and high resolution 

processing limits of EBL in PMMA and ZEP are explored. 

This work represents the most comprehensive examination of the 

influence of process parameters on process windows. The use of process 

windows for comparing process metrics and extraction of simulation model 

parameters is also demonstrated. In addition, this is the first report and detailed 

study of negative-tone ZEP gratings. 
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CHAPTER 4 

SIMULATION OF PMMA FRAGMENT DISSOLUTION 

 

4.1 Introduction 

 The exposure of PMMA during electron beam lithography (EBL) produces 

small polymer fragments that dissolve at varying rates during the development 

process. The chain length of the fragments that are dissolved and the dissolution 

behavior of these fragments varies greatly depending on the nature of the 

selected developer. The selection of the developer, in turn, influences the 

selection of EBL exposure parameters, such as the exposure dose. Understanding 

such relationships requires a molecular scale examination of the development 

process, as established in section 2.1.3. Furthermore, such an understanding is 

essential for rationally optimizing the EBL process as wet development is the 

most limiting step in nanolithography. 

Previously, in sections 2.1.3 and 2.5.2, the Flory-Huggins (F-H) theory 

[114,115] was described as an appropriate molecular scale framework to 

investigate the miscibility of short-chain PMMA fragments in developers. In turn, 

molecular dynamics (MD) simulation allows for parameterizing the F-H equations  
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Figure 4.1. Visualization of a MD simulation box containing PMMA(10) chains in MIBK 

developer.  

 

(section 2.5.2), thereby enabling the computation of the F-H interaction 

parameter (  ) for the fragment-developer binary mixtures. In addition to 

helping predict the fragment-developer miscibility, calculating the F-H   

parameter also enables the parameterization of statistical-mechanical and 

kinetic theories of resist dissolution [122] required for the rigorous modeling [85] 

of the development process. Furthermore, MD simulations of the fragment-

developer interaction also enable the investigation of time-dependent properties 

such as fragment diffusivity, conformation, and aggregation. 

 In this chapter, the miscibility of short PMMA chains (n ≤ 10) with MIBK 

and IPA developers is investigated by conducting MD simulations in the Accelrys 

Materials Studio [203] environment. Although the resist-developer interface is 

not included in these simulations explicitly (see Figure 4.1), the simulation setup 

is chosen such that both solute-solute and solute-solvent interactions occurring 
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in the proximity of the resist-developer interface may be addressed [125]. The 

simulated data is used to calculate the F-H   parameters for each fragment-

developer pair. Furthermore, the differences in fragment gyration radii (Rg) and 

radial distribution functions (RDF) in MIBK and IPA are examined, and the 

fragment self-diffusion coefficients (self-diffusivities) are also evaluated. The 

behavior of PMMA fragments in both developers are compared in light of 

lithography observations.  

4.2 Molecular Dynamics simulations 

 The simulation strategy employed in this thesis is summarized in Figure 

4.2. The main simulations for miscibility and kinetic studies involve the binary 

mixtures PMMA(n):MIBK and PMMA(n):IPA for n = 1,2,3,4,6,8,10. However, prior 

to running simulations for the binary mixtures, simulations for each of the pure 

components MIBK, IPA, and PMMA(n) fragments of various size n, are performed. 

Where the physical properties of pure components are experimentally known 

(e.g., densities of MIBK and IPA), these known values are used to find the optimal 

simulation parameters and to compute the simulation system properties such as 

volume and potential energy. Where the physical properties are experimentally 

unknown (e.g., densities of PMMA(n)), these properties can be computed with 

confidence using the optimized MD simulation parameters obtained previously. 

The obtained quantities from the pure component simulations are further used 

as input data for simulating the mixtures PMMA(n):MIBK and PMMA(n):IPA.  
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Figure 4.2. Simulation strategy used in this thesis (see also Figure 2.22 and inspired by 

ref. [206]). The acronyms have all been defined in section 2.5.2, except NVE 

(microcanonical ensemble).  

 

Data from the pure component and mixture simulations are subsequently input 

into the F-H model [206] to compute the F-H   parameters. The technical 

details of the simulations are provided below and in the following sections. 

 All of the MD simulations and analysis, except for the calculation of the  

F-H interaction parameters, are conducted using the Accelrys Materials Studio 

[203] package. All simulation systems are constructed at ambient conditions  

(295 K and 1 atm) with periodic boundary conditions using the AMORPHOUS 

CELL module. The default force-field used by Materials Studio is COMPASS [232], 

which is suitable for our systems.  The AMORPHOUS CELL module is also used for 

the energy minimization (10,000 – 100,000 steps) using the conjugate gradient 
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[233] method. The DISCOVER module is used for all NPT (isothermal-isobaric), 

NVT (canonical), and NVE (microcanonical) ensemble dynamics runs.  

The system energies, fragment mean squared displacement (MSD), 

gyration radii (Rg), and radial distribution functions (RDF) are obtained using the 

FORCITE module. Where applicable, the Andersen [234] thermostat (collision 

ratio 1.0) was used for the temperature control and the Berendsen [235] 

barostat (decay factor 0.08-0.09 ps) was used for the pressure control. Group-

based summations were used for the non-bond (van der Waals and Coulomb) 

interactions and a cut-off of 12.5 Å (3 Å spline, 1 Å buffer, long range correction) 

was used [232]. The charge groups were assigned manually for the developers 

and automatically for the PMMA fragments (see Appendix A5). Constraint 

algorithms were not used. These simulation parameters were determined 

through extensive testing and verification, e.g., the Andersen thermostat and 

Berendsen barostat were found to be the most accurate in maintaining the 

temperature and pressure within desired limits (see Appendix A6). Moreover, 

the Andersen thermostat and Berendsen barostat have been employed by the 

COMPASS force-field paper [232] for calculating properties of non-crystalline 

systems. Similarly the simulation times for individual dynamics runs were 

carefully selected. Unless stated otherwise, the above parameters are kept 

constant in all simulations. 
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4.2.1 Developer simulations 

The experimental densities of developers MIBK and IPA are known to be 

0.801 g/cm3 & 0.785 g/cm3, respectively [236,237]. Two separate systems 

containing 500 molecules each of MIBK (9500 atoms) and IPA (6000 atoms) were 

constructed, energy minimized, and subjected to NPT dynamics for 1000 ps (1.0 

fs step size) using the parameters described above (section 4.2). Information on 

the setup and NPT dynamics results for the developer systems are summarized in 

Table 4 [125]. The simulated densities were found to be 0.805 g/cm3 and 0.803 

g/cm3, respectively, within 2.3 % of experimentally known values. Table 4 further 

shows that very good temperature control has been achieved around 295 K; 

however, the pressure has not settled close to 1.0 atm. Given the small size of 

the system and nature of intermolecular interactions, pressure may fluctuate 

significantly, yet providing accurate density values (see also examples in 

Appendix A6). The density equilibrated systems were further subjected to NVT 

dynamics for 1000 ps (1.0 fs step size) to determine the potential energies. The 

setup and NVT dynamics results are summarized in Table 5 [125]. 

4.2.2 PMMA fragment simulations 

The experimental properties of bulk PMMA are well-known; however, 

properties of short-chain PMMA fragments are unknown. Therefore, the first 

step is to obtain the unknown densities of PMMA fragments by NPT dynamics. 
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Table 4. MD simulation (NPT ensemble) conditions and results – Developer liquids. A 

version of this table has been published in [125]. Reprinted with permission from the 

Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 American Vacuum Society. 

 

 Molecules Atoms Box 
Side 

Sim. 
Density 

Known 
Density 

Pressure Temp. 

   (Å) (g/cm3) (g/cm3) (atm) (K) 

        

MIBK 500 9500 49.2 0.805 0.801 0.65 295.0 

IPA 500 6000 36.8 0.813 0.785 1.47 296.2 

 
Table 5. MD simulation (NVT ensemble) conditions and results – Developer liquids. A 

version of this table has been published in [125]. Reprinted with permission from the 

Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 American Vacuum Society. 

 

 Molecules Atoms Potential Energy Temp. 

   (kcal/mol) (K) 

     

MIBK 500 9500 -7600 ± 209 294.6 

IPA 500 6000 -14800 ± 109 294.9 

 
Table 6. MD simulation (NPT ensemble) conditions and results – PMMA fragments. A 

version of this table has been published in [125]. Reprinted with permission from the 

Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 American Vacuum Society. 

 

n PMMA 
Molecules 

Atoms Box 
Side 

Potential 
Energy 

Temp. Pressure Density 

   (Å) (kcal/mol) (K) (atm) (g/cm3) 

        

1 600 10200 48.1 25858 295.3 1.00 0.912 ± 0.004 

2 300 9600 45.9 29292 294.7 0.96 1.039 ± 0.003 

3 200 9400 45.5 31328 294.8 0.89 1.064 ± 0.003 

4 150 9300 45.5 32451 294.8 0.97 1.062 ± 0.003 

6 100 9200 45.6 33668 294.8 0.98 1.056 ± 0.004 

8 150 18340 57.6 68683 295.1 0.95 1.048 ± 0.003 

10 120 18240 57.4 69284 295.1 0.94 1.054 ± 0.002 
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Table 7. MD simulation (NVT ensemble) conditions and results – PMMA fragments. A 

version of this table has been published in [125]. Reprinted with permission from the 

Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 American Vacuum Society. 

 

n PMMA 
Molecules 

Residues Atoms Potential Energy Temp. 

    (kcal/mol) (K) 

      

1 600 600 10200 16900 ± 198 294.7 

2 300 600 9600 21000 ± 203 294.7 

3 200 600 9400 23300 ± 194 294.8 

4 150 600 9300 24500 ± 174 294.8 

6 100 600 9200 25800 ± 208 294.7 

8 150 1200 18340 52900 ± 290 295.0 

10 120 1200 18240 53500 ± 744 295.8 

 
 
 
In this work, only the isotactic conformations of PMMA fragments have been 

considered. Information on the simulation setup and results for all PMMA(n) 

systems are summarized in Table 6 [125]. In order to maintain uniformity in 

system size, we have attempted to keep the number of residues (monomers in 

system) constant; however, even more important was maintaining the minimum 

image convention. As a result, any particular unit cell’s length is at least the 

length of the PMMA(n) molecule at full stretch + (2 × cut-off radius) + 5 Å. 

Therefore each unit cell has 9000 – 10000 atoms for PMMA(1) - PMMA(6) and 

approximately 18000 atoms for larger chain sizes corresponding to unit cell sizes 

of 45.5 – 57.4 Å. The total NPT simulation duration was 1250 ps (1.0 fs steps) 

which comprised a 1000 ps equilibration run and a 250 ps production run. From 

Table 6, we observe that excellent temperature and pressure control has been 
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maintained near expected values. In addition, accurate density values have been 

obtained. The density shows a gradually increasing trend with increasing PMMA 

fragment size. This is consistent with the expectation that as the PMMA 

fragments become larger, the density of the PMMA(n) system would approach 

the PMMA bulk density of 1.19 g/cm3. 

Following NPT dynamics, the PMMA(n) systems were subjected to NVT 

dynamics for 1000 ps (at 1.0 fs step) to obtain the potential energies. The setup 

and NVT dynamics results are summarized in Table 7 [125]. From Table 7, we 

observe that very good temperature control has been maintained near 295 K. 

Furthermore, the simulated potential energies exhibit a gradually increasing 

trend with increasing PMMA fragment size. 

4.2.3 PMMA fragment and developer mixture simulations 

As described earlier in section 4.1, the MD simulations are setup such 

that the molecular mechanisms of dissolution in the proximity of the resist-

developer interface region can be studied at the conditions when polymer 

fragments interact both with the developer and other fragments. Therefore, the 

PMMA fragment and developer mixture systems are constructed such that the 

polymer fraction is approximately 16.7% by mass. Such a polymer solution may 

be considered as semi-dilute. Simulating a significantly higher or lower 

concentration of polymer fragments would not represent the targeted 

environment. Moreover, if the polymer solution is too dilute, the criterion for 
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uniform segmental density necessary for applicability of F-H theory will not be 

met, and alternative theories [238] would be required. The number of molecules 

in the PMMA(n):MIBK and PMMA(n):IPA binary mixtures is given ahead in Tables 

8-9 (section 4.3) [125]. In both mixtures the number of PMMA(n) residues are 

kept constant while simultaneously maintaining the minimum unit cell size as 

described previously in section 4.2.2. The unit cell sizes for the PMMA(n):MIBK 

and PMMA(n):IPA mixtures range from 52.2 to 52.8 Å and from 52.5 to 53.0 Å, 

corresponding to 13324 – 13440 and 13824 – 14040 atoms, respectively.  

After construction and energy minimization, the binary systems are 

subjected to NPT dynamics for 350 ps (at 0.5 fs step size for improved accuracy) 

including a 250 ps equilibration and a 100 ps production run. This is followed by 

NVT dynamics for 1000 ps (at 1.0 fs step size). The relevant information and 

results from the NPT and NVT binary mixture simulations are presented ahead in 

Tables 8-11 (section 4.3) [125]. The results from all binary mixture and pure 

component simulations are subsequently input into the F-H model (see Figure 

4.2) to calculate the F-H   parameters. 

In addition to the above simulations primarily targeted at obtaining the  

F-H   parameters, two further sets of simulations (see Figure 4.2) are 

conducted for each fragment-developer mixture. After the 350 ps NPT 

simulations, a further set of NPT (250 ps @ 0.5 fs step size) and NVE (100 ps @ 

1.0 fs step size) simulations are performed in order to investigate various 
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dynamic aspects of the fragment-developer mixing. As a result of these NPT, 

NVE, and the previous NVT simulations, the trajectory files containing sequential 

snapshots of fragment motions through the developer can be obtained and 

analyzed for studying the dynamic behavior of the PMMA fragments.  

4.2.3.1 Self-diffusivity analysis 

The self-diffusivity of a species in a mixture may be obtained using several 

routes – the two most popular ones being via computation of the (i) mean 

squared displacement (MSD), and the (ii) velocity autocorrelation function 

(VACF). In this work, the PMMA fragment self-diffusivities are obtained by 

calculating the MSD using the Materials Studio FORCITE module. Excluding the 

initial few snapshots where the fragments exhibit ballistic motion, the MSD vs. 

time plot would normally be linear. Calculating the slope of the linear region 

yields the fragment self-diffusivity D (hereinafter simply referred to as 

diffusivity), 
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where N is the number of atoms in the system, and ir


 is the position vector of 

the ith atom at a time snapshot (simulation frame) t. Calculating the self-

diffusivity of each fragment and plotting the self-diffusivity vs. the fragment size 

enables extraction of the exponent α which determines the fragment size 
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dependence of the self-diffusivity, 


fMD ~0  discussed previously in chapters 2 

and 3.    

4.2.3.2 Conformation and aggregation analysis 

When exposed to good solvents, polymers generally exhibit expanded 

conformations to maximize the number of molecular interactions with the 

solvent. Contrarily, in poor solvents, polymers adopt collapsed (folded) 

conformations and tend to aggregate in order to minimize the number of 

molecular interactions. The changes in polymer conformations may be 

characterized by calculating the radius of gyration (Rg). A polymer fragment with 

an expanded conformation is expected to have a large Rg, whereas a fragment 

with a folded conformation is expected to have a smaller Rg. In this research, the 

mass-weighted Rg [239] is calculated for PMMA fragments using the FORCITE 

module according to, 
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where im is the mass of the atoms and iR  is the distance of each atom from the 

centre-of-mass of the particular polymer fragment.  

The aggregation (or coming together) of PMMA fragments may be 

quantitatively assessed by computing the radial distribution functions (RDF) of 

the fragment centroids over different time intervals and comparing these RDFs 
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against the average density of the simulated system. The standard definition of 

RDF [240] is given by, 

RR

Rn
Rg




24

)(
)(


    (13) 

where )(Rn  is the average number of objects (atoms or centroids) at a 

distance RR  from the reference object, and  is the average density of the 

system. The FORCITE module also enables computation of the RDF for centroids; 

however, the user is required to define a set of centroids as input. Therefore, a 

Perl [241] script has been written for (a) identifying the fragments of interest in 

the binary mixture, (b) calculating the fragment centroids, and (c) collecting the 

centroids in a set. Appendix A7 provides the various scripts used in this thesis. 

4.3 Results and analysis 

 In this section, the results from the binary mixture simulations described 

above are presented and discussed. Relevant information on the simulation 

setup and results for all PMMA(n):MIBK and PMMA(n):IPA NPT simulations are 

summarized in Table 8 and Table 9, respectively. From both tables we observe 

that excellent temperature control has been maintained near the expected value 

of 295 K. The pressure control is also fairly good around 1 atm. In addition, 

accurate density values have been obtained for both sets of mixtures. The 
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Table 8. MD simulation (NPT ensemble) conditions and results – PMMA fragment and 

MIBK mixtures. A version of this table has been published in [125]. Reprinted with 

permission from the Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 

American Vacuum Society. 

 

n PMMA:MIBK 
Molecules 

Atoms Box 
Side 

Potential 
Energy 

Temp. Press-
ure 

Density 

   (Å) (kcal/mol) (K) (atm) (g/cm3) 

        

1 120:600 13440 52.8 -5753 295.1 0.70 0.819 ± 0.003 

2 60:600 13320 52.3 -5004 295.3 1.01 0.839 ± 0.004 

3 40:600 13280 52.2 -4630 295.1 0.73 0.845 ± 0.004 

4 30:600 13260 52.2 -4486 294.9 0.96 0.848 ± 0.003 

6 20:600 13240 52.3 -4320 294.7 1.01 0.853 ± 0.004 

8 15:600 13230 52.3 -4163 295.2 0.87 0.854 ± 0.003 

10 12:600 13224 52.5 -4089 295.2 0.94 0.854 ± 0.004 
 

 

Table 9. MD simulation (NPT ensemble) conditions and results – PMMA fragment and 

IPA mixtures. A version of this table has been published in [125]. Reprinted with 

permission from the Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 

American Vacuum Society. 

 

n PMMA:IPA 
Molecules 

Atoms Box 
Side 

Potential 
Energy 

Temp. Press-
ure 

Density 

   (Å) (kcal/mol) (K) (atm) (g/cm3) 

        

1 120:1000 14040 53.0 -26233 295.1 0.96 0.823 ± 0.003 

2 60:1000 13920 52.6 -25506 294.9 0.88 0.841 ± 0.003 

3 40:1000 13880 52.5 -25047 295.4 0.94 0.847 ± 0.004 

4 30:1000 13860 52.5 -24877 295.3 0.90 0.849 ± 0.003 

6 20:1000 13840 52.5 -24708 295.0 0.96 0.854 ± 0.003 

8 15:1000 13830 52.6 -24587 295.2 1.26 0.853 ± 0.004 

10 12:1000 13824 52.5 -24549 295.1 1.06 0.855 ± 0.009 
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Figure 4.3. Volume and density of mixture for PMMA fragments containing n monomers 

in MIBK (circles) and IPA (diamonds) developers obtained after isothermal-isobaric (NPT) 

ensemble simulation. Reprinted with permission from the Crown and [125]. Copyright 

Act (Canada), S. 12 and © 2012 American Vacuum Society.  

 

equilibrated volumes and densities for both PMMA(n):MIBK and PMMA(n):IPA 

mixtures after NPT dynamics have been plotted as a function of fragment size in 

Figure 4.3. We observe that as the PMMA fragments become larger, the volume 

and density rapidly change and subsequently tend to saturate. The gradual 

increase and saturation in mixture density with increasing PMMA fragment size 

is consistent with the single-component PMMA(n) NPT results in section 4.2.2. 

4.3.1 PMMA fragment and developer affinity 

 The relevant simulation setup and results for all PMMA(n):MIBK and 

PMMA(n):IPA NVT simulations are summarized in Table 10 and Table 11, 

respectively. Comparing the NVT mixture volumes to the equilibrated NPT 

mixture volumes shown in Figure 4.3, we observe that excellent volume control   
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Table 10. MD simulation (NVT ensemble) conditions and results – PMMA fragment and 

MIBK mixtures. A version of this table has been published in [125]. Reprinted with 

permission from the Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 

American Vacuum Society. 

 

n PMMA:MIBK Molecules Atoms Potential Energy Mixture Vol. 

   (kcal/mol) (Å3) 

     

1 120:600 13440 -5557 145998 

2 60:600 13320 -4807 142878 

3 40:600 13280 -4436 141778 

4 30:600 13260 -4320 140839 

6 20:600 13240 -4099 140591 

8 15:600 13230 -4050 139421 

10 12:600 13224 -3905 140150 
 

 

Table 11. MD simulation (NVT ensemble) conditions and results – PMMA fragment and 

IPA mixtures. A version of this table has been published in [125]. Reprinted with 

permission from the Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 

American Vacuum Society. 

 

n PMMA:MIBK Molecules Atoms Potential Energy Mixture Vol. 

   (kcal/mol) (Å3) 

     

1 120:1000 14040 -25993 146109 

2 60:1000 13920 -25307 142028 

3 40:1000 13880 -24907 141451 

4 30:1000 13860 -24725 140686 

6 20:1000 13840 -24522 140950 

8 15:1000 13830 -24360 141527 

10 12:1000 13824 -24323 140974 
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Figure 4.4. Energies of mixture for PMMA fragments containing n monomers in MIBK 

(circles) and IPA (diamonds) developers obtained after canonical (NVT) ensemble 

simulation. Reprinted with permission from the Crown and [125]. Copyright Act 

(Canada), S. 12 and © 2012 American Vacuum Society.  

 

has been maintained during the NVT simulations. As the F-H theory assumes no 

volume change upon mixing, obtaining strict volume control is a condition for 

being able to utilize the potential energies of the binary mixtures. The potential 

energies of the PMMA(n):MIBK and PMMA(n):IPA mixtures after NVT dynamics 

are presented in Figure 4.4. These potential energies are taken as an average of 

the entire production trajectory and are not separated into various components. 

In Figure 4.4, the large negative energies of both mixtures suggest an exothermic 

(spontaneous) mixing process, consistent with expectations. Furthermore, the 

trend of lower negative energies for smaller fragments in both developers is also 

consistent with the conventional expectation that smaller fragments more 

readily mix with developers. However, the differences in the energies of mixing 

of PMMA fragments with MIBK and IPA are not directly representative of the 

relative affinities because of the different masses and volumes of the developers  
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Figure 4.5. Flory-Huggins interaction parameters for PMMA fragments containing n 

monomers with MIBK (circles) and IPA (diamonds) developers. The critical interaction 

parameter, below which mixing is promoted, is also plotted. Reprinted with permission 

from the Crown and [125]. Copyright Act (Canada), S. 12 and © 2012 American Vacuum 

Society. 

 

involved. In order to account for these factors while comparing the fragment-

developer affinities, the F-H   parameters are computed. 

  The Flory-Huggins   parameters for the PMMA(n):MIBK and 

PMMA(n):IPA binary mixtures are presented in Figure 4.5 and compared with the 

critical interaction parameter c  (refer to eq. 6). With the exception of PMMA 

monomers (n = 1) and dimers (n = 2) in MIBK, all PMMA fragments exhibit a 

tendency to mix with both MIBK and IPA developers as their c  . The 

behavior of PMMA monomers and dimers can be interpreted as limited 

miscibility with MIBK developer. Limited miscibility with a developer may be 

interpreted as very small fragments tending to aggregate when exposed to the 

developer. This hypothesis is investigated ahead. According to Figure 4.5,   
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decreases with increasing fragment size and tends to saturate beyond fragment 

sizes n = 6. PMMA fragments with n > 3 exhibit somewhat stronger attractive 

interaction with MIBK as compared to IPA; however, this trend does not fully 

explain the experimentally observed strong differences in sensitivities of more 

than 2.5 times between the developers and their mixtures [129]. PMMA 

fragments with n ≤ 3 show relatively high   parameters contrary to the 

expectation for smaller fragments to show greater affinity with developers as 

previously mentioned in section 2.1.3. In order to explain why the   parameters 

are higher for smaller fragments, we hypothesize that larger fragments can 

adopt a larger variety of conformations so that particular functional groups are 

shielded, resulting in a “better” interaction with the developer. Because small 

fragments cannot adopt such conformations, the observed   parameters are 

higher. In order to achieve more favourable conditions, aggregation of small 

fragments may be expected. Both of these hypotheses (conformation changes 

and aggregation) are investigated in section 4.3.3. 

4.3.2 PMMA fragment self-diffusivity 

The experimentally observed strong sensitivity differences of PMMA in 

MIBK versus IPA developers do not seem to be fully accounted for by the 

differences in the PMMA fragment-developer   parameters presented above. I 

propose these may be due to kinetic rather than thermodynamic factors. For this 

reason, the self-diffusivities of PMMA fragments in both MIBK and IPA  
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Figure 4.6. Self-diffusivity of PMMA fragments containing n monomers in MIBK (circles) 

and IPA (diamonds) developers computed from MSD obtained after an isothermal-

isobaric (NPT) ensemble simulation. The power law (const.  n ) fitting parameters 

( ) are also presented for both developers [218].  

 

Table 12. Power law (const.  n ) fitting equations for self-diffusivity (units: nm2/s) 

calculated from various ensemble simulations 

 

 Isothermal-isobaric Canonical Microcanonical 

 NPT NVT NVE 

    

MIBK 798.08)107(  n  857.08 )109(  n  754.09 )102(  n  

IPA 911.08)104(  n  893.08 )104(  n  891.08 )109(  n  

 
 
developers have been computed after NPT, NVT, and NVE ensemble simulations. 

The PMMA fragment self-diffusivities in both developers are plotted against the 

fragment length (number of monomers) in Figure 4.6 after NPT simulations. We 

observe that the self-diffusivity decreases with increasing fragment lengths, as 

expected, and the power law fitting parameter   varies between 0.8 and 0.9. In 

comparison, for low molecular weight polymers,   is theoretically expected to 
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be ~0.6 in a good solvent (dilute solution) and 1.0 in a polymer melt [242]. Our 

simulated   values are intermediate to these theoretically expected values, 

which may be explained due to our use of a ~17% (semi-dilute) polymer 

concentration. From Figure 4.6 we also observe that the magnitude of the 

PMMA fragment self-diffusivities (between 6×107 to 7×108 nm2/s) in both 

developers are compatible with the experimentally measured coefficients of self-

diffusion of various compounds such as hydrocarbons, which are on the order of 

108 nm2/s [243]. The self-diffusivities were also calculated from the other (NVT 

and NVE) ensemble simulations. The corresponding fitting parameters extracted 

from all simulation data are listed in Table 12. We observe that the exponent   

extracted from the NVT and NVE ensemble runs are generally in agreement with 

the values extracted from the NPT simulations; however, the magnitude of the 

coefficient varies to some extent. In comparison to the NPT and NVT simulations, 

the pre-factor extracted from the NVE simulations are 2.2-2.9 times higher. On 

further inspection, this was found to be due to a gradual decrease in pressure in 

the NVE runs, suggesting that a higher confidence may be placed in the NPT and 

NVT data. In addition, the deviation from the fitting line is found to be the least 

(within ±20%) in the self-diffusivity values obtained from the NPT simulations. 

However, the most significant observation from both Figure 4.6 and Table 

12 is that the PMMA fragment self-diffusivities in MIBK are approximately two 

times higher than in IPA, regardless of the simulation ensemble used. This 

observation suggests that kinetic factors seem to be more significant as 
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compared to thermodynamic factors when accounting for differences in EBL 

process sensitivities due to the developer selection. Although accounting for the 

two times lower self-diffusivity of PMMA fragments in IPA has not been pursued 

in this work, an examination of the weak molecular interactions during the 

simulation may yield further insight as it is known that hydrogen bonding retards 

the diffusivity during mixing [244,245]. Further comments on the subject of 

diffusivity are provided in section 4.4. 

4.3.3 PMMA fragment conformations and aggregation 

It was earlier (section 4.3.1) indicated that the unexpected intermolecular 

affinity behavior of smaller PMMA fragments in both MIBK and IPA developers 

may be explained by investigating the PMMA fragment conformation changes 

and possible fragment aggregation. Therefore, in order to study the 

conformation changes, the gyration radii (Rg) of PMMA fragments of various 

lengths have been computed. The corresponding distributions of Rg for n = 1, 2, 3, 

and 10 in MIBK and IPA developers are provided in Figure 4.7, after NPT 

simulations. For the monomer (Fig. 4.7(a)), the Rg distribution for both 

developers are identical, as one would expect; however, all other fragment sizes 

exhibit a different Rg distribution in IPA as compared to MIBK. Perhaps due to 

their small size, the Rg distributions for the PMMA dimers (Fig. 4.7(b)) and 

trimers (Fig. 4.7(c)) exhibit only minor differences from each other, although 

these differences are already sufficient to identify preferable Rg values. Generally, 
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Figure 4.7. Radii of Gyration (Rg) for PMMA fragments in MIBK (solid lines) and IPA 

(dashed lines) developers obtained after NPT simulations [218].  

 

the differences in Rg distributions between both developers tend to increase 

with increasing fragment size.  

The Rg distribution for the largest PMMA(10) fragments (Fig. 4.7(d)) 

exposed to IPA exhibit four distinct maxima at 5.7 Å, 6.2 Å, 6.8 Å, and 7.2 Å. 

Comparing both developers, we observe that the most probable gyration radius 

in IPA (6.2 Å) is smaller than in MIBK (6.6 Å). Furthermore, we observe that the 

PMMA(10):IPA Rg distribution is shifted lower than the PMMA(10):MIBK 

distribution.  These results may be interpreted as the PMMA fragments tending 

to adopt relatively collapsed conformations when exposed to IPA, a weaker 
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developer than MIBK. This interpretation is compatible with the known 

dependence of the polymer chain conformation on the solvent strength. 

Nakamura et al. [246,247] and Nakata et al. [248] have performed experimental 

studies of dissolution of long PMMA chains (n ~ 16,000) in an alcohol and water 

mixture and found that both chain collapse (chain crumpling) and chain 

aggregation occurs in such mixtures of weak solvents. They also demonstrated 

that chain collapse tends to occur before the aggregation [248]. However, it is 

noteworthy to state that these phenomena depend on several factors such as 

the polymer molecular weight, concentration, and solvation time.  

In order to investigate aggregation, the radial distribution functions (RDF) 

of PMMA fragments have been computed at various time intervals throughout 

the simulation trajectory files. The RDF plots for PMMA monomers, dimers, and 

trimers in MIBK and IPA developers are provided in Figure 4.8, after NVT 

simulations. Also included in each plot is the Wigner-Seitz radius  3 43 vs nr  , 

where VNnv   is the number of atoms per unit volume, N is the total number 

of atoms, and V is the system volume. The quantity sr  describes the average 

density of the simulated system and therefore is a benchmark quantity against 

which to compare the PMMA fragment RDFs. From Figure 4.8, we observe that 

except in the case of the PMMA monomers, all primary RDF peaks lie within the 

Wigner-Seitz radius. This suggests that for PMMA dimers and trimers, 

aggregation of these PMMA fragments may have occurred in both developers. 
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Figure 4.8. Radial distribution functions (RDF) at various time intervals for PMMA 

fragments in MIBK and IPA developers obtained after NVT simulations. The vertical line 

(Wigner-Seitz radius) describes the average system density [218].  

 

 

Figure 4.9. RDF at various time intervals for PMMA monomers in MIBK and IPA obtained 

after a NVT simulation using a four times lower PMMA fraction [218].  
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Furthermore, we observe that nearly all the primary peaks tend to increase in 

height over time, suggesting an increasing probability of the PMMA fragments to 

aggregate with time. The only exception to this observation are the PMMA 

trimers in IPA, where the position of the peaks remain unchanged throughout 

the trajectory. Moreover, the height increase in the primary peaks is more 

pronounced in the MIBK mixtures as compared to the IPA mixtures, consistent 

with our earlier hypothesis. 

As for the PMMA monomers, it is not possible to be certain regarding the 

aggregation behavior by observing Figure 4.8(a) and 4.8(b). In this case, the 

distance of the first "shell" of neighboring fragments is very close to the average 

density of the system. In order to verify the aggregation behavior, simulations 

with a lower concentration have been performed. For this purpose, the radial 

distribution functions (RDFs) of PMMA monomers in both MIBK and IPA were 

acquired from simulations employing four times less PMMA fragments. These 

RDFs are presented in Figure 4.9. Studying both RDFs, the primary RDF peaks 

seem to be significantly within the Wigner-Seitz radius. Based on this criterion, 

we conclude that aggregation of PMMA fragments is observed in both MIBK (Fig. 

4.9(a)) and IPA (Fig. 4.9(b)) mixtures.  
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4.4 Future research directions 

The results presented in section 4.3.2 indicate that the kinetics of 

fragment dissolution is an important factor in order to predict the resist 

development trends. However, the approach based on calculating self-

diffusivities addresses transport properties of individual particles and as such is 

accurate for dilute polymer solutions, whereas for solutions of higher 

concentration, an accounting for collective diffusion properties may be required 

[249]. In our research, we have used a semi-dilute PMMA fragment solution of 

approximately 17%. Such a concentration regime may warrant addressing 

collective diffusion properties.  

For a binary mixture, collective diffusion properties may be represented 

by the mutual diffusivity 12D  [249,250], 
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where SMD 

12  is the Maxwell-Stefan (M-S) diffusivity, 1x is the mole fraction (or 

amount) fraction of component 1, and 1a is the activity of component 1. The 

activity may be calculated using the equation    2

222211 1lnln   rra  

[239], where 1  and 2  are the volume fractions of component 1 and 2, 

respectively,  2r  is the number of polymer segments, and   is the Flory-Huggins 

interaction parameter. If the interactions between molecules are neglected, the 
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M-S diffusivity may be approximately estimated by the Darken relation [249,250] 

to be, 

211212 DxDxD SM      (15) 

where 1D  and 2D  are the self-diffusivities of components 1 and 2, respectively. 

More rigorously, the M-S diffusivity SMD 

12  may be obtained through the Onsager 

coefficients ij [250,251,252] according to, 
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The Onsager coefficients may be calculated by the Green-Kubo method (using 

velocity autocorrelation functions) [251],  
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where iN  and jN  are the numbers of molecules of species i  and j , 

respectively, ji NNN   is the total number of molecules in the system and 

 tV mj ,


 is the centroid velocity vector of molecule m  belonging to species j . 

Alternatively, the Onsager coefficients may be obtained through the equivalent 

[250,251,252,253] Einstein method (using molecule displacements), 
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where   tr ki,


 is the centroid position vector of molecule k  belonging to species 

i , and all other variables have the same meaning as defined previously. The 

Onsager coefficients satisfy the mass balance constraint 0 ij

i

iM , where 

iM  is the molecular mass of the thi  species [250,251,252] and jiij   

according to the Onsager reciprocal relations [250,252]. Therefore the Onsager 

coefficients for a binary mixture satisfy the following equations: 
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Equation (18) together with equations (19) and (20) enables calculation and 

verification of the Onsager coefficients for obtaining the M-S diffusivities from 

molecular dynamics trajectories.  

Employing the aforementioned approach, we have begun calculating the 

relevant quantities for our PMMA-developer solutions and obtained preliminary 

results for a PMMA(8):IPA system. In the discussion below, index ‘1’ refers to 

PMMA(8) and index ‘2’ refers to IPA. From our NPT simulations, the dependence 

of the mean dot product          
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for 1 ji  has converged to a linear dependence within approximately 20 ps, 
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Table 13. Preliminary results for Onsager coefficients and M-S diffusivity for PMMA(8) in 

IPA after an isothermal-isobaric (NPT) ensemble simulation [218]. 

 

11  22  2112   SMD 

12  (Onsager) SMD 

12  (Darken) 

nm2/s nm2/s nm2/s nm2/s nm2/s 

     

3.410 × 105 6.088 × 107 -4.557 × 106 3.276 × 107 5.667 × 107 
 

Note: SMD 

12  (Onsager) and SMD 

12  (Darken) refers to SMD 

12  calculation using 

equation (16) and (15) respectively. 
 
 

which has allowed us to determine 11  from the slope in the interval 10-75 ps. 

Having determined 11 , the coefficients 22  and 12  were estimated using 

equations (19) and (20). Employing these Onsager coefficients, SMD 

12  was 

calculated using equation (16). These results are presented in Table 13. 

Furthermore, SMD 

12 has also been estimated using the Darken approximation 

(equation (15)) from the self-diffusivities of PMMA(8) and IPA centroids (equal to 

5.317 × 107 nm2/s and 2.900 × 108 nm2/s respectively), and this SMD 

12  value is 

provided in Table 13 for the sake of comparison. 

From the above results, we conclude that the two SMD 

12  values are 

reasonably close in magnitude, indicating that the previously calculated self-

diffusivities are representative as approximate estimates of fragment mobilities. 

On the other hand, the fact that SMD 

12  obtained from Onsager’s coefficients is 

less than the self-diffusivities of either mixture component, may indicate that the 

intermolecular interaction plays a non-negligible role. Based on this preliminary 
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analysis, a more detailed follow up research on collective diffusion properties in 

our PMMA fragment-developer mixtures is in progress. 

4.5 Summary 

In this chapter, the dissolution of small PMMA fragments in MIBK and IPA 

developers are studied using molecular dynamics simulations. The fragment-

developer interactions are characterized using Flory-Huggins theory, and the 

interaction parameters are calculated. In addition, using the MD simulations, the 

fragment self-diffusivities are extracted and the fragment gyration radii and 

radial distribution functions are examined. We observe differences in miscibility, 

kinetics, and statistical-mechanical properties of PMMA between MIBK and IPA 

developers. In summary, 

 Larger PMMA fragments (n > 3) exhibit a slightly stronger affinity to MIBK 

as compared to IPA; 

 Smaller PMMA fragments tend to aggregate in both developers with 

slightly stronger preference for aggregation in MIBK developer; 

 When exposed to IPA, PMMA fragments tend to adopt smaller gyration 

radii than in MIBK. Preferred gyration radii have been identified. 

 The self-diffusivity of PMMA fragments is nearly two times higher in MIBK 

as compared to IPA. 
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We conclude that the difference in experimentally observed dissolution behavior 

of PMMA resist in the various developers can largely be attributed to the kinetic 

factor (difference in self-diffusivities). The tendency of PMMA fragments to 

collapse and/or aggregate could also play a role. The tendency of smaller 

fragments to aggregate is a plausible consequence of the weaker fragment-

developer affinity observed in PMMA monomers, dimers, and trimers. 
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CHAPTER 5 

EBL PROCESSING APPLICATIONS – SML RESIST 

 

5.1 High aspect ratio resist patterning 

 The need for high aspect ratio (AR) patterning for a wide range of 

applications was described previously in section 2.5.3. Furthermore, the 

processing conditions required for improved AR, resolution, sensitivity, etc., 

were also discussed for PMMA, ZEP, and HSQ resists (sections 2.1 and 2.3). 

Generally, higher AR patterning is enabled by employing a higher exposure 

voltage; however, increasing the voltage also leads to a decrease in the 

sensitivity, and consequently, a decrease in the throughput. The sensitivity and 

throughput are further reduced due to processing strategies aimed at enhancing 

the resolution and reducing the LER, such as employing weaker developers, cold 

development, etc. However, by utilizing novel SML resist, and applying the 

understanding of EBL processing strategies and parameters gained through 

previous research, the aforementioned trade-offs between various process 

metrics can be considerably improved. 
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The well-known positive-tone resists PMMA and ZEP-520 can be 

patterned with sub 20 nm resolution for dense grating patterns. However, the 

achievable ARs of PMMA on solid substrates are limited to 2:1 to 4:1 at 25 keV 

[128,254], to approximately 5:1 at 50 keV [128,133], and to 12:1 to 20:1 at 100 

keV [128,255,256]. Similarly, ZEP resist has ARs limited to 4:1 at 20 keV [168] and 

to 7:1 at 100 keV [181], albeit with over three times higher sensitivity than 

PMMA. Another positive-tone resist, PMGI has been patterned with an AR of 

over 2:1 at 30 keV [257] and extremely high AR of 38:1 at 100 keV [231] using an 

optimized development process. However, the sensitivity of PMGI is four to nine 

times lower than that of PMMA, requiring up to 18,000 µC/cm2 [231] to expose a 

single line.  

Similar trends are observed for negative-tone resists such as HSQ. 

Reported ARs for HSQ are 4:1 at 10 keV [258], 7:1 at 50 keV [148], and 25:1 at 

100 keV [259,260]. HSQ’s main attraction is its extremely high resolution; 

however, its sensitivity is usually an order of magnitude lower than that of 

PMMA. Other negative-tone resists such as AZ nLOF 2020 [261] and high 

molecular weight polystyrene (PS) [262] also have sensitivities a fraction of that 

of PMMA; however, their AR performance is limited to 4:1 to 5:1 at 100 keV for 

AZ nLOF 2020 [261] and to less than 2:1 at 20 keV for PS [262,263]. 

EM Resist Ltd. have recently introduced an EBL resist 'SML' [208] in 

thicknesses ranging from 50 to 2,000 nm. SML is a positive-tone, organic resist 
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that has been designed for high AR patterning. The resist is anticipated to yield 

ARs of up to 10:1 at 30 keV and exceeding 50:1 at 100 keV [208]. This represents 

a greater than two times improvement over benchmark PMMA resist; however, 

its sensitivity and resolution are lower than those of PMMA and ZEP using 

supplier-recommended conditions. Similar to other positive-tone resists such as 

PMMA [213], PMGI [257], and ZEP [190], SML may be developed in MIBK:IPA 1:3 

and rinsed in IPA [207]. 

 While developing nanolithography processes for SML, the challenge is to 

improve the sensitivity without sacrificing its inherent high AR capability. In this 

research [264], a systematic experimental study of SML as a high-performance 

EBL resist at 30 keV is conducted with the aim of co-optimizing sensitivity, 

contrast, and AR. A total of six developers (both single- and binary-component) 

are evaluated by generating the contrast curves and comparing their respective 

sensitivities and contrast values. After selecting the developer with desired 

characteristics, high AR grating patterns at various pitch values are fabricated to 

obtain a dense, high AR, and high sensitivity nanolithography process. The 

pattern transfer performance of SML is also explored by lift-off experiments. At 

each stage of this research, the performance of SML resist is compared to that of 

PMMA, and other resists as well. 
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5.2 Methods 

The samples used in this research [264] were provided courtesy of        

EM Resist Ltd. [208] as pre-spun and baked SML coated silicon chips. The 

experimental work with SML resist began using supplier-recommended 

conditions [208,207] to fabricate grating structures in 300- and >1,500 nm thick 

resist samples. The overall strategy for grating fabrication and characterization 

followed the procedures given in section 3.1.1.1. However, the grating pitch for 

these preliminary experiments was extended up to 500 nm. In addition, a 

combination of single-pixel-line gratings and gratings with thin 100 nm 

rectangles were used. These variations in strategy (from section 3.1.1.1) were 

due to the thicker resist used in this chapter. Based on the understanding of the 

SML resist gained through these preliminary experiments, the majority of the 

work was conducted in three sequential steps: (a) generation of SML contrast 

curves with six different developers, followed by (b) fabrication and 

characterization of high AR gratings using a selected developer, and (c) 

evaluation of lift-off performance. 

5.2.1 Contrast curves 

 To generate the SML contrast curves, the approach described in section 

3.1.1.2 was used. The array of 20 × 75 µm rectangular pads (see Figure 3.4) was 

exposed to 30 keV EBL (Raith 150TWO) on 300-330 nm thick SML resist samples. 
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The exposed samples were developed for 20 sec at ambient temperature in six 

developers: MIBK, MIBK:IPA 1:3, IPA:water 7:3, n-amyl acetate, xylene, and 

xylene:methanol 3:1. The developed samples were quickly dried in a nitrogen 

flow, and no post-development rinsing was performed. The resulting resist 

surfaces were scanned using physical profilometry. The depth resolution of the 

physical profilometer (KLA-Tencor Alpha-Step IQ) used is 10 nm. 

5.2.2 Dense gratings 

 To fabricate dense, high AR gratings, large arrays of 50-200 nm pitch 

grating patterns were exposed at 30 keV on 300-330 nm thick SML samples. An 

exposure voltage of 30 keV (the highest voltage on the Raith 150TWO) was 

selected to maximize the AR while achieving high sensitivity through the 

development process. The width of the grating arrays was kept sufficient for 

capturing the contribution of proximity effects. The exposure current was 23-24 

pA (7.5 µm aperture), and an exposure step size of 2 nm was used. The exposed 

samples were developed ultrasonically for 20 sec in IPA:water 7:3 (developer 

selected after contrast curve study). Before drying the samples in flowing 

nitrogen, the developed samples were briefly (approximately 2 sec) immersed in 

a low surface tension fluid (pentane or hexane) to reduce the probability of 

pattern collapse. Prior to SEM imaging, the samples were coated with a 6 nm 

chromium layer (Gatan PECS). Cleaved samples were coated at a 45° tilt with the 

sample cross section facing the target. The SEM imaging (Hitachi S-4800) was 
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conducted at 5 keV, 20 µA, and 4 mm working distance. To evaluate the pattern 

transfer capability of SML resist, metal lift-off was performed. By electron beam 

evaporation, 50 nm of chromium was deposited on nanoscale SML gratings and 

the resulting stack was lifted-off by immersing for 1 min, in an ultrasonic acetone 

bath. 

5.3 Discussion 

 Within the introductory attempts, it was possible to readily fabricate SML 

gratings with an AR better than PMMA in both 300 and >1,500 nm thick films. 

Figure 5.1 presents cross-sectional micrographs of cleaved gratings fabricated in 

SML using the supplier recommended developer, MIBK:IPA 1:3. In Figure 5.1(a), a 

uniform 5 µm wide array of 200 nm pitch gratings is shown. This array has been 

patterned at an exposure line dose of 3600 pC/cm. In comparison, similar PMMA 

gratings can be fabricated using an approximately three times lower dose. Figure 

5.1(b) shows a magnified image from the center of the array measuring a 

thickness of 282 nm and line widths ranging from 45 to 67 nm (from top to base 

of gratings), resulting in ARs of 4.2 to 6.3. From Figure 5.1(a) and 5.1(b), it was 

evident from these preliminary experiments that proximity effect is of minor 

importance in SML. In contrast resists such as PMMA, at comparable conditions, 

exhibit wider patterned features and/or collapse in the center of the grating  
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Figure 5.1 Cross-sectional micrographs of SML exposed at 30 keV and developed in 

MIBK:IPA 1:3 for 20 sec. The panels show (a) a 5 µm array of 200 nm pitch gratings in 

nominally 300 nm thick resist, (b) magnified image with thickness of 282 nm and 

denoted line widths, and (c) 400 nm pitch gratings in >1,500 nm thick resist (no 

clearance) with the achieved depth of 1,380 nm and line widths of 180 to 220 nm from 

top to bottom of gratings. The exposure doses were (a, b) 3600 pC/cm and (c) 700 

µC/cm2. See also reference [264]. 

                     

arrays (see earlier Figure 3.8(a)) as compared to the sides. 

In Figure 5.1(c), an array of 400 nm pitch gratings is patterned to a depth 

of 1,380 nm (no clearance) using an exposure area dose of 700 µC/cm2. From top 

to bottom, the line widths range from 180 to 220 nm, resulting in ARs of 6.3 to 

7.7. The AR results achieved using MIBK:IPA 1:3 are not optimized and can be 

significantly improved; however, the much lower sensitivity compared to PMMA 

requires a higher sensitivity developer that maintains or even improves the AR 

performance. 
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5.3.1 Study of SML developers 

The SML contrast curves for the six developers: MIBK, MIBK:IPA 1:3, 

IPA:water 7:3, n-amyl acetate, xylene, and xylene:methanol 3:1 are presented in 

Figure 5.2. The contrast (γ) was measured as described in section 2.3 (see also 

Figure 2.16). Comparing the contrast curves of the supplier recommended 

MIBK:IPA 1:3 to MIBK, it was found that using undiluted MIBK yields a 54% 

higher sensitivity (180 µC/cm2 vs. 390 µC/cm2) at the cost of a similar 53% 

contrast loss (3.7 vs. 7.8). The other four developers exhibit a sensitivity and 

contrast performance between those of MIBK:IPA 1:3 and MIBK. In particular, 

two developers, n-amyl acetate (ZED-N50) and IPA:water 7:3, provide a relatively 

high sensitivity and contrast as compared to the other developers.  

The surfaces of the developed patterns were also inspected by optical 

microscopy, and it was found that all of the developers provide a uniform 

thickness loss with increasing dose except for xylene:methanol 3:1. Using 

xylene:methanol 3:1, the dissolution is non-uniform with certain exposed areas 

dissolving more rapidly than others, leaving a porous resist surface. Perhaps a 

technique such as ultrasonic agitation may be useful in this regard. 

In Figure 5.3, comparing the contrast curves of SML and PMMA, both 

developed in MIBK:IPA 1:3 for 20 sec, it was found that SML is 71% less sensitive 

(390 µC/cm2 vs. 228 µC/cm2) than PMMA and has a 7% higher contrast (7.8 vs. 
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Figure 5.2 SML contrast curves generated using 30 keV on 300-330 nm thick resist. The 

development was performed for 20 sec in MIBK (squares), n-amyl acetate (triangles), 

IPA:water 7:3 (crosses), xylene (stars), xylene:methanol 3:1 (circles), and MIBK:IPA 1:3 

(diamonds). Reprinted from [264] with the permission of the Crown. Copyright Act 

(Canada), S. 12 © 2013. 

 

 

Figure 5.3 Comparison of SML (triangles) and PMMA (circles) contrast curves exposed at 

30 keV and developed for 20 sec in MIBK:IPA 1:3 (filled symbols) and IPA:water (open 

symbols). Reprinted from [264] with the permission of the Crown. Copyright Act 

(Canada), S. 12 © 2013. 

 

7.3). However, when SML is developed in IPA:water 7:3, a 41% sensitivity 

improvement (230 µC/cm2 vs. 390 µC/cm2) is realized as compared to SML in 
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MIBK:IPA 1:3, enabling the sensitivity of SML to be comparable to that of PMMA 

in MIBK:IPA 1:3. This behavior is similar to PMMA – the sensitivity of PMMA 

developed in IPA:water 7:3 improves by 30% as compared to PMMA developed 

in MIBK:IPA 1:3 [136]. The sensitivity improvement of SML is achieved with a 

minor trade-off in contrast – SML in IPA:water 7:3 has a 13% lower contrast (6.8 

vs. 7.3) than SML in MIBK:IPA 1:3.  

Furthermore, the IPA:water 7:3 mixture provides the highest contrast 

versus sensitivity trade-off. By arranging SML developers with increasing 

clearance dose as shown in Figure 5.4, it was found that IPA:water 7:3 has a 

higher than average contrast and the best (lowest) contrast-weighted-sensitivity. 

The quantity contrast-weighted-sensitivity has been introduced as a figure of 

merit (FOM) to factor in the sensitivity while selecting the developer with the 

best contrast. In Table 14, the contrast-weighted-sensitivity of SML in IPA:water 

7:3 is compared to the six other resists cited in section 5.1.1 [264,265]. Analyzing 

the information in Table 14, we notice that only positive-tone ZEP resist (3.2-7.0) 

and negative-tone AZnLOF resist (4.2-18.3) have a lower contrast-weighted-

sensitivity value than SML resist (33.8). In addition to the above analysis, the 

IPA:water 7:3 developer has other merits including cost, safety, and experience 

of the EBL community using it as a developer for PMMA [128] and ZEP [190] at 

both ambient and cold development conditions. In addition to the 

aforementioned developers, the development of SML in MIBK:IPA 1:3 at -15°C  
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Figure 5.4. Comparison of SML contrast (circles) and contrast-weighted-sensitivity 

(triangles) for various developers. The quantity contrast-weighted-sensitivity has units of 

dose (µC/cm2). Reprinted from [264] with the permission of the Crown. Copyright Act 

(Canada), S. 12 © 2013. 

 
Table 14. Comparison of contrast-weighted-sensitivity (S/γ) of various resists. Reprinted 

from [264] with the permission of the Crown. Copyright Act (Canada), S. 12 © 2013. 

Resist Tone Voltage Sensitivity (S) Contrast S/γ Ref. 

 + / - [keV] [µC/cm2] (γ)   

       

PMMA + 50 500 3.0 166.7 [3] 

PMMA + 50 1600 8.0 200.0 [3] 

ZEP + 20 30 4.3 7.0 [6] 

ZEP + 20 80 25.1 3.2 [6] 

PMGI + 30 631 6.7 94.2 [8] 

PMGI + 50 6310 3.3 1889.2 [9] 

PMGI + 100 12600 12.0 1049.1 [9] 

HSQ - 50 500 7.0 71.4 [11] 

AZnLOF - 100 22 5.2 4.2 [14] 

AZnLOF - 100 42 2.3 18.3 [14] 

PS - 20 250 1.5 166.7 [15] 

PS - 20 8000 4.4 1818.2 [16] 

       

SML + 30 230 6.8 33.8 [21] 
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cold development conditions was also attempted; however, due to the 

extremely low sensitivity (clearance onset >1,000 µC/cm2), it was abandoned. 

5.3.2 Dense grating fabrication 

Based on the analysis of contrast curves, IPA:water 7:3 was selected as 

the preferred developer for fabricating dense, high AR gratings. Similar to PMMA, 

both IPA and water alone are poor or non-developers for SML resist but are 

effective in combination. The usage of ultrasonic agitation during development 

was chosen to help promote the dissolution of SML fragments as inspired by 

Yasin’s work [136]. Since resist fragments tend to coil in poor solvents and 

exhibit a smaller radius of gyration, ultrasonic agitation may be expected to 

promote the rapid removal of these fragments, enabling a narrower grating 

trench [136]. As described in section 5.2.2, a brief rinse in low surface tension 

fluid was used to reduce the probability of pattern collapse. The surface tension 

of pentane (approximately 16 dyn/cm) and hexane (approximately 18 dyn/cm) is 

at least four times less than that of water (approximately 73 dyn/cm).  

Figure 5.5 presents top-view grating micrographs of 70 nm pitch SML 

gratings in a 300-330 nm thick resist showing the effect of increasing line dose. 

The line width increases from 25 nm at 550 pC/cm (Figure 5.5(a)) to 32 nm at 

750 pC/cm (Figure 5.5(b)) and to 40 nm at 950 pC/cm (Figure 5.5(c)) just prior to 

pattern collapse. Observing the top-view grating micrographs, clearance cannot  
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Figure 5.5 Micrographs of 70 nm pitch gratings patterned by 30 keV on 300-330 nm thick 

SML. Effect of dose on increasing line width (a) 550 pC/cm, 25 nm gap, (b) 750 pC/cm, 

32 nm gap, and (c) 950 pC/cm, 40 nm gap. Data obtained for 20 sec ultrasonic 

development in IPA:water 7:3 and 2 sec pentane rinse. Reprinted from [264] with the 

permission of the Crown. Copyright Act (Canada), S. 12 © 2013. 

 

be conclusively ascertained; however, this question is explored through cross-

sectional micrographs ahead. Based on the observations from Figure 5.5, it is 

estimated that as low as 25 nm resolution with SML is readily achievable without 

resolution enhancement techniques. Furthermore, the gratings show relatively 

low LER.  

The resolution limits (with thinner resists) were not explicitly pursued as 

this research focused on maximizing the AR, pattern density, and sensitivity by 

co-optimizing the exposure and development conditions. Given that the 

proximity effect appears to be of minor importance, if present at all (see Figure 

5.1(a)), the results in Figure 5.5 are representative of the resist performance 

even without clearance and can be employed to co-optimize the resist thickness 

and process conditions if so desired. 

In Figure 5.6, micrographs of cleaved SML resist are presented showing 

the effect of reducing the grating pitch from 150 (Figures 5.6(a) and 5.6(b)) to 
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Figure 5.6 Cross-sectional micrographs of SML exposed at 30 keV on 300-330 nm thick 

resist. Achievable line width and pitch (a, b) 36-40 nm gaps in 150 nm pitch, (c, d) 33-40 

nm gaps in 100 nm pitch, and (e, f) 30 nm sidewall in 70 nm pitch, yielding an 

approximate AR of 9:1 in all cases. The development procedure is identical to that in 

Figure 5.5. The resist was cleaved and coated with a 6 nm Cr layer before imaging. 

Reprinted from [264] with the permission of the Crown. Copyright Act (Canada), S. 12 © 

2013. 

 

100 nm (Figures 5.6(c) and 5.6(d)) and finally to 70 nm (Figures 5.6(e) and 5.6(f)). 

All micrographs are captured at a SEM tilt of 14° from normal. The upper row of 

micrographs (Figures 5.6(a), 5.6(c), and 5.6(e)) shows the complete patterned 

arrays, and the lower row of micrographs (Figures 5.6(b), 5.6(d), and 5.6(f)) 

shows zoomed-in micrographs taken near the center of the grating arrays. 

Observing the complete arrays, the gratings are uniform and no proximity effect 

can be noticed. It was observed that denser gratings require a higher dose for 

clearance and the resolution also improves. The highest density gratings that 

could be fabricated before pattern collapse were of 100 nm pitch in a 300-330 

nm thick resist. In addition, 80 nm pitch gratings were also patterned (not 

shown); however, those also collapsed. From the micrographs in Figures 5.6(a-f),  
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Figure 5.7 Micrograph of 25 nm wide lifted-off chromium gratings on silicon. The 

metallization (50 nm thickness) was performed by e-beam evaporation. Reprinted from 

[264] with the permission of the Crown. Copyright Act (Canada), S. 12 © 2013. 

 

feature sizes between 30 and 40 nm are observed yielding a best case AR of 9:1 

at 30 keV for all pitch values. It is clear that for 30 keV exposures, this AR is two 

to five times better than the resists reviewed in section 5.1.1. In some panels in 

Figure 5.6 (c, b, d), deformed resist profiles are observed. These deformations 

(bending, shrinkage) are a result of the imaging process due to the fragility of the 

resist [264] and not a result of the EBL exposure. 

Finally, the lift-off results for SML are presented in Figure 5.7. The lift-off 

procedure using SML was found to be very efficient. Un-patterned SML may be 

readily stripped by acetone when rinsed with a wash bottle for a few seconds. 

Patterned SML with 50 nm of chromium metal was fully removed by acetone by 

immersing in an ultrasonic bath for 1 min. Figure 5.7 shows 25 nm wide 

chromium lines in a 200 nm pitch grating pattern exposed at 1,650 pC/cm. 

Considering that the chromium was deposited on a 300-330 nm thick resist film, 
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this result implies that an even higher AR (=12:1) may have been obtained 

previously than observed (=9:1) during cross-sectional SEM due to the fragility of 

the resist. 

5.4 Summary 

In this chapter, a detailed characterization of SML electron beam resist 

has been presented with emphasis on high AR nanopatterning at high sensitivity. 

SML contrast curves were generated for a range of developers and through 

various analyses, an optimal developer was identified as IPA:water 7:3. Using this 

formulation, the sensitivity of SML was improved considerably over existing SML 

results (40%) and found to be comparable to benchmark PMMA resist without 

affecting the AR performance. Employing 30 keV EBL and ultrasonic development 

in IPA:water 7:3, an AR of 9:1 in 50 nm half-pitch dense grating patterns was 

achieved, representing over 100% improvement as compared to PMMA or ZEP. 

Through Cr metal lift-off, fabrication of 25 nm features (through 300-330 nm 

thick resist) was demonstrated. 

 

A version of this chapter has been published in reference [264] (Mohammad et. al. 2013. 

Nanoscale Research Letters 8, 139 (7 pages)). Reprinted with permission. Copyright 

governed by Copyright Act (Canada), S. 12.  
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CHAPTER 6 

EBL PROCESSING APPLICATIONS – SiCN RESONATORS 

 

6.1 Nanomechanical resonators 

 Nanomechanical resonant devices and systems are used for a wide 

variety of applications in communications, signal processing, microfluidics, and 

ultrasensitive mass detection and analysis. In recent years, MEMS and NEMS 

resonators of the singly- and doubly-clamped cantilever configuration have 

attracted significant attention as platforms for chemical and biological sensing in 

both liquid and gas phases [209,266]. Such nanomechanical resonant devices 

have been used for sensing numerous gases, organic vapors, self-assembled 

monolayers, bacteria, viruses, DNA molecules, etc., [266] which paves the way 

for their use in applications of great contemporary importance such as the 

detection of pathogens, drugs, and explosives, among others. Furthermore, top-

down (lithographic) machining approaches have allowed for the fabrication of 

large arrays of such resonant devices, with precise control over device 

positioning and dimensions, thereby enabling rapid, inexpensive, and highly-

sensitive detection in the aforementioned applications.  
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6.1.1 Scale challenges 

Resonators designed for chemical and biological sensing often require 

mass sensitivities down to a few zeptograms (few kDa). One approach for 

sensing such ultra-low masses is to employ ultra-fine resonators. Fabricating 

ultra-fine resonators requires that all dimensions of the cantilever portion be 

reduced as small as possible [266,267]. The sensing resolution ( m ) of 

cantilever-type resonators improves according to 3Lwm  , where w  & L  

are the resonator width and length, respectively [209]. However, reducing the 

dimensions is accompanied by various performance trade-offs. As the resonator 

lengths are reduced, the resonant frequency increases, and clamping (anchor) 

losses become significant as well [268]. Similarly, as the resonator widths are 

reduced, the Q-factor decreases [269]. Nevertheless, whereas reducing the 

resonator length is straightforward using high resolution lithographic approaches 

such as EBL, reducing the resonator width has been a prevailing fabrication 

challenge. This is due to the inherent resolution limitations of EBL and also due 

to the limited response of conventional resonator materials to demanding nano-

machining processes. From a fabrication perspective, in order to reduce the 

resonator width and find solutions to energy loss mechanisms (e.g., anchor 

losses), a thorough understanding of high resolution EBL is required. Co-

optimizing the exposure and development conditions with the assistance of 
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numerical simulations can help to achieve ultra-narrow resonators as well as 

minimize the factors leading to energy loss.   

6.1.2 Material challenges 

In order to fabricate resonators at the deep nanoscale, selecting the 

resonator material is very important. A wide variety of materials have been used 

in this regard such as monocrystalline Si, poly-Si, Si3N4, SiC, AlN, TiN, etc. 

Resonators fabricated with crystalline materials (e.g., Si) are the easiest to 

measure; however, they are brittle and prone to mechanical failure. Silicon 

resonators as narrow as 45 nm (100 nm thick) have been fabricated [270]; 

however, the yield of these devices drops to near zero at lengths exceeding a 

few µm [269]. Similarly, polycrystalline materials (e.g., poly-Si) are also not 

resilient to processing requirements as these materials are prone to rapid 

etching and crack propagation at grain boundaries [271]. As compared to 

crystalline and polycrystalline materials, recent studies have shown that glassy 

materials have advantages for the fabrication of ultra-narrow resonators 

[269,272]. Silicon nitride (SiN) resonators as narrow as 50 nm (220 nm thick) 

have been fabricated with a 98% yield [272]. Similarly, titanium nitride (TiN) 

resonators as narrow as 30 nm (72 nm thick) have also been very recently 

fabricated [273]. These results indicate that employing glassy materials for the 

fabrication of ultra-narrow resonators is more promising. 
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6.2 SiCN resonator fabrication 

Fischer et al. from the Evoy NEMSLAB [210] group recently reported the 

development and microstructural characterization of novel silicon carbon nitride 

(SiCN) thin films for the fabrication of nanomechanical resonators [211]. SiCN is a 

glassy material with a number of mechanical and processing benefits. For 

example, through a post deposition anneal, the thin film stress of SiCN can be 

controlled to access a broad range of compressive and tensile stress regimes 

[211]. In the same paper, Fischer et al. reported a surface micromachining 

process using which micron-scale (0.8-1.0 µm wide) singly- and doubly-clamped 

cantilevers were fabricated. These cantilevers achieved high fQ products 

exceeding the performance of silicon [211]. 

Fischer et al. further reported the development of a resonator 

nanomachining process combining both surface and bulk micromachining 

techniques [212]. Using this hybrid process, 430 nm wide (35 nm thick) SiCN 

resonators (revisit Figure 2.24) were fabricated with a high yield, and their 

corresponding mass sensitivities were reported to be in the low attogram (MDa) 

range while detecting proteins. This novel process enabled the resonators to be 

suspended several microns above the silicon surface and also eliminated the 

need for critical point drying (CPD), a key advantage for applications requiring 

repeated immersion in liquids [212]. Furthermore, employing an almost identical 



 

168 
 

process as ref. [212], Guthy et al. [269] managed to fabricate SiCN resonators as 

narrow as 16 nm, indicating the excellent performance of the material. 

The hybrid nanofabrication process developed by Fischer et al. [212] has 

been summarized in Figure 6.1 and briefly described herein. A 35 nm layer of 

SiCN was deposited on piranha cleaned silicon (100) wafers employing plasma 

enhanced chemical vapor deposition (PECVD by Trion Tech.) using ammonia 

(NH3) and diethylsilane (DES) precursors. The films were annealed (MiniBrute 

furnace) for 5-8 hours at 500 °C to change the stress from compressive to tensile. 

Following a secondary piranha cleaning and a buffered hydrofluoric (BHF) etch, a 

160 nm bi-layer stack of PMMA 950k/495k was spun cast. The PMMA bi-layer is 

patterned using 10 keV EBL, and the resist is subsequently developed at room 

temperature in MIBK:IPA 1:3 and rinsed in IPA. Following the EBL steps, the 

lower resolution PMMA 495k yields a comparatively wider base, which facilitates 

the lift-off pattern transfer process. A 30 nm layer of chromium is deposited 

using electron beam evaporation and the resulting Cr/PMMA bi-layer stack is 

lifted-off by immersing the samples for 5 min in acetone under ultrasonic 

agitation. The chromium patterns are further used as a masking layer while the 

SiCN 'device' layer is dry-etched using a 4:1 sulfur hexafluoride (SF6) and oxygen 

(O2) recipe for 30 sec (Trion Phantom II). The chromium masking layer is stripped 

by immersing the samples for 20 min in 'chrome etch', a stock solution 

comprising of ceric ammonium nitrate, nitric acid, and water. Finally, the SiCN 
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(1) PECVD 35 nm SiCN on Si  
4:1 NH3:DES 300 °C + 5-8 hr 

anneal at 500 °C 
 

(2) Spin PMMA 495k (3) Spin PMMA 950k – Total 
bi-layer thickness 160 nm 

   

(4) EBL exposure 10 keV 20 
µm and development 
MIBK:IPA 1:3 at 22 °C 

 

(5) 30 nm chromium 
evaporation 

(6) Acetone lift-off (5 min 
ultrasonic) 

   

(7) SiCN RIE using 4:1 SF6:O2 
(30 sec) 

 

(8) Chromium etching (20 
min) 

(9) Si etch 35% KOH at 
75 °C saturated with IPA 

Figure 6.1 Original process flow for fabricating nanoscale SiCN resonators developed by 

NEMSLAB. Drawn based on process described in ref. [212]. 

                     

resonators are released after a bulk silicon etch step conducted at 75 °C in IPA 

saturated potassium hydroxide (KOH) 35% solution. The released resonators are 

briefly rinsed in deionized water and gently blow-dried in a nitrogen flow. 

In this work, we advanced further the process described above in 

collaboration with NEMSLAB [210]. Two resonator fabrication processes have 

been developed. First, we modified the above PMMA-based process to employ a 

single resist layer exposed using a low voltage and developed in chilled liquids 

[226]. This modified process enabled optimized fabrication of uniform sub-20 nm 
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SiCN resonators while reducing one processing step [226]. Second, we 

thoroughly redesigned the fabrication process to employ HSQ resist and the 

metal pattern transfer steps were eliminated [274]. This novel process enabled 

the fabrication of uniform sub-10 nm SiCN resonators while reducing three 

processing steps, as compared to the process summarized in Figure 6.2 [274]. 

Both of these latest SiCN resonator development efforts are discussed below.  

6.3 PMMA resist fabrication approach 

 Aspect ratio (AR) considerations fundamentally limit the resolution 

achievable using a 160 nm PMMA bi-layer [269,212]. For this reason, a 

significantly thinner PMMA single layer has been used in this fabrication 

approach. In addition to reducing the AR requirement and improving resolution, 

a single PMMA layer simplifies the exposure and development co-optimization. 

In order to create the re-entrant profiles needed for lift-off within a single resist 

layer, low voltage exposures have been employed. The severe undercut pattern 

using 3 keV EBL has been shown previously in Figure 2.6(a) which enables 

replacement of bi-layer resist schemes with a single resist layer, as shown in 

Figure 6.2. Furthermore, cold development has been used to enhance the 

resolution further. In this way, a methodology has been developed for precisely 

controlling the resonator widths in the ultra-narrow regime of 11–20 nm. Figure 

6.3 shows examples of high density chromium gratings fabricated with the above  
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Figure 6.2 Undercut pattern created by using low voltage EBL exposure enables 

replacement of bi-layer resist schemes (left) with a single resist layout (right).  

 

 

Figure 6.3 Lift-off results showing (a) 20 nm wide chromium lines in a 60 nm pitch 

grating, and (b) 15 nm wide chromium lines in a 50 nm pitch grating, both fabricated 

using 3 keV exposure of a single PMMA 950k resist layer and developed at -15 °C in 

MIBK:IPA 1:3. Reprinted with permission [12]. Copyright © 2012 Springer.  

 

low voltage and cold development approach. Additionally, as part of this work, 

various alternative anchor designs have been modeled (using the EBL Simulator 

[189]) and fabricated, in pursuit of reduced anchor losses.  

6.3.1 Resonator fabrication process (1) 

 Figure 6.4 summarizes the first fabrication process employed in this 

research. Similarly to the process described in Figure 6.1, a 50 nm thick SiCN 

device layer was deposited on a silicon wafer using PECVD. The thickness  
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(1) PECVD 50 nm SiCN on Si  

4:1 NH3:DES 300 °C + 5-8 hr 

anneal at 500 °C   

(2) Spin PMMA 950k 

thickness 45 nm 

(3) EBL exposure 3 keV 10 

µm and development 

MIBK:IPA 1:3 at -15 °C 

   

(4) 12 nm chromium 

evaporation 

(5) Acetone lift-off (3 min 

ultrasonic) 

(6) SiCN RIE using 4:1 SF6:O2 

(30 sec) 

   

(7) Chromium etching (20 

min) 

(8) Si etch 32% KOH at 

75 °C saturated with IPA 

  

Figure 6.4 Process flow for fabricating nanoscale SiCN resonators using a PMMA-based 

process employing low keV exposures and cold development. Drawn based on process 

described in reference [226]. 

                     

variation of the SiCN device layer was measured (Filmetrics F-50) to be within 

10% across the wafer. The SiCN coated wafer was annealed, resulting in a stress 

of 100-150 MPa (as measured by Flexus 2320) and subsequently diced into small 

(1x1 cm2) chips. Each chip was piranha cleaned and baked. In distinction to the 

process described in Figure 6.1, the chips were spin-coated with a single 45 nm 

thick PMMA 950k resist layer using a 1% PMMA solution in anisole. An array of 

doubly-clamped resonators were patterned using a Raith 150TWO EBL system at 3 

keV, 10 µm aperture. The resonator supporting pads were exposed at 600 

µC/cm2, and the desired resonator line widths were achieved by varying the 
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single pixel line (SPL) dose from 1.4 to 3.0 nC/cm and by varying the Raith CAD 

defined line widths from 0 (SPL) to 110 nm. The exposed resist was then 

developed for 5 sec in MIBK:IPA 1:3 at a decreased temperature of -15 °C and 

rinsed for 15 sec in -15 °C IPA. 

In addition to the shape and resolution of the resulting nanostructures, 

the usage of the combined low voltage, cold development EBL approach has 

several other merits. Employing low voltage exposures improves the process 

throughput [68,97,100] which is important for fabricating large resonator arrays. 

Additionally, employing cold development [128,131,140,132,133,215] improves 

the line edge roughness (LER), and increases the resistance of the patterned 

PMMA against post-exposure degradation such as wall collapse and fusion, 

thereby increasing the process window and robustness. 

Following the EBL exposure and development steps, a 12 nm thick 

chromium film was deposited by electron beam evaporation. The resulting 

chromium/PMMA stack was lifted-off using a 3 min immersion in acetone under 

the influence of ultrasonic agitation. The re-entrant resist profiles and 

significantly thinner chromium layer enable the acetone solvent to access all 

areas of the trench and lift-off the metal/resist stack without leaving any resist 

scum sticking to the SiCN or deposited metal. The thinner chromium layer is 

sufficient to act as a masking layer for the SiCN RIE and easily removed 

afterwards using chrome etchant. There were no changes to the SiCN RIE or 
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chrome etching steps. Finally, the SiCN resonators are released by etching the 

silicon substrate in a hot (75 °C) 32% KOH etch  saturated with IPA for 40-100 sec 

etch durations. The slightly weaker [275] KOH solution is used for increased 

control over the etching step.  

6.3.2 Sub-20 nm resonator structures 

 As a result of the nanofabrication process described above, arrays of 

nanoscale SiCN resonators were fabricated with lengths between 1-20 µm, and 

widths ranging from 11-280 nm. A representative micrograph of one such 

resonator is provided in Figure 6.5 [12]. In this micrograph, the resonator 

cantilever portion is 5 µm long, 50 nm thick, and is 16 ± 2 nm wide over the 

entire length. We observed that the minimum achievable line widths of the 

resonators depends on the desired length. In general, the narrowest resonators 

with sub-15 nm widths could only be fabricated for resonator lengths of up to 2 

µm; resonators with widths between 14-18 nm could only be fabricated for 

lengths of up to 10 µm; and beyond 10 µm lengths, resonator widths of 20-28 

nm were required. Resonators with larger length-to-width aspect ratios were 

prone to mechanical failure predominantly near the clamping points. However, 

we believe that resist and EBL limitations contribute greatly to this 'mechanical' 

failure, as described ahead. 
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Figure 6.5 Top-view micrographs of (a) a sub-20 nm wide, 5 µm long SiCN resonator, and 

(b) a magnified image of the bridge portion showing a width of 16 ± 2 nm, fabricated 

using a PMMA-based process. Reprinted with permission [12]. Copyright © 2012 

Springer. 

 

 

Figure 6.6 Top-view micrographs of 1 µm long SiCN resonators measuring (a) 16 ± 2 nm 

exposed at 2.0 nC/cm, (b) 13 ± 3 nm exposed at 1.6 nC/cm, and (c) 11 ± 5 nm exposed at 

1.5 nC/cm. Reprinted with permission [226]. Copyright © 2010 American Vacuum 

Society.  

 

The resonator widths may be controlled by two different methods. For 

the narrowest resonators (up to 30 nm wide), the line widths are controlled by 

varying the SPL line exposure doses; whereas for the wider resonators (40-

280nm), the line widths are controlled by applying a single exposure dose while 

varying the Raith CAD designed feature widths. Precise line width control by SPL 

line doses is demonstrated for 1 µm long resonators in Figure 6.6 [12]. By 

applying a dose of 2.0 nC/cm, a 16 ± 2 nm resonator width can be fabricated as 



 

176 
 

shown in Figure 6.6(a). Gradually reducing the dose to 1.6 nC/cm and 1.5 nC/cm, 

resonators measuring 13 ± 3 nm (Figure 6.6(b)) and 11 ± 5 nm (Figure 6.6(c)), 

respectively, were fabricated. As the line dose during exposure is decreased, the 

resonator width after release also decreases as expected. However, when 

approaching approximately 10 nm widths, the line width non-uniformity visibly 

increases. This resonator 'edge roughness' increases the probability of 

mechanical failure in ultra-narrow resonators. In the case of wider resonators, 

the Raith software-defined feature widths are varied from 10 to 110 nm, while 

the line dose is kept constant at 2.0 nC/cm. This enables the width of the 

resonators to vary in the range of 40-280 nm (not shown) [226]. 

The resonant characteristics of a large set of the fabricated resonators, 

with varying dimensions, were investigated by C. Guthy from NEMSLAB [226]. 

The detailed measurement setup has been described elsewhere [269]. In brief, 

the resonators were actuated with a piezoelectric disk in low vacuum (10-2 Torr), 

and the resonant characteristics were measured using optical interferometry. 

Depending on the device length, resonance frequencies between 7-40 MHz were 

measured. Each resonance spectrum was used to extract the     Q-factor, which 

measured between 12,000-17,400. These and other results have been described 

in detail in ref. [226]. Based on a large set of measurements, surface and anchor 

losses were identified as the dominant energy loss mechanisms. In pursuit of 

lower anchor losses, various alternative anchor designs were modeled with the 

EBL simulator [189] and subsequently fabricated [226].  
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6.3.3 Modeling and fabrication of anchor designs 

The anchor point is a major factor in determining mechanical losses for 

relatively short resonators; therefore, its optimal fabrication is key to ensuring 

high resonator performance. A sketch of a typical anchor area is shown in Figure 

6.7(a). The orientation of the anchor is designed such that the silicon etch planes 

are matched, and undercut (at the time of release-etch) is minimized [269,212]. 

The exposure and development of the resonator anchor area has been simulated 

using the EBL simulator [189] for our 3 keV, -15 °C cold development conditions. 

As described previously, the EBL simulator allows the user to visualize the results 

after both exposure and development stages. The anchor area post-exposure 

and post-development simulated profiles are shown in Figures 6.7(b) and 6.7(c), 

respectively.   

The simulated results in Figure 6.7(c) accurately resemble the 

experimentally developed PMMA resist profile shown in Figure 6.7(d). The 

contribution of backscattered electron proximity effects is considerably less at 

the low voltages employed; however, proximity effects due to forward scattered 

electrons cause rounding of the anchor point. After the final release etch, the 

effect of the anchor rounding is to increase the overhanging area, which 

contributes toward anchor losses. This overhanging area is the high-contrast 

region (due to thinner material) around the anchor point shown in Figure 6.7(e).  
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Figure 6.7 (a) Sketch of a typical anchor design, (b) the computed yield of scission 

(exposure plot), (c) the computed dissolution profile (development plot), (d) a 

micrograph of the developed PMMA resist, and (e) a micrograph of the released anchor 

portion. Reprinted with permission [12]. Copyright © 2012 Springer.  

 

The exposure and development conditions in Figure 6.7 have already been 

optimized, and therefore a different strategy is required to reduce the 

overhanging area. One strategy is to use proximity effect correction (PEC) [276], 

an approach used to optimize the doses when complex structures involving 

multiple length scales, and in proximity of each other, are being fabricated. 

However, PEC routines require the definition of a large set of parameters, and do 

not provide the flexibility to change the geometry of the anchor area. 

Furthermore, considering the complexity and time-consuming serial nature of 

EBL, expensive trial-and-error search of optimal anchor geometry and process 

parameters is ruled out. Therefore, we proceed towards the EBL simulator 

assisted fabrication of alternative anchor designs. 

A number of alternative anchor designs were modeled and tested with 

the aid of the EBL simulator [189]. Two of the most promising anchor designs are  
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Figure 6.8 (a) Diagram of an alternative anchor design with an optimized pad-resonator 

gap of 170 nm, (b) the corresponding computed dissolution profile, compared with 

micrographs of (c) the developed PMMA resist showing sharper corners as compared to 

Fig. 6.7(d), and (d) the released SiCN anchor point. Reprinted with permission [226]. 

Copyright © 2010 American Vacuum Society.  

 

 

Figure 6.9 Top-view micrographs of the developed PMMA resist at the anchor point 

using the alternative anchor design described in Fig. 6.8(a) for various pad-resonator 

gaps: (a) 155, (b) 170, (c) 190, and (d) 200 nm. Reprinted with permission [226]. 

Copyright © 2010 American Vacuum Society.   

 

presented here. The first alternative anchor design aims to sharpen the anchor 

point by defining a gap between the pad and resonator at the design stage, as 

shown in Figure 6.8(a). This design exploits the movement of the resist-

developer interface (the dissolution front) at the development stage such that 

the pad and resonator just connect, yielding a sharp anchor point. However, in 

order to yield a sharp anchor point, the pad-resonator gap needs to be 
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optimized. An optimized gap of 170 nm was obtained by modeling, as shown in 

Figure 6.8(b), and experimentally validated, as shown in Figure 6.8(c). However, 

as shown in Figure 6.8(d), after the release etch there is some rounding in the 

SiCN layer as compared to the otherwise sharp corners seen at the resist stage 

(Figure 6.8(c)). One hypothesized explanation for this rounding may be the effect 

of the etchant contact angle and surface area minimization effects at the release 

etch stage. Regardless of the slight rounding, the amount of overhanging mass 

has been visibly reduced as compared to Figure 6.7(e). 

This particular anchor design also provides insight into the exposure and 

development process as well as a way of fine tuning the anchor geometry as 

shown in Figure 6.9. Gaps of 155, 170, and 190 nm cause the anchor geometry to 

change in a controllable manner from round to straight and to a cusp, as shown 

in Figures 6.9(a), 6.9(b), and 6.9(c), respectively. Finally, at a gap of 200 nm, the 

size of the gap overcomes the resist-developer interface diffusion rate, and the 

pad separates from the resonator, as shown in Figure 6.9(d). 

The second alternative anchor design aims to isolate the resonator from 

the overhanging mass of the anchor point, and therefore overcome the issue of 

anchor rounding. This design is shown in Figure 6.10(a) and resembles an empty 

region in the shape of a barn-top or an inverted "V". This approach of 'removing 

material' is opposite to the idea of 'adding serfs' [277] to gain fine control over 

design characteristics. The two sides of the anchor design are related by the  
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Figure 6.10 (a) Diagram of an alternative anchor design with an optimized side width of x 

= 165 nm, (b) the corresponding computed dissolution profile, compared with 

micrographs of (c) the developed PMMA resist, and (d) the released SiCN anchor point. 

Reprinted with permission [226]. Copyright © 2010 American Vacuum Society.  

 

golden ratio y = 1.618x. Using the EBL simulator, an optimized value of x = 165 

nm was obtained and experimentally verified as shown in Figure 6.10(c) and 

6.10(d). The micrograph for the released resonator (Figure 6.10(d)) 

demonstrates that the overhanging mass (higher contrast area) is clearly 

disconnected from the resonator. In terms of reducing the overhanging mass, 

this inverted "V" design is clearly superior. The amount of reduced overhanging 

mass shown in Figure 6.10(d) is approximately 50 nm per anchor. In this work, 

the resonant characteristics of the devices fabricated with alternative anchor 

designs were not measured; however, this research forms a suitable foundation 

for studying the impact of anchor losses on nanoscale resonators. 

6.4 HSQ resist fabrication approach 

The SiCN resonator fabrication processes described thus far employ 

positive-tone PMMA resist and hence require a metal layer to (i) invert the EBL-
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defined pattern, and to (ii) function as an etch mask. At the deep nanoscale, 

metal lines develop a pronounced roughness as the feature dimensions 

approach the grain size of the metal. This limitation challenges the process 

uniformity and reproducibility. Moreover, at sub-10 nm dimensions, we 

approach the PMMA resist nodule size, which adds to the aforementioned 

challenge. To circumvent this problem, the SiCN resonator fabrication process 

has been thoroughly redesigned employing HSQ as both EBL resist and SiCN etch 

mask. In this way, the metal layer (and the corresponding process steps) have 

been eliminated yielding a much simpler process. Various development 

strategies have been investigated, and a combined hot and HF-trimming assisted 

development process has been employed, yielding resolution and process 

advantages. In this way, a methodology has been developed for precisely 

controlling the resonator widths in the sub-10 nm regime. 

6.4.1 Resonator fabrication process (2) 

Figure 6.11 summarizes the redesigned SiCN resonator fabrication 

process employing HSQ resist. An approx. 50 nm thick SiCN layer was deposited 

on silicon and annealed according to the processes described previously in 

sections 6.2 and 6.3.1. As deposited, the SiCN films exhibited compressive stress 

(-646 MPa); however after the annealing process, the films average stress 

changed to tensile (390 MPa). Following piranha cleaning and baking of the SiCN  
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(1) PECVD 48 nm SiCN on Si  

4:1 NH3:DES 300 °C + 5-8 hr 

anneal at 500 °C   

(2) Spin HSQ (1% XR-1541) 

thickness 26 nm 

(3) EBL exposure 30 keV 10 

µm and 25% TMAH 

development 

   

(4) SiCN RIE using 4:1 SF6:O2 

(14 sec) 

(5) BHF HSQ strip (30 sec) 

followed by H2O rinse 

(6) Si etch 28.3% KOH at 

75 °C saturated with IPA 

Figure 6.11 Process flow for fabricating nanoscale SiCN resonators using a HSQ-based 

process employing moderate keV exposures and hot development. Drawn based on 

process described in references [274,12]. 

                     

samples, a single 26 nm thick HSQ layer was spun cast on the SiCN layer using a 

1% XR-1541 solution in MIBK. An array of doubly clamped resonators were 

patterned using a Raith 150TWO EBL system at 30 keV using 10 µm aperture. The 

doses used to expose the resonators and pads varied from 3.0-16.0 nC/cm and 

from 1.0-5.0 mC/cm2, respectively. To avoid rastering artefacts [12] due to the 

higher inherent resolution of HSQ, relatively small line and area exposure step 

sizes of 2 nm and 10 nm, respectively, were used. The exposed samples were 

developed using three different recipes as outlined in Table 15.  

Following exposure and development, the cross-linked HSQ patterns 

were used as an etch mask for the SiCN RIE step. The 4:1 SF6:O2 RIE duration was 

reduced to 14 sec, from 30 sec used in previous recipes. This RIE duration  
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Table 15. HSQ development recipes used in this research. Reprinted with permission 

[274]. Copyright © 2011 Elsevier. 

 

Recipe Developer Formulation 

  

(A) 75 sec dip in 25% TMAH 

(B) 75 sec dip in 50 °C 25% TMAH 

(C) 75 sec dip in 50 °C 25% TMAH 
 + 30-60 sec dip in 2000:1 H2O:BHF 

+ 75 sec dip in 50 °C 25% TMAH 
 

 

 
 

 

 

 
reduction was necessitated by the etch rate selectivity of SiCN over HSQ, which 

was found to be approximately 2.5:1. A 30 sec BHF etch (10:1 HF:NH4F) was used 

to strip the cross-linked HSQ layer which was followed by a 150 sec safety rinse 

in deionized (DI) water. The resonators were finally released by wet etching in 

IPA saturated hot (75 °C) 28.3% KOH solution for etch durations ranging from  

30-45 sec. Using this wet etch recipe, an silicon etch rate of approx. 13 nm/s is 

obtained yielding an etch depth ranging between 400-600 nm. 

Table 15 summarizes the development recipes used in this work. All of 

the recipes use 25% tetra methyl ammonium hydroxide (TMAH) developer in 

water. Recipe (A) is a standard room temperature process, recipe (B) uses hot 

50 °C TMAH development [107,156,158,161,162] and recipe (C) is a modified 

multi-step development process adapted from Lee et al. [109]. Lee et al. used a 

multi-step development process where a very dilute HF (4000:1 H2O:HF) dip is 

incorporated between two room temperature 25% TMAH development steps 
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[109]. The changes in recipe (C) with respect to the recipe of Lee et al. include (i) 

replacing room temperature TMAH with hot 50 °C TMAH development, (ii) 

increasing the HF concentration, and (iii) employing BHF instead of HF. All of the 

developed samples were rinsed in DI water and dried in flowing N2.  

As described previously, the key advantage of this process is using HSQ as 

both resist and SiCN etch mask. However, to employ HSQ as the etch mask, the 

HSQ cross-link density must be sufficient to withstand the RIE process. For 

properly cross-linking HSQ, merely exposing the sample at the minimum onset 

dose is insufficient, and a higher dose is necessary [107]. At the same time, over-

exposing HSQ creates partly cross-linked low molecular mass siloxane-line 

(HSiOx) scum [109] on pattern sidewalls and around dense features. This 

siloxane-line scum is insoluble in TMAH and is unwanted because it negatively 

affects the uniform, accurate, and high resolution RIE pattern transfer from HSQ 

to SiCN. In Figure 6.12(a), this scum can be seen around the anchor point and on 

the resonator device sidewalls, after the sample was developed in recipe (A) and 

subjected to RIE. 

Developing HSQ in hot TMAH (recipe (B)) is helpful in the removal of this 

scum [107] in addition to improving the resonator resolution. However, these 

improvements come at the cost of sensitivity. As this scum consists of a non-

stoichiometric silicon oxide, it can also be etched away using a dilute BHF rinse. 

Therefore, recipe (C) can be used as an alternative to remove this scum. In fact,  
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Figure 6.12 (a) Top-view micrographs of the un-released SiCN resonator at the anchor 

point developed using (a) recipe (A) with resonator width 48 ± 5 nm, and (b) with recipe 

(C) with resonator width 15 ± 2 nm. The pad dose used in both cases was 3.0 mC/cm2. 

Reprinted with permission [274]. Copyright © 2011 Elsevier.  

 

due to the usage of dilute BHF, recipe (C) provides a number of other process 

advantages such as (i) it prevents the development process from saturating 

which improves contrast [109], and (ii) it also trims the patterns [108] which 

further enhances the resolution. In light of these reasons, recipe (C) was used for 

the production samples.  

The anchor area after development with recipe (C) and RIE is shown in 

Figure 6.12(b). It is clear that using recipe (C) helps to clean the unwanted 

siloxane-like scum, which prevents overhanging material in the anchor area. In 

addition, recipe (C) reduces the line edge roughness and provides ample line 

width trimming. The resonator widths measured in Figure 6.12(a) and 6.12(b) are 

48 ± 5 nm and 15 ± 2 nm, respectively. From our survey of numerous samples, 

the trimming rate in our process is estimated to be as high as 20 nm/min. This is 

considerably higher than previously reported values [109] and [108]; however, 

this can be explained in light of our modified recipe (C) using (i) BHF instead of 
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HF, and (ii) hot development in place of room temperature development; both of 

which remove partly exposed HSQ rapidly.  

6.4.2 Sub-10 nm resonator structures 

Utilizing the above processes, arrays of SiCN resonators of various lengths 

and widths were fabricated. Figure 6.13(a) shows a sub-10 nm wide, 5 µm long 

doubly-clamped SiCN resonator. The pad and resonator doses were 2.5 mC/cm2 

and 9 nC/cm, respectively, and development recipe (C) was used. Figure 6.13(b) 

shows a magnified top-view micrograph from the centre of the resonator 

measuring 9 ± 1 nm. Additional micrographs of the anchor area of this resonator 

are provided in Figure 6.14. Both Figure 6.14(a) and 6.14(b) show that little or no 

residual scum is visible at the anchor point, and the surfaces and edges are very 

clean. The areas around the anchor point show very minor overhang. Finally, 

both figures show that the resonator width is uniform and less than 10 nm along 

the entire length. These results demonstrate that by co-optimization of exposure 

and development conditions, proximity effects can be avoided or compensated 

without the use of complicated correction algorithms. Resonators of similar 

resolution can also be obtained using single step room temperature recipe (A) by 

over-etching (etch biasing) in the RIE step. However, any approach incorporating 

etch biasing is generally not preferred as the process uniformity is difficult to 

control. Moreover, with recipe (A) the siloxane-like scum is not removed 

contributing to non-uniformity and overhanging material at the anchor area. 



 

188 
 

 

Figure 6.13 Micrographs of a sub-10 nm wide, 5 µm long, and 48 nm thick doubly-

clamped resonator: (a) profile image, and (b) magnified top-view image measuring 9 ± 1 

nm. The pad and resonator doses were 2.5 mC/cm2 and 9 nC/cm, respectively. 

Reprinted with permission [12]. Copyright © 2012 Springer.  

 

 

Figure 6.14 Micrographs of the anchor area: (a) tilt-view showing anchor features, 

minimal overhang, and clearance, and (b) top-view showing resonator uniformity. 

Reprinted with permission [12]. Copyright © 2012 Springer.  

 

Similarly, using recipe (B), sub-10 nm features can be obtained; however, a 

higher dose is required and full removal of siloxane-like scum is not guaranteed.  

Figure 6.15(a) and 6.15(b) show SiCN lines of 7 nm and 5 nm widths 

fabricated using recipes (B) and (C), with line doses of 13.0 and 5.0 nC/cm, 

respectively. The two times longer development time made possible by recipe (C) 

allows for a significantly lower dose to be applied. The structures in Figure 6.15  
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Figure 6.15 Micrographs of the un-released SiCN resonator masking layer showing the 

minimum width achieved using (a) hot TMAH recipe (B), and (b) using hot TMAH-BHF-

TMAH recipe (C). Reprinted with permission [274]. Copyright © 2011 Elsevier.  

 

are from samples different to those used in Figure 6.13 and 6.14. These figures 

demonstrate the narrowest patterns detected before the KOH release etch, 

representing the high potential of our process. In practice, however, the 9 ± 1 nm 

bridge shown in Fig. 6.13 and 6.14 represents the tiniest structures that we 

successfully released at this time, whereas the narrower structures did not 

release properly and would collapse. Critical point drying, a non-essential step 

for the present process, may help to fabricate approximately 5 nm wide 

resonator structures in the future; however, we may also be reaching the 

mechanical limit of the SiCN material for the current length regime which spans 

over several microns. In addition to fabricating even narrower resonators, a key 

challenge would be measuring the resonance characteristics of sub-10 nm wide 

resonators – a task not pursued in this work. 
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6.5 Summary 

In this chapter, our research on doubly-clamped cantilever resonator 

fabrication methods at the deep nanoscale using novel SiCN material [211] is 

presented. Initially an existing PMMA-based process was enhanced by 

incorporating low voltage electron beam exposures and cold development. Using 

this modified process, precise control over resonator line widths in the sub-20 

nm scale was demonstrated. In addition the resonator anchor point was 

thoroughly investigated with the aid of the EBL simulator and two new anchor 

designs were proposed. Based on modeling and experimental validation, an 

inverted "V" shaped anchor point design was considered optimal.  

However, the first process was limited with regards to the uniform 

fabrication of resonators below 15 nm dimensions. Therefore, a second and 

thoroughly redesigned, HSQ-based process was introduced. In this process, the 

HSQ layer served both as the resist and SiCN etch mask, and novel HSQ hot- and 

multi-step development strategies were employed. This simplified and highly 

optimized process enabled the fabrication of uniform sub-10 nm wide and 5 µm 

long resonators with the demonstrated potential to fabricate even narrower 

resonators at the 5 nm scale. To the best of our knowledge, these are the 

narrowest suspended structures of such length fabricated to-date using a direct 

write lithographic technique.  
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CHAPTER 7 

CONCLUSIONS 

 

7.1 Significant contributions 

 Electron beam lithography (EBL) is an enabling technology for numerous 

applications of interest in academia and industry. Development of fabrication 

strategies at the deep nanoscale is central to advancing EBL technology; 

however, processing at such length scales requires an in-depth understanding of 

the relevant molecular mechanisms. The focus of this thesis is on understanding, 

optimizing, and applying EBL for nanoscale patterning. As part of this research, 

both experimental and modeling efforts were undertaken.  

 This work represents the most comprehensive examination of the 

influence of EBL process parameters on dense grating process windows for both 

PMMA and ZEP resists. Special emphasis is laid on studying the impact of the 

development stage parameters in order to understand the post-exposure 

development process. The EBL development stage is further investigated using 

molecular dynamics (MD) simulation, and the PMMA fragment-developer 
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interactions are analyzed using the Flory-Huggins theory. Optimized processing 

strategies for dense grating fabrication are applied towards (i) the development 

of a high sensitivity and high aspect ratio nanopatterning process for novel SML 

resist, and for (ii) the development of an ultra-high resolution SiCN resonator 

fabrication process. The significant contributions and outcomes of this thesis can 

be summarized as follows:  

 The impact of a wide range of EBL process parameters and their intricate 

interdependencies on process window fidelity and sensitivity is 

thoroughly investigated, and compared to the results obtained from 

contrast curves. Through the study of process windows and contrast 

curves, EBL processing strategies are developed and high resolution 

processing limits in PMMA and ZEP resists are explored. Uniform, sub-20 

nm features in both PMMA and ZEP resists are obtained in 60 nm thick 

resist with 13 nm features in 40 nm pitch ZEP being our best and state-of-

the-art results for a positive-tone resist. 

 Through the study of dense grating process windows, various pattern 

degradation mechanisms and nanostructure morphologies are explored. 

The micellization pattern degradation mechanism and the conditions 

leading to this phenomenon have been identified for the first time. In 

addition, the study of process windows has led to the first reporting of 

negative-tone ZEP gratings. Negative-tone ZEP has been found to be 



 

193 
 

interesting because of its quicker (higher sensitivity) tone reversal as 

compared to other positive-tone resists and its ability to be patterned at 

the deep nanoscale (23 nm features demonstrated). 

 The process window data obtained in this work is used to fit a semi-

empirical dissolution model (in collaboration with Dr. Taras Fito) with the 

goal of parameterizing an in-house developed EBL simulator. 

 A unique application of the MD simulation technique to study the EBL 

dissolution process is presented. In this work, the thermodynamic, 

kinetic, and statistical-mechanical aspects of the dissolution of small 

PMMA fragments in MIBK and IPA developers are examined. By 

employing Flory-Huggins solution theory, the PMMA fragment-developer 

interaction parameters are calculated using data obtained from MD 

simulations. These calculations reveal that PMMA fragments larger than 

three monomers exhibit a slightly stronger attractive interaction with 

MIBK as compared to IPA, in line with expectation; however, this 

observation is reversed in the case of PMMA monomers, dimers, and 

trimers. In the case of these very small fragments, a stronger tendency to 

aggregate in MIBK as compared to IPA was observed, in agreement with 

their relatively weaker affinity to MIBK.  In addition, the diffusivity of all 

PMMA fragments was found to be nearly two times higher in MIBK as 
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compared to IPA. This observation suggests that kinetic factors play a 

major role in the dissolution behavior of PMMA in various developers. 

 An in-depth study of various developers for novel SML resist is conducted 

using contrast curves and dense gratings tests. IPA:water 7:3 was found 

to be the best developer, improving the sensitivity of SML by 40% as 

compared to existing results without affecting the aspect ratio (AR) 

performance of the resist. Employing a carefully considered process, an 

AR of 9:1 in 100 nm pitch dense gratings is achieved at a sensitivity 

comparable to PMMA. Through chromium metal lift-off, fabrication of 25 

nm features (through 300-330 nm thick resist) is also demonstrated. All 

of these achievements with SML have not been previously reported. 

 Two highly optimized SiCN resonator fabrication approaches are 

presented. Employing a PMMA-based, low voltage exposure and cold 

development process, sub-20 nm wide SiCN resonators are fabricated. To 

further improve the resonator dimensions, a simplified HSQ-based, 

medium voltage exposure and hot multi-step development process is 

designed. This process enables the fabrication of uniform sub-10 nm wide 

and 5 µm long SiCN resonators, constituting a world record! In addition, 

the resonator anchor point is thoroughly investigated with the aid of the 

EBL simulator and two new anchor designs are proposed. Based on 
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modeling and experimental validation, an inverted "V" shaped anchor 

point design is considered optimal. 

7.2 Recommended future work 

Building on this research work, a number of further developments in each 

of the above projects can be proposed. 

 The research on EBL process windows can be extended to include the 

impact of a number of other process parameters such as substrate, resist 

thickness, anti-charging top-coatings, etc. Such an investigation can 

further our understanding of EBL process windows in addition to helping 

compare various processing strategies. The concept of EBL process 

windows can also be extended to negative-tone resists and such an effort 

is expected to yield significant insight into negative-tone resist 

morphologies and degradation mechanisms. 

 The research on MD simulations of PMMA fragment dissolution in MIBK 

and IPA can facilitate (i) MD dissolution studies in binary-component 

developers such as MIBK:IPA, IPA:water, etc., using modified Flory-

Huggins equations, and (ii) the study of PMMA fragment transport away 

from the resist surface using multi-scale modeling techniques. These 

developments can enhance our understanding of the development 

process at the molecular scale. 
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 To further improve the novel SML resist sensitivity and dissolution 

characteristics, a stronger developer (stronger than MIBK) could be 

identified and combined with a small molecule non-solvent (such as 

methanol) to form a potent binary-component developer. In addition, 

pattern collapse prevention techniques such as supercritical drying need 

to be developed for SML, which could utilize an SML-inert exchange liquid 

such as hexane. Additionally, given the sensitivity of SML to SEM imaging, 

conditions or techniques for damage-free electron microscopy need to be 

explored. 

 The resonance characteristics of 16 nm wide SiCN resonators have 

already been conducted. Further efforts are required to measure sub-10 

nm wide SiCN resonators. In addition, the experimental validation of 

improved anchor designs through Q-factor measurements is desired. 
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APPENDIX A1 

RESIST SPINNING PARAMETERS 

 

In this thesis, four electron beam resists were used namely, PMMA, ZEP, 

HSQ, and SML. Of these, PMMA, ZEP, and HSQ were spun locally according to the 

parameters provided below. The spin curve data for PMMA was obtained by 

colleague Jiang Chen, and the spin curve data for ZEP and HSQ were obtained by 

the author. 

Prior to spinning, the piranha cleaned substrates were baked at 150 °C for 

5 min on a hot plate. The resist spinning was conducted using a Headway spinner 

and the samples were subsequently pre-baked without any delay. The resist 

thickness measurements were conducted using a VASE ellipsometer. 

PMMA 

Formulation:   Dilute PMMA in Anisole 1% and 1.5% (by volume) 

Spread cycle:   RPM = 100, RAMP = 2 sec, Time = 10 sec 

Spin cycle:   RPM = see Figure A1–1, RAMP = 4 sec, Time = 40 sec  

Pre-bake:   175 °C for 5 min on a hot plate.     

Optical constants: α = 1.49, β = 0.003, γ = 0.0002 
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Figure A1–1. Spin curves for various PMMA formulations 1% in Anisole (red squares) and 

1.5% in Anisole (green triangles). 

 

ZEP 

Formulation:   Dilute ZEP-520A in Anisole 1:1, 1:2, and 1:3 (by volume) 

Spread cycle:   RPM = 100, RAMP = 1 sec, Time = 10 sec 

Spin cycle:   RPM = see Figure A1–2, RAMP = 1-5 sec, Time = 40 sec  

Pre-bake:   170 °C for 10 min on a hot plate (set-point 270 °C) 

Optical constants: c1 = 1.54, c2 = 0.005, c3 = 0.0002 

Detailed ZEP spinning instructions and guidelines are provided elsewhere 

(http://www.nanofab.ualberta.ca/wp-content/uploads/downloads/2011/02/ 

ZEP_Spin_Curves1.pdf). 
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Figure A1–2. Spin curves for various ZEP-520A:Anisole formulations 1:1 (red squares), 

1:2 (green triangles), and 1:3 (blue diamonds). A constant ramp rate of 1000 rpm/sec 

was used therefore the ramp time increases from 1-5 sec as the spin speed is increased 

from 1000-5000 rpm.  

 

HSQ 

Formulation:   Dilute HSQ in MIBK 1%, 2%, and 3% (by volume) 

Spread cycle:   RPM = 100, RAMP = 1 sec, Time = 10 sec 

Spin cycle:   RPM = see Figure A1–3, RAMP = 2 sec, Time = 40 sec  

Pre-bake:   90 °C for 5 min on a hot plate (set-point 135 °C) 

Optical constants: c1 = 1.42, c2 = 0.004, c3 = 0.00006 

Detailed HSQ spinning instructions and guidelines are provided elsewhere 

(http://www.nanofab.ualberta.ca/wp-content/uploads/downloads/2011/04/ 

HSQ_Spin_Curves.pdf). 
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Figure A1–3. Spin curves for various HSQ formulations 1% in MIBK (red squares), 2% in 

MIBK (green triangles), and 3% in MIBK (blue diamonds). Due to the rapid evaporation 

of MIBK casting solvent, a constant 2 sec ramp time was used. 

 

Spinning more than one layers of resist (on top of an existing resist layer) 

is possible in order to achieve thicker resist layers than obtainable using a given 

concentration. However, for this, a baking step is necessary after each spin 

process. For example, to obtain a 120 nm thick PMMA film, two 3000 rpm spin 

cycles of PMMA 1% (yields 60 nm film) can be conducted with a pre-bake after 

each spin. If the pre-bake is not conducted after the first spin, the total resist 

thickness will be considerably less than the sum of both thicknesses. 

 

Invisible text Invisible text Invisible text Invisible text Invisible text Invisible text 

Invisible text  
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APPENDIX A2 

COLD PLATE SETUP 

 

In order to perform cold development after electron beam lithography 

(EBL) exposures, a Stir-Kool SK-12D (21485) cold plate (Ladd Research) was used. 

The SK-12D is a very accurate and sophisticated thermoelectric cooler capable of 

cooling small (<250 mL) amounts of liquid very rapidly to 40 °C below the tap 

water temperature. Figure A2–1 below shows our setup for cooling both the  

 

Figure A2–1. Stir-Kool SK-12D cold plate in action.   
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Figure A2–2. Time required to cool 30 mL MIBK:IPA 1:3 developer using SK-12D and 3 

L/min room temperature water flow rate.   

 

developer and stopper simultaneously. Both beakers contain a stirring rod and 

approximately 30 mL of liquid. The beakers are insulated with a foam jacket. 

Before the beakers are placed, five drops of silicone oil are applied to the surface 

of the cold plate to improve thermal conduction and prevent frost from 

accumulating on the plate. Detailed setup instructions and guidelines for optimal 

liquid cooling are provided in a standard operating procedures (SOP) document, 

written by the author, at the following URL (http://www.nanofab. 

ualberta.ca/wp-content/uploads/downloads/2011/04/Cold_Plate_SOP.pdf). The 

performance of the SK-12D cold plate in our setup is demonstrated by a cooling 

curve provided in Figure A2–2. This figure plots the developer temperature 

against duration for cooling 30 mL of MIBK:IPA 1:3 using a 3 L/min room 

temperature water flow rate. The set point temperature was -20 °C. 

 

 



 

241 
 

 

APPENDIX A3 

COMPARING PROFILE MEASUREMENT TECHNIQUES 

 

While collecting data for this thesis, three different profile measurement 

techniques have been used. These are atomic force microscopy (AFM), optical 

profilometry, and physical profilometry. The images of the various instruments 

used are presented in Figure A3–1.  

(a) 

 

(b) 

 

(c) 

 

Figure A3–1. Images of profile measurement instruments (a) Veeco Dimension 3100 

AFM, (b) Zygo NewView 7300 optical profilometer, (c) KLA-Tencor AlphaStep IQ physical 

profilometer.   

 

Even though all three of these techniques have been used for measuring 

contrast curves, the majority of the contrast curve data presented in this thesis 

has been acquired using physical profilometry. In addition to contrast curves, 

surface profiles of various patterned samples were studied, for which AFM was 

 



 

242 
 

 

used. The various merits and limitations of each of these techniques (as 

observed by the author) have been summarized in Table A3–A. 

TABLE A3–A. Comparing profile measurement techniques. 

 

Category AFM Optical 
Profilometry 

Physical 
Profilometry 

    

Convenience 2nd  3rd    1st  

Resolution (nm) 1 0.1  10 

Cost ($/hr) 20-120 15 10 

Time (hr/sample) 2.0 1.0 0.5-1.0 

Information 3D 3D 2D 

Surface Analysis Yes Yes No 

Limitations Sample height 
limited, field of 

view limited 

Sample roughness 
limited, field of 

view limited 

Tip size limited 

 

 
 
Additional details are provided below: 

 

Convenience Optical profilometry requires samples to be coated with a 

reflective top-coating (e.g., chromium) increasing the cost and 

sample preparation time. 

Resolution The vertical (height) resolution of the optical profilometer is 

the highest; however, this is highly dependent on the 

calibration and user proficiency. 
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Cost AFM cost is increased due to the following factors: (i) cost of 

AFM tip, and (ii) cost of being assisted by professional AFM 

operator. 

Time AFM and physical profilometry are serial scan techniques 

whereas optical profilometry scans the whole field at once 

(i.e., in parallel). 

Information Physical profilometry provides line scans at high speed. 

Surface Analysis Both AFM and optical profilometry acquire 3D information 

and have surface analysis features such as measuring surface 

roughness, etc. Physical profilometry does not have this 

feature; however, post processing options such as profile 

leveling exist in this technology. 

Limitations Large height variations in the sample and operation speed 

restrict AFM. Rough surfaces cause information loss (dark 

zones) in the optical profilometer. The tip size limits the type 

of samples that can be measured using physical profilometer. 

For the purpose of generating contrast curves, physical profilometry is the best 

choice in terms of accuracy, cost, efficiency, and ease of use. However, the 

samples should have sufficient step heights (depth) and trench width. 

 



 

244 
 

 

APPENDIX A4 

CONVERTING AVERAGE AREA DOSES TO LINE DOSES 

 

The process for converting electron beam lithography (EBL) average area 

doses (units: µC/cm2) to line doses (units: pC/cm) employed by this thesis is 

described with the aid of an example. Consider a sample 50 nm pitch grating 

structure (see Figure A4–1) that is to be exposed using 10 keV EBL. An average 

area dose of 60 µC/cm2 is selected as sufficient to obtain well-exposed gratings. 

What is the equivalent dose in pC/cm? 

 

Figure A4–1. A sample 50 nm pitch grating with 2 µm × 2000 µm dimensions.   

 

The formula for converting average area doses to line doses is given by: 

areatheoverlinesof

AreaDoseAreaAverage
DoseLine

#


  
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The exposed area in Figure A4–1 is 2 µm × 2000 µm = 4000 µm2. Converting units 

from µm2 to cm2, we obtain the following grating area:  

Exposed area in cm2 25

28

2
2 104

10

1
4000 cm

m

cm
m 


  

As the grating width and pitch is specified, the number of lines over the area is 

simply width/pitch = 2000 nm / 50 nm = 40 lines. Now employing the previously 

described relationship, 

   
pCC

lines

cmcmC
DoseLine 60106

40

104/60 11
252




 


 

However, to obtain the line dose in pC/cm, we need to divide by the length of 

the exposed area. The length of the grating in Figure A4–1 is 2 mm = 0.2 cm, 

therefore, 

cmpC
cm

pC
DoseLine /300

2.0

60
 . 

In this way, average area doses can be conveniently converted into line doses. 

Converting doses is particularly useful for calculating dose factors (for input into 

Raith EBL software) when large patterns employing many gratings are to be 

exposed. 

Text text text Text text text Text text text Text text text Text text text Text text 

text 
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APPENDIX A5 

CHARGE GROUP ASSIGNMENTS 

 

A charge group is a set of atoms in a molecule with a net charge of zero. 

In molecular dynamics (MD) simulations, defining charge groups enhances the 

simulation speed at the cost of some reduction in accuracy. However, defining 

charge groups may also help to improve accuracy in other circumstances. For 

example, when atom based (intermolecular interaction) cut-offs are used, 

sometimes split dipoles (–O–H) are created artificially, giving incorrect energies.    

Accelrys Materials Studio provides the option of either manually or 

automatically defining charge groups. Automatic definition of charge groups is 

understood to work really well with polymers; however, using automatic charge 

group definition is not advised for small molecules. In order to manually define 

charge groups some rules and steps are to be followed, as under. 

Rules 

 Charge groups need to be smaller than the cut-off radius. As a general 

rule, a whole molecule should not be defined as a charge group. 
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 For any charge group, the partial charges should add up to zero. If this is 

not possible, the net charges may be between -0.1e and 0.1e. 

 Charge groups cannot be used for ionic systems.  

 

Steps 

 Select the molecule of interest. If the point charges are not already 

defined, perform a single point energy calculation to get point charges. 

 Identify and select a group of 2-5 atoms with a net charge of zero. Define 

this group as a charge group and calculate the net charge values. 

 Repeat the above process until each atom of a molecule is assigned to a 

charge group.  

 

For the MD simulations used in this thesis, charge groups were manually 

defined for the developer molecules methyl isobutyl ketone (MIBK) and 

isopropyl alcohol (IPA). For the polymethylmethacrylate (PMMA) fragments, 

charge groups were automatically defined. Figure A6–1 and A6–2 present charge 

group definition for both developers. 
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(a)  

(b)  

Figure A5–1. A MIBK molecule showing (a) point charges, and (b) color coded charge 

groups with net charge labels.   

 (a)  (b)  

Figure A5–2. An IPA molecule showing (a) point charges, and (b) color coded charge 

groups with net charge labels. 

The typical (automatic) charge group definition for PMMA fragments is shown 

through an example of a PMMA(4) molecule in Figure A5–3. 
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(a)  

(b)  

Figure A5–3. An isotactic (a) PMMA(4) molecule, and the corresponding (b) 

automatically defined charge groups. 
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 APPENDIX A6 

THERMOSTAT AND BAROSTAT SELECTION 

 

This appendix provides some supplementary results that formed the basis 

for deciding which thermostat and barostat to use in our MD simulations. The 

thermostat and barostat for the equilibration and production runs were 

determined subsequently in two iterations. Initially the Andersen thermostat 

(target temperature 300 K) and Andersen barostat (target pressure 1 atm) were 

used. MD simulations using this combination of thermostat and barostat 

provided good temperature control; however, the pressure control was not 

satisfactory. For example, after a 350 ps NPT simulation of PMMA(2) molecules, 

the following average values were obtained (see Table A6–A): 

TABLE A6–A. Initial equilibration run control 

 

Quantity Value Comments 

   

Temperature (K) 300.15 Excellent 

Pressure (GPa) -0.035 (-345 atm) Poor 

Density (g/cm3)  1.0043 Excellent 
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Clearly, further work could be done to improve the pressure control. Accelrys 

Materials Studio provides three barostats namely Andersen, Berendsen, and 

Parrinello. Employing each of these barostats for 500ps PMMA(2) NPT 

simulations yielded the following average values (see Table A6–B): 

TABLE A6–B. Improved equilibration run control 

 

Barostat Density (g/cm3) Temp. (K) Pressure (GPa) Comments 

     

Andersen 1.0043 300 -0.035 Poor 

Berendsen 1.0228 298 0.00003 (0.3 atm) Good 

Parrinello 1.0040 299 -0.036 Poor 

     

 

The Berendsen barostat provided the most promising results. Without 

adversely affecting the temperature control, the pressure control was further 

improved to 0.00098 GPa (0.97 atm) using a smaller Berendsen decay constant 

of 0.6 ps, after several trial runs. 

Having determined the parameters required for the equilibration, further 

test simulations were conducted to determine the parameters required for the 

production runs. In the following example, a PMMA(4) NPT equilibration is 

conducted at first using the previously determined parameters. The target 

temperature and pressure were 295 K and 1.0 atm, respectively, and the 
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equilibration was run for 1000 ps. The control over the initial conditions is 

demonstrated in Table A6–C. 

TABLE A6–C. Equilibration run control on new system using Andersen thermostat and 

Berendsen barostat.  

 

Quantity Value Comments 

   

Temperature (K) 294.6 Excellent 

Pressure (GPa) 0.000086 (0.85 atm) Very Good 

Density (g/cm3)  1.0532 Excellent 

 
 

 

 
 

 

 
 

 
Following successful equilibration, three NPT test simulations were 

conducted using a combination of various thermostats and barostats. The 

temperature, pressure, and density control of these simulations is summarized in 

Table A6–D. 

TABLE A6–D. Production run control using combinations of various thermostats and 

barostats. Each simulation duration was 250 ps. 

 

Thermostat Barostat Density (g/cm3) Temp. (K) Pressure (GPa) 

     

Andersen Berendsen 1.0623 294.8 0.000098 (0.97 atm)  

Andersen Parrinello 1.0536 295.0 -0.03547 (-350 atm) 

Nose Parrinello 1.0626 272.2 -0.03094 (-305 atm) 

 
 

    

These results demonstrate that the combination of Andersen thermostat 

and Berendsen barostat provide the best temperature and pressure control, 
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respectively, though a very slight (<1 %) increase in density is witnessed. 

Moreover, the COMPASS forcefield paper employs the same thermostat and 

barostat combination. Due to the aforementioned reasons, we conduct our MD 

simulations with Andersen thermostat and Berendsen barostat. 
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APPENDIX A7 

PERL SCRIPTS 

 

This appendix contains a few scripts in Perl programming language 

written by the author for use in this thesis. The choice of Perl language is 

dictated by the programming environment in Accelrys Materials Studio. 

The following script creates centroids of all molecules of a certain type 

(depending on name label) and then creates a set of all centroids. For example, 

the PMMA(1):MIBK NVT simulation has 120 PMMA(1) molecules, so 120 

centroids are created and then one set is created with 120 members. This set is 

subsequently used as input data for analysis by various Accelrys modules. 

#!perl 

 

use strict; 

use MaterialsScript qw(:all); 

#Select trajectory of interest 

my $doc = $Documents{"pmma1_NVT.xtd"}; 

#Delete existing centroids (disable if unwanted!) 

$doc->UnitCell->Centroids->Delete; 

 

#Update screen view 
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$doc->UpdateViews; 

 

#Loop over all molecules in trajectory file 

for (my $i=$doc->UnitCell->Molecules->Count-1 ; $i>=0 ; 

--$i) 

{ 

#Select each molecule 

my $molecule = $doc->UnitCell->Molecules($i); 

 

#Select name of each molecule 

my $nameMolecule = $molecule->Name; 

     

#If name of molecule matches pmma1   

     if($nameMolecule =~ m/^pmma1.*/ ) 

     { 

         #Create centroid of that molecule 

                $doc->CreateCentroid($molecule->Atoms); 

         } 

} 

 

#Update screen view 

$doc->UpdateViews; 

 

#Create a set of all newly created centroids and name 

the set PMMA_Centroids  

$doc->CreateSet("PMMA_Centroids", $doc->UnitCell-> 

Centroids); 

 

#Update screen view 

$doc->UpdateViews; 
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#SECTION FOR VERIFICATION 

#======================== 

 

#Print total number of centroids created 

printf "Total centroids created: %f \n", $doc-> 

UnitCell->Centroids->Count; 

 

#Print name of set created and number of members 

my $sets = $doc->UnitCell->Sets; 

 

foreach my $set (@$sets) 

{ 

printf "Name and members of set created: %f %f 

\n",$set->Name,$set->NumItems; 

} 

The following script calculates the Wigner-Seitz radius used to describe 

the density of the system. This script uses the centroid count to quickly obtain 

the number of PMMA molecules in the system and is therefore run after the 

previous script has been run.  

#!perl 

 

use strict; 

use MaterialsScript qw(:all); 

 

#Definition of PI 

use constant PI => 4*atan2(1, 1); 
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#Select trajectory of interest 

my $doc = $Documents{"pmma1_NVT.xtd"}; 

 

#Number of molecules in system (one centroid per 

molecule) 

my $numMolec = $doc->UnitCell->Centroids->Count; 

 

#Cell volume  

my $cellVolume = $doc->Lattice3D->CellVolume; 

 

#Value of 'n' in Wigner-Seitz radius 

my $density = $numMolec/$cellVolume; 

 

 

my $wigner = 3/(4*PI*$density); 

 

printf "Number of molecules %f \n", $numMolec; 

printf "Cell volume %f Angstroms^3 \n", $cellVolume; 

printf "Wigner-Seitz radius is %f Angstroms", 

$wigner**(1/3); 

 

The following is a brief script used to delete sets. This script is useful to 

reset a trajectory file in which other sets may have been previously created. 

#!perl 

 

use strict; 

use MaterialsScript qw(:all); 
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my $doc = $Documents{"pmma1_NVT.xtd"}; 

 

#Find number of sets created previously 

my $sets = $doc->UnitCell->Sets; 

 

foreach my $set (@$sets)  

{ 

 print $set->Name; 

 $set->Delete; 

} 

 

In addition to the above scripts, some other scripts were written for use in 

this research (but not directly for use in this thesis). These scripts had the 

following purposes: 

 Export the XYZ coordinates of a centroid for all trajectory frames 

 Export the XYZ coordinates of an atom for all trajectory frames 

 Export the gyration radii of a molecule for all trajectory frames 

 Export individual frames from a trajectory (as xsd, pdb) 

 Export individual frames with only selected atoms, molecules (as pdb) 

 Import, export, and analysis of data present in Accelrys study tables  

The above scripts can be obtained by contacting the author at the following e-

mail address: mam20@ualberta.ca. 
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