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ABSTRACT

The influence of high-frequency atmospheric forcing on the circulation of the North Atlantic Ocean with

emphasis on the deep convection of the Labrador Sea was investigated by comparing simulations of a coupled

ocean–ice model with hourly atmospheric data to simulations in which the high-frequency phenomena were

filtered from the air temperature and wind fields. In the absence of high-frequency atmospheric forcing, the

strength of the Atlantic meridional overturning circulation and subpolar gyres was found to decrease by 25%.

In the Labrador Sea, the eddy kinetic energy decreased by 75% and the average maximummixed layer depth

decreased by between 20%and 110%depending on the climatology. In particular, high-frequency forcingwas

found to have a greater impact onmixed layer deepening inmoderate to warm years whereas in relatively cold

years the temperatures alone were enough to facilitate deep convection. Additional simulations in which

either the wind or temperature was filtered revealed that the wind, through its impact on the bulk formulas for

latent and sensible heat, had a greater impact on deep convection than the temperature.

1. Introduction

The Labrador Sea is a region where significant cou-

pling between the atmosphere and ocean occurs. Me-

diated by the strength of the subpolar gyre, persistent

winds and extreme winter temperatures can trigger the

formation of deep convecting plumes with radii #1 km

(Marshall and Schott 1999) that mix the water column

down to 2 km (Lazier 1980; Lilly et al. 2003). When this

happens chemicals and energy are exchanged between

the lower atmosphere and the interior of the ocean.

In the surface mixed layer biogeochemicals such as

carbon dioxide (CO2), chlorofluorocarbons (CFCs), tri-

tium (3H), and oxygen (O2) are close to equilibrium with

atmospheric concentrations. But cooler abyssal waters

are naturally depleted of O2 by marine life and have a

larger capacity for storing CO2. Deep convection re-

plenishes abyssal O2 concentrations and injects anthro-

pogenic CO2 in the intermediate layers (Azetsu-Scott

et al. 2003). This ventilates the waters of the Labrador

Sea, facilitating the rise of nutrient-rich waters that

stimulate the local ecosystem.

Lateral mixing of deeply convected fluid forms a

weakly stratified patch of Labrador Seawater (LSW).

The density of this water mass varies from year to year

depending on oceanic advection, stratification, air–sea

fluxes, and preconditioning (Myers and Donnelly 2008).

Preconditioning is the weakening of the stratification of

the water column prior to deep convection and is facili-

tated by a concert of factors—for example, the strength-

ening of the cyclonic gyre that results in a convex doming

of isopycnals, the presence of LSW from previously con-

vected winters, or an increase in high-frequency forcing

(Marshall et al. 1998; Condron and Renfrew 2013).

Changes in surface forcing due to cold air outbreaks, polar

lows, or stormsmay induce deep convection (Marshall and

Schott 1999) or act to precondition the sea for convection

depending on when they form. The extent of mixed layer

deepening in the Labrador Sea has consequences for the

strength and shape of the Atlantic meridional overturning

circulation (AMOC) (Kuhlbrodt et al. 2007).

The Labrador and Greenland Seas are the primary

locations in the northern oceans where deep convection

takes place (Marshall and Schott 1999). Through many

different mechanisms, the deep water that forms in

these regions is transported south where it upwells.
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Concomitantly, warm surface waters from midlatitudes

are transported poleward, forming a branch of the deep

overturning circulation known as the AMOC. A com-

bination of factors is thought to drive the AMOC in-

cluding the winds, buoyancy forcing at the surface, and

mechanical mixing throughout the ocean interior, but

efforts to understand these processes are ongoing

(Wunsch and Ferrari 2004; Kuhlbrodt et al. 2007; Ferrari

and Wunsch 2009; Nikurashin et al. 2013).

In the last decade, observations of the AMOC have

improved as the Rapid Climate Change (RAPID) pro-

gram continuously observes the strength and structure of

the AMOC at 26.58N. Rayner et al. (2011) show that in

the first year of deployment large variability in the

AMOCwas observedwith changes on seasonal, monthly,

and weekly time scales. Internal waves and eddies are

cited as possible sources of the variability; however, the

mechanisms responsible for these high-frequency oscil-

lations are not well understood. High-frequency atmo-

spheric forcing has the potential to influence these

processes (Polo et al. 2014; Xu et al. 2014).

While extreme convection in excess of 2kmhas not been

observed since the 1990s (Avsic et al. 2006), extreme con-

vection was observed in the winter of 2007/08 without any

sign of preconditioning from the previous year (Våge et al.
2009). Climatological conditions were cited as the pre-

dominant factor contributing to the return of deep con-

vection in 2008 (Yashayaev and Loder 2009), but the

enhanced deep convection of 2008 was shown to be influ-

enced by a concert of factors including storms, freshwater

fluxes, and the distribution of the ice pack. Våge et al.

(2009) argued that even a moderate shift in storm tracks

could have profound consequences for deep convection in

both the Greenland and the Labrador Seas. Yet the in-

fluence of climatological factors relative to the influence of

high-frequency atmospheric phenomena remains unclear.

Several studies have examined the influence of storms

on the circulation of the North Atlantic Ocean (Condron

and Renfrew 2013; Jung et al. 2014). While they do not

focus on the Labrador Sea in particular, these studies are

relevant to a discussion of the role of high-frequency

forcing on deep convection and ocean circulation. Now,

we briefly describe the pertinent findings of these studies.

Condron and Renfrew (2013) examined the impact of

polar mesoscale storms on the circulation of the North

Atlantic Ocean. They compared simulations forced with

and without a parameterization of polar lows and showed

that these storms contribute to the volume of Greenland

Sea Deep Water (GSDW) as well as influencing the fre-

quency, depth, and area of deep convection (Condron

et al. 2006; Condron and Renfrew 2013).

Jung et al. (2014) have shown that small-scale atmo-

spheric forcing phenomena including mesoscale cyclones,

fronts, and topographic jets play an important role in

driving the mean ocean circulation. They isolated the pure

effect of resolution by coarse-graining their atmospheric

forcing data and running the model at relatively high and

low resolutions. They found that mesoscale phenomena

strengthened the mean horizontal wind-driven ocean cir-

culation by about 5%–10%. Hence, the relatively coarse

resolution typically implemented in global climate models

inevitably results in an underestimate of the AMOC and

wind-driven circulations.

Luo et al. (2014) used a similar approach to investigate

the effect of changing the temporal resolution on deep

convection in the Labrador Sea and suggested that a

detailed representation of extreme winter events is

not necessary if their average impacts are accounted

for. However, their study focused on obtaining a re-

alistic representation of observations while con-

straining the model drift and, thus, implemented

nudging to a monthly surface salinity climatology,

which may have biased the model away from extreme

events. For this reason, our study does not implement

surface restoring.

Most studies investigating the influence of high-

frequency forcing on the ocean have used atmospheric

forcing data with a resolution of 6 h (Jung et al. 2014;

Luo et al. 2014). However, Roberts et al. (2015) dem-

onstrated the importance of frequent atmosphere–ice–

ocean coupling in simulating ice–ocean Ekman transport

and suggested that, because of the limitations of the

Nyquist frequency, a tightly synchronized coupling is the

most important model mechanism required to simulate

high-frequency ice mechanics. As a result a high tem-

poral resolution is prerequisite to an investigation of

high-frequency atmospheric forcing.

We explore the role of high-frequency atmospheric

forcing on the circulation of the North Atlantic Ocean

with particular focus on the deep convection of the

Labrador Sea. To our knowledge, this study is the first

to use hourly atmospheric forcing that resolves a wide

range of atmospheric phenomena to investigate the

influence of high-frequency forcing. We compare simu-

lations of an ocean–ice coupled model forced with high-

resolution data to simulations in which high-frequency

atmospheric phenomena have been removed. Since the

Labrador Sea is vital to our global climate system, un-

derstanding the role that high-frequency atmospheric

forcing plays there will help to indicate the significance of

high-frequency forcing to global ocean circulation.

In section 2, we describe the model and the relevant

data including the filtration process. Section 3 describes

our analysis methods; the results of this analysis are

presented in section 4. Finally, a discussion and con-

clusions are presented in section 5.
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2. Model description and data

a. Ocean–ice model

We used the Nucleus for EuropeanModelling of the

Ocean, version 3.1 (NEMO v3.1) (Madec 2008). The

Arctic Northern Hemisphere Atlantic configuration

(ANHA4) shown in Fig. 1 was based on the 0.258 tri-
polar grid extracted from the NEMO ORCA025

configuration developed within the Mercator Océan
and DRAKKAR collaboration (Barnier et al. 2007).

The model consists of 50 vertical levels with a 1-m

top layer decreasing in resolution with increasing

depth. The ANHA4 domain is contained within open

boundaries at 208S latitude and the Bering Strait as

shown in Fig. 1. Lateral boundaries are free slip with

buffer zones indicated on the figure with light gray

squares.

Lateral mixing varies horizontally according to a bi-

Laplacian operator with a horizontal eddy viscosity of

3 3 1011m4 s21. For tracer lateral diffusion, the model

uses an isopycnal Laplacian operator with a horizontal

eddy diffusivity of 300m2 s21.

Vertical mixing at subgrid scales was parameterized

using a second-order turbulent closure scheme based on

the turbulent kinetic energy (Mellor and Yamada 1982).

Background vertical eddy viscosity and diffusivity are

1024 and 1025m22 s21, respectively.

Eddies in the Labrador Sea range in size with radii

between 5 and 30km (Lilly et al. 2003). So the model is

eddy permitting, but the resolution is not fine enough to

resolve all of the eddies (Hallberg 2013).

The NEMOmodel is coupled with the LosAlamos Sea

Ice Model (CICE; Hunke and Lipscomb 2008). The Co-

ordinated Ocean–Ice Reference Experiments (CORE)

bulk formulas were applied to compute fluxes of heat,

water, and momentum (Large and Yeager 2009).

b. Input data

The simulations presented here were forced with inter-

annual atmospheric data. Our control experiment used

data derived from the Canadian Meteorological Centre’s

global deterministic prediction system reforecasts (CGRF;

Smith et al. 2014) with an hourly resolution in time and

a spatial resolution of 0.458 longitude and 0.38 latitude

(’33km in the Labrador Sea). This dataset was produced

by rerunning the current numerical weather prediction

analysis system over the period from 2002 to 2010. For

each day, the forecast was run for 30h and the first 6hwere

rejected to allow themodel dynamics to spin up. Although

the CGRF are not as tightly constrained to fit with ob-

servations as available reanalysis products such as ERA-

Interim, Smith et al. (2014) demonstrated that CGRF has

comparable biases in terms of the surface temperature,

humidity, and winds. The relatively high resolution

permits a more detailed representation of atmospheric

structures at high latitudes (Smith et al. 2014). Therefore,

the CGRF data are well suited to the present examination

of high-frequency atmospheric phenomena.

The Co-ordinated Ocean–Ice Reference Experiments

with interannually varying atmospheric forcing (CORE-II;

Large and Yeager 2004, 2009) dataset was developed

to provide a common framework for evaluating the

FIG. 1. The bathymetry over the (a) domain of ANHA4 and (b) Labrador Sea. Buffer zones are indicated with light

gray squares and orange markings indicate relevant locations referred to in the text.
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behavior of global ocean–ice coupled simulations. So we

also ran simulations forced with CORE-II data for

comparison. The relevant fields have a 6-hourly resolu-

tion in time and a spatial resolution of about 1.98
(;100 km in the Labrador Sea).

Common inputs used in both theCGRF andCORE-II

simulations include the CORE-II snow data, the river

runoff taken from the 12-month climatological data of

Dai and Trenberth (2002), and the bathymetry derived

from 1-minute gridded elevations/bathymetry for the

world (ETOPO1) data (Amante and Eakins 2009) il-

lustrated in Fig. 1. The simulations were initialized with

Global Ocean Reanalyses and Simulations (GLORYS)

data, allowed to spin up for 3 years, and then run from

2002 to 2010. The same data were also used for the

buffer zones at the open boundaries.

Kolmogorov–Zurbenko (KZ) filtering is a well-

established method for separating meso- and synoptic-scale

meteorological data (Overland et al. 1999; Ibarra-Berastegi

et al. 2001; Wise and Comrie 2005). Wavelet and KZ

filtering are the most accurate and widely used low-pass

filters for this purpose. We chose KZ filtering because it

is straightforward to implement and has the distinct ad-

vantage that it can handle gaps in the data without having

to interpolate between existing data points (Eskridge et al.

1997). For each point yi, the KZ-filtered data are given by

an iterative moving average over a window of length

D5 2q1 1 so that

yi 5
1

2q1 1
�
q

j52q
yi1j (1)

is the input for the next iteration. The window is sym-

metric about the point i, so j ranges over q time steps

prior to and after i.

Eskridge et al. (1997) predicted that the algorithm

would filter scales of motion DI1/2 #P days for I itera-

tions. However, wavelet spectral analysis revealed that,

for our relatively high-resolution dataset, the algorithm

filters shorter time scales than predicted. For example,

when D 5 10 days and I 5 4 iterations, scales below

about 7 days are removed from the time series.

High-frequency atmospheric forcing phenomena mani-

fest as short-time-scale changes in pressure, tempera-

ture, and wind stress. Each of these perturbations can

lead to changes in heat flux but, quantitatively speaking,

the associated change in heat flux is not readily identi-

fiable. Thus, we expect that filtering such phenomena

from our forcing data will reduce the climatological

mean; however, it is not clear howmuch of a reduction is

appropriate. Hence, we chose a window of D 5 10 days

and I 5 4 iterations so that all of the forcing acting

over time periods of one week or less were removed

while minimizing the reduction of mean values. Over

the entire domain, the mean values of the temperature

and wind speeds for the unfiltered data were T of 284K

and S of 5.3ms21 and for the filtered data we have T of

284K and S of 3.7ms21. Reviewing animations of the fil-

tered temperature and wind fields for the unfiltered and

filtered forcing fields verified that the majority of cyclones

were removed from the wind and temperature fields.

In the Northern Hemisphere less than 17% of cy-

clones last for more than 7 days (Gulev et al. 2001) with

most cyclones in the Atlantic region lasting between

2 and 6 days and Arctic cyclones living an average of

3 days. Therefore, filtering all wind and temperature

perturbations lasting less than one week is sufficient to

explore the influence of high-frequency atmospheric

forcing on deep convection and ocean circulation.

The filter removed temperature and wind perturba-

tions occurring over mesoscale time periods such as

storms, as well as other atmospheric phenomena in-

cluding barrier winds, fronts, and topographic jets like

the Greenland tip jet and reverse tip jet (Moore and

Renfrew 2005).

Figure 2e shows the time series from 2002 to 2010

extracted from the CGRF temperature data at the lo-

cation of the Atlantic repeat hydrography line 7 west

(AR7W) Bravo mooring site shown as an orange star in

Fig. 1 (56.758N, 52.58W; Lilly et al. 2003). Despite the

fact that domain averaged temperatures were the same

for both filtered and unfiltered forcing, there are sig-

nificant differences between the filtered and unfiltered

time series shown in Figs. 2e and 2f. In particular, local

extrema have been removed. Winter temperatures

reach extremes between258 and2108C every year. But

in the filtered time series the winter of 2007/08 was the

only winter which exhibited temperatures below 258C
as demonstrated by the dashed line in Fig. 2f. More

broadly, we examined time series at several points in the

interior of the Labrador Sea that confirmed that 2008

had more days with extremely cold air temperatures in

comparison with the other years (not shown).

In Fig. 2g, the wavelet power spectrum shows the

time–frequency spectrum of the filtered time series with

the Fourier period on the y axis in place of the wavelet

scale (see the appendix for a description of wavelet

analysis). There is a peak in the spectrum at a period of

less than one day spanning all of the years that reflects

diurnal changes in temperature. Comparing Figs. 2g and

2h clearly shows that high-frequency atmospheric tem-

perature perturbations have been removed.

Zonal and meridional components of the wind were

filtered independently. For diagnostic purposes, we

computed the wind stress curl as described by Smith

(1988) from velocity time series extracted at the location
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of the orange star in Fig. 1. Wind stress time series are

shown in Figs. 2a and 2b and corresponding wavelet

power spectra shown in Figs. 2c and 2d demonstrate the

effect of the low-pass filter. Figure 2c shows a seasonal

pattern of recurring high-amplitude winds lasting a

week or less, while in the filtered spectrum in Fig. 2d

the high-frequency bursts of wind have been removed.

This illustrates that the largest wind stresses occur over

the shortest time scales.

We used wavelet spectral analysis to examine time

series from several locations throughout the Labrador

Sea. This confirmed that wind and temperature pertur-

bations occurring over time scales of less than one week

were effectively filtered from the CGRF atmospheric

temperature and wind fields (not shown).

In the same manner, we applied wavelet spectral

analysis to investigate the range of filtered spatial scales

by extracting a series of values at a fixed latitude and

across all longitudes. For example, Fig. 3 shows the wind

stress and temperature extracted at 458N. The wavelet

power spectra shown in Figs. 3c, 3d, 3g, and 3h show

that a wide range of spatial scales were removed.

Although the filter removed time periods consistent

with the mesoscale, the range of geometries filtered

extended to larger-scale atmospheric motions.

The average wintertime wind stress curl is shown in

Fig. 4. The most significant differences observed be-

tween the unfiltered and filtered wind fields are along

the North Atlantic and North Pacific storm tracks, near

the Bering Strait, and near topographic features in the

vicinity of Greenland.

The heat fluxes for unfiltered and filtered simulations

are shown in Fig. 5. Removing high-frequency atmo-

spheric phenomena from the wind and temperature

fields reduced the magnitude of latent and sensible heat

fluxes between the atmosphere and ocean because both

quantities depend on the velocity of the wind through

the bulk formulas (Large and Yeager 2009). The lowest

wintertime temperatures in the filtered data were be-

tween 50% and 70% of that of the unfiltered data. The

number of days during which the magnitude of the 2-m

air temperature from the unfiltered data was lower than

the minimum wintertime temperature from the filtered

data ranged from 5 days in 2004 to 40 days in 2008.

FIG. 2. Time series at the location of the orange star (Bravo) in Fig. 1 of (left) unfiltered and (right) filtered

CGRF (a),(b) wind stress curl computed from the velocity fields at 10 m and (e),(f) 2-m air temperature.

(c),(d) The corresponding wavelet power spectra for (a),(b). (g),(h) The corresponding wavelet power spectra

for (e),(f). Color contours illustrate the magnitude of the wavelet coefficients and the light-shaded region

illustrates the area outside the cone of influence which is unreliable. See the appendix for a more complete

description.
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However, of those 40 days there were a maximum of 6

consecutive days during which the temperature was

lower. Moreover, from 2002 to 2010 the temperature

was lower for between 2 and 8 consecutive days. So the

number of days over which the heat fluxes were re-

duced was consistent with the removal of high-

frequency forcing, which provides further evidence

that the low-pass filter did not unduly reduce the

climatological means.

3. Analysis methods

Time series of the Atlantic meridional overturning

circulation was calculated at a fixed latitude f and over

all longitudes l using

FIG. 3. Zonal series extracted at 458N and across all latitudes of (left) unfiltered and (right) filtered CGRF

(a),(b) wind stress curl at 10-m height and (e),(f) 2-m air temperature. (c),(d) The corresponding wavelet

power spectra for (a),(b). (g),(h) The corresponding wavelet power spectra for (e),(f).

FIG. 4. Wind stress curl averaged over the Northern Hemisphere winter [January–March

(JFM)].
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MOC(h,f)5

ð0
h

ðeast
west

y(l,f, z, t) dx dz (2)

at each depth h, where y is the meridional velocity, z is

the vertical coordinate, and t is time.

The strength of the subpolar gyrewas computed from the

barotropic streamfunction. It can be shown that the volu-

metric flux between two streamlines is equivalent to the

change in the streamfunction between those streamlines.

Hence, by taking the maximum magnitude along a partic-

ular line connecting the coast of Greenland to the coast of

Canada we obtained an estimate of the total volume

transported by the subpolar gyre. We computed the cli-

matological mean barotropic streamfunction for each day

and found the minimum value along the section of the

Labrador Sea indicated by the orange dashed line in Fig. 1b.

We defined themixed layer depth (MLD) as the depth

at which the density difference from the surface excee-

ded the threshold value of 0.01 kgm23. This value was

chosen because observations indicate that the density of

the mixed layer in the Labrador Sea varies by less than

0.01 kgm23 (Lazier et al. 2002).

The stability of the water column depends not only on

the surface mixed layer, but also on the density stratifi-

cation of the water column. Thus, we provide a measure

of the column stability to depths of 750 and 2000m by

quantifying the amount of energy per unit volume

(kgm2 s21) required to mix the grid column to a depth h.

The convective energy CE is defined by

CE(h)5
g

A

ðð
A

�
hrpot(h)2

ðh
0
rpot(z) dz

�
dA , (3)

where g is 9.81m s22 and A is the area of each grid cell.

The potential density rpot(z) at each depth (z, h) is

compared to that of a well-mixed column of fluid with a

density of rpot(h) to give the total amount of energy

required to mix the column to a depth h. So CE(h)5 0

for a well-mixed fluid, CE(h). 0 implies a stable density

stratification, and CE(h), 0 is indicative of an unstable

density stratification. This quantity is derived from the

concept of a buoyancy anomaly as described by Bailey

et al. (2005) and Frajka-Williams et al. (2014).

Since the MLDs varied significantly between the fil-

tered and unfiltered simulations, we normalized the

values of the heat and freshwater content by dividing by

the volume V of the mixed layer in each grid cell. Thus,

the heat content (J m23) is given by

H5 cpr0

ð
V
(T2Tr)

dV

V
, (4)

where cp is the specific heat capacity of water, the ref-

erence density r0 is 1020 kgm23, T is the model tem-

perature, and the reference temperature Tr is 08C.
Similarly, the freshwater content is given by

FW5

ð
V

(Sr 2S)

Sr

dV

V
, (5)

where S is themodel salinity and the reference salinity Sr
is 35 ppt.

To obtain a single value for each day, values of MLD,

CE, heat, and freshwater were averaged over the 3000-m

isobath of the Labrador Sea extending as far east as

448W. While this region is not indicated directly Fig. 1

shows the relevant bathymetry contours.

4. Results

a. Ocean circulation

Time series of the maximumAMOC taken at selected

latitudes are shown in Fig. 6. The AMOC oscillates

significantly in response to high-frequency atmospheric

forcing. In particular, Table 1 shows the mean and

standard deviation of the AMOC at 26.58N from

ANHA4 simulations and, for comparison, the RAPID

observations. While the mean for the filtered run was

closer to that of the RAPID array (Rayner et al. 2011),

the unfiltered simulation more closely reproduced the

variability of the observational data. That the standard

deviation in the CORE-II simulations is comparable

to the RAPID observations suggests that monthly

smoothing does not completely obscure the influence of

short-time-scale variability. The AMOC in the ANHA4

configuration is stronger, on average, than observations,

which partially reflects the increasing trend, which is

likely an artifact of model drift. While the unfiltered

FIG. 5. Daily averaged heat flux computed using CORE bulk

formulas within the 3000-m isobath of the Labrador Sea

(l # 448W).
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simulation is more realistic in some ways, the associated

air–sea fluxes are relatively large and may exacerbate

model drift by introducing a positive feedback on deep

convection. Over relatively short time periods, this does

not detract from comparisons between the filtered and

unfiltered runs. Averaging the increase across all of the

latitudes in the figure, we found that the mean value

of the AMOC decreased by about 25% when high-

frequency atmospheric forcing was removed.

This result is significantly greater than that of Jung et al.

(2014), who found that high-resolution atmospheric

forcing increased the strength of the AMOC by 5%–10%

on average over 20 years of integration. In agreement

with their study, which showed that the response of the

AMOC to an increase in high-frequency atmospheric

forcing took several years to develop, we find that the

difference between the strength of the AMOC in the

filtered and unfiltered simulations increased in time.

Figure 7 shows the subpolar gyre strength for the fil-

tered and unfiltered simulations. The high-frequency

atmospheric forcing excited episodic spikes in subpolar

gyre strength that were not present in the filtered sim-

ulation. This provides evidence that short-time-scale

perturbations in the wind and temperature fields are

responsible for the variability. The mean values of the

gyre strength over this period were 252 Sverdrups (Sv;

1 Sv [ 106m3 s21) with a standard deviation of 8Sv for

the unfiltered simulation and 239Sv with a standard

deviation of 5Sv for the filtered one. The unfiltered

simulation is closer to the observed value of 48.8Sv

(Reynaud et al. 1995), which suggests that the unfiltered

simulation is more realistic. Overall, removal of high-

frequency atmospheric phenomena decreased the mean

gyre strength by about 25% from 2002 to 2010. Since

Condron and Renfrew (2013) found that polar lows

caused the gyre to spin up by 3.9%, our result highlights

the importance of a wider range of atmospheric phe-

nomena to the circulation of the North Atlantic.

While it is not surprising that the strength of the wind-

driven gyre decreased in response to a decrease of both

wind stress and buoyancy loss at the surface, our result is

significantly larger than the estimate of Jung et al. (2014),

who found that incorporating high-frequency atmospheric

phenomena increased the gyre strength by about 10%.

There are several reasons for the significant differences

FIG. 6. Daily max AMOC [Eq. (2)] at selected latitudes.

TABLE 1. The mean and std dev of the AMOC at 26.58N ob-

served from 2 Apr 2004 to 10 Apr 2008 (Rayner et al. 2011) com-

pared with the ANHA4 simulations.

RAPID Unfiltered Filtered CORE-II

18.8 6 4.8 Sv 27.4 6 4.3 Sv 20.5 6 2.5 Sv 23.5 6 5.0 Sv
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between our results and theirs for both the AMOC and

the gyre strength. While their study was restricted to me-

soscale geometries, ours includes synoptic-scale forcing.

And, as alluded to in the introduction, the European

Centre for Medium-RangeWeather Forecasts (ECMWF)

forcing dataset used in their study has a temporal resolu-

tion that is insufficient to capture high-frequency vari-

ability near the poles. In addition, their coarse-resolution

model may have resolved some of the high-frequency

forcing that we have removed with our filter so the ef-

fects of these phenomena would not have been captured

by their coarse-graining comparisons.

Weakening of the subpolar gyre necessarily led to a

decrease in the amount of eddies in the Labrador Sea

through a corresponding decrease of shear instability.

Furthermore, decreasing the wind stress also generated

less turbulent mixing. Thus, we expect an analogous

decrease in the eddy kinetic energy (EKE). Figure 8

shows the average surface EKE represented as a speedffiffiffiffiffiffiffiffiffiffiffiffiffi
2EKE

p
for each of the ANHA4 simulations. The

CORE-II output only extends to 2008 so we computed

the average from 2002 to 2008. The CORE-II and filtered

runs had a similar structure to the surface EKE produced

from NCEP–NCAR reanalyses (Luo et al. 2014). But the

surface EKE produced from the CGRF dataset was no-

ticeably more detailed in structure, demonstrating that

without high-frequencywind and temperature phenomena

the localized turbulent mixing is not well represented.

Consequently, the plot of EKE averaged over the 3000-m

isobath of the Labrador Sea shown in Fig. 8d indicates

that the filtered atmospheric forcing data produced

about 75% less eddy kinetic energy in the Labrador Sea

compared with the unfiltered forcing dataset. In agree-

ment with the results presented so far, the plot shows

that fluctuations increased significantly in the presence

of high-frequency forcing.

FIG. 7. Max subpolar gyre strength computed from the barotropic

streamfunction.

FIG. 8. (a)–(c) Surface EKE averaged over 2002–08 with the same color scale. (d) Monthly mean EKE over the 3000-m isobath of the

Labrador Sea (l # 448W).
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b. Deep convection

There are remarkable differences in the depth and the

lateral extent of convection among the three different

simulations. However, before we proceed tomake direct

comparisons between the models, we will discuss the

models’ representation of convection in the Labrador

Sea to make it clear that these limitations do not ob-

fuscate comparisons between them. Figure 9 shows the

depth of the mixed layer and sea ice extent in the Lab-

rador Sea for the CGRF, filtered CGRF, and CORE-II

simulations. The model sea ice extent is shown in white

and, for comparison, the weekly mean sea ice extent

derived from observational data is shown with a red line

(Reynolds et al. 2002). The model generally does a good

job of representing sea ice in the Labrador Sea with the

exception of the winter of 2007/08 during which the sea

ice extent was underpredicted. Without this ice cover,

we expect greater heat fluxes out of the sea in our model

during that winter than occurred in reality (Griffies et al.

2009), which helps to explain why mixing occurs so

broadly in Fig. 9b. Overall, the lateral area of convection

is somewhat larger than observations as illustrated, for

example, by comparing Fig. 9a, which shows the mixed

layer depth averaged over 2002–08, with Våge et al.

(2009) (Fig. 2). Salinity drift is known to be a limitation

of these models (Rattan et al. 2010), which is likely re-

sponsible for the unrealistic area of mixing. However,

the lateral area and maximum depth of convection

varies in response to changes in atmospheric forcing,

which implies that changes in the mixed layer between

the different simulations are driven by the atmospheric

forcing fields. Even though the lateral area and depth of

mixing in the models are not representative of the ob-

servations, the model response is consistent among all

of the ANHA4 simulations. Thus, relative comparisons

FIG. 9. MLDs within the Labrador Sea (a) on average and on the day that convection reached an annual max in (b) 2008 and (c) 2003.

The black contours that indicate depth and the dotted lines that indicate latitude are labeled as in Fig. 1b. The model sea ice extent is

shown in white and the observed sea ice extent is shown with a red line.
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between the model outputs provide a realistic indicator

of the response of the ocean to high-frequency atmo-

spheric forcing.

Figure 9a shows that the deepest mixing occurs along

the 3000-m isobaths running from 558 to 608N. Figure 9c

shows similar behavior for the winter of 2002/03 with

convection stretching farther to the south. Generally,

the location of convection in our model is consistent

with other model studies (Luo et al. 2014; Jung et al.

2014; Saenko et al. 2014). The deepest mixing occurs

somewhat farther north than observations indicate, but

this can be explained by considering that the models do

not properly represent the physical role of eddies at this

resolution (Saenko et al. 2014). Moore et al. (2014)

conjectured that the location of deepest convection is

influenced by oceanic preconditioning as well as by

high-frequency forcing events. This is confirmed by

Fig. 9, which shows that the locations of deepest con-

vection differ between the filtered and unfiltered

simulations.

Mixed layer depths are plotted for the CGRF and

CORE-II simulations in Fig. 10. For comparison, we

found the maximum depth obtained from an Argo float

profile for each year from a collection of floats in the

central Labrador Sea with depths $3000m. The Argo

program started in 2002 having fewer floats and some

issue with drifting sensors, but float reliability has steadily

improved over the years (Roemmich et al. 2009). For each

year, the number of relevant profiles is given in Table 2.

Both simulations reproduced the observed annual pattern

of mixed layer deepening throughout the winter followed

by a rapid restratification that leads to shallow MLDs

throughout spring and summer (Yashayaev and Loder

2009). The day that the average MLD reached its annual

maximum and the restratification of the water column

began occurred between the beginning of March and the

end ofApril depending upon the year of the simulation. In

comparison with the Argo data, the unfiltered CGRF

simulations generally produced more realistic MLDs than

the CORE-II simulations.

The role that high-frequency atmospheric forcing

plays in deep convection can be understood by exam-

ining changes in ocean stratification between the dif-

ferent simulations. Figure 11a shows that the average

MLD was greater for the unfiltered simulation than it

was for the filtered simulation throughout the entire

record. The maximum average MLD increased by 70%

(about 540m) on average from 2002 to 2010 across all of

the years with an increase as large as 110% in 2010 and

as low as 20% in 2008. Figure 2 shows that, relative to the

period 2002–10, 2010 exhibited the warmest winter tem-

peratures, while 2008 was persistently cold throughout

the winter. High-frequency atmospheric forcing had the

greatest impact on mixed layer deepening in years that

wintertime temperatures weremoderate to weak and less

of an impact in years with a relatively greater number of

extremely cold days.

Varying as a function of the stability of the water col-

umn, the convective energy, shown inFig. 11b, reached its

annual minimum around the same time that the mixed

layer reached its annual maximum. To a depth of 750m

the filtered simulation had higher CE in winter and,

therefore, increased stability of the water column. Of

course, this was the expected result corresponding to the

aforementioned increase in heat loss and eddy kinetic

energy associated with high-frequency forcing. In the

summer, the unfiltered simulation had a more stable

stratification than the filtered simulation. Storms mix

buoyancy inputs such as freshwater throughout the upper

ocean. Hence, with fewer storms the filtered simulation

FIG. 10. Daily MLDs averaged within the 3000-m isobath of the Labrador Sea (l # 448W).

Argo values represent the max depth measured by an Argo float for each year.

TABLE 2. The number of ARGOprofiles within the 3000-m isobath

of the Labrador Sea (l # 448W) for each year.

2002 2003 2004 2005 2006 2007 2008 2009 2010

263 456 568 584 774 949 975 1391 1581
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had a weaker stratification within the upper 750m. Near

the end of summer, MLDs reached their annual mini-

mum and the CE reached an annual maximum. During

this period, the unfiltered simulation was marked by

episodes of localized mixed layer deepening that

weakened the stratification thereby preconditioning the

Labrador Sea for deep convection.

Over greater depths, the difference between the two

simulations was much more pronounced. The convec-

tive energy for the unfiltered run decreased from 2002 to

2008, becoming negative during the winter of 2008 and

increasing in subsequent years. Figure 2 shows that the

year 2008was particularly cold. Periods of persistent and

extreme cold temperatures facilitated a relatively high

loss of buoyancy at the surface shown in Fig. 5—high

enough that, even in the absence of high-frequency

forcing and the accompanied negative temperature

anomalies, surface waters increased in density until the

water column became unstable.

The unfiltered data producedmuch greaterMLDs than

both the CORE-II and the filtered simulations. Figure 9

compares snapshots of the MLDs on the day that con-

vection reached an annual maximum for 2003 and 2008.

These are the years when the difference between the

maximum MLD in the unfiltered and filtered runs was

at a maximum (Fig. 9b) and a minimum (Fig. 9c). The

deep convecting region for the filtered run had a rela-

tively small area and depth compared to the unfiltered

run for both years. What is more, animations of MLDs

(not shown) demonstrated that the depth and shape of

the convective region changed on a daily time scale with

less variability when high-frequency atmospheric forc-

ing had been removed.

Figure 12a shows that the filtered simulation had a

relatively high freshwater content during the spring and

summer when MLDs were relatively shallow. This can

be explained by considering that freshwater from melt-

ing ice reaches the Labrador Sea around this time and, in

the absence of mixing, remains at the surface. The mean

heat content increased by about 82% in the absence of

high-frequency atmospheric phenomena, as shown in

Fig. 12b. This is a consequence of the reduction in sen-

sible and latent heat fluxes, as well as a reduction in the

eddy kinetic energy that mixes the heat and freshwater

contents from the upper layer.

c. Wind versus temperature

The wind and temperature fields are inexorably con-

nected because of their influence on sensible and latent

heat fluxes. Nonetheless, there is still some question as

to the relative contributions of each field to the oceanic

response. Therefore, two additional simulations were

run that mirrored the filtered run, but one was forced

with filtered winds and unfiltered temperatures and the

other with filtered temperatures and unfiltered winds.

Figure 13 shows that the maximum depth of convection

was greater when the temperature anomalies were filtered,

but wind anomalies remained. Moreover, the MLD from

thewind-filtered simulation resembled those of the filtered

simulation in Fig. 11 whereas the temperature-filtered

FIG. 11. Daily average taken within the 3000-m isobath of the Labrador Sea (l # 448W) for

(a) the MLD and (b) CE [Eq. (3)].
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simulation matched more closely with the unfiltered

simulation. Hence, perturbations of the wind field have a

greater influence on the annual maximum depth of

convection than perturbations in temperature, which is

not surprising considering that the wind mixes the ocean

directly as well as influencing heat fluxes through the bulk

formula. In spite of this, high-frequency temperature

anomalies impacted the stratification of the Labrador

Sea. For example, the negative CE (in 2000) shown in

Fig. 13b could only be reproduced by the wind-filtered

run and not the temperature-filtered run. Even though

wind perturbations weakened the stratification, the

presence of temperature anomalies changed the strati-

fication from weak to unstable. While the filter did not

FIG. 12. Averages taken within the mixed layer of the 3000-m isobath of the Labrador Sea

(l # 448W) of (a) freshwater content and (b) heat content.

FIG. 13. The relative contribution of the high-frequency wind and temperature perturbations

to the stratification within the 3000-m isobath of the Labrador Sea (l# 448W). Daily averages

are shown for (a) the MLD and (b) CE [Eq. (3)].
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reduce the mean T, it noticeably reduced the finescale

variability as shown by Figs. 2e and 2f. This suggests that

short-time-scale perturbations in temperature due to,

for example, cold air outbreaks play a nonnegligible role

in setting the stratification.

All of the simulations exhibited deep mixed layers

during the winters of 2007/08 and 2008/09. In years with

relatively small negative heat fluxes (Fig. 5), high-

frequency winds had a more significant effect on mixed

layer deepening than high-frequency temperatures did.

5. Conclusions

High-frequency atmospheric forcing phenomena such

as fronts, storms, cold air outbreaks, barrier winds, and

topographic jets were found to increase the circulation

of the North Atlantic by about 25% through their in-

fluence on the AMOC and the subpolar gyre. Whether

this is simply due to a reduction in wind stress that de-

creases the magnitude of heat fluxes and EKE or, in

part, to entrainment and mixing resulting from storms

is a subject that deserves closer investigation.

The removal of high-frequency atmospheric phenom-

ena was found to reduce the variability in the strength of

the AMOC and subpolar gyre. Thus, we provided evi-

dence that high-frequency atmospheric forcing pro-

duces episodic fluctuations in the AMOC and the

subpolar gyre strength. However, the relative contri-

bution of the various atmospheric phenomena studied

here remains unclear.

Without high-frequency atmospheric forcing, the

density stratification in the Labrador Sea was more

stable. These changes in stratification are intrinsically

linked to the eddy kinetic energy of the Labrador Sea,

which decreased by about 75% in response to decreases

in both the wind-driven circulation and the turbulent ki-

netic energy. In consequence, high-frequency phenom-

enawere found to strongly influence the depth and lateral

extent of deep convection in the Labrador Sea from 2002

to 2010 increasing maximum mixed layer depths by 20%

in relatively cold years and as much as 110% in warmer

years. In extremely cold years, such as 2008, mixed layer

deepening can extend to extreme depths ($2000m) in

the model even in the absence of high-frequency forcing,

whereas in relatively warm years it had a greater in-

fluence on the maximum depth of convection.

If, as predicted, the number of polar lows annually

decreases as atmospheric temperatures rise (Zahn and

von Storch 2010), then knowing the role that high-

frequency atmospheric phenomena play in deep con-

vection will improve our understanding of the long-term

consequences of changing atmospheric conditions on

general ocean circulation.

High-frequency perturbations of the wind field had a

greater impact than high-frequency perturbations of

temperature. This was expected because the removal of

the wind stress lowers the eddy kinetic energy and, more

importantly, reduces the latent and sensible heat fluxes.

We have presented evidence that high-frequency

forcing is vital to the deep convection of the Labrador

Sea and to the circulation of the North Atlantic. There-

fore, changes in high-frequency forcing are expected to

significantly influence global ocean circulation.

The work presented here highlights the need for a

closer examination of the influence of high-frequency

atmospheric phenomena on subsurface ocean processes.

And given the impact of high-frequency forcing on the

circulation of the ocean, a study of synoptic-scale forcing

is also warranted. Since the removal of high-frequency

forcing necessarily reduced the mean climatological

values, the question posed byMarshall and Schott (1999)

of whether or not powerful short-time-scale events have

the same effect on convection if distributed evenly over

the winter months still remains. The fact that the mean

value of the temperature did not significantly change

when filtered, although there was a noticeable effect on

stratification due to temperature anomalies, provides a

clue that the localized impact of high-frequency forcing

may be important, but a complete investigation is left for

an independent study.
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APPENDIX

Wavelet Power Spectra

The continuous wavelet transform of a signal s(t) is

given by

~s(a, b)5

ð1‘

2‘
s(t)Ya,b(t) dt , (A1)

where

Ya,b(t)5
1ffiffiffi
a

p Y

�
t2 b

a

�
(A2)

and Y(t) is the complex conjugate of the ‘‘mother wave-

let’’ Y(t). For scale a at time b the wavelet bases are di-

lations and translations of the mother wavelet. The

wavelet scale can be related analytically to the Fourier

period to determine Fourier modes. Wavelet coefficients
~s(a, b) are determined using wavelet basis functions.

The wavelet power spectrum, also known as the sca-

logram, is defined as the squared absolute value of the

wavelet coefficient:

P(a,b)5 j~s(a,b)j2 . (A3)

The choice of mother wavelet depends both on the

applications and on the signal being analyzed. Wavelet

bases can be real or complex, contain variable numbers

of vanishing moments, and vary in shape. While real

wavelets capture both positive and negative oscillations

of a signal, complex wavelets combine positive and

negative oscillations into a single broad peak. In addi-

tion, our forcing data contain many oscillations so the

appropriate wavelet should reflect that.

We chose to use the Morlet wavelet defined by the

mother wavelet:

c0(t)5p21/4e2t2/2eiv0
t , (A4)

with v0 5 6. This implies a Fourier period of l ’ 1:03

(Torrence and Compo 1998), which allows for a

straightforward conversion between scale and period.

The Morlet wavelet provides excellent frequency reso-

lution although it is at the expense of temporal

resolution. This trade-off is near-optimal for scalograms,

but a better temporal resolution would be needed to

analyze the local structure.

To find the wavelet power spectrum we adapted the

online wavelet toolbox provided by Torrence andCompo

(1998). The open-source toolbox is freely available and is

well tested (Linkenkaer-Hansen et al. 2001; Moy et al.

2002; Holdsworth et al. 2012). Our data were first nor-

malized by subtracting its mean and dividing by its stan-

dard deviation. To determine which elements of the

spectrum were most significant we computed the ex-

pected value for Gaussian red noise and compared it to

our signal. This provides a useful diagnostic for noisy

data since we can say, with 95% confidence, that the part

of the wavelet power spectrum above the red noise

contour is significant (i.e., not due simply to noisy fluc-

tuations). We plot this 95% confidence contour on all

scalogram plots to identify the most significant features

with a black contour line.
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