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Abstract 
 

Quantitative Susceptibility Mapping (QSM) is an emerging postprocessing method, computed 

from phase images, which is finding wide application in quantifying iron content in healthy and 

pathological tissue. However, QSM is still not commonly used in clinical practice. This thesis 

discusses the challenges that come during the application of QSM to patient studies and makes 

advances to solve problems such as long acquisition times, motion, and works towards finding 

more applications for QSM. The focus for this work is on stroke applications where methods such 

as Susceptibility Weighted Imaging (SWI) and Time-of-Flight (TOF) MR Angiography (MRA) 

are already used. 

SWI finds one application in the study of hemorrhage, and it has been shown in previous studies 

that QSM can be reconstructed from the single echo SWI sequence. However, whole brain SWI 

requires an acquisition time of about 5 mins which is often too long for hemorrhagic patients to 

remain still inside the scanner. In Chapter 2, a rapid single-shot Echo-planar Imaging (EPI) 

sequence with acquisition time of 0.45 mins was applied to subjects with intracerebral hemorrhage 

(ICH) which enabled rapid measurement of ICH area and mean magnetic susceptibility, with 

reduced motion as compared to standard SWI. EPI requires minimal additional acquisition time 

and hence can be incorporated into iron tracking studies in ICH. 



iii 
 

Motion effects cause artifacts in magnitude as well as phase images. Hence, Chapter 3 investigates 

the quantitative effects of movement and respiratory fluctuations on QSM in the brain. QSM was 

found to be more sensitive to motion caused by movement than magnitude images and thus post-

processing motion correction or faster sequences may be beneficial for QSM applications.  

However, respiratory fluctuations did not cause statistically significant differences in susceptibility 

values in group study; although, these variations might be considered important in individual 

follow-up studies. 

SWI is widely used in the study of veins, hematoma, lesions etc. However, since it uses filtered 

phase for its computation, SWI has certain limitations such as artifacts arising from phase wraps, 

blooming effects, dependence of phase value on the orientation of object with main magnetic field 

etc. In order to overcome SWI limitations, a new method called quantitative susceptibility 

weighted imaging also known as true susceptibility weighted imaging (tSWI), has been recently 

introduced which uses susceptibility maps instead of filtered phase. Chapter 4 aims at optimizing 

tSWI parameters for strong susceptibility sources like hemorrhage and investigates the benefits 

and limitations of tSWI for hemorrhages. In hemorrhage, tSWI minimizes both blooming effects 

and phase wrap artifacts observed in SWI. However, unlike SWI, tSWI requires an alteration in 

the threshold limits for best hemorrhage depiction that greatly differs from the standard values. 

tSWI can be used as a complementary technique for visualizing hemorrhages along with SWI. 

It is always desirable to obtain maximum information from a single acquisition. Hence in Chapter 

5, a new sequence has been introduced to simultaneously compute TOF-MRA, QSM, SWI and 

transverse relaxation rate R2* while maintaining all the key features of standard TOF-MRA such 

as multiple overlapping thin slab acquisition (MOTSA), ramped RF pulses and venous saturation. 

The effect of these TOF features on QSM and SWI was studied. The proposed sequence with the 
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TOF features provided TOF-MRA and SWI with similar CNRs to standard methods. The mean 

susceptibility values for brain structures had no significant susceptibility variation between the 

proposed and standard methods as well. Thus, this sequence is able to provide similar TOF-MRA 

to standard TOF methods while enabling additions of SWI, R2* and QSM. 
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Chapter 1 

Introduction 

 

1.1 Overview of Magnetic Resonance Imaging (MRI)  

 

The purpose of this introduction is to provide a brief overview of the principles of the imaging 

modality called MRI [1]–[4]. MRI is a non-invasive imaging technique sensitive to a broad range 

of tissue properties. MRI techniques have helped in understanding the anatomy and functionality 

of the human body. Alongside research, this imaging modality has found its place in clinical 

application for diagnosis of diseases. MRI can generate images having different contrasts with a 

considerably high resolution which has helped in the study of the human body. MRI originates 

from the concept of nuclear magnetic resonance (NMR). The principle of MRI is based on the 

interaction of the proton in the hydrogen atom with an external magnetic field. Since a major part 

of the human body is composed of water this creates an abundance of hydrogen protons. Each 

hydrogen proton has its own nuclear spin and angular momentum.  In absence of an external 

magnetic field, the spins are oriented in random directions; however, when exposed to an external 
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static magnetic field, B0 the individual magnetic moment vectors tend to align with or against the 

field, producing a net longitudinal magnetization aligned with the field, while the transverse 

components precess about the field direction with random phase leading to no net transverse 

magnetization. The spins exhibit a motion similar to a spinning gyroscope. The precession angular 

frequency for the proton is given by: 

⍵0 = 𝛾∗𝐵0          ………………………………………………………………………………... (1.1) 

where 𝛾 is called the gyromagnetic ratio. The above equation is referred to as the Larmor equation 

and ⍵0 is called the Larmor frequency.  This precession happens around the main magnetic field 

(𝐵0) i.e. the z axis and at equilibrium and as mentioned the net transverse component sums up to 

be zero due to the spins having different phases.  

In order to detect the spins, a radio frequency (RF) wave is applied perpendicular to the 𝐵0 direction 

which tips the longitudinal spin magnetization into the transverse plane. The precession in the 

transverse plane can be detected using a receiver coil that picks up the magnetic flux created by 

the oscillating transverse magnetization; however, the spins tend to return to their original 

equilibrium position causing the transverse magnetization to decay away.  This occurs due to 

longitudinal relaxation (dependent on T1) and transverse relaxation (dependent on T2).  

Longitudinal relaxation, also called the T1 relaxation or the spin-lattice relaxation, is a process that 

occurs due to energy exchange between the spins and the lattice. This occurs as the spins tend to 

return to their original aligned position to maintain thermal equilibrium resulting in recovery of 

the longitudinal magnetization. Transverse relaxation, also known as T2 relaxation or spin-spin 

relaxation, is a result of loss of phase coherence of the spins following the excitation.  Interaction 

between spins and B0 inhomogeneities result in dephasing and loss of coherence of the spins thus 

causing decrease in the transverse magnetization. The transverse relaxation occurs as a combined 
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effect of static and dynamic processes. The apparent or observed rate of relaxation T2* is expressed 

as: 

1

𝑇2∗
=

1

𝑇2′
+

1

𝑇2
    ……………………………………………………………………….……… (1.2) 

In eq (1.2), T2’ is the decay time for the static processes caused by B0 imperfections, susceptibility 

variations and chemical shift. T2 is the decay time for the dynamic processes caused by 

thermodynamic spin-spin interaction.  

These relaxation times also determine the contrast of the acquired images. The acquired signal 

measurements are then mapped to spatial locations by applying gradient pulses.  

Gradient pulses are utilized to perform spatial encoding which allows the localization of signal 

from a small region.  

 

1.2 Pulse Sequence and Signal Acquisition 

 

The basic components of a pulse sequence comprise an excitation RF wave, and spatial encoding 

gradients applied before and during data acquisition. These components are played out at specific 

timings to acquire the desired MRI contrast and are displayed in Figure 1.1. 

Depending on the purpose of the data acquisition, the timing and location of these components can 

be varied to design different pulse sequences. This thesis primarily studies images acquired using 

different variations of a Gradient Recalled Echo (GRE) sequence. 

 

1.2.1 Gradient Recalled Echo Sequence  

 

In a GRE sequence, the static sources for proton dephasing, such as magnetic field inhomogeneity 

and magnetic susceptibility differences, contribute to the signal decay. Hence, the echo time, TE 
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determines the amount of T2* weighting in a gradient echo image. This sequence is commonly 

used for phase imaging. Variations of GRE are used to acquire images to compute Susceptibility 

Weighted Imaging (SWI), Quantitative Susceptibility Mapping (QSM), and Time-of-Flight (TOF) 

angiography, which are all applied in this thesis.   

 

 

Figure 1.1: Timing diagram of a simple 2D gradient-echo sequence. 
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The simplest GRE sequence consists of a slice-selective RF pulse, a slice selection gradient pulse, 

a frequency encoding gradient pulse (readout), a phase encoding gradient pulse and the output 

readout acquisition.  

The RF is turned on during the slice-select gradient. The RF pulse is typically applied at the 

resonant frequency with an envelope that defines both the resulting flip angle and the shape of the 

RF profile. A standard RF pulse could be a weighted truncated sinc function, for instance; however, 

depending on the application, different kinds of RF pulses are used. For example, in TOF 

angiography, a ramped RF is used.  Once the RF pulse is completed, the slice-select gradient is 

rewound in order to rewind the added dephasing of the transverse signal. The phase encoding 

gradient follows and varies for each repetition of the pulse sequence. This is followed by the 

frequency encoding gradient during which the signal generated is recorded. The raw signal (k-

space data) received is Fourier transformed to produce data in image space. The data obtained is 

in complex form with a real and imaginary part. Thus, magnitude and phase images are produced. 

Magnitude images are the most widely utilized form. Phase images from the GRE sequences give 

extra insight into the magnetic field variations and are useful to study susceptibility effects.  

Images with different contrasts can be produced by altering acquisition timings, particularly the 

echo time TE and repetition time TR, but also the amplitude, duration and timing of the gradients. 

Sometimes GRE sequences are obtained with multiple echoes which can be formed by the addition 

of more gradients in the frequency encode direction.  Multi-echo and single echo GREs are utilized 

for R2* mapping and QSM computations. Sometimes flow compensation gradients are added to 

nullify the effects of flow in blood vessels [5]. Flow compensation gradients are used in SWI and 

TOF sequences which have been discussed in the next section. Another variation of GRE is the 

Echo-planar imaging (EPI) sequence which has been studied in the thesis. This is a rapid gradient 
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echo sequence and QSM can be computed from data obtained from EPI sequence [6]. In the EPI 

sequence as shown in Figure 1.2, the image is acquired using a set of echoes after the RF excitation 

with small phase encode gradients between the read out echoes. The corresponding k-space data 

is shown in Figure 1.3, and for comparison a GRE k-space acquisition is also shown. As it can be 

seen in Figure 1.3, for each TR only one line of k-space is acquired for a single echo GRE sequence 

whereas the corresponding EPI sequence has several lines of k-space acquired in one TR. Hence 

EPI sequences can acquire images with a much lower acquisition time. 

 

Figure 1.2: Sequence diagram showing the phase encoding and read gradient for an 2D EPI 

sequence.  
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Figure 1.3: Showing temporal order of k-space covering for GRE and EPI. 

The standard GRE sequence requires a new TR for each acquisition line, while single-shot EPI 

acquires all lines after one excitation. 

 

1.2.2 Flow compensation 

 

Several MRI sequences add flow compensation gradients in order to reduce artifacts caused by 

blood flow [5]. Flow artifacts may cause blurring or ghosting artifacts. The problem arises because 

the moving spins in blood are not receiving identical gradient encoding compared to stationary 

tissue. For example, if we apply a gradient pulse with amplitude G for a time t, the phase shift of 

the spins at a location r is given by:   

𝜑(r) = 𝛾∫ G. r(t) dt ………………………………………….…………………………………. (1.3) 

Now, if r(t) = r0+vt, with v being the velocity in the direction of G, the phase shift will be:  

𝜑(r) = 𝛾∫ G. (r0+vt) dt = 𝛾.G [r0t+ vt2/2] ≠ 0 ……………………………………………..……..(1.4) 
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This phase shift causes signal loss when the spins in the voxel do not move at the same rate. Also 

change in blood velocity over time (i.e. pulsatile flow) can cause ghosting effects by altering the 

phase shifts across the different k-space lines. Hence, flow compensation gradients are applied to 

null the first order gradient moments. For example, a simple bipolar gradient pulse has no net 

dephasing effect on static spins, yet spins moving in the gradient direction will not be fully 

refocused.  The simplest means of flow compensation is the use of three gradient pulses to null 

both zero and first order components; however, flow compensation gradient extends the time of 

gradient playout. 

 

1.3 Magnetic Susceptibility 

 

A GRE sequence is utilized to acquire data to generate SWI and QSM images. These images help 

to study the magnetic susceptibility of tissues. When exposed to an external magnetic field, 

different materials behave in different manners depending on an intrinsic property of the material 

defined as magnetic susceptibility, 𝛘.  Magnetization can be defined as the amount of magnetic 

moment exerted by the magnetic field per unit mass or volume of an object. The magnetization, 

M that is induced in the material due to the applied magnetic field, H is defined as:   

 M = 𝛘∗H ……………………………….……….……………………………………………. (1.5) 

Susceptibility being independent of magnetic field strength and orientation can be used as a 

quantitative measure. On the basis of susceptibility, a substance can be classified as diamagnetic, 

paramagnetic and ferromagnetic. A major part  of  the  human  body  is  composed  of  water  

which  has  a  susceptibility value of -9 ppm.  Any change in the magnetic property of the material 

will cause a change in the local field, which can be manifested as a phase change. This phase 

change due to susceptibility effect can be measured at echo time, TE is given by: 
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∆φ = −γ.∆B.TE……………………………………………………………………………...… (1.6) 

where the field change ∆B can be defined as a function of susceptibility: ∆B = f(∆𝛘) = ∆𝛘. B0 and 

B0 is the external magnetic field. In order to study the susceptibility of tissues, acquisition of phase 

is required. 

 

1.4 Susceptibility Weighted Imaging (SWI) 

 

SWI is a post processing method where phase images are used to create filtered phase weighted 

masks which get multiplied into magnitude images to enhance susceptibility contrast. A 3D flow 

compensated GRE sequence is used to acquire the data for SWI reconstruction. The phase images 

are passed through a homodyne high pass filter to remove the low-spatial frequency components 

[7]. This filtered phase is then utilized to produce a phase mask as follows: 

               ………………………………………. (1.7) 

The phase mask has values between zero and one. The mask is designed such that to set to unity 

when no change in magnitude is desired and to set to other numbers to decrease the signal intensity 

where phase takes certain values.  Typically, the phase mask is multiplied to the magnitude four 

times to generate a susceptibility weighted image.  

𝑆𝑊𝐼 = 𝑚𝑎𝑔 ∗ (𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝑝ℎ𝑎𝑠𝑒 𝑚𝑎𝑠𝑘)4…………...…………………...…………………….... (1.8) 

A minimum intensity projection (mIP) can be utilized to observe the veins in resulting data. Figure 

1.4 shows the SWI and mIP of a healthy volunteer along with the different components of SWI 

computation. SWI images provide better differentiation between gray and white matter than 

corresponding magnitude images. This method improves the visibility of paramagnetic 
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susceptibility sources such as hemorrhage, veins and microbleeds; hence, SWI finds extensive use 

in diagnosing several neurovascular and neurodegenerative diseases.  

 

Figure 1.4: Magnitude, Phase, filtered phase, phase mask, SWI and mIP of a typical SWI of 

a healthy subject for venous imaging at 3 T using whole head coverage via 1.5-mm slices of 

3D SWI. 



11 
 

1.5 Quantitative Susceptibility Mapping 

 

Quantitative Susceptibility Mapping (QSM) is a postprocessing method that utilizes raw phase 

images obtained from a gradient echo sequence to produce susceptibility maps. The reconstruction 

steps of QSM involve multi-channel coil combination, phase unwrapping, background removal 

and dipole field inversion [8] as shown in Figure 1.5. 

 

Figure 1.5: QSM computation steps.  

 

1.5.1   Coil Combination 

 

In current MRI scanners, multi-channel receiver coils are used to increase the SNR of the images 

and also reduce scan time by allowing parallel imaging.  The simplest method of coil combination 

is the sum of squares of the signals from each coil element [9].  This method, though appropriate 

for magnitude images, does not produce accurate coil combinations for phase images. Along with 
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a dependence on field shift and echo time, the phase images get a different phase offset (𝜑𝐼𝐶) from 

each channel which can cause improper coil combinations.  

φ = −γ.∆B.TE+𝜑𝐼𝐶……………………………………………………………………………. (1.9) 

Several methods have been proposed which address the phase offset when combining the phase 

[8], [10], [11]. Some of these coil combination methods include the Roemer method [12], [13] 

which estimates the receiver sensitivities by normalizing the head array data by using a body coil 

image, thus necessitating additional reference acquisitions. Dual echo methods make use of phase 

information from two different TEs to solve this problem [11], [14]. Combining Phase data using 

a Short Echo‐time Reference scan (COMPOSER) method [15] employs a reference scan with short 

TE for sensitivity estimation and does not require a body coil acquisition. Singular Value 

Decomposition (SVD) technique [16] compresses the head array data into a virtual body coil, 

which is then used as a phase reference for coil sensitivity estimation [17]. For single echo phase 

data, an adaptive combining method can be used, without estimation of coil sensitivities [18]. In 

this thesis, the data acquired utilized the inbuilt adaptive coil combination from the 3T Siemens 

Prisma scanner unless otherwise mentioned. 

 

1.5.2 Creating Brain Masks 

 

Binary brain masks are generated to extract the region of interest which is the brain tissue in this 

thesis. The brain masks are generated from the magnitude images and are obtained by using Brain 

Extraction Tool (BET) [19] of FMRIB software library (FSL).   
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1.5.3   Phase Unwrapping 

 

The phase is computed as the angle of the complex signal and hence the values cannot exceed 

[−π,π).  As this phase accumulates over time, the phase becomes aliased and wraps within the 

boundary limits. This results in discontinuous jumps in the phase values when the boundary limit 

is reached and thus causing phase wraps.  Phase unwrapping is the method to remove these wraps 

and recover the phase information. 

Several methods have been introduced for phase unwrapping [20]–[25].   The path-based methods 

like Phase Region Expanding Labeller for Unwrapping Discrete Estimates (PRELUDE) [20] and 

best path [23] unwrap the phase wraps by adding a multiple of 2π at the phase jump location.  The 

Laplacian based method [21], [22] applies the Laplacian function in the Fourier domain to compute 

the true unwrapped phase value.  In computation with multi-echo sequences, temporal phase 

correction can be made using the multiple echoes. 

All these methods are widely used depending on the dataset. The second order derivatives in the 

Laplacian may cause difficulty in large phase changes. Hence, Laplacian methods have been found 

to underestimate regions with strong susceptibility sources [25] such as hemorrhage and veins. 

Hence, in this thesis path-based phase unwrapping was implemented using best path [23] and 

PRELUDE [20].  

 

1.5.4   Background Removal 

 

The total field perturbation observed is a result of the contribution from the local tissue 

susceptibility as well as other sources such as main field inhomogeneity, chemical shift and the 

dominant air-tissue susceptibility interfaces. In order to compute the local susceptibility values of 
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the tissue the field-to-susceptibility equation needs to be applied on the local field. The local field 

can be computed from the total field by removing the background field contribution using eq (1.10) 

Blocal = Btotal−Bbackground   ……………………………………………………………………. (1.10)  

Ths QSM step is known as background field removal. It can be performed by using different 

techniques such as homodyne high-pass filtering, projection onto dipole fields (PDF) [26], [27], 

Sophisticated Harmonic Artifact Removal for Phase data (SHARP) [28], [29], regularization-

enabled sophisticated harmonic artifact reduction for phase data (RESHARP) [30], Laplacian 

Boundary Value (LBV) [31], Extended RESHARP (ESHARP) [32] and Variable-kernel SHARP 

(V-SHARP) [33], [34] etc. 

While homodyne high-pass filtering is the easiest background removal approach, it removes all 

phase components in the low frequency spectrum, and thus some of the local field is removed. The 

PDF method decomposes the background field inside the brain tissue into a field originating from 

dipoles outside using a projection theorem.  However, this method fails to remove background 

fields that do not originate from susceptibility dipoles outside the brain such as B0 inhomogeneity 

from imperfect shimming. Then there are methods such as SHARP which attempt to solve this 

problem by utilizing the spherical mean value (SMV) property of harmonic functions. According 

to Maxwell’s equations, the dipole field induced by sources outside the brain is harmonic across 

the brain [28]. By utilizing the SMV property of harmonic functions, the background field can be 

removed by convolving the total field with a non-negative, radially symmetric, normalized 

convolution kernel.  However, results at the boundaries are not accurate for this method due to the 

violation of SMV theorem in locations where the kernel overlaps the brain edge. RESHARP [30] 

utilizes Tikhonov regularization in formulating the background field removal as an optimization 

problem. This method allows suppression of non-harmonic components and although it eliminates 
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the contribution of non-internal sources, it might remove the non-harmonic components of the 

local field as well. Both these methods have a common problem of erosion of the boundaries due 

to the convolution with the spherical kernel. VSHARP [33], [35], [36] employs varying sizes of 

spherical kernels to solve this problem. In this method, the kernel size is reduced when near the 

boundaries of the brain to preserve more brain regions. Similarly, ESHARP [32] tries to solve this 

problem by using the analytic property of the harmonic background field.  In this method Taylor 

series is utilized to expand the edge-eroded background field.  Laplacian Boundary Value (LBV) 

[31] utilizes Laplace’s equation to solve the background removal problem. It is assumed that the 

background field is harmonic inside the brain and hence Laplace’s equation inside the brain is 

given as:  

𝛻2𝐵𝑏𝑘𝑔 = 0 ∀ 𝑏𝑟𝑎𝑖𝑛  ……………………………………………………………………….. (1.11) 

And the non-harmonic local field satisfies the Poisson equation:   

𝛻2𝐵𝑙𝑜𝑐𝑎𝑙 = 𝑓 ∀ 𝑏𝑟𝑎𝑖𝑛  ……………………………………………………………………… (1.12) 

For a finite domain, a unique solution can be obtained to the Laplace’s equation. Since the local 

field is significantly smaller than the background field, it is assumed that the background field at 

the boundary is equal to the total field. Under these assumptions, Laplace’s equation is an elliptic 

partial differential equation [37] and the boundary problems can be solved using numerical 

schemes, such as finite difference methods [38]. 

 

1.5.5   Dipole Inversion 

 

As discussed previously, the magnetization, M that is induced when a material with susceptibility 

𝝌 is placed in an external magnetic field, B is defined as:  

 𝑀 = 𝜒. 𝐻 = 𝜒.
𝑩

𝜇
 =  

𝜒

𝜇0(1+𝜒)
𝐵……………..………………………………………….. (1.13) 
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𝜇 is the permeability of material, 𝜇0 is the permeability of vacuum. The net induced magnetic field 

distribution can be expressed as [8]: 

𝛥𝐵(𝑟) =  
𝜇0

4𝜋
∫ 𝑑3𝑟′{

3𝑀(𝑟′).(𝑟−𝑟′)

|𝑟−𝑟′|
(𝑟 − 𝑟′) −

𝑀(𝑟′)

|𝑟−𝑟′|3
}𝑟≠𝑟′ ………….…………………………... (1.14) 

Now, when calculated in k-space using rotating frame of reference, this equation becomes: 

𝛥𝐵(𝑘) =  
𝜇0

3

3𝑐𝑜𝑠2ꞵ −1

2
 (𝑀(𝑘) − 3𝑀𝑧(𝑘) ẑ) ……………………..…………………………... (1.15) 

Where ẑ is the unit vector in z-direction and ꞵ is the angle between k and ẑ.  

Hence, 𝑐𝑜𝑠2ꞵ =
𝑘𝑧
2

𝑘𝑥
2+𝑘𝑦

2+𝑘𝑧
2  

For MRI, some assumptions can be made to simplify the equations. 

In eq(1.12), the susceptibility values of brain tissues are much less than 1, hence:  

𝑀 ≈
𝜒

𝜇0
𝐵 …………………………………………….……. ……………………….(1.16) 

Now, in isotropic material, the induced magnetization is along the same direction as the main field, 

and the z-component is dominant in the main magnetic field. Therefore, the eq (1.15) can be 

simplified as: 

𝛥𝐵(𝑘) = − 
𝜇0(3𝑐𝑜𝑠2ꞵ−1)

3
 𝑀𝑧(𝑘)…………………………….………………………………. (1.17) 

Now the relative induced field perturbation is: 

𝛿𝐵(𝑘) =
𝛥𝐵𝑧(𝑘)

𝐵0
= (

1

3
−

𝑘𝑧
2

𝑘𝑥
2+𝑘𝑦

2+𝑘𝑧
2). 𝜒(𝑘) ………………………………………………….…. (1.18) 

This equation can be interpreted as a convolution of susceptibility distribution with a unit dipole 

response (d): 

𝑑 = 𝐹𝑇 (
1

3
−

𝑘𝑧
2

𝑘𝑥
2+𝑘𝑦

2+𝑘𝑧
2) =

3𝑐𝑜𝑠2ꞵ −1

4𝜋 |𝑟|3 𝑟≠0

 ……………………………………………………… (1.19) 

This can be simplified as: 

𝛿𝐵(𝑘) = 𝐷(𝑘). 𝜒(𝑘)  ……………………………………….………………………………. (1.20) 
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where 𝐷(𝑘) =
1

3
−

𝑘𝑧
2

𝑘𝑥
2+𝑘𝑦

2+𝑘𝑧
2 

The inversion from local field map 𝛿𝐵  to its corresponding local susceptibility sources is an ill-

posed problem because the property of the unit dipole kernel or convolution kernel is such that 

𝐷(𝑘) = 0 when  𝑘𝑥
2 + 𝑘𝑦

2 = 2𝑘𝑧
2   . As a result of this, there are two cones of zeros at the magic 

angle of 54.70 in the unit dipole kernel D(k).  Hence the local susceptibility 𝜒(𝒌) cannot be directly 

solved by simple inversion 
𝛿𝐵

𝐷
. It is equivalent to undersampling of 𝜒(𝒌), where information at the 

magic angle is lost. Several methods have been proposed to solve this problem including 

Calculation of Susceptibility through Multiple Orientation Sampling (COSMOS) [39],[65], 

Truncated k-Space Division (TKD) [26], Image space regularization etc. In COSMOS, the field 

created by the susceptibility distribution is sampled at multiple orientations with respect to the 

main magnetic field by rotating the object, and the susceptibility map is reconstructed such that it 

accounts for the signal void region in the dipole kernel. This is a stable and precise approach which 

allows quantitative mapping of arbitrary susceptibility distributions. Hence, COSMOS is often 

treated as a reference standard to compare other methods. However, acquiring data with multiple 

orientations is not realistic for patient studies. Total variation regularization [40] and Morphology 

enabled dipole inversion (MEDI) [41] have been used to perform QSM in this thesis. 

 

1.6 Quantitative Susceptibility Weighted Imaging or True 

SWI (tSWI)  

 

As described previously, SWI is a technique that offers means to study veins, lesions, hematoma 

and hence finds a wide range of clinical applications [4], [7], [42], [43].  However, this method 
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has some limitations because SWI is computed from filtered MR phase which along with 

susceptibility is also known to be dependent on shape and orientation of the structure of interest. 

Secondly, it has also been studied that the phase inside a vein perpendicular and parallel to  the 

main magnetic field have opposite signs[44]. This leads to variable suppression effect with the 

phase mask computed from the filtered phase for SWI images; however, that doesn’t happen for 

QSM. QSM also doesn’t show any blooming effect around strong susceptibility objects as seen in 

SWI. Hence, a recent method called the true SWI (tSWI) has been introduced which utilizes the 

susceptibility maps to produce the mask instead of the filtered phase.    

The threholded mask, W from the susceptibility map is computed as: 

.........................................................................................(1.21) 

where 𝜒 is the susceptibility value obtained from a susceptibility map, 𝜒1 is the lower threshold 

and 𝜒2 is the upper threshold of the range of susceptibility values. Finally, tSWI is generated by 

multiplying the magnitude image with the susceptibility weighted mask n times, similar to the 

usual SWI mask application: 

𝑡𝑆𝑊𝐼 = 𝑚𝑎𝑔. 𝑊𝑛…………………………………….…………………………………..… (1.22) 

In previous studies, this method was observed to provide a clearer depiction of vein at the magic 

angle (54.70 relative to main magnetic field) and also reduced blooming effect in microbleeds 

[45].   
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1.7 TOF Angiography 

 

TOF MR angiography is an imaging method used to visualize blood vessels. The method 

distinguishes blood vessels from the surrounding static tissues by taking advantage of blood flow. 

The aim of this method is to allow blood signals to be refreshed over time by fresh inflow of blood 

while suppressing the background tissues to a lower signal level. For this to be possible, in the 

steady state equation, repetition time and the flip angle have to be chosen such that consistent fresh 

blood supply is maintained and the background is sufficiently low signal.  

After the first RF pulse, the transverse magnetization is defined as: 

𝑀𝑋𝑌(𝑡 = 𝑇𝐸) = 𝑀0 𝑒𝑥𝑝(−
𝑇𝐸

𝑇2∗) 𝑠𝑖𝑛(𝛼) ………………..…………………………………... (1.23) 

where 

TE: Echo time 

T2*: Transverse relaxation of the sample for gradient echo sequences. 

M0: Longitudinal magnetization 

MXY: Transverse magnetization 

α: Excitation flip angle 

And longitudinal magnetization before the second RF pulse will be: 

𝑀𝑧(𝑇𝑅−) = 𝑀0 + [𝑀𝑧(0)𝑐𝑜𝑠(𝛼) − 𝑀0] 𝑒𝑥𝑝(−𝑇𝑅/𝑇1)  ……………….………………… (1.24) 

Similarly, after n RF excitations, the equation can be described as: 

𝑀𝑧(𝑛) = 𝑀0 + [𝑀𝑍(𝑛 − 1)𝑐𝑜𝑠(𝛼) − 𝑀0]𝑒𝑥𝑝(−𝑇𝑅/𝑇1) ……………………….…...……. (1.25) 

𝑀𝑋𝑌(𝑛) =  𝑀𝑧(𝑛)𝑒𝑥𝑝(−
𝑇𝐸

𝑇2∗) 𝑠𝑖𝑛(𝛼) ……………………………………………………...  (1.26) 

T1: Longitudinal relaxation of the sample for gradient echo sequences. 

M0: Longitudinal magnetization 
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MXY: Transverse magnetization 

n: number of RF pulse experienced  

Thus, the steady state is reached and is defined as  

𝑀𝑍(𝑠𝑡𝑒𝑎𝑑𝑦) = 𝑀0[1 − 𝑒𝑥𝑝(−𝑇𝑅/𝑇1)]/[1 − 𝑒𝑥𝑝(−𝑇𝑅/𝑇1)𝑐𝑜𝑠(𝛼)] ….…………………(1.27) 

And the transverse magnetization at steady state is given as: 

𝑀𝑋𝑌(𝑇𝐸 | 𝑠𝑡𝑒𝑎𝑑𝑦 𝑠𝑡𝑎𝑡𝑒) =
𝑀0[1−exp(−

𝑇𝑅

𝑇1
)] sin(𝛼)

[1−exp(−
𝑇𝑅

𝑇1
) cos(𝛼)]

𝑒𝑥𝑝(−
𝑇𝐸

𝑇2∗)……………………….……….(1.28) 

The steady state equation in eq (1.27) provides the signal of the tissues after several RF excitations. 

Now flowing blood enters the imaging field of view with fresh blood signal and is subjected to a 

lesser number of excitations than the stationary background tissue. As the fresh blood sees more 

and more RF excitation the signal intensity of the blood decreases as can be observed in eq (1.26). 

As n would increase the blood signal would decrease and the blood magnetization begins to 

saturate [46], [47].  This depends on the velocity of the blood in the slice selection direction, the 

thickness of the slab, TR and the flip angle. To ensure that fresh inflow of blood is maintained, 

overlapping slabs with small thicknesses are used in TOF imaging called multiple overlapping thin 

slab acquisition (MOTSA). 

Along with that a special class of asymmetric pulses called ramped RF pulses [48] are used. As 

mentioned earlier, the blood tissue contrast will be highest when the fresh blood enters the slab 

and progressively decreases further into the slab as the blood becomes more saturated by repetitive 

RF-pulses. Now, since higher flip angle causes higher background suppression, in TOF an 

asymmetric ramped pulse is designed with flip angles that vary as a function of position such that 

the flip angles increase linearly along the direction of flow.    

Moreover, TR and flip angle is also optimized to ensure adequate supply of fresh blood and 

sufficient suppression of background. If the TR is too short, the blood signal will not refresh fast 
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enough. While for a long TR, the background signal may fully recover leading to no contrast. 

Similarly, a moderate flip angle ensures some suppression of the background, but still a higher 

blood signal.  

Another feature that TOF uses is applying a spatial saturation pulse for venous saturation. It is 

needed for separating arteries from the veins for better visualization of the arteries.  To achieve 

this, a saturation pulse is applied above the imaging slab to suppress signal from intracerebral 

venous blood that flows in a downward direction. First a 900 RF pulse is applied and then the 

transverse magnetization is spoiled by crusher gradient lobes. This results in selective suppression 

of the longitudinal magnetization for the veins and allows improved arterial visualization.   

The maximum intensity projection (MIP) of the magnitude images is used for arterial visualization. 

Figure 1.6 shows an example of the MIP of a TOF image with all these features.   

 

Figure 1.6: MIP from a 3D-TOF scan of a healthy volunteer at 3T. 

 

1.8 Intracerebral Hemorrhage (ICH) 

 

Stroke is a leading cause of death and disability worldwide. Intracerebral hemorrhage (ICH) is  the  

second  most  common  type  of  stroke  accounting  for about 7% to 20% of all stroke admissions 

and is associated with early mortality  in  approximately  50%  of  these  patients [49]–[51]. It 
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occurs when thin-walled arteries rupture and release blood into the brain tissue.  As blood spills 

into the brain, the area that the arteries supply blood in, is deprived of oxygenated blood. Moreover, 

blood leaked into the brain parenchyma may cause toxic iron buildup that can lead to secondary 

inflammation and increased injury [52], [53]. An ICH can occur close to the surface or in deep 

areas of the brain. Sometimes deep hemorrhages expand into the ventricles causing blockage of 

the normal cerebrospinal (CSF) circulation resulting in enlargement of the ventricles 

(hydrocephalus). This can cause symptoms such as confusion, lethargy, and loss of consciousness 

[54], [55]. The different stages of hemorrhage have been described in detail in Table 1.1 [56],[8].   

The nature of the accumulated hemoglobin, in hemorrhages, changes in form with time. Thus the 

susceptibility also changes from an initial diamagnetic state to various paramagnetic states as the 

lesion ages.  

Table 1.1. Stages of Hemorrhage. 

Stages Time Compartme

nt 

Hemoglobin T1 T2 

Hyperacute <24 hrs Intracellular Oxyhemogl

obin 

Medium Medium 

Acute 1-3 days Intracellular Deoxyhemo

globin 

Long Short 

Subacute-

Early 

3 days 

onwards 

Intracellular Methemoglo

bin 

Short Short 

Subacute-

Late 

7 days 

onwards 

Extracellular Methemoglo

bin 

Short Long 

Chronic-

Center 

14 days 

onwards 

Extracellular Hemi 

chromes 

Medium Medium 

Chronic-

Rim 

14 days 

onwards 

Intracellular Hemosiderin  Medium Short 
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SWI and TOF-MRA methods are commonly used in the clinics for following ICH. SWI sequences 

used for stroke studies tend to be single echo GRE sequences with long TE (such as 20ms at 3T). 

Release of iron from hemoglobin plays a role in causing brain injury after hemorrhage [62]. QSM 

computed from a single echo SWI sequence offers a means to study these iron changes in the 

hematoma [57], [58],which can be useful for staging of hemorrhages [63] and has the potential to 

be useful in iron chelation therapy [60],[61]. 

However, standard QSM of ICH usually has some reconstruction limitations when using only one 

long TE.  Hyperacute, acute and early subacute stages of ICH face a rapid T2* decay which may 

lead to low SNR regions and result in phase errors which in turn can cause severe artifacts in QSM. 

Hence, a separate QSM method such as the superposition method [59] is required to overcome this 

difficulty as described in the next section.  

 

1.8.1 QSM for ICH 

 

As described in the previous section, regions with strong susceptibility have rapid T2* decay, 

resulting in low signal in those regions. This can cause phase error which leads to artifacts in the 

QSM. To overcome this difficulty the superposition method was introduced [59]. In this method, 

QSM is reconstructed in two steps. First QSM is reconstructed on the entire brain and then in the 

next step, the high susceptibility region is masked out and QSM is conducted on the remaining 

tissue region as shown in Figure 1.7. Then the hemorrhagic region from the whole brain QSM is 

extracted and combined with the susceptibility map of the tissue region to produce the superposed 

QSM. In this thesis this method was used to compute QSM for hemorrhage.  This method creates 

artifact free QSM for brains with hemorrhagic regions. 
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Figure 1.7: QSM reconstruction of ICH with superposition method. 

 

1.9 Statistical Analysis 

 

Statistical analysis [64] has been performed in this thesis to compare the datasets from various 

postprocessing methods. The statistical relationship, or association, between two continuous 

variables can be determined by using Pearson’s correlation coefficient. It is based on the method 

of covariance and provides information about the magnitude of the association, or correlation, as 

well as the direction of the relationship. T-test is commonly used to compare the means of two 

independent groups. Similarly, a paired t-test can be used to determine whether the mean difference 

between two sets of observations is zero; thus, determining if there is a significant difference 

between the two. In a paired sample t-test, each subject or entity is measured twice i.e., once by 

each method, resulting in pairs of observations. Similarly, one-way analysis of variance (ANOVA) 
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compares the means of two or more groups in order to determine whether there is statistical 

evidence that the means are significantly different.  If a significant ANOVA result is observed, 

post hoc tests can be used to further explore differences between multiple pairwise group means. 

These parametric tests are conducted based on the assumption that the data follows normality. The 

Q-Q plot and Shapiro Wilk tests can be performed to test the normality of a dataset. If a dataset 

doesn’t follow a normality condition, non-parametric tests such as Mann-Whitney in place of t-

test, Wilcoxon signed-rank test in place of paired t-test and Kruskal–Wallis test instead of one-

way ANOVA can be used. Several of these tests have been chosen to compare the results in this 

thesis depending on the application.  

 

1.10 Aim and Overview of Thesis 

 

As described in the previous section, QSM is a versatile postprocessing method which helps to 

quantify iron content in tissues and pathological structures and hence has potential to be used in 

various clinical applications. This thesis discusses some of the challenges that come during 

application of QSM in a patient study and attempts to find solutions in order to make QSM more 

convenient for widespread applications. This thesis focuses on the application of QSM in stroke 

patients. 

SWI is widely used to study hemorrhage patients and the SWI sequence can be used for QSM. The 

acquisition time of the SWI sequence is around 5 mins. However, EPI is a rapid sequence which 

can also be used to obtain images to compute QSM. Chapter 2 explores the application of the EPI 

sequence on hemorrhage patients and compares the susceptibility maps obtained from this 

sequence to the standard ones. 
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One of the major challenges of SWI sequence is the long acquisition time. Severely ill patients 

with ICH are unable to stay still or sometimes breath very heavily during the scans which can 

cause artifacts. Previous works have not studied the effect of these on QSM quantitatively. Hence, 

Chapter 3 investigates the effect of different movement and respiratory fluctuations on QSM 

quantitatively.  

This thesis also looks at applying QSM to produce other quantitative images which may have 

potential for stroke studies. An example of such a method is tSWI which has the potential to 

overcome some of the limitations of SWI images. Previously tSWI has found its application in 

veins, tissues and microbleeds. In Chapter 4, the application of tSWI on hemorrhages has been 

studied and the parameters of tSWI computation has been investigated.  

It is always preferred to get maximum information from a single acquisition. Hence, Chapter 5 

introduces a multi-echo GRE sequence which can be used to acquire data in order to produce TOF, 

SWI, QSM and R2* map simultaneously while retaining key features of TOF-MRA. 
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Chapter 2 

Rapid Quantitative Susceptibility 

Mapping of Intracerebral 

Hemorrhage* 

Abstract 

Background: Quantitative susceptibility mapping (QSM) offers a means to track 

iron evolution in hemorrhage. However, standard QSM sequences have long 

acquisition times and are prone to motion artifacts in hemorrhagic patients. 

Purpose: To minimize motion artifact and acquisition time by performing rapid 

_________________________ 

*A version of this chapter has been published in JMRI: A. De, H. Sun, D. J. Emery, K. S. Butcher, and A. H. 

Wilman, “Rapid quantitative susceptibility mapping of intracerebral hemorrhage,” J. Magn. Reson. Imaging 

JMRI, vol. 51, no. 3, pp. 712–718, Mar. 2020, doi: 10.1002/jmri.26850. 
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QSM in intracerebral hemorrhage (ICH) using single-shot Echo-planar imaging 

(EPI).  

Population/Subjects: Forty-five hemorrhages were analyzed from 35 MRI exams 

obtained between February 2016 and March 2019 from 27 patients (14 male / 13 

female, age: 71±12 years) with confirmed primary ICH.  

Field Strength/Sequence: 3T; Susceptibility Weighted Imaging (SWI) with 4.54-

minute acquisition and 2D single-shot gradient EPI with 0.45-minute acquisition.  

Assessment: Susceptibility maps were constructed from both methods. 

Measurement of ICH area and mean magnetic susceptibility were made manually 

by three independent observers. Motion artifacts were quantified using the 

magnitude signal ratio of artifact-to-brain tissue to classify into three categories: 

mild or no artifact, moderate artifact, or severe artifact. The cutoff for each category 

was determined by four observers.  

Statistical Tests: Pearson’s correlation coefficient and paired t-test using α = 0.05 

were used to compare results. Inter and intraclass correlation was used to assess 

observer variability.  

Results: Using 45 hemorrhages, the ICH regions measured on susceptibility maps 

obtained from EPI and SWI sequences had high correlation for area (R2 ≥ 0.97) and 

mean magnetic susceptibility (R2 ≥ 0.93) for all observers. The artifact-to-tissue 

ratio was significantly higher (p < 0.01) for SWI vs. EPI, and the standard deviation 

for the SWI method (SD = 0.05) was much larger than EPI (SD = 0.01). All 

observers’ measurements showed high agreement.  
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Data Conclusion: Single-shot EPI-QSM enabled rapid measurement of ICH area 

and mean magnetic susceptibility, with reduced motion as compared with more 

standard SWI. EPI-QSM requires minimal additional acquisition time and could be 

incorporated into iron tracking studies in ICH. 

 

2.1 Introduction 

 

Intracerebral hemorrhage (ICH) is the second most common type of stroke [1]– [3]. Blood leakage 

into the brain parenchyma from ICH may cause toxic iron buildup that can lead to secondary 

inflammation and increased injury [4], [5]. In hemorrhage, the nature of the accumulated 

hemoglobin changes in form with time, from an initial diamagnetic state to various paramagnetic 

states as the lesion ages [6]. Quantitative susceptibility mapping (QSM) [7]– [9] offers a means to 

study these iron changes in hematoma. Susceptibility maps are produced from the phase images 

of a gradient echo (GRE) sequence. Previous ICH studies have proved QSM to be useful for 

distinguishing hemorrhage from calcification [10] and measuring hematoma volume [11]. 

Susceptibility studies have examined various stages of hematoma [12], including following 

individual subjects [13], and examining changes with therapy [14]. Susceptibility measures might 

also be useful for tracking the effects of potential iron chelating therapy in ICH patients [15]. 

Moreover, mean ICH susceptibility has shown better separation of various stages of hemorrhage 

as compared with conventional relaxation-weighted magnetic resonance imaging (MRI) [13]. 

These studies of ICH with QSM have used multi-echo GRE or single-echo susceptibility weighted 

imaging (SWI) [12]–[16], with the latter often included in clinical exams of suspected ICH. Both 

techniques usually require on the order of 5 minutes of acquisition time. However, clinical stroke 

studies are not always amenable to long acquisition times and may suffer from motion artifacts, 
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particularly in cases of severe disease, when patients may lack the capability to follow instructions. 

A rapid imaging alternative for QSM is single-shot 2D gradient Echo-planar imaging (EPI) [17] 

where whole brain susceptibility maps can be obtained in 7 seconds at 1.5T in healthy volunteers 

[18]. With each slice requiring less than 100 msec, typical brain motion is minimal in this short 

period. Other rapid QSM acquisitions have been tested on healthy subjects including 3D EPI [19], 

[20] and more complex variations of simultaneous excitation and acquisition techniques [21], but 

they are not generally available clinically and their motion sensitivity needs more study. In 

contrast, 2D single-shot EPI is a very common MRI sequence accessible on most systems. 

However, this method has not been attempted in the difficult environment of hemorrhage, where 

rapid signal decay may occur due to highly paramagnetic iron sources. Our purpose was to 

minimize motion artifact and acquisition time by performing rapid QSM in ICH using single-shot 

EPI and to compare its accuracy to QSM from SWI. 

 

2.2 Materials and Methods 

 

2.2.1 Patient Studies 

 

Written consent was obtained from patients or substitute decision makers and the protocol was 

approved by the local Ethics Committee. Forty-five hemorrhages were analyzed from 35 exams 

obtained from 27 patients (14 male / 13 female, age: 71±12 years) with primary ICH. All patients 

received MRI between February 2016 and March 2019 using single-shot 2D EPI and standard 

SWI. MRI was acquired between day 2 and day 39 after symptom onset. Six patients underwent 

follow-up acquisitions. Due to rapid iron evolution of ICH during these intervals, the different 

timepoints were considered independently during analysis. 
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All patients were >18 years and had ICH confirmed by computed tomography (CT) within 24 

hours of symptom onset in either lobar (8%) or deep (92%) location. The mean National Institutes 

of Health Stroke Scale (NIHSS) score of all patients was 9.3±7.0. The ICH was anticoagulant-

associated in 15% of patients. 15% of patients had suffered a previous ICH and 11% a prior 

ischemic stroke. 58% of patients had a history of diagnosed hypertension. Other risk factors 

included ischemic heart disease (11%), dyslipidemia (42%), and diabetes (11%). 

 

2.2.2 MRI Pulse Sequences 

 

Standard SWI and a 2D single-shot EPI sequence were used at 3T (Siemens Prisma, Erlangen, 

Germany). Both sequences covered the whole cerebrum in an oblique axial plane. The SWI method 

used: 3D single gradient echo, first-order flow compensation, echo time (TE) 20 msec, repetition 

time (TR) 27 msec, voxel size 0.86 ×0.9 × 1.5 mm3, 80 slices, in-plane field of view (FOV) = 200 

× 220 mm2, flip angle 150, acquisition time 4.54 mins and GRAPPA parallel imaging with 

acceleration factor of 2 along the primary phase-encoding direction. The 2D single-shot gradient 

EPI sequence used: TE 25 msec, voxel size 1.5 × 1.5 × 1.5 mm3, 80 slices with interleaved slice 

ordering, in-plane FOV = 225 × 222 mm2, flip angle 820, acquisition time 27 sec, Generalized 

Auto-calibrating Partial Parallel Acquisition (GRAPPA) parallel imaging with acceleration factor 

of 2, and 6/8th partial Fourier along the phase-encoding direction. The EPI acquisition used 

parallel imaging to maintain high resolution with appropriate TE and minimize blurring effects. 

However, parallel imaging required two additional TRs for a separate calibration scan and a forced 

dummy scan, which lengthened the acquisition time to three TRs (27 sec). A 64-channel phase-

array head coil was used for signal reception. 
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2.2.3 Image Reconstruction 

 

The phase information obtained from both sequences (SWI and EPI) was used to reconstruct 

independent susceptibility maps. To overcome unreliable phase measurements due to rapid signal 

loss within the ICH region, the superposed dipole inversion method was used [16], which was 

developed to cope with the low signal in hemorrhage regions and has been used to track 

hemorrhage evolution [13]. This method involves performing total-variation regularized dipole 

inversion [22] twice, with and then without the ICH dipole field and the results superimposed. 

QSM steps included extracting the brain using Brain Extraction Tool (BET) [23], unwrapping the 

phase using the 3D best path unwrapping technique [24], and then background removal was 

performed using LBV (Laplacian Boundary Value) [25] technique. Finally, the superposed dipole 

inversion was performed. The same reconstruction pathway was followed for both SWI and EPI 

data. 

 

2.2.4 Image Analysis 

 

ICH areas and susceptibility values were compared between the two methods. The susceptibility 

maps and magnitude images from EPI were registered with the SWI magnitude images using 

Statistical Parameter Mapping (SPM12) with rigid registration. 

2D regions-of-interest (ROIs) were drawn manually by three MRI experts (A.D. with 3 years, H.S. 

with 9 years, and A.H.W. with 25 years of experience) on the same slices of the susceptibility 

maps obtained from SWI and EPI sequences. The ROIs were drawn independently for the two 

methods. The slices were selected by the first observer (A.D.) such that the ROI was drawn around 
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the largest hemorrhage area for each subject. To determine the degree of image artifacts, arising 

mainly from patient motion, an artifact-to-tissue ratio was defined as signal intensity from 

background air external to the brain divided by brain tissue. Rectangular ROIs were used in 

consistent locations, with area for air typically ~650 mm2 and brain tissue from the mid posterior 

region typically ~800 mm2. Based on this quantitative ratio, images from each sequence were 

classified as severe artifact if ratio > 0.076, moderate 0.05–0.076, and mild artifact or no artifacts 

less than 0.05. The threshold for each artifact-to-tissue ratio category was determined 

independently by the three MRI experts and a neuroradiologist (D.J.E. with 25 years’ experience). 

 

2.2.5 Statistical Analysis 

 

Our statistical analysis was performed in Matlab R2016a (MathWorks, Natick, MA) and 

STATA/IC 15.1 (StataCorp, College Station, TX). The ICH areas and the susceptibility values 

between SWI and EPI sequences were compared using scatterplots and the computed Pearson’s 

correlation coefficient. A Q-Q plot was used to check the normality of the data. A paired sample 

t-test was conducted to test if the areas and susceptibility values obtained with the two methods 

had any significant difference using α = 0.05. Similar hypothesis testing was also conducted to 

compare the artifact-to-tissue ratios of the two methods. The intraclass and interclass variability 

were measured by calculating the intraclass correlation coefficients (ICC) using a two-way mixed 

model for absolute agreement. ICC measurements were used to assess the agreement in the area 

and susceptibility of the ICH and also the motion classification. 
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2.3 Results 

 

2.3.1 ICH Area and Susceptibility Comparison 

 

Examples of magnitude and susceptibility maps obtained from the SWI and EPI sequences in three 

ICH patients at different times from stroke onset are demonstrated in Figure 2.1. Magnitude images 

on EPI show pure T2* contrast without the strong T1-weighting that affects SWI. ICH regions 

appeared similar between methods. 

 

Figure 2.1: Comparison of magnitude images and susceptibility maps obtained from SWI 

(left) and 2D single-shot gradient EPI (right) for three patients imaged on different days after 

symptom onset. On QSM, the two methods have similar ICH depiction. On magnitude, SWI 

is both T2*- and T1-weighted, while EPI has pure T2* weighting due to the long TR. 
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Data comparing the ICH areas and susceptibilities between the two QSM methods are presented 

as boxplots (Figure 2.2) and as correlational analysis (Figure 2.3) using 45 hemorrhages from 34 

of the 35 ICH exams. One exam was removed due to non-diagnostic images on SWI due to motion. 

From Figure 2.3, excellent correlation between SWI and EPI versions of QSM for ICH area (R2 = 

0.97, 0.99, 0.97, 0.98) and susceptibility (R2 = 0.93, 0.93, 0.94, 0.94) were obtained for all the 

observations made by all the observers. No significant difference was observed between the area 

(p = 0.341) obtained from SWI and EPI sequences. However, EPI-QSM slightly underestimates 

the susceptibility values when considering all data (p < 0.05). Nevertheless, the susceptibility 

values showed no significant change (p = 0.096) between two methods for ICH susceptibility 

below 0.8 ppm, but EPI-QSM underestimates (p < 0.05) for higher susceptibility values, as evident 

from the fitted line in Figure 2.3. 

 

 

Figure 2.2: Boxplot of ICH area and susceptibility for the SWI and EPI-QSM methods. 

Forty-five hemorrhages were included from 34 exams. (Of the 35 exams available, one was 

excluded due to non-diagnostic images on SWI). 
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Figure 2.3: Correlation between ICH areas (top) and susceptibility (bottom) obtained from 

SWI-QSM (x-axis) and EPI-QSM (y-axis). Forty-five hemorrhages were included. Results 

are shown for three observers (O1, O2, O3), and repeat observations by the first observer 

(O1, 1 and O1, 2). High correlation was observed between area and susceptibility for both 

methods. The best-fitting line was calculated based on the average of values observed by all 

the observers and the correlation were calculated for individual measurements. 



45 
 

2.3.2 Motion Classification 

 

Motion artifacts were observed frequently in SWI cases, for example, in Figure 2.4, where severe 

motion affects the SWI sequence, whereas the EPI sequence shows minimal effects. 

 

Figure 2.4: Magnitude and susceptibility maps obtained from SWI and EPI sequences for a 

patient (female, 81 years old) with hemorrhage imaged on day 2 after symptom onset. The 

SWI magnitude illustrates severe motion artifact (artifact-to-tissue ratio = 0.28), which 

resulted in distortion on QSM for SWI, whereas for EPI there was negligible motion 

(artifact-to-tissue ratio = 0.03). 
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Image examples of the artifact quantification ratio and classification obtained from magnitude 

images are demonstrated in Figure 2.5. The SWI sequence displayed higher artifacts, as evident 

from 11 exams with severe artifacts, 13 with moderate, and only 11 with mild or no artifacts. 

However, in the case of the EPI sequence, no exams had severe artifacts, only nine showed 

moderate artifacts, and 26 were mild or no artifacts. Further, the artifact-to-tissue ratio was 

significantly higher (p < 0.01) for SWI (mean = 0.07) vs. EPI (mean = 0.04), and the standard 

deviation for the SWI method (SD = 0.05) was much larger than EPI (SD = 0.01).  

 

2.3.3 Inter- and Intra-observer Agreement  

 

The ICCs corresponding to area and susceptibility measurement for intra- and interclass observers 

had high agreement, ranging from 0.881 to 0.996 (Table 2.1). The motion classification performed 

by the four observers also showed a high degree of agreement, with ICC ranging from 0.978 to 1.0 

(complete agreement). 
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Table 2.1: Interclass Variability between three observers (O1, O2, O3) and Intraclass 

variability within observer 1 (O1) measurement for area and susceptibility. 

 

Parameter Interobserver variability Intraobserver 

variability (ICC) 

O1 vs O2 O1 vs O3 O2 vs O3 

SWI area 0.981 0.980 0.980 0.997 

EPI area 0.967 0.977 0.967 0.985 

SWI 

susceptibility 

0.920 0.974 0.919 0.996 

EPI 

susceptibility 

0.881 0.959 0.887 0.991 
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Figure 2.5: Artifact classification for all 35 scans (27 patients, 6 with multiple timepoints). 

The classification is based on quantitative measurement of the artifact-to-tissue ratio on 

magnitude images. Three examples are shown of SWI magnitude images with ratios: 0.042 

(mild or no artifact), 0.071 (moderate artifact), and 0.157 (severe artifact). 
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2.4 Discussion 

 

We demonstrated that single-shot 2D EPI, a fast and widely available method, enables rapid QSM 

of ICH for assessment of hemorrhage area and susceptibility. The standard sequences used for 

QSM generally take several minutes, which in ICH subjects often lead to patient motion artifacts 

in the resultant susceptibility maps. Here, we demonstrated that rapid QSM using single-shot EPI 

enabled a 10 times faster acquisition than SWI and substantially reduced motion artifacts. 

Hemorrhage area measurements were similar between the two methods and highly correlated. 

Susceptibility measures were also highly correlated between the methods; however, EPI-QSM 

underestimated the susceptibility when considering all data. Susceptibility values less than 0.8 ppm 

showed good agreement. 

The reason for underestimation for the highest susceptibility may relate to the reduced spatial 

resolution of EPI combined with rapid signal loss in these cases. The highest ICH susceptibility 

values typically occur in the acute and early subacute phase [6], [13] and produce rapid signal 

decay, yielding extremely low magnitude on SWI or EPI. The superposed dipole inversion method 

can cope with the low signal areas, but the phase unwrapping process may be affected. For these 

cases, the lower resolution of EPI, combined with the magnitude signal loss, may lead to less 

precision in phase unwrapping along the rim of the ICH, leading to dark rim artifacts that produce 

a net underestimation of the ICH susceptibility value [18], [26], [27]. At the current resolution, 

EPI-QSM may also cause slight underestimation of susceptibility in small hemorrhages (<100 

mm2) due to partial volume effects. 

The extended EPI readout can lead to distortions, particularly around air–tissue interfaces. Most 

of the hemorrhages we studied were central in the brain and none were near the anterior border of 
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the brain, which has a greater degree of distortion on EPI. The distortion and resolution limitations 

could be overcome with multi shot EPI, but this would limit the hallmark feature of single-shot 

EPI, which is superior suppression of motion artifact through extremely rapid imaging. This 

robustness to motion was found to be a critical factor for hemorrhage patients, who often had 

substantial motion artifacts on SWI. Thus, despite the inherent limitations of EPI, EPI-QSM was 

generally preferable to SWI-QSM in this patient group when motion was present. In patients 

receiving SWI for QSM, EPI-QSM could be a useful add-on when motion is suspected. 

Study limitations included the lack of flexibility in the available product EPI sequence, which 

required a 27-second total acquisition. While the total EPI acquisition time remained 10-fold less 

than SWI, previous implementations of EPI-QSM have used less than 10 seconds of total 

acquisition time, by dispensing with the dummy scan and utilizing inline parallel imaging, albeit 

at 1.5T [18], which allows longer TE. Both SWI and EPI methods for QSM used a single moderate 

TE; however, multi-echo acquisitions that include additional shorter TEs could have led to more 

effective phase unwrapping, which could improve susceptibility maps. Nevertheless, single-echo 

SWI is the current clinical standard used in stroke studies and multi-echo EPI sequences would 

have required additional acquisition time. Rapid T2* decay in acute hemorrhages causes severe 

signal loss resulting in low SNR which can affect the standard phase unwrapping in some cases.  

Improvement can be made in unwrapping step as has been briefly explored in appendix A. A 

further limitation is the SWI-QSM used, as the reference standard was affected by motion artifacts 

that may have limited its accuracy. 

In conclusion, in ICH subjects motion artifacts were common in SWI acquisitions but not in single-

shot EPI. Single-shot EPI-QSM enabled rapid measurement of ICH area and susceptibility, with 

reduced motion artifacts compared with susceptibility maps obtained from standard SWI. EPI-
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QSM requires minimal additional acquisition time and could be incorporated into iron tracking 

studies in ICH. 
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Chapter 3 

Effects of movement and respiratory 

fluctuations on susceptibility values 

of iron-rich deep grey matter at 3T* 

Abstract 

Purpose: To quantitatively investigate the effects of motion and respiratory 

fluctuations on QSM in the brain using simulation, volunteer, and patient scans. 

Method: To study the effect of movement on QSM at 3T, 8 subjects (2 volunteers, 

4 ischemic stroke patients and 2 hemorrhagic patients) were scanned with a 3D 

single-echo GRE sequence and simulations were performed to incorporate various 

_________________________ 

*A part of this chapter was presented in ISMRM: A. De, H. Sun, A. Elkady, P. Seres and A. H. Wilman, “Effects 

of Motion in Quantitative Susceptibility Mapping of Brain”, ISMRM, Paris, France, 2018 
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motion patterns into the data. QSM was computed and compared between the 

original and simulated data.  

In order to observe the effect of respiration, breath-hold experiments compared the 

susceptibility values between inhale, exhale and free-breathing states for 5 

volunteers. In addition, QSM under dynamic breathing experiments was performed 

with navigator echo recording in another 5 volunteers. QSM computed before and 

after correction were compared. 

Result: The incorporation of simulated movement showed statistically significant 

differences (p<0.05) in susceptibility values and magnitude signal in many brain 

regions. This movement caused visible artifacts in both magnitude and QSM.  

However, in most cases, variations on QSM were larger than on magnitude images 

and had more artifacts. Different breath-hold positions showed no statistically 

significant difference in susceptibility values and 3D navigator correction in free 

breathing experiments had differences of 2.2 to 12.2 ppb  between susceptibility 

values before and after correction. 

Conclusion: In general, QSM showed greater sensitivity to motion than magnitude. 

While respiratory fluctuations did not cause severe artifact, differences in 

susceptibility values in iron-rich deep grey matter were observed and correcting for 

respiratory fluctuations can be beneficial for susceptibility measurements. 
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3.1 Introduction  

 

Quantitative Susceptibility Mapping (QSM) is an emerging post processing technique with many 

potential clinical applications. QSM can provide quantitative information about brain iron content 

and distinguish paramagnetic iron from diamagnetic myelin and calcification [1], [2]. Hence QSM 

finds its application in several neurological diseases such as stroke (ischemic and hemorrhagic) 

[3]–[8], Alzheimer’s disease [9]–[11], multiple sclerosis [12]–[14] and Parkinson’s disease [15]–

[17].  

Gradient echo (GRE) sequences with single or multiple echoes are used for QSM with T2* 

weighting to create sensitivity to susceptibility differences. Typical QSM acquisitions use whole 

brain 3D volumes and high resolution leading to scan times ~5 minutes in many cases.  The 

relatively long scan time, coupled with long T2* decay makes the method vulnerable to patient 

motion and magnetic field variations due to physiological fluctuations like respiratory motion. All 

these variations can lead to ghosting and blurring and cause signal variations resulting in 

degradation of the image quality of the magnitude and phase images [18]–[21]. QSM is 

reconstructed utilizing these magnitude and phase images and hence the motion artifacts are 

translated to QSM, potentially leading to artifactual susceptibility values and image degradation. 

However, motion effects on susceptibility values have not been well studied. 

The general area of motion tracking and correction has been widely studied, particularly for 

magnitude images [18], [36]. For example, respiratory fluctuations can be tracked either by MR 

navigator echoes [22]–[24], [37] or using external devices like NMR field probes, respiratory 

bellows or optical systems [25], [26], [38]. However, studies assessing motion on QSM and the 

effects on the susceptibility values have been minimal. Previous papers have demonstrated 
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distortion on QSM due to motion in studies with patient data from stroke [8] and Alzheimer's 

disease [20]; however, effects of motion on susceptibility values have not been quantified. A 

previous study has discussed the effect of prospective motion correction on QSM qualitative and 

quantitatively, however, it required implementation of external hardware [21]. In addition, many 

studies on respiratory artifact have been at 7 T [22], [25], [26] where effects are larger than more 

standard fields like 3T studied here. 

The purpose of this work is to understand the effects of motion from both external movement and 

internal respiratory motion on brain QSM at 3T, and to quantify the susceptibility values. . The 

effect of movement was studied via volunteer scans and simulation; and the effect of respiratory 

fluctuations was studied using breath-hold experiments and using a MR navigator incorporated 

into the QSM sequence. 

 

3.2 Methods 

 

3.2.1 Acquisition  

 

All data were acquired at 3T (Prisma, Siemens Healthcare, Erlangen, Germany). To study 

movement effects, magnitude and phase images were obtained from single echo 3D GRE 

sequences with the following parameters: echo time (TE) = 20ms, repetition time (TR) = 27ms, 

flip angle = 150, ,  in-plane field of view (FOV) = 200 x 220 mm², first-order flow compensation 

in all directions and GRAPPA parallel imaging with acceleration factor of 2 along the primary 

phase-encoding direction. Two versions were used with either  80 slices, resolution = 0.9 x 0.9 x 

1.5mm3, acquisition time  4.54 mins or 72 slices, 0.7x0.7x2.0 mm3 and 3.5  mins. 
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To study effects of respiration, breath-hold experiments were conducted with a single-shot 2D 

Echo-planar Imaging (EPI) sequence with parameters: TE = 25ms, resolution = 1.5 x 1.5 x 1.5mm3, 

in-plane field of view (FOV) = 225 x 222mm², 70 slices, flip angle = 820, acquisition time 

time=21s, GRAPPA parallel imaging with acceleration factor of 2, and 6/8th partial Fourier along 

the phase-encoding direction. Data was also collected under free breathing using a 3D multi-echo 

gradient echo (MEGE) sequence with the following parameters: TR = 42 ms, number of echoes = 

7, first TE = 3.82ms, echo spacing = 5.49 ms, voxel size = 0.93 x 0.93 x 2 mm3, in-plane field of 

view (FOV) = 217.5 x 240mm², 60 slices, flip angle = 170, acquisition time = 5.30 mins. The 

sequence was modified to make the 7th echo a navigator echo by removing its phase encode 

gradients.  

 

3.2.2 Subjects 

 

This study was approved by the institutional ethics board and all subjects gave informed consent. 

Motion patterns were simulated and applied to uncorrupted data in 8 subjects (2 volunteers, 4 

ischemic stroke and 2 hemorrhagic stroke patients). Prospective motion experiments were 

performed to collect data from a volunteer while staying still, making rhythmic head movement 

and moving head sharply during the scan. In order to understand the effect of respiration, 5 

volunteers were scanned with the EPI sequence while breathing normally or holding their breath 

after inhale and exhale. Five volunteers were also scanned with the 3D MEGE navigator sequence 

under normal breathing. 

 

 

 

 



60 
 

3.2.3 Simulation  

 

All simulations were performed in MATLAB R2019a (Mathworks, Natick, MA). To evaluate 

motion patterns, the complex image was transformed back to k-space and simulated motion was 

used to corrupt the images. Patient motion [8,18,20] can be associated with ringing artifacts, 

blurring or distortion in the frontal part of the brain often caused due to rhythmic movement, 

sudden change of head position during scans or head movement from deep breathing. Simplified 

forms of two of these motion patterns were simulated. First, where the head was displaced by 10 

voxels in every 14s implying rhythmic motion. The second simulation caused a sharp displacement 

of 10 voxels resulting in change of head location in the last one-third of the scan corresponding to 

the concept of sudden movement during scanning. QSM was then reconstructed from the distorted 

magnitude and phase images. 

 

3.2.4 Reconstruction 

 

All reconstruction steps were performed in MATLAB R2019a. The magnitude and phase images 

obtained from the scanner were used to construct susceptibility maps. QSM computation steps 

included forming a binary volume mask of brain tissues with Brain Extraction Tool (BET) [27], 

phase unwrapping with phase region expanding labeller for unwrapping discrete estimates 

(PRELUDE) [28] and background removal with Regularization Enabled Sophisticated Harmonic 

Artifact Reduction for Phase (RESHARP) [29] followed by total variation dipole inversion [30]. 

QSM from hemorrhages used the superposition method [7] with computational steps as described 

in detail in [8]. 
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For the navigator sequence, data is collected in k-space and  Fourier transformed to obtain 

magnitude and phase images in the image domain and coil combination was performed using 

POEM multi-channel coil combination [31].  

For the navigator echo, the k-space data was Fourier transformed in readout direction to produce 

the projection [32]–[34] and any existing phase wraps were unwrapped. For each spatial point (x) 

and phase encoding step, the phase difference (∆∅) was calculated as the difference between the 

phase of the Nth and the first step. This phase difference for each individual coil was then used to 

compensate for the respiratory fluctuations in the complex images in each of the image echoes that 

preceded the navigator echo in the MEGE train as  [32]: Scorr(x,TE) = S(x,TE).𝑒
−𝑖  

∆∅

𝑇𝐸𝑁𝐴𝑉
𝑇𝐸

  ; where 

Scorr(x,TE) and S(x,TE) are the signals in k-space after and before correction, respectively, TE is 

echo time, TENAV is the echo time of navigator echo. Finally, coil combination was performed on 

these corrected images and then the magnitude and phase images were used to compute QSM. 

 

3.2.5 Image Analysis 

 

2D regions-of-interest (ROIs) measurements on magnitude and QSM were made in iron rich brain 

structures including dentate nucleus, caudate, putamen, globus pallidus and neighboring white 

matter in the internal capsule. ROIs were drawn manually on the susceptibility maps using ImageJ 

then transferred to magnitude images. Statistical analysis was conducted in MATLAB R2019a and 

R 4.1.1. Wilcoxon signed-rank test was used to compare magnitude and susceptibility values with 

and without motion-corruption. It was also used to compare susceptibility values before and after 
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correction for respiratory fluctuations using the navigator sequence. Kruskal-Wallis test was used 

to compare the difference in susceptibility values between inhale, exhale and free breathing states. 

 

3.3 Results  

 

Figure 3.1 shows the effect of motion in a volunteer performing different movements during the 

scan. Figure 3.2 shows the effect of incorporating simulated movements in images. Artifacts and 

distortions were observed in all of the magnitude, phase, local field and QSM images for both 

types of motion. Table 3.1 shows the percentage difference for magnitude and susceptibility values 

with and without simulated motion. Including all subjects, the same motion caused a wider range 

of susceptibility changes (5.1 to 43.3%) than the magnitude changes (4.4 to 19.7%). Figure 3.3 

shows the effect of simulated motion on magnitude and susceptibility map of a hemorrhage. 

Distortion in hemorrhage shapes due to incorporation of simulated motion were observed.  
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Figure 3.1: Magnitude, phase, local field and QSM of brain of a healthy volunteer (a) without 

motion, (b) with head movement due to rhythmic movement of head, and (c) with some sharp 

head motions during the scan. It is observed that both magnitude and QSM were highly 

distorted due to these motion artifacts. 
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Figure 3.2: Magnitude, phase, local field and QSM on a volunteer where simulated motion 

was applied as (a) no motion, (b) simulated rhythmic motion (Motion 1), (c) simulated abrupt 

change of head location (Motion 2).  ROIs of brain structures were manually segmented for 

quantitative analysis of mean susceptibility measurement as shown on QSM. 
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Table 3.1 Mean (range) of percentage difference between images with and without simulated 

movement.  

 Globus Pallidus Putamen Internal 

Capsule 

Caudate nucleus 

QSM Mag-

nitude 

QSM Mag-

nitude 

QSM Mag-

nitude 

QSM Mag-

nitude 

Rhythmic 

motion  

(Motion 1) 

5.1 

[1.3-

13.9] 

10.7 

[1.8-

30.1] 

 

30.7* 

[2.9-

60.9] 

7.4 

[1.1-

30.7] 

8.6 

[1.6-

13.9] 

4.4 

[1.1-

8.9] 

21.3 

[6.5-

45.1] 

6.1 

[1.2-

20.7] 

Change of 

head position  

(Motion 2) 

22.9* 

[8.0-

36.8] 

18.5* 

[3.5-

31.7] 

40.5* 

[20.0-

69.1] 

19.7 

[14.0-

34.6] 

34.1* 

[7.1-

50.0] 

12.1 

[6.6-

35.4] 

43.3* 

[9.3-

108.9] 

18.2* 

[3.8-

39.9] 

* indicates statistically significant difference between images with and without simulated motion 
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Figure 3.3: Magnitude and QSM on a hemorrhage patient where simulated motion was 

applied as (a) no motion, (b) simulated rhythmic motion (Motion 1), (c) simulated abrupt 

change of head location (Motion 2).  

 

Table 3.2 shows the susceptibility values for inhale, exhale, and free breathing using rapid EPI 

acquisitions. No statistically significant difference was observed between the susceptibility values 

from the three different breathing conditions for any of the structures. Figure 3.4 shows the effect 

of correcting for respiratory fluctuation using navigator sequence. Table 3.3 shows the difference 

in susceptibility values between uncorrected and navigator-corrected QSM. Small differences of 

2.2 to 12.2 ppb  were observed between the susceptibility values before and after correcting for 
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respiration. No statistically significant difference was observed between the susceptibility values 

before and after correction. 

 

Table 3.2. Susceptibility values (mean± s.d.) in inhale, exhale and free breathing condition. 

No statistically significant difference was observed between the inhale, exhale and free 

breathing conditions for the susceptibility value. 

Susceptibility 

values 

(mean±s.d.) 

(ppb) 

Globus Pallidus Putamen Internal Capsule Dentate nucleus 

Left Right Left Right Left Right Left Right 

Inhale 118.4 

±13.8 

119.6 

±11.1 

29.0 

±13.7 

32.8 

±7.8 

-56.6 

±9.4 

-58.6 

±6.5 

116.0 

±13.7 

99.7 

±22.2 

Exhale 120.0 

±15.2 

114.4 

±14.6 

27.8 

±14.6 

31.8 

±6.6 

-56.8 

±9.7 

-58.8 

±8.7 

108.5 

±15.9 

90.0 

±22.9 

Free-

breathing 

119.4 

±13.9 

118.4 

±13.4 

30.4 

±12.6 

35.2 

±8.6 

-56.8 

±7.9 

-58.4 

±7.9 

114.7 

±17.0 

98.5 

±23.0 
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Figure 3.4: QSM on a volunteer (a) before applying navigator correction, (b) after navigator 

correction and (c) difference susceptibility maps before and after navigator correction.  

 

Table 3.3. Absolute difference (ppb) between the mean susceptibility values before and after 

navigator correction for respiratory fluctuations. No statistically significant difference was 

observed between the mean susceptibility values before and after navigator correction.  

Absolute 

susceptibility 

difference 

(ppb) 

Globus Pallidus Putamen Internal Capsule Dentate nucleus 

Left Right Left Right Left Right Left Right 

6.4±4.6 6.2±5.4 2.2±1.6 2.2±2.5 3.2±2.6 4.6±2.7 10.2±10.8 12.2±11.7 

 

 

3.4 Discussion 

 

This study investigated the effect of motion from translation and respiratory fluctuation on 

susceptibility values in iron-rich deep grey matter at 3T. Rhythmic and intermittent translation was 

first performed to clarify the greater sensitivity of QSM to motion compared to standard magnitude 

images. Rapid QSM with EPI was then performed to assess susceptibility differences between 
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breath-holds and free breathing and no statistical differences was found. Lastly, comparison of 

QSM results before and after navigator correction using a typical 3D MEGE approach indicated 

changes of 2.2 to 12.2 ppb. QSM is dependent on phase and respiratory fluctuation can add a phase 

offset causing susceptibility differences [22], [32]. 

These studies have two main findings. First, QSM is much more sensitive to translation than 

magnitude images and motion can lead to highly inaccurate susceptibility measurements. 

Particularly in motion-prone subjects, means to minimize subject motion are essential and may 

require prospective or retrospective motion corrections [18], [36] or much faster sequences [8], 

[39]-[42]. Second, respiratory fluctuations did not cause any severe artifact in susceptibility 

images; however, there were differences in susceptibility values. Respiratory effects have been 

noted in past studies [22], [32], but actual susceptibility differences were not reported. In our study 

differences between breath-hold and free breathing were not statistically significant for EPI 

sequences. In free breathing 3D MEGE experiments with a navigator echo correction difference 

of about 2.2 to 12.2 ppb were found between corrected and uncorrected results for each volunteer, 

however, the difference was not statistically significant between the corrected and uncorrected 

group. Respiratory fluctuations do not cause severe artifacts in the susceptibility maps; however, 

differences in susceptibility values can be observed and physiological noise correction has been 

shown to improve reproducibility for QSM and R2*[19]. Hence, correcting for respiratory 

fluctuations can be beneficial for repeatability and reproducibility [35], [43] of susceptibility 

measurements. 

Limitations of this study include an incomplete range of motion patterns investigated, as possible 

patterns are somewhat limitless. Nevertheless, our results show the clear distinction between 

magnitude and QSM translation artifacts. Only a few regions in deep grey matter and neighboring 
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internal capsule were studied. Whole brain analysis could have been more insightful, but the iron-

rich deep grey matter region remains a key focus for QSM. Regions nearer the brain edges would 

likely have much more severe changes. Finally, the subject numbers were relatively small, 

although sufficient to indicate the main points. 

In conclusion, while QSM has an increased sensitivity to motion over magnitude images; typical 

respiratory fluctuations did not cause large differences in susceptibility values at 3T in iron rich 

deep grey matter. Particularly for motion-prone subjects, means to manage motion artifacts remain 

an ongoing concern particularly when long, high resolution acquisitions are required. 
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Chapter 4 

Quantitative susceptibility weighted 

imaging in presence of strong 

susceptibility sources: Application to 

hemorrhage* 

Abstract 

Purpose: To optimize quantitative susceptibility weighted imaging also known as 

true susceptibility weighted imaging (tSWI) for strong susceptibility sources like 

__________________________ 

*A version of this chapter has been accepted in MRI: A. De, H. Sun, D. J. Emery, K. S. Butcher, and A. H. 

Wilman,” Quantitative susceptibility-weighted imaging in presence of strong susceptibility sources: Application to 

hemorrhage”, Magn. Reson. Imaging MRI  
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hemorrhage and compare to standard susceptibility weighted imaging (SWI) and 

quantitative susceptibility mapping (QSM). 

Methods: Ten patients with known intracerebral hemorrhage were scanned using a 

3D SWI sequence. The magnitude and phase images were utilized to compute 

QSM, tSWI and SWI images.  tSWI parameters including the upper threshold for 

creating susceptibility weighted masks and the multiplication factor were optimized 

for hemorrhage depiction. Combined tSWI was also computed with independent 

optimized parameters for both veins and hemorrhagic regions. tSWI results were 

compared to SWI and QSM utilizing region-of-interest measurements, Pearson’s 

correlation and Kruskal-Wallis test. 

Results: Fifteen hemorrhages were found, with mean susceptibility 0.81±0.37 ppm. 

Unlike SWI which utilizes a phase mask, tSWI uses a mask computed from QSM. 

In tSWI, the weighted mask required an extended upper threshold far beyond the 

standard level for more effective visualization of hemorrhage texture. The upper 

threshold was set to the mean maximum susceptibility in the hemorrhagic region 

(3.24 ppm) with a multiplication factor of 2. The blooming effect, seen in SWI, was 

observed to be larger in hemorrhages with higher susceptibility values (r = 0.78, 

p<0.001) with reduced blooming on tSWI. On SWI, 4 out of 15 hemorrhages 

showed phase wrap artifacts in the hemorrhagic region and all patients showed 

some phase wraps in the air-tissue interface near the auditory and frontal sinuses. 

These phase wrap artifacts were absent on tSWI. In hemorrhagic region, a higher 

correlation was observed between the actual susceptibility values and mean gray 

value for tSWI (r = -0.93, p<0.001) than SWI (r = -0.87, p<0.001).  
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Conclusion:  In hemorrhage, tSWI minimizes both blooming effects and phase wrap 

artifacts observed in SWI. However, unlike SWI, tSWI requires an altered upper 

threshold for best hemorrhage depiction that greatly differs from the standard value. 

tSWI can be used as a complementary technique for visualizing hemorrhage along 

with SWI. 

 

4.1 Introduction   

 

Susceptibility weighted imaging (SWI) combines magnitude with filtered and thresholded phase 

images acquired from a gradient echo (GRE) sequence to improve the visibility of various 

paramagnetic susceptibility sources such as hemorrhage, veins and microbleeds. Currently, it has 

a wide range of clinical applications [1–8]. However, particularly for strong susceptibility sources, 

SWI images may have artifacts arising from unwrapped phase and blooming effects. In addition, 

phase is highly dependent on object’s orientation with the main field [9]. These limitations have 

led to the recent introduction of quantitative SWI also known as true SWI (tSWI) [10-12] which 

replaces the filtered phase mask with thresholded Quantitative Susceptibility Mapping (QSM). 

Susceptibility maps [13] are produced from the raw phase images of a GRE sequence and also 

offer a means to study iron changes in hematoma quantitatively [14-18]. tSWI has been applied to 

brain studies showing that veins and microbleeds [10] have reduced artifacts and brain tissues have 

improved contrast [11]. However, unlike SWI which thresholds the phase image around the zero 

value, tSWI must set a minimum and maximum susceptibility threshold. In work to date, a standard 
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threshold has been sufficient, but cases of strong susceptibility sources have not been studied in 

detail. 

Such a strong susceptibility source is hemorrhage, which has concentrated sources of iron from 

various forms of hemoglobin depending on age. Specifically, intracerebral hemorrhage (ICH) is a 

type of stroke where blood vessels rupture and lead to blood leakage in the brain. The leaked 

hemoglobin is toxic to the brain tissue and can lead to further inflammation and increased injury 

[19-21]. As the hemorrhage ages, the accumulated hemoglobin changes its form resulting in 

variations in susceptibility [17,20].  

Both SWI and QSM have been applied to study iron changes in ICH evolution [17]. QSM provides 

reliable measurements of the hemorrhage without any blooming artifacts or phase wraps [14]. 

Previous studies have also shown QSM to be useful for distinguishing hemorrhage from 

calcification [22], measuring hematoma volume [14] and following iron changes [17].  Similarly, 

SWI has proven useful for hemorrhage [4,5], but can suffer from extreme blooming effects as well 

as phase unwrapping difficulties due to the strong susceptibility sources. 

In this work, we examine the use of tSWI for strong susceptibility sources like hemorrhage by 

determining optimal thresholds, then compare it to both standard SWI and to QSM using 

quantitative measures.  
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4.2 Methods 

 

4.2.1. Patient studies 

 

Written consent was obtained from patients or substitute decision makers and the protocol was 

approved by the local Ethics Committee. Fifteen hemorrhages were studied from 10 patients (6 

female/4 male; age: 76±12 years). The patients were diagnosed with ICH by CT and received a 

follow-up MRI scan from day 2 to day 30 after symptom onset. Three patients were scanned 

longitudinally on days 2, 7 and 30 approximately. 

 

4.2.2. MRI Pulse Sequence 

 

The MRI protocol was performed at 3T (Siemens Prisma, Erlangen, Germany) using an axial-

oblique 3D single echo GRE sequence with the following parameters: echo time (TE) 20 ms, 

repetition time (TR) 27 ms, resolution 0.9X0.9X1.5mm3, flip angle 150, in-plane field of view 

(FOV) 200 × 220 mm², 80 slices, acquisition time 4.54 minutes, first order gradient moment 

nulling and GRAPPA parallel imaging with acceleration factor of 2 along the primary phase-

encoding direction. 
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4.2.3. Image reconstruction 

 

The magnitude and phase images provide the starting point for all three reconstructions. Both tSWI 

and QSM reconstruction were performed offline, while SWI was reconstructed by the scanner 

computer and equivalently offline. All offline processing used MATLAB 2019a (Mathworks, 

Natick, MA). 

SWI images were generated in the standard manner [1] by multiplying the magnitude by four times 

the filtered phase mask.   The filtered phase mask is designed as: 

𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝑝ℎ𝑎𝑠𝑒 𝑚𝑎𝑠𝑘 = {
𝜋−𝜑

𝜋
                  𝑓𝑜𝑟 𝜑 > 0   

1                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
              ………………………………(4.1) 

where  𝜑 is the high pass filtered phase SWI is then computed as: 

𝑆𝑊𝐼 = 𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 ∗ (𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝑝ℎ𝑎𝑠𝑒 𝑚𝑎𝑠𝑘)4     …………………………………………(4.2) 

The susceptibility maps were reconstructed using the superposed dipole inversion method in order 

to overcome unreliable phase measurements due to rapid signal decay within the hemorrhagic 

region [16,18]. Brain Extraction Tool (BET) [23] was utilized for brain extraction, 3D best path 

unwrapping technique [24] was used to unwrap the phase and background removal was done with 

LBV (Laplacian Boundary Value) [25], followed by total variation dipole inversion [26].  

tSWI is reconstructed using the same magnitude images as used in SWI, but with a thresholded 

mask produced from QSM rather than from phase images. tSWI was reconstructed by the method 

described in [10] using a thresholded mask based on susceptibility values, W as follows: 
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𝑊 = {

1                      𝑓𝑜𝑟 𝜒 ≤ 𝜒1

1 −
𝜒− 𝜒1

𝜒2−𝜒1
                  𝑓𝑜𝑟 𝜒1  < 𝜒 ≤ 𝜒2  

0                    𝑓𝑜𝑟 𝜒 > 𝜒2

     …………………………………………….(4.3) 

where 𝜒 is the susceptibility value obtained from QSM, 𝜒1is the lower threshold and 𝜒2 is the 

upper threshold of the range of susceptibility values. Finally, tSWI is generated by multiplying the 

magnitude image with the susceptibility thresholded mask n times, similar to the usual SWI mask 

application: 

𝑡𝑆𝑊𝐼 = 𝑚𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 ∗ 𝑊𝑛   …………………………………………………………………..(4.4) 

tSWI was computed with an upper threshold of 0.45 ppm, as used in previous papers [10,11] and 

with an increased threshold of 3.24 ppm, the average maximum susceptibility of the hemorrhagic 

region over all patients in this study. Multiplication factor(n) of 1 to 6 was also studied. The lower 

susceptibility threshold (𝜒1) was chosen to be 0 ppm which provides better contrast for low 

susceptibility structures and small veins as observed in previous work [10].   

To manage wide variations in susceptibility values, a combined tSWI method was also computed, 

where the susceptibility values of the hemorrhagic and non-hemorrhagic tissue regions were 

thresholded separately using optimum thresholding parameters. The hemorrhagic region was 

segmented by setting a threshold on the full brain susceptibility map [16,18]. Regions with 

susceptibilities greater than 0.5 ppm were extracted as hemorrhagic region. This hemorrhagic 

region was masked out and an upper threshold of 0.45 ppm was used on the susceptibility map 

with the remaining tissue to make the thresholded mask for the tissue region. The susceptibility 

map with the hemorrhagic region [16,18] was used to produce the thresholded mask with upper 

threshold of 3.24 ppm. A combined thresholded mask was then generated by adding the 
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thresholded mask of hemorrhagic region with 3.24 ppm upper threshold to the thresholded mask 

of the tissue region with 0.45 ppm upper threshold. After this step, the combined thresholded mask 

was multiplied n times with the magnitude to produce the combined tSWI.    

 

4.2.4. Image Analysis 

 

For each imaging method (tSWI, SWI, QSM), regions-of-interest (ROIs) for volume measurement 

and mean signal intensity or susceptibility were manually drawn and analyzed with ITK-Snap 

3.8.0. Each imaging method was considered independently, blinded to the other methods. The 

mean signal intensities on tSWI or SWI and susceptibility values on QSM were determined from 

the hemorrhage volumes and compared by using their independent ROIs. Correlations between 

susceptibility values and mean signal intensities from tSWI images computed with different 

multiplication factors were obtained. The signal variation across the hemorrhagic area was studied 

by plotting histograms over the hemorrhagic region. Presence of phase artifacts was also recorded.  

 

4.2.5. Statistical Analysis 

 

All statistical analyses were performed either using STATA/IC 12.0 or R 4.1.1. Pearson’s 

correlation coefficients were calculated for correlating hemorrhage mean gray value from different 

post-processing methods with susceptibility and for the correlation of susceptibility values with 

mean gray values from tSWI obtained by using different multiplication factors. The Kruskal–
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Wallis test was performed to compare the volumes of hemorrhagic regions between the groups of 

post-processing methods. The association between susceptibility values with percentage of volume 

difference between tSWI and SWI were also assessed using Pearson’s correlation coefficient. 

 

4.3 Results 

 

Figure 4.1 shows images and histograms comparing the pixel intensity variation over a 

hemorrhagic area for magnitude, SWI, tSWI for different upper thresholds of tSWI including 

standard (0.45 ppm), or a higher threshold of the mean maximum hemorrhagic value (3.24 ppm). 

Combined tSWI with different upper thresholds for hemorrhagic and non-hemorrhagic region is 

also shown. The Day 26 hemorrhage is observed to have a magnitude image with dark rim with 

hyperintense middle and some hypointensity in the core suggesting a hemosiderin rim with 

extracellular methemoglobin in the middle and intracellular methemoglobin in the core. tSWI with 

upper threshold of 0.45 ppm has majority of hemorrhagic pixel intensities at zero as observed in 

the histogram which makes minimal use of the gray scale range in the hemorrhage. By increasing 

the upper threshold, tSWI of hemorrhage depicts the internal hemorrhagic signal variations more 

effectively.  However, the high upper threshold also limits non-hemorrhagic tissue contrast, that 

is recovered by using a combined upper threshold with standard value of 0.45ppm outside of the 

hemorrhage region. Since it is desired to observe signal variation across the hemorrhages, the 

average of the maximum susceptibility of the hemorrhagic regions across all patients (3.24 ppm), 

was chosen as the upper threshold for all further images.  
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Figure 4.1: Magnitude, SWI and tSWI images with different parameters on a patient with 

Day 26 hemorrhage. The histograms of the hemorrhagic region from magnitude(a), SWI(b), 

tSWI with standard upper threshold (0.45 ppm) (c), tSWI with an increased threshold to the 

level of the mean maximum susceptibility (3.24 ppm) (d) and tSWI with a combined 

threshold using standard values of 0.45 ppm for non-hemorrhagic and 3.24 for hemorrhagic 

regions (e) is also shown. tSWI used a multiplicative factor of n = 2. 
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To determine the optimal multiplication factor, a correlation of susceptibility values was computed 

with mean signal intensity of tSWI images with multiplication factors of n = 1 to 6. The 

correlations were observed to be very similar (r = -0.74 to -0.76, p<0.05) and hence n = 2 was 

chosen as used in previous tSWI work [7,8]. Figure 4.2 shows tSWI computed using different 

multiplication factors for a Day 7 hemorrhage patient along with the correlation plot of 

susceptibility values with mean intensity of tSWI with multiplication factor of 2.  In this study, all 

further images of tSWI of hemorrhages were constructed with parameters of upper threshold (𝜒2) 

of 3.24ppm, lower threshold (𝜒1) of 0 ppm and multiplication factor, n of 2. 

Figure 4.3 demonstrates an acute hemorrhage on Day 2 with hypointense magnitude suggesting 

presence of intracellular deoxyhemoglobin. The blooming effect observed in SWI images of 

hemorrhage is shown with a red arrow.  
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Figure 4.2: (a) The effect of  multiplication factor (n) of 1 to 6 on tSWI in a patient with Day 

7 hemorrhage. Correlation values for all subjects and n values are shown below each image. 

(b) The correlation between hemorrhage signal on tSWI with n = 2 and susceptibility for all 

subjects.  
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Figure 4.3: Magnitude, SWI, QSM, tSWI and mIP through 7 slices from SWI and tSWI in a 

patient with an acute Day 2 hemorrhage. It demonstrates the blooming effect in SWI of 

hemorrhage that is reduced in tSWI as shown by the red arrow. 

 

Figure 4.4(a) shows a boxplot of volumes for all the hemorrhages. No statistically significant 

difference (p = 0.66) was observed among the hemorrhagic volumes obtained from the different 

post processing methods (QSM, SWI and tSWI). However, the mean volume of the tSWI (14.9 

cm³) and QSM (14.3cm³) were lower than SWI (17.1 cm³). Figure 4.4(b) compares the 
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hemorrhagic volume on QSM with that on SWI(R2 = 0.96, p<0.001) and tSWI(R2 = 0.098, 

p<0.001). The slope of the linear plots showed that blooming effect was higher on SWI than tSWI. 

Figure 4.4(c) shows the SWI blooming effect of hemorrhage, computed as the percentage 

difference between the volumes on SWI and tSWI had a strong positive association with 

susceptibility values (r = 0.78, p<0.001).  

 

Figure 4.4: (a)  Boxplot comparing the volume of QSM, SWI and tSWI. (b) Linear relation 

of hemorrhage volume of QSM with SWI and tSWI (c) Correlation between blooming effect 

of SWI with susceptibility values.   

 

The phase, filtered phase, SWI, unwrapped phase, QSM and tSWI of a Day 12 hemorrhage patient 

in Figure 4.5 demonstrate the artifacts from phase wrap that are observed inside the hemorrhage 

in the SWI image. Four out of 15 hemorrhages showed these phase wrap artifacts in the 

hemorrhagic region and all patients showed some phase wraps in the air-tissue interface near the 

auditory and frontal sinuses. 
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Figure 4.5: A comparison between phase, filtered phase, SWI, unwrapped phase, QSM and 

tSWI in a patient with Day 12 hemorrhage to show phase wrap artifacts are present in SWI 

for large hemorrhage which is removed in tSWI as shown by the red arrow. 
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Figure 4.6 shows a comparison of the signal intensity variations among SWI, tSWI and QSM of a 

hemorrhage patient.  Mean signal intensity of tSWI (r = -0.93, p<0.001) in the hemorrhagic region 

shows a higher negative correlation with susceptibility values as compared to SWI (r = -0.87, 

p<0.001). 

Figure 4.7 illustrates the time evolution of hemorrhage showing texture variation in phase, SWI 

and tSWI from day 4 to day 29 after symptom onset. Day 4 is hypointense in both methods with a 

blooming effect in SWI which was overcome in tSWI. On Day 12, a difference in texture is 

observed between the two methods due to phase wrap artifacts in SWI. Day 29 shows the tSWI 

and SWI as the hemorrhage further changed in nature and the difference in the images arises from 

the usage of susceptibility map and filtered phase to produce the weighted masks. 
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Figure 4.6: SWI, tSWI and QSM of a patient with Day 7 hemorrhage to compare the signal 

variation across the hemorrhage. Also shows the correlation of the mean signal intensities 

over the hemorrhagic region for all the patients from tSWI and SWI with susceptibility from 

QSM .   
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Figure 4.7: Time evolution of hemorrhage showing texture variation in Phase, SWI and tSWI 

from day 4 to day 29 after symptom onset. Day 4 is hypointense in both with increased area 

on SWI from blooming effect. As time elapses to Day 12, with change in the nature of the 

hemorrhage, the rim starts to turn hyperintense with the hypointense core showing variation 

between in SWI and tSWI due to phase artifacts affecting SWI. Day 29 also shows differences 

arising from use of different thresholded source images (filtered phase and true 

susceptibility). 

 

4.4 Discussion 

 

tSWI utilizes susceptibility maps to produce the thresholded mask, rather than the filtered phase 

images as used in SWI. Phase images come with well-known artifacts that manifest themselves 

more strongly in large susceptibility sources like hemorrhage that might suffer from blooming 

artifacts and incomplete phase unwrapping. Thus, conventional SWI may sometimes lead to 

unreliable shape, size and contrast for these strong susceptibility sources due to blooming as well 

as residual phase wraps which alter phase and gray values. As shown here, tSWI offers a 

complementary hemorrhage depiction compared to SWI by minimizing blooming and phase 

artifacts by using the actual susceptibility maps in the thresholding process.  

The contrast in tSWI images takes advantage of features in both magnitude and susceptibility 

maps. While QSM can provide both quantitative measures and a qualitative depiction, tSWI uses 

a magnitude base enabling a more standard whole head qualitative depiction as well as enhanced 
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paramagnetic contrast from  multiplication with a thresholded mask computed from QSM. It is 

well recognized that QSM is a powerful method to study iron-rich territories, but in anisotropic 

white matter, results can be somewhat artifactual, as well as difficulties in accuracy near brain 

edges. Thus, tSWI has the benefit of enhancing paramagnetic regions (veins, iron-rich territories 

like hemorrhage) while not affecting diamagnetic white matter. The result is a whole head image 

that is similar to images radiologists are used to viewing and yet enables improved contrast of 

paramagnetic regions without the added blooming from SWI. Thus, we recommend tSWI for 

qualitative depiction of hemorrhage, as well as QSM for quantitative susceptibility measurements 

of hemorrhage.  

In terms of magnitude images versus tSWI, magnitude images can depict the boundary of 

hemorrhage sources. However, the value of tSWI is including an additional paramagnetic 

susceptibility contrast to the magnitude which enables both the depiction of other iron-containing 

structures (deep grey matter and veins) as well as addition of an accurate susceptibility contrast to 

the hemorrhagic region, without the added blooming artifacts from standard SWI. For example, 

the value of tSWI for depiction of other iron containing structures was recently shown for 

consistent visualization of Nigrosome 1,a region of substantia nigra [11] .   

A major difference between using filtered phase and susceptibility maps to produce the masks is 

that the phase images are bound between 2𝜋 whereas the susceptibility values can rise to 

considerably higher values in the hemorrhagic region compared to healthy tissue. Hence, different 

thresholding parameters are required for these high susceptibility regions in tSWI.  

The thresholds for tSWI were chosen to obtain wider use of the gray scale within hemorrhage and 

hence more effective texture visualization of the hemorrhages which have higher mean 
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susceptibility as compared to veins. If the upper threshold (𝜒2) is selected to be 0.45 ppm as 

selected in previous work for non-hemorrhagic subjects [10,11], higher susceptibility values will 

have a weight of zero and hence observing any texture in the hemorrhage will not be possible. 

However, for visualization of hemorrhage texture, especially in the subacute and chronic stages, a 

variation in the pixel intensities corresponding to the susceptibility value of the hemorrhage is 

desirable. Hence, the upper threshold for this study was chosen to be 3.24 ppm which was the 

average maximum susceptibility of the hemorrhagic region for this study group. 

SWI and tSWI also have a multiplicative factor for the thresholded image.  The mean signal 

intensity in SWI and tSWI is expected to be negatively correlated with susceptibility due to T2* 

decay in substances with higher susceptibility. The correlation between mean susceptibility values 

and mean signal intensity in tSWI with different n values were observed to be similar and hence 

in this study n = 2 was used as in previous tSWI papers [10,11]. However, as a result of the higher 

susceptibility threshold of 3.24ppm instead of 0.45ppm, the optimal threshold for veins [10], some 

of the small veins with much lower susceptibility may not receive optimum enhancement.  A larger 

n is optimal for veins when a higher threshold is chosen [10]. Thus, there are different requirements 

of hemorrhagic and non-hemorrhagic regions, requiring different upper thresholds. A combined 

tSWI was introduced using the standard upper threshold of 0.45 ppm for non-hemorrhagic regions 

and the increased threshold of 3.24 ppm in hemorrhagic regions. However, applying different 

thresholds within a single image can give rise to ambiguity in the diagnostic process, hence a 

means to supply tSWI at various upper thresholds would be helpful. Our recommendation would 

be two thresholds: the standard threshold (0.45 ppm) and an enhanced value on the order of 3 ppm, 

here 3.24 ppm was used since it was the mean maximum value found in our study. Alternatively, 
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a real-time manual control of the tSWI upper threshold could be implemented into the tSWI image 

display, enabling visualization with varying degrees of true susceptibility weighting. 

Limitations of this study include difficulties at the edge of the brain with QSM reconstruction, 

which is an area of ongoing research [27,28]. Moreover, more complex tSWI reconstruction is 

required to produce artifact free QSM with high susceptibility sources. Also, a lack of gold 

standard makes the comparison and evaluation of tSWI difficult. 

 

4.5 Conclusion 

 

In hemorrhage, tSWI minimizes blooming effects and phase wrap artifacts observed in SWI. 

However, unlike SWI, tSWI requires an altered upper threshold for best hemorrhage depiction that 

differs from the standard value. tSWI can be used as a complementary technique for visualizing 

hemorrhages along with SWI. 
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Chapter 5 

Simultaneous Time-of-Flight (TOF) 

MR Angiography and Quantitative 

Susceptibility Mapping (QSM) without 

compromising TOF features*  

 

Abstract 

Purpose: To develop a TOF-QSM sequence with key features of modern 3D TOF 

acquisitions.  

__________________________ 

*A version of this chapter is under review in MRM: A. De, J. Grenier and A. H. Wilman, “Simultaneous Time-of-

Flight (TOF) MR Angiography and Quantitative Susceptibility Mapping (QSM) without compromising TOF 

features”, Magn. Reson. Med. 
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Methods: A triple-echo 3D TOF-QSM sequence was developed and implemented 

at 3T. The sequence maintained key TOF features, then included additional echoes 

for susceptibility weighted imaging, QSM and R2* mapping. The effects of ramped 

RF, resolution, flip angle, venous saturation and multiple overlapping thin slab 

acquisition (MOTSA) were studied on QSM. Six volunteers were scanned with the 

developed sequence, conventional TOF-MRA and conventional SWI. Quantitative 

comparison of the CNRs of the arteries and veins, and susceptibility values was 

performed. 

Results: The ramped RF created an inherent phase variation in the raw phase. A 

generic correction factor was computed to remove the phase variation to obtain 

QSM without artifacts. Maintaining standard TOF features led to compromises in 

SNR for QSM and SWI, arising from the use of MOTSA rather than one large 3D 

slab, as well as higher TOF spatial resolution, increased TOF background 

suppression due to larger flip angles and reduced venous signal from venous 

saturation. Nevertheless, maintaining the TOF features enabled high quality TOF 

combined with SWI and QSM. Moreover, no statistically significant difference was 

observed between the developed and standard independent TOF and QSM methods 

for brain susceptibility values, arterial CNR on TOF-MRA and venous CNR on 

SWI. R2* was also produced from the sequence. 

Conclusion: QSM may be performed from a multi-echo sequence that maintains 

key TOF features thus enabling simultaneous TOF-MRA, SWI, QSM and R2* map 

computation. 
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5.1 Introduction 

 

Time-of-Flight (TOF) MR angiography (MRA) provides a means to examine arterial lumen 

without contrast agents [1]–[3]. Susceptibility Weighted Imaging (SWI) offers means to study 

veins, lesions, hematoma, and brain iron changes [4]–[8]. SWI has a wide range of clinical 

applications [9]–[12]. Quantitative Susceptibility Mapping (QSM) and transverse relaxation rate 

(R2*) mapping are quantitative MRI methods that are sensitive to brain iron and myelin changes 

[13]–[15]. In particular, these methods facilitate quantitative study of iron changes in healthy 

subjects, stroke, and various neurodegenerative diseases [6], [16]–[20]. QSM can be computed 

from the same sequence as SWI. 

Thus TOF-MRA as well as SWI, R2* and QSM are methods clinically useful to study neurological 

diseases. All of these methods typically use a 3D gradient-recalled echo (GRE) sequence with 

single or multiple echoes. TOF-MRA is usually acquired from a separate 3D GRE scan than SWI 

and R2*/QSM, owing to the fact that it requires unique parameter settings. Since these three 

protocols are commonly used and clinically provide different information, it would be beneficial 

to obtain all the information simultaneously from a single sequence. This can ideally reduce total 

scan time and artifacts caused by misregistration between sequences. 

Previous works have examined combining TOF with an SWI or QSM sequence but either some of 

the TOF features have been compromised or QSM has not been computed. Some previous papers 

combining TOF and SWI as dual echo did not compute QSM [21]. Whereas one work that 

computed QSM did not examine the effect of suboptimal TOF parameters [22]. Dual echo 

sequences with k-space reordering schemes have also demonstrated MRA and SWI [23]–[26].   

https://www.zotero.org/google-docs/?90cvhx
https://www.zotero.org/google-docs/?GV6i1c
https://www.zotero.org/google-docs/?HyYhVW
https://www.zotero.org/google-docs/?zMMrS9
https://www.zotero.org/google-docs/?Ni0JVJ
https://www.zotero.org/google-docs/?JFiu9W
https://www.zotero.org/google-docs/?EIO6VZ
https://www.zotero.org/google-docs/?is3loR
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Other works have examined a multi-echo T2* weighted sequence for MRA [27], [28] and some 

have demonstrated the possibility of studying arteries and veins simultaneously using multi-echo 

sequences by combining angiography and T2* weighted imaging [26], [29]–[32] without 

incorporating typical TOF-MRA sequence parameters. Along with studying arteries and veins, a 

previous paper has also examined cerebral microbleeds with TOF-MRA and combined SWI from 

a multi-echo GRE sequence [33].  Thus, none of these works have studied the effect of the TOF 

parameters on both phase and QSM. 

More specifically, modern implementations of 3D TOF-MRA in the brain use a series of 

parameters very different from SWI/QSM requirements beyond just the echo time choice. First, in 

order to suppress static background signals, TOF-MRA requires a higher flip angle than that used 

in SWI/QSM [34]. Second, the RF excitation in 3D TOF is typically a ramped RF pulse to 

maximize vessel contrast, particularly for slower flowing vessels [35], [36], as opposed to a flat 

RF profile used in SWI/QSM. Third, to further improve inflow, 3D TOF is typically performed 

with multiple overlapping thin slab acquisitions (MOTSA), while SWI/QSM methods tend to use 

one large slab. The number of per slab also strongly affects the available SNR, since SNR depends 

on √𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑙𝑖𝑐𝑒𝑠 for static tissues. This can also cause misregistration of position and 

inhomogeneity in signal intensity between adjacent slabs. Fourth, and finally, 3D TOF utilizes 

venous saturation for unambiguous arterial depiction, while SWI/QSM avoid this feature to 

maintain venous signal. 

This study develops a 3D TOF-QSM sequence with the core features of modern 3D TOF 

acquisitions such as venous saturation, ramped RF and MOTSA. The effects of these TOF 

parameters on phase and QSM are examined and then compromises are considered between ideal 

https://www.zotero.org/google-docs/?idu7l5
https://www.zotero.org/google-docs/?lzK2bB
https://www.zotero.org/google-docs/?QnWJf3
https://www.zotero.org/google-docs/?vqFztj
https://www.zotero.org/google-docs/?Jjdosn
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TOF parameters and the requirements of SWI/QSM. Through testing in healthy subjects in brain, 

a combined TOF, SWI, QSM and R2* approach is determined without sacrificing TOF quality.  

 

5.2 Methods 

 

5.2.1 Data acquisition 

 

Figure 5.1 demonstrates the triple-echo 3D GRE sequence used for TOF-QSM that was 

implemented at 3T (Prisma, Siemens Healthcare, Erlangen, Germany) using the vendor specific 

development environment IDEA (version VE11C, Siemens Healthcare). Key TOF features include 

ramped RF excitation preceded by a venous saturation pulse and MOTSA. 

To study the effect of flip angle and resolution, whole brain acquisitions used three variations of 

the developed sequence either varying the ramped RF excitation angle or the spatial resolution: 

(I) Acquired resolution: 0.52X0.52X0.75mm3 without interpolation; ramped profile RF excitation 

with flip angle 180 (14.80 and 21.20); acquisition time 8.43 min. 

(II) Same resolution as (I) with flip angle 250 (20.60 to 29.40); acquisition time 8.43min. 

(III) Same flip angle as (I) at a lower acquired resolution 0.76X0.76X0.80mm3 without 

interpolation; ; acquisition time 5.33min. 
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Figure 5.1: The sequence diagram of the developed TOF-QSM sequence. To minimize the 

first echo time for TOF imaging, the first echo is asymmetric, and the sequence is flow 

compensated in readout and slice-select direction for the first echo. 
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Constant parameters for all sequences were TE1/TE2/TE3/TR 3.9/10.6/19.0/36.0 ms; 5 slabs (30 

slices each) with 20% overlap for MOTSA; superior venous saturation with gradient spoiling; and 

flow compensated in readout and slice-select direction for the first echo with GRAPPA parallel 

imaging with acceleration factor of 2 along the primary phase-encoding direction. In-plane two-

fold interpolation was also reconstructed for the first echo for TOF-MRA. 

 In addition, one volunteer was scanned with and without the venous saturation using parameters 

from protocol (I). 

The standard TOF sequence had the following parameters: TE/TR = 3.43ms/21ms; acquired 

resolution: 0.52x0.52x0.75 mm3; flip angle 180 (14.80 to 21.20); 5 slabs (30 slices each) with 20% 

overlapping for MOTSA; venous saturation; acquisition time of 5.21min; first order gradient 

moment nulling and GRAPPA with acceleration factor of 2 along the primary phase-encoding 

direction.  In-plane two-fold interpolation was performed to obtain the TOF-MRA. 

The standard SWI sequence had the following parameters: TE/TR = 20/27 ms; resolution 

0.9x0.9x1.5mm3; flip angle 150, 80 slices; acquisition time 4.54 minutes; first order gradient 

moment nulling and GRAPPA with acceleration factor of 2 along the primary phase-encoding 

direction. 

Six volunteers were studied with standard TOF, standard SWI and the proposed TOF-QSM 

sequence with protocol (I) covering the whole brain in a 3D axial-oblique acquisition. All 

volunteer data was acquired with a 64-channel head receive coil. This study was approved by the 

institutional ethics board and all subjects gave informed consent. 
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5.2.2 Image Reconstruction 

 

Beginning with the raw phase and magnitude images, all further processing steps were performed 

in MATLAB R2019a (Mathworks, Natick, MA). The overlapped MOTSA slabs were 

concatenated by removing three slices in the overlap region of each slab. SWI and QSM were 

reconstructed from the third echo (TE 19ms) without any interpolation as done in the standard 

methods. SWI images were generated by the standard method [4] of multiplying the magnitude by 

four times of the filtered phase as follows: 𝑆𝑊𝐼 = 𝑀𝑎𝑔𝑛𝑖𝑡𝑢𝑑𝑒 ∗ 𝐹𝑖𝑙𝑡𝑒𝑟𝑒𝑑 𝑃ℎ𝑎𝑠𝑒 𝑀𝑎𝑠𝑘4 

The ramped RF creates an inherent phase variation across the slab which can be observed in the 

raw phase used for QSM reconstruction. To correct for this, phase variation across the slab at the 

center of the slices was computed using a uniform phantom by subtracting from the unwrapped 

phases with and without the ramped RF pulse. This phase variation was then filtered using a 

moving average filter to reduce the variation from the noise and produce a generic correction factor 

which was applied to all the phase datasets. 

QSM computation steps included forming a binary volume brain mask with Brain Extraction Tool 

(BET) [37], phase unwrapping with phase region expanding labeller for unwrapping discrete 

estimates (PRELUDE) [38], phase correction to remove the ramp RF phase variation and 

background removal with VSHARP [39], [40] followed by dipole inversion using MEDI [41]. 

 

 

 

https://www.zotero.org/google-docs/?A58bS5
https://www.zotero.org/google-docs/?NsOQ8F
https://www.zotero.org/google-docs/?9AqL7I
https://www.zotero.org/google-docs/?MNaXUC
https://www.zotero.org/google-docs/?mDv7L9
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5.2.3 Image Analysis 

 

Using rigid registration, all the MRA, SWI and QSM images were registered using SPM-

12(Statistical Parametric Mapping; The Wellcome Centre for Human Neuroimaging, London, UK) 

software package running under MATLAB R2019a. For quantitative analysis, ROIs were drawn 

using ImageJ.  For quantitative analysis of the MR angiograms, contrast to noise ratio (CNR) 

between artery and background tissue was measured in three different positions in the FOV. Signal 

intensities were measured on source images from blood vessels, adjacent tissue, and background 

air outside the brain. The three locations were: the internal carotid artery (Region 1A), the middle 

cerebral artery (Region 2A) and a side branch of the anterior cerebral artery(Region 3A) about 30 

mm from the second region. For quantitative analysis of SWI, similar CNRs were computed from 

three venous regions: the straight sinus (Region 2V), a venous region 15mm inferior on a vein 

branching from the straight sinus (Region 1V), and about 15mm superior to the straight sinus 

region , in a cortical vein (Region 3V). All measures were repeated twice with the mean CNR 

computed. For QSM, susceptibility values from brain structures were compared. 

Statistical analysis was conducted in R (version 4.1.1, 64 bit). Wilcoxon signed-rank test was used 

to compare the CNRs, and susceptibility values obtained from the proposed and standard 

sequences. 
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5.3 Results 

 

Figure 5.2(a) shows the phase variation pattern caused by the ramped RF. This phase offset 

computed from phantom was used as the correction factor. Figure 5.2(b) shows the effect of 

ramped RF on QSM reconstruction, including the variation on unwrapped phase and local field 

that is removed after correcting for the phase variation induced by the ramped RF pulse.  

 

Figure 5.2 (a): The variable phase offset caused across the slab due to the ramped RF. This 

was used as the correction factor for generating unwrapped phase without the phase 

variation from the ramped RF.  
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Figure 5.2 (b): The effect of ramped profile RF excitation on unwrapped phase and local 

field and then the corrected unwrapped phase which results in corrected local field and QSM 

(The red line on the sagittal represents the position of the axial slice). 

 

Figure 5.3 shows the effect of flip angle and resolution on TOF-MRA from the first echo. Figure 

5.4 demonstrates the effect of flip angle, resolution and resulting SNR on SWI and QSM from the 

third echo. The triple-echo sequence has a longer TR than standard TOF-MRA hence both the 

standard TOF flip angle of 180 (using protocol I) as shown in Figure 5.3(A) and Figure 5.4(B) and 

an increased flip angle of 250 (using protocol II) as shown in Figure 5.3(B) and Figure 5.4(B) were 

tested. In Figure 5.3, the increase in flip angle further suppresses the background signal to levels 

similar to standard TOF; however, this causes background tissue SNR to decrease which leads to 

artifacts in QSM in Figure 5.4(B). Reducing the resolution (using protocol III), reduces the 

visibility of small vessels in TOF-MRA as shown in Figure 5.3(C); however, the SWI and QSM 

quality improved due to higher SNR as shown in Figure 5.4(C). The TOF-QSM sequence (using 

protocol I) with resolution similar to standard TOF had similar depiction of the smaller arteries as 
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the standard TOF, and the QSM from the third echo, though noisier than the low resolution version, 

was of acceptable quality (Figure 5.3(A),5.4(A)). Hence, the TOF-QSM sequence with a flip angle 

of 180 and resolution of 0.52×0.52×0.75mm3 (protocol I) was used for quantitative comparison 

with standard methods. 

 

 

Figure 5.3: Maximum Intensity Projections (MIP) from the first echo of (A)TOF-QSM 

sequence with resolution 0.26X0.26X0.75mm³ and flip angle 18⁰ (protocol I), (B) TOF-QSM 

sequence with resolution 0.26X0.26X0.75mm³ and flip angle 25⁰ (protocol II), (C) TOF-QSM 

sequence with resolution 0.38X0.38X0.80mm³ and flip angle 18⁰ (protocol III) and (D) 

standard TOF sequence. The red arrows demonstrate small arteries that are not clearly 

visible with lower resolution parameters. 
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Figure 5.4: SWI and QSM from (A) TOF-QSM sequence with resolution 

0.52X0.52X0.75mm³ and flip angle 18⁰ (protocol I), (B) TOF-QSM sequence with resolution 

0.52X0.52X0.75mm³ and flip angle 25⁰ (protocol II), (C)TOF-QSM sequence with resolution  

0.76X0.76X0.80mm³ and flip angle 180 (protocol III) and (D) standard SWI sequence. 

 

Table 5.1 shows the mean and standard deviations of the CNR of the arteries and veins from all 

subjects. No statistically significant difference was observed between CNRs of the standard and 

the proposed methods. Table 5.2 shows the mean and standard deviations of the susceptibility 

values of different brain structures which show similar results between methods.  
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Table 5.1. CNR values measured at three different slice locations on MRA and MRV 

acquired from standard single echo TOF, SWI and TOF-QSM sequence. 

 Region 1A Region 2A Region 3A 

Artery to 

tissue 

Standard 

TOF 

TOF-QSM Standard 

TOF 

TOF-QSM Standard 

TOF 

TOF-QSM 

CNR 456 ±145 408 ± 111 521± 68 507 ± 87 279 ± 108 282 ± 99 

 Region 1V Region 2V Region 3V 

Vein to 

tissue 

Standard 

SWI 

TOF-QSM Standard 

SWI 

TOF-QSM Standard 

SWI 

TOF-QSM 

CNR 105 ± 29 92 ± 17 160±52 105 ± 10 119 ± 40 89 ± 26 

 

Table 5.2. Comparison of susceptibility values (mean± standard deviation) between standard 

single echo SWI and TOF-QSM sequence. 

Brain structures Standard sequence 

(ppm) 

TOF-QSM sequence 

(ppm)a 
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Globus Pallidus (left) 0.134 ±0.025 0.131± 0.024 

Globus Pallidus(right) 0.130± 0.015 0.133±0.021 

Putamen (left) 0.035± 0.006 0.032± 0.011 

Putamen (right) 0.022± 0.015 0.025± 0.013 

Caudate Nucleus (left) 0.036± 0.014 0.038± 0.011 

Caudate Nucleus (right) 0.040± 0.014 0.049± 0.012 

Internal Capsule (left) -0.057± 0.016 -0.065± 0.018 

Internal Capsule(right) -0.061± 0.015 -0.066± 0.016 

Dentate Nucleus(left) 0.111± 0.024 0.107± 0.022 

Dentate Nucleus(right) 0.109± 0.037 0.100± 0.026 

a Volunteers scanned using protocol I 
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Figure 5.5 shows the effect of venous saturation on TOF-MRA and Figure 5.6 on SWI and QSM. 

Without venous saturation, the veins can be observed in the MIP of TOF-MRA along with the 

arteries. With venous saturation, the veins are suppressed on magnitude images, but adequate 

phase signal remains to observe the sagittal sinus on QSM.  

 

Figure 5.5: The effect of venous saturation pulse on MRA. Visible veins without the 

saturation pulse are shown with red arrows. 
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Figure 5.6: The effect of venous saturation pulse on veins in SWI and QSM. The sagittal 

sinus is shown with red arrows where reduction in signal intensity is observed in SWI due to 

addition of venous saturation pulse. 
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Figure 5.7 shows MRA, SWI, mIP from SWI, QSM and R2* from the triple-echo sequence for a 

volunteer. The MRA is computed from the first echo; SWI and QSM are computed from the third 

echo and R2* is computed by curve fitting across the three echoes.  

 

 

Figure 5.7: Images from the triple echo TOF-QSM sequence from one volunteer: TOF-MRA 

(MIP from first echo through 126 slices), R2* (from all echoes), SWI, minimum intensity 

projection (mIP) through 14 slices, and QSM (from third echo). 
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5.4 Discussion  

 

A modified triple-echo sequence has been introduced to allow TOF-MRA, SWI, R2* and QSM 

while maintaining key TOF features of ramped RF excitation, venous saturation and MOTSA 

acquisition. This acquisition prioritizes TOF-MRA but comes at some SNR cost to SWI/QSM and 

requires an extra phase correction step for the ramped RF pulse. 

In the TOF sequence, the ramped RF excitation is known to provide a better depiction of arteries 

[35], [36] but causes a phase variation across the slab. The filtered phase in SWI reduces this phase 

variation and hence no extra step is required in SWI computation. QSM utilizes information from 

the raw phase and hence this phase variation from the ramped RF pulse was corrected after the 

phase unwrapping step of the QSM computation to enable correct computation of the local field 

and susceptibility map. 

There is a compromise between ideal TOF background suppression and ideal signal background 

level for SWI and QSM. A flip angle of 250 with TR of 36 ms, provided a higher artery-tissue 

contrast as compared to the standard TOF sequence; however, this led to reduced SNR for SWI 

and QSM. More typically QSM (and SWI) choose a flip angle near the Ernst angle to provide 

adequate tissue signal intensity. The flip angle was chosen to be 180 which is slightly larger than 

the Ernst angle of brain tissue (Ernst angle of GM: 13.30 and WM: 16.70 for TR = 36ms) to achieve 

both an appropriate CNR for the arteries in the TOF-MRA and adequate tissue SNR for SWI/QSM. 

Thus, while all features of TOF-MRA remain, the TOF background suppression is reduced slightly 

to improve SWI and QSM. However, there was no impact on the visibility of smaller arteries and 

https://www.zotero.org/google-docs/?aWEQ5H
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no significant difference was observed between the standard and proposed methods for arterial 

CNR. 

TOF-MRA requires high resolution to depict small arteries; however, this small voxel size can 

lead to reduction in SNR for SWI and QSM. Moreover, implementation of MOTSA further 

decreases the tissue SNR of the proposed sequence by using 5 thin slabs, rather than one large slab 

as used in QSM, thus losing out on slice SNR averaging effects, proportional to . In addition, 

MOTSA also tends to reduce the vessel continuity at slab boundaries due to venetian blind artifacts 

or motion [42]–[44]. 

Limitations of this study include the sequence not having flow compensation in the phase-encode 

direction and flow compensation gradient being present before the first echo which caused some 

flow artifacts in SWI and QSM. However, it is possible to overcome these artifacts by including 

flow compensation gradients before the third echo [21]. Secondly, multi-echo sequences are more 

sensitive to motion; thus, has increased noise. Further the high resolution and MOTSA decreases 

SNR of the brain. Also, venous saturation decreases SNR in veins which can cause streaking 

artifacts on QSM. Using optimized QSM algorithms with better performance for veins and low 

SNR [45], [46] can overcome these reconstruction limitations. 

 

5.5 Conclusion 

 

The proposed sequence with the TOF features provided TOF-MRA and SWI with similar CNRs 

to standard methods. The susceptibility values between the proposed and standard methods had no 

https://www.zotero.org/google-docs/?HFNzg3
https://www.zotero.org/google-docs/?TEWpYr
https://www.zotero.org/google-docs/?E95VCW
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significant susceptibility variation as well. Thus, this sequence is able to provide similar TOF-

MRA to standard TOF methods while enabling additions of SWI, R2* and QSM. 
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Chapter 6 

Concluding Remarks and Future 

Directions 

 

6.1 Summary and discussion 

 

This thesis focused on advancement of QSM in order to make this technique more versatile in 

clinical applications. Hence the limitations of QSM have been studied and solutions have been 

proposed along with finding new applications.  

QSM can be computed from multi-echo as well as single echo gradient echo data. In clinics, SWI 

is performed for diagnosis of microbleeds and hemorrhage and QSM can be computed from those 

single echo sequences [1]– [3]. However, standard SWI sequences require about 5 mins acquisition 

time which is often too long for patients to remain still. Hence motion artifacts may be observed 

in the data and in extreme cases, the data becomes unusable. This limitation can be overcome by 
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using a fast sequence. In Chapter 2, a rapid EPI sequence was applied to hemorrhage patients and 

QSM was reconstructed. The results showed that single-shot EPI-QSM enabled rapid 

measurement of ICH area and mean susceptibility, with reduced motion as compared with standard 

SWI. EPI-QSM requires minimal additional acquisition time and could be incorporated into iron 

tracking studies in ICH. 

To further understand the effect of movement on QSM during scanning, quantification is needed. 

Previous studies have discussed effects of movement in patient studies, effects of respiratory 

motion and also classified movement patterns [4]–[7]. In Chapter 3, the effects of both movement 

and respiration on QSM were investigated quantitatively. It was found that even though 

statistically significant quantitative difference is observed in susceptibility values for artifacts 

caused by translational movement, respiratory fluctuations did not cause statistically significant 

variation in the actual susceptibility values. However, respiratory variation is still a contributing 

factor for variation in susceptibility values and hence should be considered and corrected for when 

possible. 

SWI is commonly used in clinics for diagnosis and follow-up of microbleeds and hemorrhages. 

However, SWI has limitations such as blooming effects, and phase wrap artifacts. QSM eliminates 

blooming effects and provides the susceptibility values of tissues. In order to limit artifacts in SWI, 

a method tSWI was introduced which is similar to SWI but utilizes susceptibility maps in place of 

phase images [10]. Chapter 4 studies the application of this novel tSWI method in ICH patients. 

In hemorrhage, tSWI was able to overcome the phase wrapping artifacts and blooming effects as 

observed in SWI.  However, unlike SWI, tSWI required an altered upper threshold for best 

hemorrhage depiction that differs from the standard value. tSWI can be used as a complementary 

technique for visualizing hemorrhages along with SWI. 



132 
 

Another way of making QSM more adaptable is if a sequence designed for other application can 

provide QSM in addition. For example, planned TOF-MRA acquisitions could be combined with 

QSM, provided the TOF-MRA acquisition was not compromised. Previous studies have been 

conducted to combine short echo angiography and long echo venography methods; however, either 

TOF features were not included or QSM was not reconstructed [11]–[16]. In Chapter 5, a new 

sequence was developed to compute TOF, QSM, SWI and R2* simultaneously. The sequence was 

developed keeping the key features of TOF-MRA and the effect of those features were studied on 

QSM, indicating that the method can provide acceptable QSM while retaining the key TOF-MRA 

features. 

Overall, this thesis has examined a number of possible steps to forward the field of QSM.  

 

6.2 Limitations 

 

The studies conducted have widened the possibility of application for QSM; however, there are 

several limitations in these studies. QSM involves several image processing steps including brain 

extraction, phase unwrapping, background removal, and dipole inversion. In the phase unwrapping 

step, the accuracy and SNR level of phase measurements can influence the unwrapping results. 

Regions with fast decaying signal intensities have low SNR and conventional phase unwrapping 

steps can be affected, resulting in some remnant wraps in the unwrapped phase which can lead to 

artifacts in QSM in some cases. QSM computation steps typically include a skull stripping or brain 

extraction step which is frequently performed using BET from FSL. This method usually works 

well; however, could be a bit problematic in some cases such as in images with motion. The  

susceptibility maps generated typically do not provide reliable susceptibility values at the edge of 

the brain as the background field removal methods either require edge erosion of the brain tissue 
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or produce local field maps that are not accurate at the brain edge. There are some papers [17], 

[18] that have studied whole brain QSM reconstruction, but it is still an area of ongoing research. 

As it stands, QSM remains somewhat unreliable at the edge of the brain which limits some 

applications in the cortical layers adjacent to the skull. 

Most of the QSM methods conducted in this thesis used single echo QSM computed from a long 

single echo time (20 ms at 3T) derived from a standard SWI sequence, which is the current clinical 

protocol for clinical studies at our institution. Multi-echo acquisitions would be preferred for QSM 

since this would eliminate many of the low SNR results found with long TE times in short T2* 

regions. In the future, it is likely that multi-echo gradient echo [19] will be more common in 

clinical settings. 

In Chapter 4, tSWI was compared to standard SWI; while the findings clearly indicate the 

differences between the methods, the lack of a gold standard makes the comparison and evaluation 

of tSWI method difficult. Future studies for hemorrhage could benefit from use of a same-day CT 

scan for example as a reference standard for comparison of volume; however, CT will not depict 

all details found on MRI. 

In Chapter 5, the TOF-QSM sequence developed did not have full flow compensation. This 

resulted in small flow artifacts in the SWI and QSM images computed from the third echo. Flow 

compensation gradients can be inserted in the middle after the first echo in place of the second 

echo. For the goals of this project, the lack of flow compensation in the second echo did not affect 

the main findings which addressed how various TOF features affect QSM reconstruction. 
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6.3 Future Directions 

 

QSM is not yet widely used in standard clinical applications and one of the reasons is the absence 

of a gold standard processing approach. There are many algorithms which lead to different results 

and further standardization is necessary. The QSM pipeline involves fairly complex, 

computationally rigorous steps which often need careful optimization for specific applications. 

Hence, more studies are required to compare and standardize the QSM reconstruction pipeline.   

QSM computation involves several mathematical steps, and every step can be performed by 

several methods. However, most of these methods have limitations for low SNR regions. The acute 

hemorrhagic regions often have a faster T2* decay causing signal loss and low SNR. Currently the 

superposition method used requires extra steps and hence is more complex and time consuming. 

Development of faster and more efficient methods for QSM computation for low SNR and high 

susceptibility regions is a future scope. 

This thesis has focused on QSM applications in the brain. However, QSM can be applied to other 

regions in the body like the abdomen or heart. Vascular imaging in other body parts can also be 

done with QSM. However, imaging in other body regions would involve higher motion challenges 

from both movement and respiration, as well as increased chemical shift effects from fat. Hence, 

future studies are needed to understand and correct the effect of various fluctuations that affect 

QSM and susceptibility values for quantitative comparisons.  

Currently, deep learning approaches [20] are showing promise and have been able to overcome a 

few of the limitations in conventional methods and in some cases have drastically improved the 

processing speed. However, there are several new challenges that have risen from the deep learning 

approach which need more research. These methods find their application in many regions of the 
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body, including brain, neck, liver for example. Hence there is a future opportunity for research and 

studies to improve deep learning models and in turn QSM reconstruction pipelines with these deep 

learning models. 

In this thesis, patient studies were limited to hemorrhage studies. In that area, previous works have 

shown that QSM can be used for following hemorrhages over time [3]. Future studies could 

attempt to understand the exact time course of QSM changes in hemorrhage and relate it to clinical 

management. More generally, QSM has a wide range of patient applications that should be 

pursued. In essence, any disease with known effects from iron could be followed with QSM. 

Diseases under study include multiple sclerosis, Alzheimer’s disease, and Parkinson’s disease 

amongst others [21]–[26]. Future advances will undoubtedly make QSM faster, more robust and a 

common clinical tool.  
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Analysis Based Unwrapping 

Technique in Quantitative 

Susceptibility Mapping (QSM) of 

Intracerebral Hemorrhage* 
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*A version of the appendix was presented in ISMRM: A. De, H. Sun, K. S. Butcher, and A. H. Wilman, “Application of Fourier-

domain Analysis Based Unwrapping Technique in Quantitative Susceptibility Mapping (QSM) of Intracerebral Hemorrhage”, 

ISMRM Virtual, 2020 
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Abstract 

QSM offers a means to measure iron content changes in hemorrhage. However, the 

rapid T2* decay in hemorrhage causes a severe signal loss resulting in low SNR 

which can affect the accuracy of standard phase unwrapping in certain cases. 

Fourier-domain analysis based unwrapping technique may be useful to produce 

susceptibility maps of hemorrhages having low SNR. This method removes 

residual phase wraps resulting in artifact-free QSM with boundaries of the 

hemorrhage area more distinct to facilitate area measurement. Thus, this method 

can provide more precise susceptibility maps in cases where conventional 

unwrapping methods fail. 

 

A.1 Introduction 

 

Intracerebral hemorrhage (ICH) causes approximately 15% of all strokes and leads to blood 

leakage into the brain parenchyma [1], [2]. Changes in the form or location of the released blood 

may be tracked using Quantitative Susceptibility Mapping (QSM). QSM studies in ICH have used 

multiple echo gradient echo, single echo standard Susceptibility Weighted Imaging (SWI), or very 

fast sequences like single-shot Echo-planar Imaging (EPI) [3]–[5]. However, particularly in acute 

and subacute stages, hemorrhages have a rapid T2* decay resulting in severe signal loss when 

using the longer echo times required in SWI and single-shot EPI. The resulting low SNR 

sometimes causes phase unwrapping algorithms to fail, leading to artifacts on QSM which obscure 

the ICH boundaries and alter the susceptibility value. In a previous paper, a post processing 

method, integrating image domain and Fourier-domain based analysis, was introduced to improve 

the accuracy of phase unwrapping for MRI images with low SNR. QSM utilizes unwrapped phase 
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to produce susceptibility maps and hence application of this unwrapping method may be useful to 

produce susceptibility maps of hemorrhages having low SNR. 

The purpose of this study is to investigate the value of unwrapping phase images with Fourier-

domain analysis for obtaining EPI-QSM and SWI-QSM in hemorrhage patients. 

 

A.2 Methods 

 

A.2.1 Sequences 

 

Ten patients (5male/ 5 female, age:74 ± 10 yrs.) received MRI scans at 3T with a 3D SWI sequence 

(TE = 20ms, TR = 27ms, resolution = 0.85x0.85x1.5mm3, acquisition time = 5 min) and a 2D 

single-shot gradient EPI sequence (TE = 25ms, resolution = 1.5x1.5x1.5mm3, acquisition time = 

27s) described in our previous paper [5]. 

 

A.2.2 Analysis  

 

All post-processing used MATLAB 2019a (Mathworks, Natick, MA). The QSM images were 

reconstructed using the superposed dipole inversion method for ICH-QSM [4], [5] with best path 

[6] as the conventional unwrapping technique. 

For the Fourier-domain analysis based unwrapping method [8], the complex image (size:NxxNy) 

was multiplied by a NxN mask to zerofill the region outside that domain. Here, a 3x3 mask was 

used. The Fourier‐domain energy peak was identified, and its coordinates (in terms of distance 

from the center of the Fourier‐ domain matrix along x and y directions) were recorded after a 2D 

Fourier transformation. This process was repeated for all NxN locations in the FOV to produce 
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Fourier-space energy displacement maps (Δkx, Δky) along x and y directions. These were then 

converted to phase-gradient maps (Δθx and Δθy) using: 

Δθx (x,y) = Δkx(x,y)*2π/Nx 

Δθy (x,y) = Δky (x,y)*2π/Ny 

The phase-gradient maps thus obtained were used to improve the accuracy of the phase 

unwrapping in the critical ROIs in hemorrhage regions where conventional unwrapping methods 

failed. These ROIs were visually identified from the phase images unwrapped by best path and 

outlined manually. The phase gradient maps were used to calculate corrected phase values and 

combined using 2D numerical integration [8] with boundary conditions from successfully 

unwrapped phase values of the conventional unwrapping method. After phase unwrapping step, 

QSM was computed following similar pipeline as described in [5]  

 

A.3 Results 

 

Figure A.1 shows an example of the magnitude and unwrapped phase by both the conventional 

path-based and the Fourier-domain analysis based unwrapping methods from the EPI sequence. 

The residual phase wraps observed in the best path unwrapping method were reduced in the 

Fourier-domain analysis based unwrapping methods. Figure A.2 and Figure A.3 show a 

comparison of standard best path and Fourier-domain analysis based unwrapping methods for EPI 

and SWI sequences in 1 patient.  Figure A.4 shows a comparison of the variations in susceptibility 

values across the hemorrhage for QSM obtained by using both unwrapping methods for EPI and 

SWI sequences. It is observed that the variations are smoother for the Fourier-domain analysis 

based unwrapping methods. Figure A.5 shows a side-by-side box plot demonstrating comparison 
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of mean susceptibility and area for 10 patients using EPI and SWI sequence for QSM with or 

without the addition of unwrapping using Fourier-domain analysis. 

 

Figure A.1: A comparison of the unwrapped phase by standard (middle) and Fourier-

domain analysis based unwrapping techniques (right) along with the magnitude (left) for 3 

patients scanned with EPI sequence. In each case, residual wraps are observed in the 

conventional method which are reduced when the Fourier-domain analysis based 

unwrapping is applied. 
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Figure A.2: Images from one patient with magnitude (A) and raw phase (B). The unwrapping 

methods are compared between standard unwrapped phase (C) and corresponding QSM 

(D), and the Fourier-domain analysis based unwrapped phase (E) and corresponding QSM 

(F) for EPI sequence. 



145 
 

 

Figure A.3: Images from one subject with magnitude (A) and raw phase (B). The 

unwrapping methods are compared between standard unwrapped phase (C) and 

corresponding QSM (D), and the Fourier-domain analysis based unwrapped phase (E) and 

corresponding QSM (F) for SWI sequence. 
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Figure A.4: A comparison of the variations in susceptibility values across a hemorrhage in 

QSM obtained from conventional and Fourier-domain analysis based unwrapping methods 

for both SWI and EPI sequences. 
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Figure A.5: Side-by-side box plot demonstrating comparison of mean susceptibility and area 

for 10 patients for EPI-QSM with standard unwrapping and with unwrapping using 

Fourier-domain analysis, SWI-QSM with standard unwrapping and with unwrapping using 

Fourier-domain analysis. 

 

A.4 Discussion 

 

QSM requires accurate phase information and hence residual phase wraps after unwrapping can 

cause artifacts in susceptibility maps. In EPI due to the low resolution, phase unwrapping failure 

is more predominant than SWI. Using the Fourier-domain analysis based unwrapping provides 

QSM without such artifact, making the ICH boundaries more distinct. Hence automatic 

segmentation by thresholding could benefit from use of this method, despite the fact that both 

methods showed similar mean susceptibility and area. Even though the area measurements are 

similar, the median of mean susceptibility of EPI-QSM with Fourier-domain analysis-based 

unwrapping was higher than the conventional unwrapping method. For SWI, the patients (4 out of 
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10 in this patient group) with unwrapping artifacts (as seen in example Figure 3.3) had an increase 

in the mean susceptibility value. The susceptibility values of EPI-QSM are still lower 

than the SWI-QSM due to the lower resolution of EPI [9]. 

 

A.5 Conclusion 

 

Unwrapping using Fourier-domain analysis removed residual wraps in the hemorrhage regions 

with low SNR. This resulted in artifact-free QSM with boundaries of the hemorrhage area more 

distinct to facilitate area measurement. Thus, this method can provide more precise susceptibility 

maps in cases where conventional unwrapping methods fail. 
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