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ABSTRACT 

The need for specialized software, particularly for repetitive construction is 

growing. Although simulation has been accepted in the research world, the 

industry has been slow to follow. The goal of this research is the development of a 

special purpose template for linear scheduling that is simple to use and requires 

little to know knowledge of simulation. In order to develop this template, a 

thorough review of the development of the linear scheduling method and existing 

linear scheduling software is conducted. The major disadvantage of almost all of 

the existing programs is their inability to incorporate uncertainty. The special 

purpose template developed not only incorporates uncertainty but also models 

time and space dependency, material deliveries, milestones, continuous and 

discrete activities and varying production rates. The template is verified using a 

fictional case study and the applications of the template are shown through both a 

fictional and real world case study. 
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1.0 INTRODUCTION 

1.1 Background 

A survey conducted in 1983 of the top 400 construction contractors by 

Engineering News Record, found that 87% of respondents indicated that 

scheduling has the potential to improve productivity (Arditi 1985). Due to the 

competitive nature of the construction industry, companies are narrowing their 

focus and becoming specialists in certain types of construction. This 

specialization has resulted in the need for focused scheduling tools (Yamín and 

Harmelink 2001). This need is seen through the results of a study done by 

Tavakoli & Riachi (1990). As a part of the study, questionnaires were sent out to 

the directors of the ENR’s top 400 contractors. The survey was intended to 

determine the present status of the use of the Critical Path Method (CPM). It was 

found that 93% of the companies were using CPM, but only 26% used the method 

on all contracts.  

In order to see the productivity improvements scheduling can produce, the correct 

scheduling tool must be chosen (Naaman 1974; Birrell 1980; Harmelink and 

Yamin 2001). The project manager should select a scheduling tool after taking 

into consideration which personnel will be using it, their familiarity with the 

method and the level of detail required in the schedule (Chrzanowski and 

Johnston 1986). Network techniques are excellent tools for certain types of 

construction. However, indiscriminate use of network analysis, on projects of a 

repetitive nature, by a wide variety of organizations has often resulted in 
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spectacular failure (Arditi and Albulak 1979). Why then, with evidence indicating 

the contrary, is network analysis still being used to schedule projects of a 

repetitive nature? 

One reason contractors aren’t exploring scheduling options is that many 

government and private clients require the construction company to submit a 

network schedule (Peer 1974). Contractors don’t want to spend the extra time and 

resources developing a separate schedule for their own use. Another reason could 

be that contractors demonstrate more willingness to adopt innovations in 

construction methods than in management, taking the attitude that “We have 

always done it this way; everyone else does it this way, so why change and who 

needs more stress?” (Russell 1985). A third reason could be the lack of 

commercially available software that addresses the needs of the industry (Duffy et 

al. 2011).  

Arditi (1985) explains that the lack of software is an issue of time and that the 

parties involved in construction have limited resources. Construction companies 

do not wish to consume resources by actively take part in conducting research into 

productivity related problems. On the other hand, AbouRizk & Hajjar (1998) 

argue that the lack of software is an issue of complexity; partially the complexity 

of the construction process itself and partially the effort required to learn the 

language required to create a model. This is echoed by Russell & Wong (1993) 

who state that the barrier to the use of a computerized system for projects with 

significant repetition is the tedium of describing the projects and the difficulties in 

testing alternative strategies and maintaining a current schedule despite changes 
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and delays. One solution to this issue of complexity is simulation, specifically 

special purpose simulation. This option is explored below.  

1.2 Construction Simulation: Simphony 

According to AbouRizk et al. (2011) construction simulation is the science of 

developing and experimenting with computer-based representations of 

construction systems to understand their underlying behaviour. Simulation 

modeling of construction activities allows the user to test important management 

decisions while yielding output that can be easily interpreted in terms of 

management decisions (Ashley 1980). Simulation allows the user to accurately 

experiment with various approaches for completing a project without having to set 

foot on site (AbouRizk 2010). AbouRizk (2010) goes on to say that simulation is 

most effective when: 

 Problems are characterized by uncertainty 

 Problems are technically or methodically complex 

 Repetition is evident 

 Flexibility in modeling logic and knowledge is required 

 An integrated solution is required 

 Detail and accuracy matter 

All of the above are true of repetitive construction projects.  

Simulation has been widely accepted in the research community, but not yet by 

industry. A reason for this could be that when modelling, users tend to use a 

general purpose simulation approach without much thought, which is not efficient 
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in the construction domain (Ekyalimpa et al. 2012). Ekyalimpa et al. (2012) 

explains that constructing an effective and meaningful model demands creativity 

and an in depth knowledge of simulation. As a result, building models of 

operations using general purpose simulation requires sufficient simulation 

expertise and a lot of time and effort. 

Special purpose simulation on the other hand, is a computer based environment 

built to enable someone who is knowledgeable in a given domain, but not 

necessarily simulation, to model a project (AbouRizk and Hajjar 1998). The 

project is modelled within that domain in a manner where symbolic 

representations, navigation schemes within the framework, creation of model 

specifications, and reporting are completed in a format native to the domain itself. 

In other words knowledge of simulation is not required, only knowledge of the 

construction process itself. Furthermore, special purpose simulation tools find a 

balance between the need for accurate modeling and the desire for reduced 

complexity (AbouRizk and Hajjar 1998). 

Simphony (AbouRizk and Mohamed 2000) is a Microsoft Windows based 

computer system that allows for the creation of special purpose simulation tools. 

It will be utilized as a part of this research to create a special purpose template for 

linear scheduling. 

1.3 Research Objectives 

The primary objective of this research is to identify a framework for scheduling 

repetitive projects. This framework will be used to develop a simulation tool that 
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addresses the needs of the industry while remaining simple to use. These 

objectives will be achieved by the following methods: 

1. Reviewing current repetitive scheduling literature to obtain a firm grasp on 

the various methods available as well as the advantages and disadvantages 

associated with these methods.  

2. Reviewing current repetitive scheduling programs and software to identify 

their strengths and weaknesses.  

3. Using the information obtained, a suitable framework for scheduling 

repetitive projects will be developed. This framework will serve as the 

algorithm for the development of a repetitive scheduling tool.  

4. The developed tool will be verified using a text book case study 

5. The applications of the tool will be shown through a real world case study 

1.4 Thesis Organization 

Chapter 1 introduces the problem, provides background information and outlines 

the objectives and proposed methods for the completion of this research. 

Chapter 2 provides a literature review of the linear scheduling method. Its origins 

as the line of balance method are explained and its progression to the method it is 

today is shown. The chapter then presents a comparison of the linear scheduling 

method to other scheduling methods and explores the incorporation of uncertainty 

in linear scheduling.  

Chapter 3 reviews current linear scheduling simulation programs. The various 

programs are compared and their strengths and weaknesses are highlighted. 
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Chapter 4 summarizes the requirements of a repetitive scheduling framework, 

presents the algorithm developed from the requirements and introduces Simphony 

as the tool for implementing the algorithm. The special purpose template 

developed for Simphony is explained, the modeling elements that make up the 

template are presented and the error detection methods are described. 

Chapter 5 uses an example problem from literature to verify the results of the 

template and to show its applications. The problem is explained, the models are 

shown, the results are discussed and further applications are presented. 

Chapter 6 applies the template to a real life case study. The case study is 

introduced, the data collection methods are discussed, the models are presented 

and the results are analyzed. 

Chapter 7 provides a summary of this research and recommends future areas of 

research and improvement for the template. 
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2.0 LITERATURE REVIEW 

The origins of linear scheduling are unclear and because of this, it is believed that 

the method may have multiple origins (Johnston 1981). Wherever linear 

scheduling began, many techniques, with the common goal of scheduling 

repetitive work, have been developed under various names. These techniques can 

be divided into two groups: line of balance (LOB) and linear scheduling methods 

(LSM) (Vorster and Bafna 1992). Although the focus of this research is on linear 

scheduling methods, a brief introduction to line of balance techniques will be 

provided to illustrate how linear scheduling has developed and to identify areas of 

further research. Section 2.1 provides an introduction to the line of balance 

method. Section 2.2 introduces the various methods referred to as linear 

scheduling methods. Section 2.3 compares linear scheduling methods to other 

scheduling methods. Section 2.4 outlines the research done into incorporating 

uncertainty into linear scheduling methods. 

2.1 Line of Balance (LOB) 

The line of balance technique originated around the time of World War II (Carr 

and Meyer 1974; Al Sarraj 1990), and was initially used in manufacturing to 

maintain and evaluate the flow of products through a production line. It was not 

fully exploited by the construction industry, despite its advantages for repetitive 

units (Carr and Meyer 1974), and faded into obscurity upon the advent of network 

diagrams (Arditi and Albulak 1986). 
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The line of balance technique requires three inputs (Carr and Meyer 1974): 

1. A unit network showing activity interdependencies and time required 

between activity and unit completion; 

2. An objective chart showing cumulative calendar schedule of unit 

completion; and 

3. A progress chart showing the completion of the activities for each unit 

The unit network is also referred to as the program chart and is the basic unit of 

the line of balance technique (Halpin and Riggs 1992). Its purpose is to define the 

operations to be performed, the sequence of the operations and the processing and 

assembly lead times. The program chart is similar to the critical path method 

(CPM) network for one unit of the repetitive construction process; i.e. a typical 

floor in a multistory building. An example of a program chart can be seen in 

Figure 2-1(a). In this example, the activities are indicated as squares and the lead 

time is indicated by the time scale “Months prior to shipment”. 

The objective chart shows the time it will take to complete the units in the project 

with time on the x-axis and the number of units on the y-axis. An example of an 

objective chart can be seen in Figure 2-1(b). 

The progress chart shows the actual progress of the project. The progress of each 

activity is measured in the field and then plotted on the progress chart. The 

number of units in the project is shown on the y-axis, with the same scale as the 

objective chart, and the activities are shown on the x-axis. An example of a 

progress chart can be seen in Figure 2-1(c). 
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Figure 2-1 Line of Balance Input Charts (adapted from (Mattila and Abraham 1998)) 

(a) Program Chart; (b) Objective Chart; (c) Progress Chart 

From these three inputs, the LOB can be drawn. Consider activity B, which must 

be completed 3 months prior to shipment. If the date under consideration is June 

1
st
 as indicated in Figure 2-2, three months from then would be September 1

st
. A 

line is drawn up from September 1
st
 to the line on the objective chart and then 

horizontally to activity B on the progress chart. To stay on schedule, 40 units 

should have started activity B by June 1
st
. The progress chart in Figure 2-2 

indicates that less than 40 units have been started and therefore activity B is 

behind schedule. Corrective action needs to be taken to ensure that activity B does 

not impede the progress of the remaining units. In Figure 2-2, activities A, C and 



10 

 

F are on schedule, activities B and E are behind schedule and activity D is ahead 

of schedule. 

  

Figure 2-2 Line of Balance (adapted from (Mattila and Abraham 1998) ) 

2.2 Linear Scheduling Methods (LSM) 

The linear scheduling method was developed partially from the LOB technique 

and as such, many authors refer to linear scheduling methods as line of balance. 

When comparing the LOB technique to the LSM, the difference is simply in 

emphasis (Johnston 1981; Harmelink 1995). The LOB technique emphasizes the 

progress chart and balance line, where the LSM emphasizes the time space graph, 

which is similar to the LOB’s objective chart. The LSM essentially expands on 

the objective chart by including all activities as their own individual lines 
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(continuous activities). The LSM can also account for activities that do not occur 

on every unit, or along the entire project (discrete activities). 

Since the early 1970’s, several variations of linear scheduling methods have been 

developed under a variety of different names. A chronological history of these 

methods is presented below. 

The construction planning method or technique described by Peer (1974) is an 

early example of linear scheduling. Peer states that this method can be divided 

into the following steps or objectives: 

1. To break down the project into constituent component processes 

2. To divide realization of these processes between adequate production 

crews 

3. To define technological connections between them and activity categories 

4. To decide which production line should dictate the progress pace of the 

project, due to economic considerations or resource limits 

5. To make an approximate estimate of the resulting construction time and 

decide how many production units should be employed in parallel 

6. To balance the progress of non-critical production lines with that of the 

chosen critical one, aiming at achieving work continuity 

7. To check the possibility, within practical limits, of shortening construction 

time by the introduction of planned breaks in continuity or changes in 

crew size 
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8. To analyze the whole process in terms of time and activity situations and 

produce a plan 

In the article, Peer speaks to the need for a better scheduling method for repetitive 

projects and that the development of construction planning procedures other than 

networks is essential. 

The vertical production method (VPM) introduced by O’Brien (1975) is a method 

specific to high rise construction. O’Brien explains that high rise construction is a 

hybrid project, requiring a hybrid schedule. All of the mobilization, prep work and 

construction of the foundation should utilize a network diagram. The repetitive 

floors of the building should utilize the VPM due to the repetitive nature of the 

work. O’Brien mentions that it would be possible to computerize the VPM, but 

does not provide details on how that would be achieved. 

Selinger (1980) introduced a method whose two main requirements were to: (1) 

permit work continuity requirements and (2) determine resource quantities as to 

minimize project duration. Unlike previous methods, Selinger does not focus on 

activity durations, but on the importance of continuity in preventing idle time.  

Birrell (1980) introduced the matrix construction plan. Work squads made up of 

resources that do the same activities repeatedly are scheduled in an effort to 

maintain work continuity. A matrix is produced with time phases on one axis and 

work locations one the other. The work locations are in the order that work squads 

will pass through them. Although this method allows for easy cost and schedule 
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control (Birrell 1980), it makes many assumptions that impede its usefulness in 

the field (Kavanagh 1985). 

Johnston (1981) makes the first attempt to pull together the various methods 

under one name; the linear scheduling method. The article explains the basic 

elements of the linear scheduling method, particularly, axis parameters, activity 

production rates, activity interruption, buffers and discrete activities. These 

elements are shown in Figure 2-3. 

 

Figure 2-3 Basic Elements of the Linear Scheduling Method  

The axis parameters are always time vs. location, with time typically in the units 

of days. The units of location depend on the type of project and can be anything 

from floors in a high rise building to meters in a pipeline project. Activities are 

represented as individual lines and the slope of each line represents the production 

rate of that activity. For example, in Figure 2-3 the production rate of activity A is 

1 unit of location/day. Activity interruption is represented by a horizontally 

 

E 
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straight segment of line as shown in activity C in Figure 2-3. Buffers are either a 

required distance or time interval between activities (Johnston 1981). Figure 2-3 

shows both a time buffer of 2 time units between activities C and D and a space 

buffer of 5 location units between activities A and B. Discrete tasks are those that 

have little to no repetition during a project; i.e. a culvert on a highway project. 

These tasks are represented as a block on the linear schedule. In Figure 2-3, 

activity E is a discrete task that occupies locations 7 and 8 for 6 time units. 

Johnston (1981) explains that these discrete portions of the project are best 

scheduled by other methods. Once the duration is determined through network 

analysis it can be added to the linear schedule. 

The time spaced scheduling method introduced by Stradal & Cacha (1982) 

produces a schedule with time on the horizontal axis and units on the vertical axis. 

The article presents a multitude of projects (pipeline, apartment, multistory 

building, road section and railway bridge) all scheduled by this method.  

Chrzanowski & Johnston (1986) apply the linear scheduling method to an actual 

road construction project that had previously been scheduled using CPM. In the 

schedule, time was plotted on the vertical axis and stations along the horizontal 

axis. This is opposite of what Johnston (1981) explains as axis parameters, but 

Chrzanowski & Johnston (1986) argue that axis assignment should be up to the 

scheduler. The schedule created also includes discrete activities that are linked to 

separate CPM networks.  
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Arditi & Albulak (1986) refer to their method as line of balance; however, their 

method emphasizes the time space graph and is therefore a linear scheduling 

method. The article provides a sample schedule for a road pavement operation. 

The first attempt at a schedule had too few activities making it far too simplistic. 

The second attempt shows more activities, but is difficult to read. The article 

concludes that the degree of detail required for a liner schedule must be evaluated 

carefully. Too many activities and the schedule becomes a jungle of lines. Too 

few activities and the schedule will be of little practical use. Choosing an 

appropriate scale to effectively communicate the information contained in the 

schedule is critical. 

One of the first mentions of making linear scheduling a computer-based tool is 

presented by Russell & Caselton (1988). Russell & Caselton developed a two-

state variable, N-stage dynamic programming formulation with a methodology to 

extract sensitivity information which permits near optimal alternative solutions. 

The method developed accounts for the reality of repetitive construction and 

includes precedence relationships and the ability to address work continuity 

constraints. The authors intend their research to be directed towards the 

development of a practical computer based tool for repetitive projects. 

Reda (1990) states that all graphical approaches to scheduling (i.e. linear 

scheduling methods) attempt only to finish the project as early as possible with no 

care for the impact on the direct cost. Reda developed the repetitive project model 

(RPM), which includes a network technique, a graphical technique and an 



16 

 

analytical technique to address this issue. The objective of the RPM is to 

minimize the project direct cost while satisfying the following (Reda 1990):  

1. Maintain a constant production rate 

2. Maintain crew work continuity 

3. Allow for time buffers 

4. Allow for stage buffers 

5. Specify a feasible project duration 

The first objective is met by setting a constant duration for the same activity at all 

stages. This does not reflect real world situations however, as production rates can 

and often vary from location to location in a project (i.e. clearing and grubbing the 

length of a highway project). 

Lutz (1990) integrates linear scheduling and simulation to determine the linearity 

of production lines. The MicroCYCLONE program (Halpin and Riggs 1992) was 

utilized as the simulation tool and the data obtained was used to plot the linear 

schedules. Lutz states that the process should be further computerized to 

automatically produce the schedules.   

Moselhi & El-Rayes (1993) developed a dynamic programming model for 

generating optimized schedules that incorporates cost as an important variable in 

the decision making process. For each activity in the project, the model assists the 

planner in choosing the optimum crew formation from a set of alternatives. 

Senouci & Eldin (1996) introduce a dynamic programming formulation for 

scheduling linear projects with non-sequential activities. It is noted in the paper 
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that programs developed to computerize linear scheduling to date are unable to 

address variable production rates. The formulation performs cost time trade off 

analysis, addresses multiple production rates and handles both continuous and 

discrete activities. The authors conclude by stating that the approach presented 

provides a building block for the formulation of a more comprehensive 

computerized system. 

Wang & Huang (1998) introduce the multistage linear scheduling (MLS) method 

which is applicable when scheduling repetitive projects with interval time 

limitations. An example of this type of project would be a diaphragm wall, where 

excessive idle time between activities could lead to collapse. The article schedules 

a project using both the LOB technique and the MLS method and compares the 

outcomes. 

Harris and Ioannou (1998) argue that previous presentations of repetitive 

scheduling methods have been more complicated than necessary and that the 

various names for similar methods could be a reason for their limited acceptance. 

Their purpose is to integrate the methods into one that ensures work continuity 

and is applicable to both vertical and horizontal construction. This method is 

called the repetitive scheduling method (RSM) and includes the concept of 

controlling points, which allow for the rotation of activity lines to achieve 

continuous resource utilization. The controlling sequence, similar to the critical 

path of the critical path method (CPM), passes through all of the control points. 

The control points are the locations at which the controlling sequence switches 

from production line to production line.   
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Harmelink and Rowings (1998) aim to provide a level of analytical capability on 

par with the critical path method, to the linear scheduling method. In this method, 

named the linear scheduling model, seven activity types are defined. These 

activity types are as follows and can be seen in Figure 2-4.  

1. Continuous full-span linear 

2. Intermittent full-span linear 

3. Continuous partial-span linear 

4. Intermittent partial-span linear 

5. Full-span block 

6. Partial-span block 

7. Bar 

The purpose of the method is to define the controlling activity path (CAP), which 

is the continuous path of longest duration through the project. Activities on the 

CAP must be completed as planned in order to finish the project within the overall 

planned duration. The CAP is found by identifying all possible logical sequences 

through the activities on the linear schedule, performing the upwards pass and 

then performing the downwards pass. The article goes on to explain how the 

upward and downward passes are performed for the seven types of activities 

through various examples of smaller projects. For larger projects, completing this 

process manually would be time consuming. The article concludes by stating that 

this method provides the foundation for a computer-based linear scheduling 

algorithm. For a more information on the determination of the controlling activity 

path, refer to Harmelink (1995) 
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Figure 2-4 Activity Types (Source: (Harmelink and Rowings 1998)) 

 

Mattila and Park (2003) compare Harris and Ioannou (1998) repetitive scheduling 

method and Harmelink and Rowings (1998) linear scheduling model for finding 

the controlling path of a linear schedule. It was found that both methods identify 

the same controlling path, however additional work on more complicated 

schedules is recommended. In addition, it is recommended that the techniques 

must be computerized in order to gain acceptance by the industry. 

Liu et al. (2005) explains that linear construction projects can be either discrete or 

continuous. A discrete project is defined as one made up of identical units such as 
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houses or high rise floors. A continuous project has no clearly defined units and is 

characterized by its geometric layout, such as a highway, pipeline or tunnel. The 

paper explains that currently, almost all linear simulation is based on discrete 

projects and cannot support continuous linear projects. An integrated simulation-

GA (genetic algorithm) approach is suggested as a solution. For this integrated 

system, activities are separated into three categories; non-repetitive discrete 

activities that occur only once (i.e. mobilization, surveying and construction of a 

temporary road), repetitive discrete activities that occupy a considerable work 

area (i.e. culverts, grading and base laying) and continuous activities (i.e. 

excavation, clearing and grubbing). The system outlined in the paper is under 

development and has not yet been implemented. 

Ipsilandis (2007) explains that construction planning is often more complicated 

than just optimizing cost or schedule and introduces a multiobjective linear 

programming model for scheduling linear repetitive projects (MOLPS-LRP). This 

model uses an algorithm that allows for various optimizations of the linear 

schedule and allows the user to consider schedules besides those that minimize 

duration or maximize work continuity. Ipsilandis concludes by stating that a fully 

integrated software implementation of this approach will enhance the applicability 

of the method to real world projects. 

2.3 Comparison of Linear Scheduling Methods and Network Methods 

As the linear scheduling method developed, much research was done into the 

usefulness of various scheduling methods for repetitive projects. There is an 

overwhelming amount of literature outlining the advantages of the linear 
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scheduling method and disadvantages of other scheduling methods for repetitive 

construction projects. A summary of the key points is provided below. 

Bar charts are the most common tool for scheduling construction projects due to 

their simplicity. However, bar charts do not show the interdependencies of 

activities and because of this, there is no way of knowing how changes will affect 

the project as a whole (Johnston 1981; Stradal and Cacha 1982; Chrzanowski and 

Johnston 1986; Arditi et al. 2002). Another disadvantage is that both bar charts 

and network methods (i.e. CPM) cannot show productivity changes throughout an 

activity (Johnston 1981; Stradal and Cacha 1982). This can be frustrating for 

managers as they can see the block of time that an activity requires, but have no 

way of knowing what is going on within that block of time (Michael Freeman, 

personal communication, June 27, 2013). This production rate imbalance can 

cause work stoppages, inefficient resource utilization and excessive cost (Arditi et 

al. 2002). The linear scheduling method provides more information on the 

planned method of construction than a bar chart (Johnston 1981). 

The critical path method is another common tool for scheduling construction 

projects; however, it requires knowledge of the method to be understood. This 

causes problems on site as many subcontractors and workers are unfamiliar with 

the method (Kavanagh 1985; Arditi and Albulak 1986; Tavakoli and Riachi 1990). 

Arditi & Albulak (1979) discovered that the network diagram they produced had 

to be transformed into weekly bar charts in order to be used by site personnel. In 

contrast, one of the most significant advantages of LSM is its ability to simply 
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display a detailed work schedule that is easily understood by field staff (O'Brien 

1975; Johnston 1981; Chrzanowski and Johnston 1986). 

Another advantage of LSM over the critical path method is the ability to monitor 

progress and work continuity. Progress can be shown on a linear schedule, 

whereas it cannot be shown on a network that is not time scaled (Arditi and 

Albulak 1986). The entire project is easily visualized with a linear schedule and 

work continuity is seen on the schedule itself. There is no way of guaranteeing 

work continuity, or displaying it on a network diagram (Kavanagh 1985; Reda 

1990). For a schedule to be useful it must have a positive visual impact and easily 

associate work activities with project times (Chrzanowski and Johnston 1986). 

In terms of preparation and updating, the linear schedule is simpler and faster to 

prepare/update than a network diagram (O'Brien 1975; Arditi and Albulak 1986). 

This is the main advantage of the LSM over the CPM. As the repetition on a 

project increases, the CPM schedule becomes clumsy, full of repetition and much 

too detailed (Birrell 1980; Johnston 1981; Stradal and Cacha 1982; Chrzanowski 

and Johnston 1986; Reda 1990). For example, Arditi & Albulak (1986) explain 

that the road surface treatment project they were scheduling had 58 activities. For 

100km of road, there would be 5800 activities in the CPM schedule which would 

have been costly to produce and extremely time and space consuming. 

Yamin & Harmelink (2001) compare the linear scheduling method to the critical 

path method by scheduling a small bridge and small highway rehabilitation 
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project with both methods. Their results are summarized in Table 2-1 and are in 

line with the key points found in the research presented. 

Table 2-1 Comparison of Scheduling Methods (adapted from (Yamín and Harmelink 2001)) 

Attribute CPM LSM 

Aid in reduction 

of 

uncertainty/risk 

Although CPM schedules use 

fixed duration for activities, it 

can be easily complemented 

by PERT with statistical 

capabilities. This feature 

helps planners to get a better 

idea of time and schedule 

risks 

There is no formal method 

developed to date that could 

allow LSM to determine 

uncertainties in time 

completion. 

   

Aid in improving 

production and 

economical 

operation 

With the incorporation of 

resource leveling/allocation 

techniques, CPM schedules 

can improve the overall 

completion time and costs by 

affecting production (add or 

remove resources). Some 

limitations have been 

identified when scheduling 

continuous projects – 

difficult to maintain 

continuity in crew utilization. 

Limited capabilities in 

improving production by 

changing resources. Easy to 

schedule continuity on linear 

projects, improving 

coordination and 

productivity. 

   

Aid in achieving 

better 

understanding of 

objectives 

In complex projects, CPM 

network can be very 

convoluted. This complexity 

makes them difficult to 

understand and communicate 

LSM is very easy to 

understand, and it can be 

used at every level of the 

construction project. 

   

Accurate 

calculations 

CPM allows the PM to 

calculate the time it would 

take to complete a project, 

and together with the PERT 

could provide statistical 

insights to this process. It is 

difficult to accurately 

determine and represent 

space restrictions (if any). 

Location/time calculation is 

easily done. This is the 

greatest advantage of LSM 

over CPM when scheduling 

linear projects. This 

capability allows PM to 

accurately plan activities both 

in time and location 

   

Critical path It is the main feature of the The LSM algorithm 
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CPM, which can be done 

very easily. 

calculates the controlling 

activity path (CAP) which is 

equivalent to the critical path, 

with the additional features of 

location criticality. 

   

Ease of use Extensive computerization 

has made the CPM easier to 

use. However, the user needs 

a considerable amount of 

training before actually being 

able to produce valuable 

information for controlling 

purposes. 

Very intuitive and easy to 

understand. It can be used at 

all levels of the company 

(managers, superintendents 

and crew). Lack of 

computerization makes it 

difficult to use in large and 

complex projects. 

   

Easy to update The method could be difficult 

to update. Once several 

updates have been done, it 

becomes difficult to read. 

Updated schedules are 

usually out of date when they 

are finished. 

Updating LSM is simple. 

Linear schedules can be used 

as as-built documents for 

claim purposes or for 

historical productivity 

databases. 

2.4 Uncertainty in Linear Scheduling  

The research done into the advantages of the linear scheduling method over other 

methods for repetitive projects highlighted one major disadvantage – to date, only 

deterministic approaches to linear scheduling have been taken (Yamín and 

Harmelink 2001; Trofin 2004). As almost construction projects have a level of 

uncertainty associated with them, this is a major issue. The following is a 

chronological look at the limited research done into incorporating uncertainty into 

linear schedules. 

Dressler (1974) makes an attempt to solve this issue by splitting the project into 

production zones. These production zones are segments of the project that have 

constant construction conditions such as soil data or surface conditions. The 

scheduled total construction time is also divided into segments based on 
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significant weather periods. Probability distributions are then assigned to each 

segment which yields a production field. All activities in the construction process 

are treated as a single process which results in a schedule similar to the LOB’s 

objective chart. Each production zone can produce a number of production 

vectors based on the probability distributions. The major downside to this method 

is that it requires complex linear programming methods to come up with a 

solution, which proves time consuming on large projects. The article concludes by 

stating that the method cannot provide optimal solutions on its own, but is a tool 

that can expose possible consequences of a decision that has associated 

probabilities. 

Crandall (1976) explains that the reason for accepting deterministic time durations 

is the relationship between probabilistic durations and their associated costs. The 

desire to unite budget and time control has allowed deterministic analysis to 

become the norm despite the actual variability of activities on construction 

projects. Crandall suggests that integrating Monte-Carlo simulation into the 

scheduling method would offer the best solution. 

Ashley (1980) states that the stochastic nature of repetitive-unit construction 

cannot currently be modelled by linear scheduling methods; however, process 

interaction simulation could overcome this limitation. Using the general purpose 

simulation system (GPSS) simulation language, eight sample runs of a project are 

created; one control case and seven other cases that vary labor availability, 

resource availability and labor allocation. The downside to this method is that in 

order to create models the user must understand a simulation language and the 
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method outputs the data to create the schedule rather than creating the schedule 

itself. The fact that a new program must be written for each network/project limits 

this methods potential (Kavanagh 1985). 

Trofin (2004) undertook a study to assess the impact of uncertainty on the 

construction process. The goal of the study was to demonstrate that a 

deterministic approach to linear scheduling is not necessarily the optimal solution 

in terms of project performance as well as show the impact of uncertainty on 

important project parameters. The Palisade MonteCarlo@Risk software was used 

to introduce variance into the activities and Microsoft Excel was used to plot the 

resulting linear schedules. It was found that the deterministic project duration not 

only underestimates the actual project duration, but is unlikely to be the optimum 

schedule in terms of project duration and idle times. Trofin’s research emphasizes 

the need for a stochastic approach to linear scheduling and furthers the idea that 

software utilizing Monte Carlo simulation may be the answer. 

Duffy et al. (2011) introduce a linear scheduling model with varying production 

rates (LSMVPR) that is along the same lines as the research done by Dressler 

(1974). This model refers to the entire linear schedule as the time-location chart, 

made up of working windows. A working window is a time-space rectangle with 

a homogenous set of variables that affect production. Color can be added to the 

working windows to indicate activity performance. The color index shows the 

relationship between the user defined production rate and a production rate based 

on historical data. However, the color is activity dependent and the same working 
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window could be different colors depending on which activities are being 

considered. Also, the method does not account for discrete activities.  
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3.0 REPETITIVE SCHEDULING AND SIMULATION 

This chapter explores the research done into creating repetitive scheduling 

programs/software and highlights the advantages and disadvantages of each. 

Section 3.1 – 3.10 introduce the programs and present the advantages and 

disadvantages of each. Section 3.11 summarizes the findings of the comparison. 

3.1 SIREN (Simulation of Repetitive Networks)  

SIREN (Kavanagh 1985) requires the user to input a precedence diagram for the 

repetitive unit of construction (i.e. one floor of a skyscraper) and any additional 

“sub networks” that are not a part of the repetitive sequence. The input program, 

coded in GPSS, is menu driven and utilizes prompting and data verification to 

eliminate errors; there is no need to learn a computer language. A deterministic 

analysis is performed first to obtain crew/equipment utilization and then a 

stochastic analysis is executed which provides confidence intervals. Activity 

durations and weather can only be modeled as Erlang, Uniform or Normal 

distributions. A bar chart schedule and cumulative cost curve are produced as well 

as crew and equipment utilization graphs. No linear schedule is produced. 

SIREN does not take into account time and space buffers between activities or 

perform any type of critical path analysis. No information is gathered on activity 

criticality. In addition, Kavanagh (1985) recognizes that the objective of a user-

friendly system for site personnel was hindered. Kavanagh goes on to say that no 

firm conclusions regarding SIREN’s applicability can be made until it has been 

used to model a number of projects. 
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3.2 SYRUS – System for Repetitive Unit Scheduling 

SYRUS (Arditi and Psarros 1987) is a menu driven program that integrates a 

network diagram with linear scheduling methods. The user inputs project 

information (name, start date, number of activities, target production rate, etc.) 

and activity information (man hours required, minimum time buffer, men per 

crew, etc.). The program performs network analysis on the unit network and then 

uses that information to perform the linear analysis. The linear schedule is plotted 

for the critical activities or the user can choose which activities they wish to see 

on the schedule.  

The applicability of SYRUS to real world situations is limited as the system does 

not include discrete activities, milestones, the effects of the learning curve and 

uncertainty in activity durations. In addition, SYRUS can only handle a maximum 

of 21 activities and 50 repetitive networks (Tokdemir 2003).  

3.3 REPCON (Representing Construction) 

REPCON (Russell 1990) was developed with the intention to marry network 

analysis and line of balance techniques, which resulted in a family of planning 

structures. Menus are a key ingredient in the user interface and input information 

can come from external sources or through a common database. Output 

information can be a hard copy report, visual displays or information transferred 

to a database. REPCON produces a linear schedule, bar chart and progress chart 

to accommodate various cognitive styles (Russell and Wong 1993). The program 

allows for various advanced functions such as subcontractor control, cash flow 

management and procurement. 
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Although a comprehensive system, REPCON does not incorporate stochastic 

analysis. In addition, although the user interface is menu driven, training of site 

personnel would be required to utilize this program.   

3.4 RUSS – Repetitive Unit Scheduling System 

RUSS (Suh 1993) is a menu driven program with inputs such as project data, 

activity data time/space dependencies, crew sizes and cost information. Once all 

of the data is entered, the program generates paths, calculates durations, considers 

milestones and optimizes the schedule. The linear schedule is produced as well as 

weekly bar-charts and cost information.  

The current version of RUSS assumes that the number of crews remains constant 

throughout the project (Arditi et al. 2001) and does not incorporate any 

uncertainty into project durations. In addition, RUSS can only handle a maximum 

of 100 activities and 100 repetitive networks (Tokdemir 2003). 

3.5 SCaRC - Space-Constrained and Resource-Constrained 

SCaRC (Thabet and Beliveau 1997) is a program designed to schedule repetitive 

floors in multistory projects. The user must input a logical network for a typical 

floor, any vertical construction logic constraints, estimates of normal and 

maximum duration values, resource requirements, space demand and availability. 

The system is comprised of a database, schema structures and knowledge modules. 

The database provides an interactive user interface to define scheduling data and 

view the resulting schedule. The schema structures and knowledge modules are 

responsible for extracting the input data and generating the schedule.  
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The idea of making working space a resource for scheduling projects with limited 

working space has merit. However, SCaRC does not include discrete tasks, 

perform critical path analysis, apply the effects of the learning curve or integrate 

uncertainty in a way that would be meaningful to the industry.  

3.6 LCPM – Linear Construction Project Manager 

LCPM (El-Sayegh 1998) was developed using Microsoft Access and has two 

major functions; company specific tables that store information about equipment, 

materials and crews and scheduling specific projects. The software uses various 

forms to facilitate data entry and produces a variety of reports in addition to the 

linear schedule.  

The method behind the program was created to schedule continuous linear 

projects such as highways and would be of limited use for discrete linear projects 

such as high-rises. In addition, Yamin (2001) points out that LCPM does not 

represent which activities are critical and when they become critical. Yamin goes 

on to say that the LCPM method does not calculate the effects of linear 

continuous activities. This is due to the assumptions that are made such as not 

incorporating space buffers and discrete tasks being scheduled separately. 

Uncertainty is incorporate into the model; however it takes a long time to run the 

stochastic models (El-Sayegh 1998). 

3.7 PULSS - Purdue University Linear Scheduling Software 

PULSS (Harmelink and Yamin 2001) was developed for the Indiana Department 

of Transportation as a method of producing linear schedules for use in planning 
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and managing highway construction projects. The prototype software was 

developed within a Computer Aided Design (CAD) environment, but the authors 

note that this may not be the best environment as it is costly to contractors. 

Computerized spreadsheets are used to convert dates into Julian dates (i.e. the 

number of elapsed days since January 1, 1900) and this Julian date is used as the 

Y coordinate. The other attributes represented by the CAD environment are 

summarized in Table 3-1. 

Table 3-1 Attribute Relationships of PULSS (adapted from (Harmelink and Yamin 2001)) 

Activity 

Characteristic 

CAD Equivalence Description 

Name LAYER name of 

object 

Each activity exists on a unique 

layer that can be made 

visible/invisible and have a 

unique color 

   

Start/End Location X coordinate in 

drawing 

 

   

Start/End Date Y coordinate in 

drawing 

 

   

Duration Delta Y coordinate Difference in Y coordinates of the 

start and end points of activities 

   

Productivity Slope of line between 

start and end point 

Measured in units of space per 

units of time 

   

Resources Metadata (extended 

data) 

Entity extensions that can be 

associated with particular 

activities. Include the number and 

type of resources an activity 

consumes 

 

PULSS uses the method introduced by Harmelink and Rowings (1998) to perform 

critical path analysis, however, the program cannot calculate the critical path if 
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there is a period of time when no activity is being executed. PULSS also assumes 

that all activities are continuous, even if they are intermittent. 

Harmelink & Yamin (2001) suggest future work such as solving visualization 

issues when activities occur at the same location, improving the user interface and 

onscreen presentation of the linear schedule, and incorporating uncertainty in 

order to perform statistical analysis. PULSS does not incorporate user defined 

buffers, milestones or the effects of the learning curve. In addition, it is solely up 

to the user to ensure that technological precedence is maintained.   

3.8 ALISS – Advanced Linear Scheduling System 

ALISS (Tokdemir 2003) is a result of research aimed to improve the previous 

versions of SYRUS and RUSS, specifically incorporating a more realistic learning 

model. The program has three different user interfaces; a visual basic program, a 

Microsoft Access database and a web interface. It also includes an administrative 

interface to add new users and modify security levels. The program produces the 

linear schedule, bar charts and cost curves. 

ALISS improves on SYRUS and RUSS by incorporating a more realistic learning 

model, as well as including a server and web module. However, Tokdemir (2003) 

notes that the programs required to run the server version of the program are quite 

expensive. ALISS does not include uncertainty in any form and also only 

incorporates discrete activities on the bar charts. 
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3.9 Velocity 1.0 

Velocity 1.0 (Duffy 2009) is a framework for linear scheduling that accounts for 

variances in production rates developed specifically for the pipeline industry. It is 

a Microsoft Excel based program that implements the LSMVPR algorithm 

explained earlier in Section 2.4.  

Velocity 1.0 does not include milestones, discrete activities or uncertainty in 

activity durations. No formal critical path analysis is performed, however, the 

colors added to the working windows provides an indication of activity 

performance. Its focus on the visual aspects of the schedule and the pipeline 

industry hinder its ability to be useful on a variety of repetitive construction 

projects. 

3.10 OTHER 

Moselhi & Hassanein (2003) introduce a model implemented in prototype 

software that operates in a Microsoft Windows environment. The purpose of the 

model is to minimize total construction cost, construction duration or their 

combined impact. The model accounts for transverse obstructions (i.e. a river), 

utilizes resource-driven scheduling, incorporates continuous and discrete activities, 

allows for multiple predecessors and successors, accounts for variations in 

quantity of work and the impact of inclement weather. Microsoft Access is 

utilized to store data related to owned equipment/labor, assignment dates of 

equipment/labor and equipment rental firms. The model outputs the linear 

schedule, bar charts and various other reports. 
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The model incorporates time buffers, but not space buffers and also excludes 

milestones, critical path analysis and uncertainty in activity durations. In addition, 

the linear schedule created is not visually useful as the activities are not labelled. 

This is most likely due to the fact that crew assignment to achieve the optimum 

schedule is the focus of the program, not the linear schedule itself (Moselhi and 

Hassanein 2003). 

3.11 Summary 

From the comparison of the various existing linear scheduling programs/software 

it is evident that the major gap in almost all of the programs is their inability to 

perform stochastic analysis. The few programs that do incorporate uncertainty 

either restrict the distributions that can be modelled and/or take an extended 

period of time to run the models and obtain results. Another issue seen in many of 

the programs is the quality of the user interface or a requirement of the user to be 

trained in a simulation language to operate the program. Finally, many of the 

programs are designed for a specific purpose (i.e. vertical construction, pipelines, 

high rises etc.) and would not be of use for other types of repetitive construction. 

Table 3-2 provides a summary of the comparison.
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Table 3-2 Summary of Comparison 

 SIREN SYRUS REPCON RUSS SCaRC LCPM PULSS ALISS Velocity 1.0 Other 

Natural Rhythm           

Dependencies           

Resources           

Milestones           

Continuous/ Discrete           

Critical         *  

Learning Curve           

Scale           

User Friendly           

Uncertainty *          

*limited 
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4.0 LINEAR SCHEDULING TOOL 

When the need for industry acceptance is combined with the limitations of 

existing software, the naturally arising solution is a framework built upon 

simulation concepts. Applying simulation to the traditional linear scheduling 

problem would allow for: (1) The creation of models with no knowledge of 

computer programming languages; (2) The ability to model activities, resources, 

buffers, milestones, etc. in a natural way; and (3) The ability to utilize Monte 

Carlo simulation for stochastic analysis. This chapter provides an in depth look at 

the development of a framework to achieve this. Section 4.1 summarizes the 

requirements of the framework. Section 4.2 presents the algorithm for the 

framework. Section 4.3 introduces Simphony as the program in which to 

implement the framework as a special purpose simulation template. Sections 4.4 – 

4.8 outline the elements that make up the template. Section 4.9 outlines the logic 

and error tracking incorporated into the template. A user manual for the template 

can be found in the Appendix. 

4.1 Requirements 

It has previously been discussed that a major reason for the lack of linear 

scheduling software is the complicated nature of the programs. Arditi et al. (2002) 

discuss what a computerized system for linear scheduling would need to address 

in order to be of value for managers of repetitive construction. These requirements 

are (Arditi et al. 2002): 
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1. All activities start using one crew and operate at a production rate equal 

to their natural rhythm. Once the schedule is created, it can be compared 

to contractual deadlines and accelerated if need be 

2. Time and space dependencies must be incorporated 

3. Resources required for activities, resource usage histograms and resource 

limitations must be included 

4. Important milestones must be incorporated. Once the schedule is 

completed, milestones are identified. If required, activities before a 

milestone can be accelerated to meet the deadline 

5. Both nonlinear (production rate varies from location to location) and 

discrete activities (one-off activities) must be incorporated 

6. Critical and near-critical activities must be singled out in a method 

unique to linear 

7. The effects of a learning curve must be incorporated due to the repetitive 

nature of the construction 

8. An adequate number of lines must be selected as well as an appropriate 

scale to clearly communicate the information on the schedule 

After reviewing existing programs, a user friendly interface, the integration of 

uncertainty and the ability to model various types of repetitive projects are also 

important features. These requirements will be the guidelines in the development 

of the framework.  
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4.2 Algorithm 

As previously mentioned, applying simulation in the development of the 

framework would be beneficial. Discrete event simulation consists of a simulation 

clock, action events and virtual travelers through these events called entities. 

When the clock is advanced, the system is scanned to determine whether flow unit 

movement should take place (Halpin and Riggs 1992). Figure 4-1 shows an 

example of discrete event simulation. For more information on discrete event 

simulation refer to (Lu 2003). 

 

Figure 4-1 Discrete Event Simulation (Source: (Sabha 2012)) 

In the proposed framework, the entities passing through the system will represent 

the units (i.e. floors in a high-rise building, meters in a highway, lengths of pipe in 

a pipeline etc.) in the construction process being modelled. These units will be 

stamped with an ordinal number (representing which unit they are in the project) 

and will pass through the action events (construction activities) one at a time in 

sequential order. The remainder of this section will focus on addressing the 

requirements laid out by Arditi et al. (2002) as well as the requirements found by 

analyzing existing programs.  
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4.2.1 Natural Rhythm & Learning Curve 

More often than not the production rate of an activity varies throughout the length 

of a project. For example, on a highway project, there may be light clearing and 

grubbing at the beginning and heavier brush towards the end; on a high rise 

building, a certain number of floors may have custom flooring that takes longer to 

install. Rather than averaging the production rate for the entire activity, the user 

will be able to input the production rate for each unit individually or for all of the 

units. Once the schedule is created, the user can modify the original inputs in 

order to meet deadlines if required. This will also allow the user to manually 

apply the effects of the learning curve to the durations; earlier units will have 

lower production rates than later units. 

4.2.2 Time and Space Dependencies 

Time dependency will be incorporated by allowing simulation time to pass before 

the unit can begin the next activity. Because the units pass through one at a time, 

the amount of time each unit is delayed must take into account the duration of the 

previous activity. This can be done in one of two ways: 

1. If the previous activities duration is larger than the time required between 

the two activities, the unit will not be delayed as the required lead time is 

incorporated in the previous duration. 

2. If the previous activities duration is smaller than the time required the unit 

will be delayed. The length of the delay will be equal to the difference 

between the delay required and the previous activities duration. 
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Space dependency will be incorporated by maintaining a queue of units. For 

example if the length of space required between two activities is 3 units, then 

units 1, 2 and 3 would be queued. When unit 4 arrives the first unit that entered 

the queue (in this case unit 1) will be allowed to continue on to the next activity. 

This example is shown in Figure 4.2. To avoid units not making it through the 

entire simulation, the last unit in the project will release all of the units left in the 

queue, regardless of the queue length. 

 

Figure 4-2 Space Dependency 

4.2.3 Resources 

On nearly all construction sites there is a limit to the amount of material that can 

be stored on site; material is often delivered to site on a ‘just in time’ basis. This 

will be incorporated by allowing the user to specify a maximum amount of 

material that can be accommodated on site. The user can also specify the 

frequency of material delivery and how much material is delivered each time. 

4.2.4 Milestones 

Milestones will be incorporated right on the schedule. The user can specify the 

time at which a milestone should occur as well as a name for that milestone. The 

1 

2 

3 

4 

Activity A Activity B 
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milestone will be plotted on the linear schedule and the schedule can then be 

accelerated if need be.  

4.2.5 Continuous & Discrete Activities 

The algorithms for incorporating both continuous and discrete activities can be 

seen in Figure 4-3 and Figure 4-4 respectively.  
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Figure 4-3 Continuous Task Algorithm 
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Figure 4-4 Discrete Task Algorithm 
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The data that will be sent to the linear schedule is the ordinal number of the unit(s) 

and the simulation time. The linear schedule will plot the point(s) for that activity 

as a single series (continuous activity) or single rectangle (discrete activity). The 

purpose of collecting more than one data point is to be able to see the breaks in 

work continuity due to material delivery delay, imbalances in production rates, etc. 

on the schedule. 

4.2.6 Number of Lines/Scale 

The user will be able to specify a different color for each task as well as adjust the 

transparency of the lines on the schedule. If the color of the task is changed, the 

schedule should reflect this change. A legend will assist the user in identifying 

which lines/rectangles represent which activities. 

4.2.7 Uncertainty & Criticalness 

As mentioned before, using simulation allows for the use of the Monte Carlo 

method to incorporate uncertainty. The user will be able to specify time inputs as 

distributions and run the simulation numerous times. Each run will produce its 

own schedule and a cumulative schedule will also be produced. This cumulative 

schedule will show the maximum and minimum times values and shade the area 

in between to represent the possible duration of the activity. The user can then 

look at this cumulative schedule and visually identify areas of criticality/concern 

based on the level of overlap between two activities.  
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4.2.8 Various Types of Projects 

In order to accommodate vertical projects, the user will be able to specify when 

the next unit can begin construction. For example, if a high rise building is made 

up of 10 floors, the first unit will begin construction and the other 9 units will be 

queued. When the first floor has completed enough activities to make it possible 

to start the second floor, the second unit will be released for construction. This 

allows the user to model both vertical and horizontal construction processes while 

maintaining technological precedence.   

4.3 Simphony 

All of the requirements laid out have been addressed thus far except for a simple 

user interface. As mentioned previously, Simphony is a Microsoft based program 

that allows for the development of special purpose simulation (SPS) tools. The 

major benefit of SPS is that the user does not need to learn a programming 

language to utilize the tool. In addition, Simphony has a simple, visual user 

interface that resembles a drawing board. Modelling elements are dragged and 

dropped into the modeling environment and connected by clicking and dragging 

between output/input ports. Elements can also be renamed. 

 A screenshot of the Simphony modeling environment is shown in Figure 4-5. The 

various templates installed can be seen on the left hand side of the screen and 

when expanded, show the modelling elements available for that template as seen 

in Figure 4-6 (a). The properties of each scenario in the model can be seen on the 

right hand side of the model. The user can specify run times, run counts and the 

unit of time used in the model. It is crucial that all time properties entered in the 
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model are of the same time unit (i.e. all minutes, hours, days etc.). A screenshot of 

the scenario is shown in Figure 4-6 (b). The trace and error window can be seen 

along the bottom of the screen. The error window is where the model 

communicates logical errors within the model to the user. Section 4.9 further 

discusses error detection.  

 

Figure 4-5 Simphony Modelling Environment 
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Figure 4-6 Simphony (a) Templates & Elements (b) Scenario Properties 

4.4 Task Elements 

The task elements are the building blocks of the model as each task represents a 

different activity in the project.  

4.4.1 Continuous Task 

The continuous task element (Figure 4-7) represents a single repetitive activity 

that occurs along a portion of the project, or along the entire length of the project. 

The user inputs for this element are: 

 Active – Should this task be included in the schedule 

 Duration 

o Activity duration – Represents the length of time it takes to 

complete this task for one unit within the specified range. The 

activity duration can be entered as either a constant value or as a 

distribution 

(a) (b) 
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o Range – Represents the range of units that this activity occurs over. 

Multiple ranges can be specified for the same task with different 

durations which allows the user to account for variations in the 

project (i.e. different soil types) and the learning curve (i.e. 

increasing the production rate as the project progresses). There can 

be no gaps in the ranges (i.e. 1-10, 15-20). If a gap is required, it is 

recommended that separate continuous task elements be utilized 

for each section 

 Line color – The user may choose which color they would like the task to 

appear as on the schedule. All tasks must have a different line color, 

unless they are all black 

 Stockpile – The stockpile from which the task should request resources 

 Stockpile quantity – The number of resources required per unit to 

complete this task 

 

Figure 4-7 Continuous Task Element 

4.4.2 Discrete Task 

The discrete task element (Figure 4-8) represents a single non-repetitive activity 

that occurs at a certain location for a certain amount of time. The user inputs for 

this element are: 
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 Active – Should this task be included in the schedule 

 Activity duration – Represents the length of time it takes to complete this 

task. The activity duration can be entered as either a constant value or as a 

distribution 

 Line color – The user may choose which color they would like the task to 

appear as on the schedule. All tasks must have a different line color, 

unless they are all black 

 Maximum/Minimum – The range of units that this task occurs on. A 

range of 2-5 would imply that this task occurs at units 2, 3, 4 and 5. A 

range of 2-2 would imply that this task occurs only at unit 2. 

 Stockpile – The stockpile from which the task should request resources 

 Stockpile quantity – The total number of resources required to complete 

this task 

 

Figure 4-8 Discrete Task Element 

4.5 Buffer Elements 

The buffer elements allow the user to model time and space dependencies 

between activities. 
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4.5.1 Space Buffer 

The space buffer element (Figure 4-9) models the minimum space dependency 

between two activities. The inputs for this element are: 

 Buffer length – The number of units required between two activities 

 

Figure 4-9 Space Buffer Element 

4.5.2 Time Buffer 

The time buffer element (Figure 4-10) models the minimum time dependency 

between two activities. The inputs for this element are: 

 Buffer Time – The amount of time required between two activities. The 

buffer time can be entered as either a constant value or as a distribution 

 

Figure 4-10 Time Buffer Element 

4.6 Project Elements 

The project elements allow the user to define project parameters as well as view 

the linear schedule created by the model.  
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4.6.1 Create Project 

The create project element (Figure 4-11) is where the project is initialized and the 

units are created. Only one create project element can be added to the model, and 

there must be a create project element in the model for it to run. The user inputs 

for this element are: 

 Initial Units – The number of units to be released at the beginning of the 

project 

 Milestones 

o Name – The name of the milestone. This name must be different 

for each milestone and must not be the same as any of the task 

names 

o Time – The time at which this milestone occurs 

 Release First – The time at which the initial units are made available. If no 

value is specified, the number of initial units specified will be released at 

time zero 

 Time between units – The time required between successive units. If no 

value is specified, the units will be released with no delay between them 

 Unit –The units that one entity represents. For example, m, lengths of pipe, 

floors etc. 

 Units in Project – The number of units in the project. For example, if a 

pipeline project was 150m long and each length of pipe was 10m, the user 

would enter 15 into the units in project field. 
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The create element outputs the number of units created at the time the simulation 

stops. 

 

Figure 4-11 Create Project Element 

4.6.2 End Project 

The end project element (Figure 4-12) represents the end of the project. There can 

only be one end project element in the model. This element does not require any 

input from the user nor does it produce any outputs. 

 

Figure 4-12 End Project Element 

4.6.3 Linear Schedule 

The linear schedule element (Figure 4-13) displays the schedule produced by the 

model. There can only be one linear schedule element in the model and there must 

be a linear schedule element in the model for it to run. The inputs for this element 

are: 

 X-Axis title – The title of the time axis on the linear schedule 

 Y-Axis title – The title of the units axis on the linear schedule 
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The linear schedule has the following outputs: 

 Schedule – The linear schedule produced by the model. The linear 

schedule for each individual run can be viewed as well as the linear 

schedule for all runs, which shows the minimum and maximum start and 

finish times for all activities. The schedule that incorporates all runs can be 

used to visually identify critical activities and areas of concern. The user 

can change the transparency of the lines and export the data to a Microsoft 

Excel file. The exported file contains the x and y (time and unit) values for 

all of the activity lines on the linear schedule.  

 

Figure 4-13 Linear Schedule Element 

4.7 Resource Elements 

The resource elements allow the user to model material resource requirements and 

limitations. 

4.7.1 Material Delivery 

The material delivery element (Figure 4-14) allows the user to model resource 

availability. The inputs for this element are: 

 Delivery quantity – The number of resources in each delivery 

 First delivery time – The time at which the first delivery is made 

 Time between deliveries – The time before the next delivery arrives 
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 Total quantity – The total number of resources that need to be delivered 

The material delivery element outputs the number of resources delivered at the 

time the simulation stops. 

 

Figure 4-14 Material Delivery Element 

4.7.2 Stockpile 

The stockpile element (Figure 4-15) allows the user to model resources on site. 

The inputs for this element are: 

 Initial material – The number of resources available on site at the 

beginning of the simulation 

 Maximum material – The maximum number of resources that the 

stockpile can hold. A value of zero indicates no maximum 

The stockpile element outputs the amount of material left in the stockpile when 

the simulation stops. 
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Figure 4-15 Material Stockpile Element 

4.8 Other Elements 

The remaining elements allow the user to model more complex, real world 

situations. 

4.8.1 Path Diverge 

The path diverge element (Figure 4-16) allows a path to split into two separate 

paths. There must be an equal number of path converge and diverge elements in 

the model. There are no inputs or outputs for this element.  

 

Figure 4-16 Path Diverge Element 

4.8.2 Path Converge 

The path converge element (Figure 4-17) allows two paths to rejoin into a single 

path. There must be an equal number of path converge and diverge elements in 

the model. There are no inputs or outputs for this element. 
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Figure 4-17 Path Converge Element 

4.8.3 Release Next 

The release next element (Figure 4-18) is used specifically for modelling vertical 

construction operations and indicates when the next unit is available for 

construction. For example in a multistory building, the first level floor must be 

installed, the walls framed and the roof built before the floor can be installed on 

the second level. If this scenario was modelled, there would be a task element for 

installing the floor, framing the walls and building the roof followed by a release 

next element. There can only be one release next element in the model. There are 

no inputs or outputs for this element.  

 

Figure 4-18 Release Next Element 

4.8.4 Counter 

The counter element (Figure 4-19) allows the user to track units through the 

model. The user inputs for this element are: 

 Initial value – The initial value of the count 
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 Limit – The limit of the counter. If the count reaches the limit, the 

simulation will stop. A value of 0 implies no limit 

The counter outputs the total number of units observed and the time at which the 

last unit was observed when the simulation stops. 

 

Figure 4-19 Counter Element 

4.9 Error Detection 

There are two types of messages that Simphony displays for the user; Error 

messages and warnings. If errors are present, the model will not run, whereas 

warnings caution the user on proceeding, but will still allow the model to run. 

Each error/warning displays a message and the element that is causing the issue to 

assist the user in solving the problem. The following is a list of errors that the 

linear scheduling special purpose template can produce: 

 “A Create Project/Linear Schedule element must be added to the model” – 

In order for any linear scheduling model to run, one and only one create 

project and linear schedule element must be present 

 “A model may only contain one End Project element” – There can be only 

one end project element in a model 

 “Invalid Stockpile name” – All stockpile elements must have unique 

names 
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 “Element input/output points can only have one relationship” – Each input 

and output port of an element can only be connected to one input/output 

port of another element. This is to prevent unexpected and unwanted 

behaviour. If more than one path is required between elements, the path 

converge and diverge elements can be utilized 

 “Ranges cannot overlap” – The unit ranges in the continuous task cannot 

contain the same values 

 “Maximum cannot be larger than the number of units in the project” – For 

the continuous and discrete tasks, the maximum value for the range of 

units must be equal to or less than the number of units in the project 

 “All Task line colors must be different, unless they are all black” – As 

stated earlier, all tasks must have different line colors. This is done to 

make activities easier to identify on the linear schedule 

 “The initial value must be smaller than the limit of the counter” – 

Logically, it does not make sense for the initial value of the counter to be 

higher than the limit 

 “The limit of the counter must be equal to or smaller than the number of 

units in the project” – It is possible that if the limit of the counter is higher 

than the number of units in the project the simulation won’t stop 

 “A model may only contain one Create Project/End Project/Linear 

Schedule element” 

 “This element has an unconnected output point. Connect it to an End 

Project element if necessary” – Having unconnected output points could 
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lead to unexpected results. All paths through the model must lead to the 

single end project element 

 “Milestones must have unique names/different names than Tasks” – The 

linear schedule plots each milestone as its own series in addition to the 

tasks. Because of this, each milestone must have a different name than any 

other milestone or task 

 “Initial units released must be larger than the sum of the Space Buffer 

lengths before the Release Next element” – If the initial number of units is 

less than the sum of the lengths of the space buffers some units will 

remain in the space buffer and the simulation will not end. Unexpected 

results will be produced 

 “Material Delivery elements must be connected to a stockpile element” – 

Material delivery elements can only be connected to stockpile elements 

and vice versa. The only exception to this is a counter element can be 

place between a material delivery and stockpile element to track deliveries 

 “Number of Path Converge elements must be the same as Path Diverge” – 

Because the path converge element waits to release a unit until both of the 

clone units have arrived, there must be an equal number of path converge 

and diverge elements in the model to ensure that all units are released 

 “A model may only contain at most one Release Next element” – There 

can only be one release next element in a model 



61 

 

 “Buffers cannot be connected to other Buffers” – Whether connected to 

the same type of buffer or a different type of buffer, buffers cannot be 

connected to each other 

 “The Buffer length must be smaller than the number of units in the project” 

– Logically it does not make sense to have a space buffer larger than the 

number of units in the project 

 “Maximum material amount not enough for task” – The amount of 

material to be delivered to a stockpile is not enough to complete the tasks 

that require material from it 

 “Total material will not be enough for all tasks” – There is not enough 

material in a stockpile to complete all of the tasks that require material 

from it 

The following is a list of warnings that the linear scheduling template can produce:  

 “It is possible for the duration to be negative” – When utilizing 

distributions for activity durations it is sometimes possible to sample a 

negative duration. To avoid sampling a negative number it is 

recommended that the distribution be modified. Allowing the model to 

sample a negative value would produce unexpected results 

 “Buffers should be placed on both paths before/after a converge/diverge 

rather than once after/before” – To avoid unexpected results, it is better to 

model the buffers on the side of the path converge/diverge with two output 

points 
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5.0 APPLICATIONS OF LINEAR SCHEDULING TEMPLATE 

This chapter is intended to show the applications of the developed template 

through a text book sewer line example. This case study will also be used to 

validate the outputs of the linear scheduling template. Section 5.1 provides the 

problem statement. Section 5.2 explains the linear scheduling template model. 

Section 5.3 describes the CYCLONE (Cyclic Operations Network) template 

model created to validate the linear scheduling model. Section 5.4 presents the 

results and an analysis of the two models. Section 5.5 provides further examples 

of applications of the template. 

5.1 Overview and Problem Statement 

Verification and validation are critical aspects of the development of a template as 

they determine the degree of accuracy of the templates results and the level of 

user confidence (Ekyalimpa et al. 2012). Verification of the linear scheduling 

template was done: (1) using the trace window in Simphony to track the logical 

sequence of events; (2) using counter elements to track the flow of entities 

through the developed elements; (3) and by confirming the graphical outputs of 

the linear schedules of numerous test models. AbouRizk & Halpin (1990) explain 

that validation of a template is best done by comparing the simulation results of 

the developed template with: (1) results obtained from other models (when such 

models exist); (2) results obtained from analytical techniques (when such 

techniques can estimate the output parameters of concern); and (3) historical or 

published data. For this research, the template will be validated by comparing the 

outputs of the linear scheduling template model to the outputs of a CYCLONE 
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(Halpin and Riggs 1992) template model. The example to be modeled is a sewer 

line project adapted from Halpin & Riggs (1992). 

5.1.1 Problem Statement  

A 100ft sewer line is to be constructed beneath the route of an existing city street. 

The pipe sections are 10 feet long large diameter concrete units. The work tasks 

are as follows: 

1. Pavement removal – A pavement breaker proceeds ahead of the 

excavation equipment and breaks up 10ft sections of the existing 

pavement 

2. Excavation – A backhoe shovel excavates and clears the trench for the 

pipe 

3. Shoring – A prefabricated trench box is placed in the excavated trench to 

protect workers in the event of a collapse. The trench box is 10 feet long. 

4. Haul – Debris and broken pavement is removed from site by trucks. 

Trucks return with good fill material. One truck load is equal to 10ft of 

excavated material or filled length. The site layout only allows for one 

truck load of good fill material to be dumped at any point in the project. 

There is no fill material initially available on site. 

5. Manual labor – One crew performs the final grading of the bed, aids in 

placing the pipe and installs a rubber gasket around the pipe joint. A 

second crew does hand backfill and compaction and then forms and pours 

the concrete paving 
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6. Placing the pipe – The pipe is placed and finished by the labor as 

described above. There is 1 pipe unit initially on site and this is the 

maximum number of unused pipes that can be present on the work site. 

Trucks have a maximum carrying capacity of 1 pipe. 

7. Backfill – Aside from a small amount done by the laborers, the backfilling 

operation is performed by the backhoe shovel in 10ft sections 

8. Compaction and preparation for paving – This is done by a small roller 

and manual labor in 10ft sections 

9. Concrete repaving of the street – This is done in 10ft sections 

A schematic diagram of this work site is shown in Figure 5-1 and the durations of 

all of the activities are shown in Table 5-1.  

 

Figure 5-1 Schematic of Work Site (Source: (Halpin and Riggs 1992)) 
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Table 5-1 Activity Durations for Sewer Line Example 

Activity Duration 

Break & remove pavement 5min/section 

Excavate and load material 11.25min/section 

Install/remove trench box 5min/section 

Grade trench bed 22.5min/section 

Lay pipe 5min/pipe 

Connect, seal & finish pipe 5min/pipe 

Backfill 15min/section 

Compact material  22.5min/section 

Form & place rebar 30min/section 

Mix & pour concrete 52.5min/section 

Travel to/return from dump site 8.7min/12.2min 

Dump excavated material 1.5min 

Load good fill material 4.9min 

Unload good fill material 0.7min 

Travel to/return from pipe source 1.7min 

Load pipe onto truck 2.6min 

Unload pipe into stockpile 2.9min 

 

5.2 Linear Scheduling Template Model 

The model developed with the linear scheduling template is shown in Figure 5-2. 

 

Figure 5-2 Linear Scheduling Template Model 
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The unit used for the model is 10ft sections of pipe and each activity is 

represented by a continuous task element. The deterministic linear schedule 

produced can be seen in Figure 5-3. 

5.3 CYCLONE Template Model 

The model developed with the CYCLONE template can be seen in Figure 5-4. 

Initially, 100ft of road is generated and the existing pavement is broken up.  The 

length of the project is then consolidated into 10ft sections. The counter stops the 

simulation when 10, 10ft sections have arrived. 

5.4 Validation of Template 

The last time property of the counters in both models is shown in Table 5-2.  

Table 5-2 Model Output  

 Model Counter Last 

Time 

 

 Linear Scheduling 651.25 minutes  

 CYCLONE 651.25 minutes  

 

The overall simulation time of the deterministic models is identical, validating the 

output of the linear scheduling template. Now that the results are validated, the 

template can be used to produce various scenarios and to perform stochastic 

analysis to determine the optimum schedule. 
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Figure 5-3 Sewer Line Schedule 
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Figure 5-4 CYCLONE Template Model
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5.5 Further Applications 

In order to highlight all of the linear scheduling templates features, multiple 

variations of the above example will be presented.  

5.5.1 Stochastic Analysis 

Assume that all of the activity durations can be modelled by a triangular 

distribution that is ±20% of the average values shown in Table 5-1. After 

simulating the model 1000 times, the linear schedule for all of the runs can be 

seen in Figure 5-5. The overlap in activities indicates areas of concern and allows 

the user to visually identify the areas that activities become critical. Being able to 

incorporate uncertainty can uncover information that changes how the project is 

planned. Having the ability to view various schedules ahead of time has numerous 

advantages including avoiding material delivery delays, integrating float to avoid 

activities delaying subsequent activities and the ability to maintain work 

continuity. Being able to incorporate uncertainty into how the schedule is planned 

can uncover inform 

For example, in this sewer line case study, many of the activities overlap 

significantly with each other. This could be a major cause for concern due to the 

fact that a delay in an activity early on would cause delays in the rest of the 

project. Some activities can be accelerated (excavate & load and grade trench bed) 

by adding another crew or choosing different equipment. Space and time buffers 

can be added to the schedule to incorporate float and decrease the amount of 

overlap between activities. By doing these two things up until the backfill activity, 
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the majority of the overlap can be eliminated. This revised schedule can be seen in 

Figure 5-6. 

It can now be seen on the schedule that the delivery of back fill material is 

delaying the project. Having the ability to see this outcome ahead of time allows 

the manager to arrange for more frequent deliveries, well ahead of when they are 

actually required. After adjusting the delivery frequency, the remainder of the 

project was analyzed. The resulting schedule can be seen in Figure 5-7. It should 

be noted that the project’s maximum duration is now slightly higher than the 

651.25 minutes previously modelled, but there is considerably less overlap 

between activities and work continuity is maintained. The model that produced 

the final revised schedule can be seen in Figure 5-8. 
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Figure 5-5 Sewer Line Schedule: Cumulative 
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Figure 5-6 Sewer Line Schedule: Revised Cumulative  
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Figure 5-7 Sewer Line Schedule: Final Cumulative
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Figure 5-8 Sewer Line: Final Revised Model 

5.5.2 Alternate Number of Activities 

One of the major advantages of a linear schedule is the ease with which it can be 

interpreted; however, it is crucial that an appropriate number of activities be 

selected in order to fully take advantage of this benefit. The deterministic 

scheduled produced for the sewer line case study (Figure 5-3) is generally easy to 

read. The only place it becomes difficult to distinguish between activities is the 

lay pipe, connect, seal & finish and remove trench box activity. The project 

manager could choose to combine these activities to make the schedule easier to 

read for site staff. The schedule produced for this scenario is shown in Figure 5-9. 

With the three activities combined into one, the project duration remains the same 

(as expected) and the schedule is easier to read. 

. 



76 

 

 

Figure 5-9 Sewer Line Schedule: Alternate Number of Activities



77 

 

5.5.3 Discrete Task 

In this variation, a part of the construction process is a pipe connection that will 

occupy section 5, 6, and 7 of the project. It will take 2.5 hours ± 10% for the crew 

to complete this connection and the construction of the connection begins once 

section 5 of pipe is laid and sealed, but before the trench box is removed. The 

schedule for this variation can be seen in Figure 5-10. The discrete task appears as 

a block on the schedule and the effects of this activity on the continuity of the 

project can be seen. To improve work continuity, the manager could create 

various models, in a similar fashion to the analysis done in section 5.5.1. 

5.5.4 Milestones 

For this variation, assume that the contract documents state that the first 50ft (5 

sections) of pipe must be finished in 250 minutes and the entire project must be 

finished in 700 minutes. The project manager can utilize the milestones property 

in the create element to determine if these dates will be met based on the current 

rate of production. The model including these milestones can be seen in Figure 5-

11. It can be seen from the schedule that not all of the activities will have 

completed the 5
th

 section by the required time, but that the entire project will be 

completed well before the deadline. The project manager can then use the 

template to model various options and decide at what rate the project needs to be 

accelerated to meet the first deadline.  
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5.5.5 Progress/As-Built Analysis 

The template can also be used to track progress and determine a course of action 

if the project is behind schedule. Assume that after 200 minutes, the following 

information was collected on site: 

 Break and remove pavement began at minute 0 and was completed at 

minute 50 

 Excavate and load began at minute 5 and was completed at minute 120 

 Install trench box began at minute 17 and was completed at minute 125 

 Grade trench bed began at minute 20 and is 90% complete 

 Lay pipe began at minute 44 and is 70% complete 

 Connect, seal & finish pipe began at minute 50 and is 60% complete  

 Remove trench box began at minute 54 and is 50% complete  

 Backfill began at minute 60 and is 40% complete 

 Compact material began at minute 80 and is 30% complete 

 Form & place rebar began at minute 100 and is 20% complete 

 The mix and pour concrete activity has just begun 

Using the progress reported from site the model can be updated to produce an as-

built schedule. This schedule can be seen in Figure 5-12. Using the template, the 

manager can analyze this schedule and choose the best course of action to correct 

the schedule. 
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Figure 5-10 Sewer Line Schedule: Discrete Activity 
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Figure 5-11 Sewer Line Schedule: Milestones
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Figure 5-12 Sewer Line Schedule: Progress/As-Built
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6.0 CASE STUDY 

To further show the applications of the developed template, it will be applied to a 

real world case study. This chapter presents the use of the linear scheduling 

template to model a real world case study of the construction of a mechanically 

stabilized earth (MSE) wall. Section 6.1 introduces the project. Section 6.2 

provides an overview of the construction method used to build the wall. Section 

6.3 presents the methods of data collection used. Section 6.4 explains the 

simulation model created using the linear scheduling special purpose template. 

Section 6.5 analyzes the results of the simulation model and compares those 

results to the real world results.  

6.1 Introduction and Background 

As a part of an oil sands project in northern Alberta, Ledcor was contracted to 

build two MSE walls. This was the first time that Ledcor Site Services Ltd. had 

undertaken such major MSE structures and a steep learning curve was 

encountered. The construction of both walls was significantly delayed. After 

speaking with the engineers responsible for the project, it was determined that 

three major issues were the cause of this delay. The first issue was material 

delivery as there was no approved source of lean oil sand (LOS) when the project 

began. In addition, as the project was delayed into the winter, material would 

freeze before being placed and would have to be removed and placed again. The 

second issue was rework encountered several times as reinforcing straps were 

placed improperly resulting in the removal of the straps and re-installation at the 
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correct location. The third and most significant issue was that the decision making 

process was hindered due to inconsistent performance, constant changes and other 

unforeseen delays. The engineers on site had difficulty determining how far along 

a lift installation needed to progress before the next lift could begin.   

6.2 Mechanically Stabilized Earth (MSE) Wall Construction 

The construction of a MSE wall begins with the installation of the shear key 

which is essentially a hole dug where the wall is to be constructed and then filled 

with competent material. Next drainage trenches are dug and lined with geo-fabric 

before perforated pipe is laid. The trenches are then backfilled with gravel. At the 

same time as the drainage is being installed, a concrete slab is poured at the front 

of the wall. The slab which is referred to as the levelling slab has a very high 

tolerance and will support the concrete panels that are installed at the bottom of 

the wall. After the levelling slab a layer of sand, referred to as the drainage 

blanket is laid in 8 inch lifts. Laying a lift involves material being dumped, spread, 

wetted by a water truck and then compacted by a roller. Stabilizing straps are 

installed between each layer and the process repeats for the next lift. Surveyors 

must check the alignment of the straps before the next lift goes in. In addition, the 

soil is tested and must be approved after a certain volume is installed. While the 

drainage blanket is installed concrete panels are placed on top of the leveling slab. 

The panels are braced so that they don`t move when the drainage blanket is 

compacted. 

After the drainage blanket and concrete panels are installed, the construction 

process changes slightly as the wall is built up in 0.5 meter lifts. Mesh baskets are 
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installed along the front of the wall. The baskets are tied to one another with steel 

wire and a woven geo-tech fabric is placed between the soil and the baskets. The 

straps are then attached to the baskets. Once the straps have been surveyed and 

approved, a layer of LOS is dumped, spread, wetted and compacted. The LOS 

layer reaches from the back of the wall up to 2 meters away from the baskets. The 

last two meters is referred to as the chimney drain and is a layer of sand that is 

also dumped, spread, wetted and compacted. The chimney drain must be 

compacted with plate tampers as a roller would cause the baskets to deform. Once 

the chimney drain is installed, the next lift can begin. This process is shown in 

Figure 6.1. 

 

Figure 6-1 MSE Wall Construction Process 

Finally, a 1 meter layer of sand is placed and watered, followed by a 1.1 meter 

layer of gravel and a final 0.3 meter layer of finer gravel. To finish off the wall, 

concrete approach slabs are poured, a maintenance slab is poured and electrical 

conduits are installed. A chain link safety fence is put in place and 797 truck tires 

are placed at the edge of the wall, two high. 
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6.3 Data Collection 

Initially, the data required to model the construction of one MSE wall was to be 

obtained from video recordings of site. Four camera systems composed of a 

camera and network video recorder (NVR) mounted on a light tower were 

installed on site. Due to site restrictions, no live streaming was allowed. The 

videos had to be downloaded manually and project control staff on site were 

instructed how to do so.  

There were numerous issues encountered with the camera systems. The NVR’s 

were powered by the light tower that they were mounted on. Every time the 

towers had to be moved or fueled they were shut off, which in turn, shut of the 

NVR. When the light tower was turned back on, the NVR did not automatically 

turn back on. Also, the cameras drew their power from the NVR through power 

over Ethernet (PoE). As it got colder outside, the PoE capability slowly stopped 

working and the cameras drooped until they were pointing directly at the ground. 

Because of these technical issues and the inability of site staff to download the 

videos daily due to time constraints, no useable videos were obtained.  

In lieu of the videos, drawings and construction records were provided that 

contained the quantity installed, man hours spent and percent complete for 

installing the baskets and straps as well as for placing and compacting sand, 

gravel and LOS. The data provided only allows for the modelling of the 

construction process after the concrete panels and drainage blanket were installed. 

It does not allow for modelling of the effects of material delivery delays or delays 

due to rework (i.e. relaying the straps). 
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6.4 Simulation Models 

The issue with creating a linear schedule for an MSE wall is that the wall is linear 

in both the horizontal and vertical direction. In the horizontal direction, the 

construction process is much like that of a highway project; placing and 

compacting material. In the vertical direction, the construction process is much 

like that of a high rise building; lift one must be built before lift two, which must 

be built before lift three etc. The question then becomes should lifts be used as the 

unit of construction (vertical) or should meters along the wall be used (horizontal). 

Both models are presented below. 

6.4.1 Vertical Construction – Lifts as the Unit 

The model created for vertical construction can be seen in Figure 6-2. 

 

Figure 6-2 Vertical Construction Model 

The create project element (MSE Wall) creates the 32 lifts and releases the first 

lift for construction. The baskets are installed on the first lift, the straps are 

installed, the LOS is placed and the chimney drain is placed. Then, lift one passes 

through the release next element which releases the second lift from the create 

project element and the process repeats itself until all 32 lifts are completed. The 

activity durations (hours/lift) for each of the four continuous activities were 
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determined from the construction records. It was assumed that if a crew could 

complete a lift in 60 hours or in 90 hours they could complete a lift at any time 

between those two values. Because of this assumption and the lack of data, 

uniform distributions were used to model the activity durations for the stochastic 

model. For the deterministic model, the average activity duration was used.  

6.4.2 Horizontal Construction – Meters as the Unit 

The model created for horizontal construction can be seen in Figure 6-3. 

 

Figure 6-3 Horizontal Construction Model 

The create project element (MSE Wall) creates the 6884 horizontal meters 

(determined from the drawings) and releases the first 283 meters (length of the 

first lift) for construction. Each meter has the baskets installed, the straps installed, 

the LOS/gravel placed and the sand placed before it releases the next queued 

meter for construction. For example when meter 1 reaches the release next 

element, the create element will release meter 284, which represents the first 

meter in the second lift. There is a space buffer of 25 meters between installing 
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the baskets and installing the straps as both are done by ground crews and a 

significant amount of space is not required. Ledcor uses a 50-10 rule for 

approaching equipment which means that no one can approach closer than 50 

meters without radio contact/visual communication and within 10m the equipment 

operator must be out of the cab. Because the crew installing the straps is a ground 

crew and the crew placing/compacting the LOS/gravel is an equipment crew, a 

buffer of 75 meters was used between the two for added protection. The buffer 

between placing the LOS/gravel and placing the chimney drain is 50 meters as 

both crews would be equipment crews. Once again the activity durations 

(hours/meter) for each of the four continuous activities were determined from the 

construction records. This model is a deterministic model due to the limited 

information in the construction records.  

6.5 Results and Analysis 

The data received indicated that the construction took place over 27 weeks or 

4536 hours (7 days/week, 24 hours/day). The deterministic vertical construction 

model indicates that if each lift was completely installed before the next lift began, 

the project would have taken 8064 hours or 48 weeks to complete. The horizontal 

construction model indicates that if each activity on a lift begins after a certain 

buffer length, the project would have taken 3796 hours or 22.5 weeks to complete. 

The deterministic vertical and horizontal linear schedules are shown in Figure 6-4 

and Figure 6-5 respectively. 
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Figure 6-4 Vertical Construction – Lifts as the Unit  
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Figure 6-5 Horizontal Construction – Meters as the Unit
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It can be seen on the vertical construction linear schedule that waiting for one lift 

to be finished before the next begins, results in constant work interruption 

(horizontal segments of activity lines) and extended project duration. In addition, 

when the stochastic model was simulated 1000 times, the overall duration varied 

from 6214 hours (37 weeks) to 10446 hours (62 weeks). Figure 6-6 shows the 

resultant cumulative linear schedule of the stochastic model for the first five lifts. 

 

Figure 6-6 Cumulative Linear Schedule  

Looking at the cumulative linear schedule, it becomes immediately apparent that 

if any activity is delayed, it will impact the succeeding activities, making all 

activities critical. Being able to model this project ahead of time would allow the 

project managers to see the work continuity issues with completing a lift before 

starting the next one, as well as the criticality of all of the activities.  

The horizontal construction schedule provides much better work continuity. The 

actual duration of the project was closer to the horizontal schedule than the 
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vertical schedule, which is expected as the staff on site used their best judgment as 

to when to begin the next lift. If the staff had access to this tool at the beginning of 

the project, the above analysis could have been performed and the timing of the 

lifts would have been known.  
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7.0 CONCLUSIONS AND RECCOMENDATIONS 

This chapter provides a summary of the work conducted. Section 6.1 presents the 

conclusions of this research. Section 6.2 provides recommendations for future 

template development. 

7.1 Conclusions 

As construction companies are becoming more and more specialized, the need for 

specialized scheduling software is growing, especially for repetitive construction 

projects. Although simulation has been widely accepted in the research 

community, industry has been slow to accept simulation as a useful tool in 

modelling construction operations. This is mostly due to the complexity of 

modelling construction operations with general purpose simulation tools and the 

time required to train staff on how to use various simulation languages. The goal 

of this research was the development of a framework for repetitive scheduling that 

could be used to develop a tool that met industry requirements while maintaining 

simplicity.  

In order to develop this framework, a thorough review of the development of the 

linear scheduling method was conducted. It was found that linear scheduling has 

various advantages over network methods when scheduling repetitive projects. 

These include the ability to show the interdependencies of activities, the ease of 

which they are understood by all levels of staff on site, the ability to monitor 

progress and work continuity, and the simplicity of preparing and updating the 

schedule. Although the obvious benefits, there was one major disadvantage 

uncovered; to date, very little has been done to incorporate uncertainty into linear 
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scheduling. Construction operations almost always include an element of 

uncertainty and therefore it is crucial to be able to model the effects of this 

uncertainty on the schedule.  

A review of current linear scheduling software was conducted to determine the 

strengths and weaknesses of existing programs. It was found that although some 

programs were quite comprehensive and produced a variety of useful visual tools, 

almost all of them did not incorporate uncertainty. The few that did either limited 

the distributions that could be modelled or the models took an extended amount of 

time to run. 

The framework developed incorporated the industry needs identified from the 

literature and the gaps in existing repetitive scheduling software. This framework 

was used to develop a special purpose simulation tool for Simphony. The template 

developed consists of thirteen modelling elements and allows the user to: 

1. Model activities with production rates equal to the natural rhythm and 

explore various options if acceleration of the schedule is required 

2. Model minimum time and space requirements between activities 

3. Model the effect of material requirements and limitations 

4. Model milestones and explore various options if milestones are not met 

5. Model both continuous and discrete activities 

6. Visually identify critical activities on the linear schedule that incorporates 

the results of all stochastic runs 
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7. Model varying production rates for the same activity, which allows the 

user to incorporate a learning curve if desired 

8. Produce a linear schedule that allows the transparency of the lines to be 

changed to make overlapping activities easier to see 

9. Model uncertainty in all durations 

10. Model both horizontal and vertical repetitive construction operations 

11. Detect errors in logic within the model and aid in resolving the issue 

The developed model was verified using a fictional sewer line case study. The 

sewer line case study was further used to demonstrate the applications of the 

template. After the template was verified, it was used to model the construction of 

a real life MSE wall case study. Due to issues encountered in data collection, the 

model did not include the entire construction process or model material delivery. 

It did, however, show the benefits of scheduling the MSE wall as a horizontal 

project with space buffers over scheduling the wall as a vertical project. 

7.2 Future Recommendations 

The template developed is intended as the first step in the development of an 

industry accepted tool for linear scheduling. The following are recommendations 

for future developments: 

1. Create a person/equipment pool element – This will allow the template to 

more accurately model real world scenarios by modelling individual 

resources rather than a combination. The user should be allowed to define 

a crew/equipment pool and then define which resources each task requires. 
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A priority input could be utilized if more than one task requires the same 

resources 

2. Include resource histograms – For both material and crew/equipment, 

histograms would assist managers in keeping track of what/who should be 

where and when 

3. Convert the time axis to dates and incorporate a calendar – The user 

should be allowed to specify generic dates (how the template outputs now) 

or calendar dates. If calendar dates are chosen, the user will specify a start 

date and a calendar (i.e. Monday to Friday, 24hrs/day etc.) and the linear 

schedule will display the actual calendar dates on the time axis 

4. Schedule screenshots – The user should be able to view the entire linear 

schedule, or have the option to view certain ranges of it (i.e. units 1-5 or 

day 300-350) 

5. Computer calculated learning curve – Although the user is able to apply 

their own learning curve by entering different durations for different units, 

it may be advantageous to allow the user to specify a learning curve and 

have the template apply it. This would help reduce user error 

6. Auto highlight critical areas – Although the user can visually identify 

activity overlap, it would be very useful if the template itself located areas 

where minimum and maximum durations overlap, or space/time buffers 

may not be met when using stochastic durations 

7. Enhance the counter element – Statistics, such as productivity can be 

added to the counter to assist the user in the decision making process 
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8. Integrate cost data – This would allow the user to analyze various options 

on more than just a time basis 

9. Optimization – Currently, the template can be used to manually identify 

the optimal schedule. An optimization routine that allows the user to 

choose which property they wish to optimize (time, cost, work continuity 

etc.) would be useful.  

10. Random events – To increase the real world applications of the template 

the effects of events such as breakdowns and weather on the schedule 

should be modelled.   
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APPENDIX: USER MANUAL 

The Linear Scheduling Template is a special purpose simulation tool that allows 

the user to model and produce the linear schedule for repetitive construction 

projects. The use of this template does not require knowledge of simulation 

language, however, working knowledge of the linear scheduling method and the 

construction process being modeled are recommended. The thirteen modelling 

elements that make up the Linear Scheduling Template will be described as 

follows: 

Element Name 

Descriptions 

Element symbol The symbol that represents the element. Each element 

shape is unique. 

Properties The property grid contains all of the input and output 

parameters. The user can specify values of various input 

variables and the simulator will display all outputs after 

the simulation  

Input Parameters The inputs that the user can specify. 

Output Parameters The outputs the simulation displays. 
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TASK ELEMENTS 

Continuous Task 

The continuous task element is used to represent repetitive activities in the project. 

The duration of the activity can be uniform or vary for all of the units in the 

project. Each active continuous task element will appear on the linear schedule. 

Element symbol 

 
Properties 

 
Input Parameters Active – Should the activity be included in the current 

simulation and plotted on the linear schedule 

Duration – The length of time it takes to complete the 

activity on a single unit within a specified range. Durations 

can be either constant values or distributions. Figure A-1 

shows the input window for the duration property 

Line Color – The color of the activity line on the linear 

schedule. All tasks must have a different line color unless 

they are black 

Stockpile – The stockpile from which the activity requires 

resources. This property is optional 

Stockpile Quantity – The amount of resources required by 

the task to complete a single unit 

Output Parameters N/A 
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Figure A-1 Continuous Task Duration Property Input 

Discrete Task 

The discrete task element is used to represent one off activities in the project. 

These activities typically occupy more than one unit/location at a time. Each 

active discrete task element will appear on the linear schedule. 

Element symbol 

 
Properties 

 
Input Parameters Active – Should the activity be included in the current 

simulation and plotted on the linear schedule 
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Activity Duration – The length of time it takes to complete 

the activity. Duration can be either a constant value or a 

distribution 

Line Color – The color of the activity line on the linear 

schedule. All tasks must have a different line color unless 

they are black 

Maximum – The maximum of the range of units this task 

occupies 

Minimum – The minimum of the range of units this task 

occupies 

Stockpile – The stockpile from which the activity requires 

resources. This property is optional 

Stockpile Quantity – The amount of resources required to 

complete the task 

Output Parameters N/A 

 

BUFFER ELEMENTS 

Space Buffer 

The space buffer element models minimum space dependencies between activities. 

Element symbol 

 
Properties 

 
Input Parameters Buffer Length – The length of space required between two 

activities. Must be in the same units as the units of the 

project 

Output Parameters N/A 
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Time Buffer 

The time buffer element models minimum time dependencies between activities. 

It also takes into consideration the duration of the preceding activity.  

Element symbol 

 
Properties 

 
Input Parameters Buffer Time – The length of time required between two 

activities. Can be constant or a distribution 

Output Parameters N/A 

 

PROJECT ELEMENTS 

Create Project 

The create project element is where the project is initialized and the milestones 

are defined. There can only be one create project element in a model. 

Element symbol 
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Properties 

 
Input Parameters Initial Units – The number of units available for 

construction at the start of the project 

Milestones – The name of a time which a milestone occurs 

can be inputted. Milestones are optional. Figure A-2 shows 

the input window for milestones 

Output Parameters Units Created – The number of units the create project has 

created at the time the simulation stops 

 

 

Figure A-2 Milestones Input Screen 
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End Project 

The end project element signifies the end of the project. There can only be one 

end project element in the project and all paths through the project must end at the 

end project element. 

Element symbol 

 
Properties N/A 

Input Parameters N/A 

Output Parameters N/A 

 

Linear Schedule 

The linear schedule element, when double clicked, displays the schedule. 

Element symbol 

 
Properties 

 
Input Parameters X-Axis Title – The x-axis title that will be displayed on the 

schedule 

Y-Axis Title – The y-axis title that will be displayed on the 

schedule 

Output Parameters Schedule – The linear schedule produced by the simulation 

Transparency – The transparency of the lines on the 

schedule. Adjusting this property can assist in making the 

schedule easier to interpret 
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RESOURCE ELEMENTS 

Material Delivery 

The material delivery element models the delivery of consumable resources to the 

project. 

Element symbol 

 
Properties 

 
Input Parameters Delivery Quantity – The number of resources delivered at 

one time 

First Delivery Time – The time at which the first delivery 

is sent 

Time Between Deliveries – The inter-arrival time of 

deliveries. Can be constant or a distribution 

Total Quantity – The total number of resources to be 

delivered to site 

Output Parameters Quantity Delivered – The number of resources delivered to 

site at the time the simulation stops 

 

Stockpile 

The stockpile element models space requirements on site. 



111 

 

Element symbol 

 
Properties 

 
Input Parameters Initial Material – The initial number of resources on site 

Maximum Material – The maximum number of resources 

allowed on site. If zero, there are no restrictions 

Output Parameters Final Material – The number of resources left in the 

stockpile at the time the simulation stops 

 

OTHER ELEMENTS  

Path Diverge  

The path diverge element allows the user to model tasks that occur simultaneously. 

It can also assist the user in what if analysis by allowing for variations in the 

scheduled to be modelled simultaneously. 

Element symbol 

 
Properties N/A 

Input Parameters N/A 

Output Parameters N/A 
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Path Converge 

The path converge element allows the user to model tasks that occur 

simultaneously. There must be an equal number of path converge and diverge 

elements in the model. 

Element symbol 

 
Properties N/A 

Input Parameters N/A 

Output Parameters N/A 

 

Release Next 

The release next element allows the user to model vertical construction. The 

release next element is placed after a task, which once completed, means it is 

viable to begin the next unit of construction. For example, the first floor must be 

installed before the second floor can begin. 

Element symbol 

 
Properties N/A 

Input Parameters N/A 

Output Parameters N/A 

 

Counter  

The counter element allows the user to track units though the model and assists in 

the detection of errors.  

Element symbol 
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Properties 

 
Input Parameters Initial Value – The initial value of the count 

Limit – The limit of the count. When the count reaches the 

limit, the simulation will be stopped. If zero, the 

simulation will continue until all units have been 

processed 

Output Parameters Count – The number of units that have passed through the 

counter at the time the simulation stops 

Time – The time at which the last unit through the counter 

was observed 

 


