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Abstract 

This report is intended for my Capstone project, “Architecting Fiber Access for LTE backhaul 

with EPL in Access and IP Layer 3 in Core backbone” under the supervision of Juned 

Noonari. This report will discuss some of the legacy cellular technologies and how it has evolved 

over time. It will in details explain the current and future ‘Long Term Evolution’ technology and 

its components. The Mobile Backhaul properties required for supporting the current and future 

traffic load along with its operation will also be discussed. For the Access portion of this MBH, 

various transmission mediums (wireless and wireline) along with their capabilities such as rate 

and topologies will be considered keeping sustainability and scalability needs in mind. Carrier 

Ethernet Service with emphasis on EPL access will be detailed and how it can be implemented to 

better support this MBH. This network discussion will then be extended to the core backbone 

technologies running on IP and how it will work in conjunction with the CE® services to better 

utilize and benefit from it. A lab implementation is done to mock this network architecture from 

the access to the core and correlated to how EPL in access and IP/MPLS in the core will behave 

to better understand the prospects of this report. 
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1.0 Introduction 

With the drastic increase in mobile subscribers along with the increasing traffic generated, it has 

become crucial to provide infrastructure, design, and solutions that can not only support the 

current needs but also support future demands and prerequisites. Long Term Evolution (LTE) 

being the ‘must implement’ mobile technology for current needs, it has become essential to 

discuss the advancements necessary to keep LTE sustaining and prepare for more. This paper 

will discuss various legacy network technologies along with LTE from the Radio Access 

Network (RAN) to the Evolved Packet Core (EPC); also known at the Mobile Backhaul (MBH). 

The wireless and wireline transport mediums will be discussed along with their capabilities, 

limitations and future prospects. This will then be presented with possible access network 

topologies. Carrier Ethernet will be discussed in details including its services and how they 

operate plus its advantages. Further discussion will be done where we will discuss the possibility 

of implementing Access Ethernet Private Line (EPL) in the Access network of the MBH and 

how it can be advantageous. The Layer 3 core network will be discussed and how it plays a 

significant role in LTE MBH. The later part of the report will include a design of a network to 

provide an example how MBH performs from the access network to the EPC. This will include 

the proposed idea, its setup, configuration and testing. 

1.1 What is Backhaul? 

Backhaul in general means getting information from a core network to the edge network and vice 

versa. The portion of the cellular network which links the mobile network to the transport 

network is called Cellular Backhaul or Mobile Backhaul (MBH). In this case, MBH becomes the 

transporting medium for all data that has to travel to/from the Core Network and Radio Access 

Network (RAN), often known as base stations. MBH was introduced because there are a 

significant number of mobile network base stations spread around a geographical area and they 

all must somehow be connected to fewer or single mobile network, and this is where MBH 

comes in. It is responsible for aggregating all traffic from the base stations and transporting them 

to and from the core network. A cell site refers to a single Base Station (BS) or a collection of 

BS within a designated area and is connected to the Aggregation network. 
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1.2 Why is MBH important? 

MBH is one of the key elements of the whole wireless industry mainly because it is responsible 

for efficient transportation of all data through it though it is not responsible for any data 

processing. As the mobile network technologies advance through time (2G>3G>4G….), MBH 

technologies also have to keep up to accommodate this increase in rates, increase in bandwidth, 

better Quality of Service (QoS) and more efficient. This is mainly because MBH plays a major 

role in the end-to-end performance and quality of the mobile network and without this, the 

advancements of Radio technology is almost useless as this acts as the backbone to the Mobile 

Network. For our discussion, we will separate the MBH in two parts, the Access Network, and 

the Aggregation network. The MBH design and architecture is primarily based on the radio 

access technology, location of cell sites, traffic flow patterns, QoS and BW.  

 

Figure 1: Mobile Backhaul [1] 
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2.0 Legacy 2G Backhaul 

The initial target of 2nd Generation (2G) network was to provide voice services using digital 

communication as compared to the legacy 1G analog network. This change also allowed the 

implementation of Short Message System (SMS) for the first time. 2G standardized Time 

Division Multiple Access (TDMA) and Code Division Multiple Access (CDMA) as their radio 

access technology. The initial and most popular 2G network was Global System for Mobile 

communication (GSM) which was based on TDMA. For our purpose, we will discuss the 

architecture of GSM to give an idea of what 2G backhaul consist of.  

For 2G GSM, the MBH access network starts from the Base Transceiver System (BTS) which is 

the radio access point for the Customer Equipment. Multiple of these BTS are connected to a 

Base Station Controller (BSC). Multiple BTS that serve a designated area and become part of a 

common network connect to this single BSC. BSC can be briefly described as the brain of all 

BTS and it responsible of how and what the BTS can or should do. This is often known as Base 

Station System (BSS). Multiple BSC then connects to a Mobile Switching Center (MSC) which 

resides in the Core Mobile Network. The communication between the BTS and MSC is 

considered as the backhaul for 2G GSM.  

Figure 2: Typical GSM Network [2] 
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The standardized interface between BTS and BSC is known as Abis interface whereas the 

interface between BSC and the MSC is known as the A interface. The user plane responsible for 

carrying voice traffic in 2G backhaul is Circuit Switched and is Time Division Multiplexed 

(TDM). The BTS consists of transceivers(s) (TRX) and a switching device which can be linked 

to BSC by either individual or grouped format using Abis interface. The control plane between 

the BTS and BSC uses Link Access Procedure , Channel D (LAPD) as its control plane protocol 

also using the Abis interface. The traffic channels in Abis interface can carry encoded speech in 

full rate (TCH/F) or half rate (TCH/H) or Circuit Switched (CS) data. The full rate is considered 

as 12.2kbit/s and half rate as 5.6kbit/s. Therefore, traffic channel (SDC) capacities are 8, 16 or 64 

kbit/s with the ability to combine multiple channels and the signaling channel (SCH) capacities 

are 16, 32 or 64 kbit/s. [3] The signaling system between MSC and BSS happens in the A 

interface using signaling system No.7(SS7) which is a reliable transport mechanism. 

The standard for all the GSM interface and physical layer specifications were set by 3rd  

Generation Partnership Project (3GPP) and the Intermediate System to Intermediate System 

(ITU). As per 3GPP, “Layer 1 shall utilize digital transmission at a rate of 2 048 kbit/s with a 

frame structure of 32 x 64 kbit/s time slots, as specified in ITU-T Recommendation G.705 clause 

3 or at a rate of 64 kbit/s.”[3]. Following this standard, the most commonly used was T1/E1. E1 

having the capability of 32 time slots of each 64 kbit/s. These time slots have sub-timeslot of 8 or 

16 kbit/s.  

The next advancement to 2G is also known as 2.5+G where packet switched data services were 

introduced and standardized along with capabilities for Internet access, Wireless Access Protocol 

(WAP), and Multimedia Messaging Service (MMS). These technologies include the General 

Packet Radio Service (GPRS) and Enhanced Data rates for Global Evolution (EDGE). This 

included the introduction of Gb interface between the Serving GPRS Support Node (SGSN) at 

MSC and BSC. Edge used a more sophisticated modulation technique (8PSK) to increase the 

network capacity. 

When 2G was first introduced, microwave or one to three T1/E1 was sufficient for the physical 

layer to carry the required bandwidth. But, as the number of customers increased along with the 

introduction of data services, it would soon require more bandwidth. 
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3.0 Legacy 3G Backhaul 

The Third Generation Mobile (3G) technology was developed to support more multimedia data 

services along with increased data rates.  There were various technologies in the 3G period by 

the IMT such as Universal Mobile Telecommunications Service (UMTS) and CDMA2000. For 

our purpose, we will discuss the Universal Mobile Telecommunication System (UMTS) for 

comparison. The standards for UMTS are set by the 3GPP body. This generation of mobile 

network tried to deliver requested data rates, smoother functionality, various application support 

and provide multi-level of QoS for different user traffic. The main backhaul components of 3G 

backhaul are:  

▪ Base station (BS) 

▪ Radio Network Controller (RNC) 

▪ Mobile Switching Network (MSC) 

▪ Serving GPRS Support Node (SGSN) 

In comparison to 2G, the BTS is now named as NodeB, and the RNC can be compared to the 

BSC. The MSC and SGSN are parts of the CN. The backhaul for 3G can be considered from the 

NodeB to the CN. The 3G backhaul was designed to carry Circuit Switched traffic, Packed 

Switched traffic and/or both in order to comply with legacy 2G networks as well as cope with the 

increased demand for data traffic and services. 

The NodeB uses Wideband CDMA (WCDMA) as the air interface for the radio access 

technology. Since WCDMA uses a higher frequency, more bandwidth, and more concurrent 

users, more NodeBs are required to support the cell coverage. Each NodeBs in a particular area 

have direct links to a single RNC and that RNC acts as the resource controller and management 

for multiple NodeBs’ within that designated area. The interface between the NodeB and RNC is 

called the IuB. The NodeB can theoretically handle downlink up to 168 Mbit/s with eight carriers 

aggregated [3]. 
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Figure 3: 3G Backhaul Architecture [4] 

Then, multiple RNC that covers a whole metropolitan city communicates between each other 

through the IuR interface which allows them to implement Soft Handovers of the User 

Equipment (UE) without consulting with the CN. The RNC communicates with the CN using Iu 

interface. This interface is further divided into Iu-ps for packet switched traffic and Iu-cs for 

circuit switched traffic. The Circuit Switching is used primarily on real-time data such as voice 

and is connected to the Public Switched Telephone Network (PSTN) whereas packet switched is 

used for the rest types such as data and is linked to the Internet through the SGSN.  

The 3G backhaul is primarily based on Asynchronous Transfer Mode (ATM) transport 

technology which was eventually moved to IP-based as 3GPP kept updating their specifications. 

3GPPs initial Rel-99 defines the ATM standard for the IuB link. The traffic was separated using 

VCCs for a different kind of traffic characterization. This link can use multiple physical methods 

such as ATM over narrowband TDM E1/T1, Synchronous Optical Network (SONET)/ 

Synchronous Digital Hierarchy (SDH), and Microwave. This was same for the IuR interface and 

Iu interfaces. This was then moved to complete IP based with the release of 3GPP Rel-5. This 

meant that CS was no longer required for 3G as Voice over IP (VoIP) (standardized in Rel-7) 

was possible unless legacy support was required. [3] 
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4.0 LTE 

4.1 What is LTE? 

LTE stands for Long Term Evolution and is the Fourth Generation (4G) network. From the 3G 

UMTS, this network was heavily modified and overhauled mainly due to the excessive growth 

and demand for mobile networks to provide more traffic and lower cost. The initial requirements 

for 4G networks were set by ITU and 3GPP standardized the mobile network known as LTE. 

There was considerable change in both the air interface and the backhaul networks. The radio 

access was standardized for OFDMA, Orthogonal Frequency Domain Multiple Access for 

downlink, and SC-FDMA, Single Carrier FDMA for uplink. This means that the air interface 

combines frequency, time and coding methods to increase the bandwidth, speed and efficiency. 

High throughput, low latency and better optimization of battery life were enabled by the use of 

Multiple Input- Multiple Output (MIMO) in the UE.  

The backhaul section went through a bigger change, and it was the implementation of the 

complete IP-based system and simplified flat network architecture with one core responsible for 

both voice and data. This network was completely based on packet-switching eliminating the 

concept of circuit-switching in the network. Circuit Switched data now had to be run over IP. 

This provided end-to-end IP connectivity between the end-user and the LTE provider. Unlike 

ATM –based backhaul, this IP-based transport system resulted in improved implementation and 

lower cost. There has been an extreme increase in the bandwidth it can carry, much higher data 

rates and lower latency.  

4.2 Components and Properties of LTE. 

When speaking of LTE backhaul, the first thing that comes is the Base Station. In LTE, the BS is 

called the Evolved-eNodeB (eNodeB). This was the first standard, which allowed the 

intercommunication of BSs without the need of any controlling element. In short, elements such 

as BSC and RNC were completely eliminated. The eNodeB is now responsible for all radio 

management, similar to 3G RNC thus making the network flatter, faster and simpler. Though, 

there are options to communicate with other eNodeBs when there is no communication link 
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between them. The eNodeB now directly connects to the core network. This section of the 

backhaul is termed as the E-UTRAN (Evolved Universal Terrestrial Radio Access Network) 

 

Figure 4: Basic LTE Architecture [5] 

The CN primarily consists of the MME and P/S-GW. Since the core network is flat and is pure 

IP based, it's known as the Evolved Packet Core, EPC. The EPC is responsible for building and 

tearing bearers to the UE for the transfer of IP traffic through the E-UTRAN. The MME, 

Mobility Management Entity which has direct communication to all eNodeB is responsible for 

the key-control of the LTE Access Network. This includes functions such as Authentication, 

Authorization, and Accounting. The role of MME control plane can be compared to 3G SGSN 

control plane and is responsible for managing the bearers, authenticating the UEs, and managing 

mobility [3]. This control plane entity for LTE system connects to the eNodeBs using S1-C 

interface.   

Then we have the S-GW, Serving Gateway and P-GW, Packet Data Network Gateway which 

behaves as the user plane entity. This two are often referred to as the Serving and Packet data 

network gateway, SP-GW. The eNodeB connects to this portion of the CN using the S1-U user 
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plane. The S-GW, comparable to SGSN data plane, is responsible for inter-mobile-system 

management such as inter-eNodeB mobility (in the case when there is no communication 

between the eNodeBs) and for hand-overs towards 2G and 3G systems. The P-GW acts as the 

interface between UE’s and the external network (i.e., the Internet).  

 

Figure 5: LTE Logical Architecture [14] 

The eNodeBs are far more intelligent and capable of performing tasks that were previously done 

by intermediate nodes in the network. The eNodeBs can now perform tasks such as radio related 

functions and controller functions. They can communicate with each other in a peer to peer 

technique using the X2 logical interface.  

X2 Interface 

The X2 interface is designed for communications between neighboring eNodeBs and allows 

them to carry out handovers without going to any other network elements in the access/backhaul. 

Here, the eNodeBs communicate with each other directly on certain tasks. This optimizes the 

handover process making area/coverage change seamless, better resource management, lower 

setup time, reduced loss and lower cost. Even though this interface has both control and data 

plane, it does not need to have a significant volume requirement since it will only deal with 

handovers and not a continuous transmission. This will result in data plane traffic of X2 to be an 

in the lower ranges of the S1 data plane. At an average, the bandwidth will be a maximum of 
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2%-5% of the S1 traffic and the bandwidth for the signaling plane is considered negligible since 

it is in the kbps range. [25] 

In comparison to legacy technologies, the resource management and handover process was 

carried out by the RNC. In this new LTE flatter architecture, it is done by the more intelligent 

eNodeBs. This X2 interface is a logical link which can be set up over the existing transport 

network with the option of point-to-point physical links. Regardless, it is this interface that 

allows the elimination on intermediate nodes as shown in the following figure: 

 

Figure 6: Legacy handover VS X2 interface handover in LTE [25] 

X2 interface is primarily configured between neighboring nodes where there are areas of 

overlapping cell coverage and to facilitate a smooth handover for a moving UE or interface 

coordination is necessary. 

There are multiple reasons why the carriers and LTE providers implement the X2 interface even 

when it is optional. In addition to the handover advantages mentioned above, it can do various 

other network related functions which make the overall QoS and resource management more 

efficient by keeping some basic processes local between neighboring eNodeBs. The functions 

that are supported by the X2 interface are as below:-[25] 
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▪ Handovers 

▪ Load Management 

▪ CoMP: Coordinated Multi-Point transmission or reception 

▪ Network Optimization 

▪ eNodeB configuration and updates 

▪ Mobility Optimization 

▪ General Management 

The majority of X2 interface task is carried out in its control plane, but the data plane is also used 

for a brief period of time when the actual handover is taking place to pass on the user data until 

the handover is complete. The X2 interface communication is standardized so that there is 

interoperability between multiple vendors. 

 X2 interface based handovers in the LTE architecture is termed as ‘hard handover’. In 

comparison to legacy architectures, where soft-handovers was used, which is made before make 

to make sure that the connectivity is maintained. Whereas in LTE, fast break before making is 

used over this interface. The following figure illustrates the overview: 

 

Figure 7: X2 assisted handover [25] 

In reference to the figure above, the moving UE detects signals from the approaching eNodeB. 

This is then reported to the serving eNodeB which at some point decides that the other eNodeB 

can serve the UE better or is going out of reach. This is when the handover requests are sent over 

the X2 interface. On receiving the request, the target eNodeB does its own management 
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calculations such as resource availability, admission control, etc. and when the request is 

accepted, the acceptance is sent to the serving eNodeB. The serving eNodeB then passes the 

connectivity details to connect to the target eNodeB. Once the UE connects to the target eNodeB, 

the X2 data plane is used to transmit the user data to the target eNodeB until the information is 

updated at the EPC. Once EPC has updated it send the user traffic directly to the target eNodeB. 

The following sequence diagram will give an over view: 

 

Figure 8: X2 Handover sequence diagram [26] 

As per NGMN, the end to end delay in a standard LTE communication should be less than 10ms. 

This standard is even applicable when X2 is tasked with user data forwarding. Ideally, the 

combined delay of S1 delay and X2 delay should be less than 10ms. This interface design has to 

be considered when the backhaul is being designed to make sure that intercommunication 

between the eNodeB is efficient and standards are maintained. In theory, up to 32 neighboring 

eNodeBs can be connected to a single eNodeB via the X2 interface, but in real deployments, this 
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number is less than 10. [27] Since X2 is a logical interface as mentioned above, there are 

multiple backhaul architecting options when designing the backhaul. The interface can be over 

direct physical links between the eNodeBs, It can be via the starting or ending Aggregation 

Node. This solely depends on the design and standard requirements. The following diagram 

gives an example: 

 

Figure 9: Physical Link possibilities for X2 logical interface [28] 

The IP layer is not standardized like 3G (i.e. ATM), thus making it possible to use various 

protocols such as Ethernet or Point-to-Point Protocols. LTE enabled high-speed, low latency 

mobile backhaul by providing simplified system architecture by removing intermediate network 

elements and having an all IP-based network. The following figure gives a bird's eye view of 

LTE backhaul components and functionalities: - 
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Figure 10: LTE Network Element Functionalities [6] 

In LTE architecture, when a UE is making a call, the EPC creates a bearer between the IP 

targeted UE and the Packet Data Network (PDN) having a certain/specific QoS to carry the VoIP 

traffic. If the user wishes to use the internet at the same time, the EPC will create a new bearer 

for the data service with a different required QoS. Two kinds of bearers are defined, Guaranteed 

Bit Rate (GBR) and non-GBR. GBR provides guaranteed bit rate, and this is for the services that 

need some kind of minimum resources to meet the service standard such as VoIP. On the other 

hand, non-GBR is used for application in which are not time sensitive, and best-effort delivery is 

sufficient such as web browsing. 
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QoS 

In LTE architecture, the initial QoS mapping is done at the bearer level. For different QoS, 

separate bearers are required along with the default bearer that supports any IP service 

connectivity. This QoS architecture is responsible for scheduling and queue management policy, 

RLC configurations and a shaping policy which indicated in the by the Quality of Service Class 

Indicator (QCI). Then we have the Traffic Flow Template which decides which bearer should be 

used by which user. This is enforced at the UE for uplink transmission and at the EPC/PDN GW 

for downlink transmissions. In the core network, we have the Service Data Flow (SDF) which is 

concerned with the Policing and Charging Control (PCC). [3] 

As discussed in the previously, a bearer is set up between the UE and the PGW in the EPC. 

Before establishing this bearer, PCC rules are required to detect the SDFs and will set the QoS 

parameters. Multiple bearers are required for different types of service and for different QoS 

classes. It is important to note that the QoS specified all nodes in-between the UE and the EPC 

must have the resources to accommodate the required QoS. 3GPP has set the standards for QoS 

aspects. Firstly, many types of applications are involved in LTE transmission. 3GPP has defined 

them into four classes as shown below: 

 

Figure 11: 3GPP defined traffic classes for LTE [33] 
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Also, as discussed above, the bearers are divided into two categories, GBR and non-GBR. This is 

indicated by the QCI. QCI is further divided into nine classes as shown below:- 

 

Figure 12: 3GPP standardized UCI classes [33] 
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4.3 Summary of Mobile Technologies 

Table 1: RAN of Mobile Technologies [18] 

 

Table 2: MBH Technology Comparison 
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5.0 Physical Access Network in MBH: 

Packet-based mobile backhaul relies on IP connectivity between peer network nodes. This mean, 

the MBH can run on either Layer2 or Layer3 services. The MBH carries the data packets from 

the eNodeBs, encapsulate them in transport bearers and transport them to the CN. 3GPP 

mandates the use of IP in the logical interface and underlying protocol can be any depending on 

implementation and network requirements. The MBH also has to account for the network control 

and management traffic along with user traffic. When we design a backhaul it is primarily based 

on what radio access technology is being used (i.e., 2G, 3G, LTE...) and what services are 

required by the user. The MBH should at least be able to: 

▪ Transport aggregated user traffic from required radio access nodes to CN 

▪ Minimum Delay 

▪ Maximum BW efficiency 

In the MBH access network, the physical connectivity is considered as the base. This is where all 

services will be built, the cost will be decided, and network capacities will be determined. Often 

referred to as the first stationary/physical connectivity in the MBH, this access transport can be 

any technology that can fulfill the basic requirements stated above. In this paper, we will discuss 

the following access technologies: 

▪ Wireless: 

• Microwave 

▪ Wireline: 

• Copper 

• Fiber 

All the physical mediums have the capability to support Ethernet technologies. It is also possible 

to combine multiple physical links in the MBH network based on requirements. The decision 

often depends on the requirements, available resources (e.g., spectrum and spectral efficiency for 

Microwave) and costs. 
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5.1 Wireless: Microwave 

The most common wireless technology used for MBH access between the BS and the 

Aggregation Network is Microwave. When talking about Microwave, we have to understand that 

has to be a point-to-point radio link. These radio links transmission depends primarily on the 

frequency used. Over 55% of all MBH physical connections worldwide are in the microwave, 

and a total of 64% of MBH equipment revenue in 2010 was from TDM, dual TDM/Ethernet and 

packet microwave [3].  The unparalleled advantage of using Microwave is that no need to 

physically place, install and maintain cables which are not always possible or even required. One 

major disadvantage of the microwave is the reliability of radio propagations. Several factors such 

as attenuation, obstruction, bending, diffraction, and fading make implementation of microwave 

design very difficult. One key requirement of microwave implementation is that the transmitter 

and receiver have to be in the ‘line of sight’ for any kind of transmission.  

Wireless Transmissions  

The usability of spectrum and frequency to be used must first be determined. There are 

permission, regulations, and costs required for certain frequency use. The various microwave 

technologies are:- 

▪ TDM MW: 

▪ The most commonly used Microwave technology. Based on 

Plesiochronous Digital Hierarchy (PDH)/SDH, multiplexes voice and low 

data rate to 56/64 kbps channels for the T1/E1 facility. Oldest Microwave 

technology and mainly optimized for voice. 

▪ Packet MW: 

▪ This technology maps Ethernet packets directly onto radio airframe with 

no encapsulation required. Supports Layer 2 switching. 

▪ E-Band: 

▪ This microwave technology uses radio frequencies between 60 and 90 

GHz. ITU-R recommends using 71-76 GHz and 81-86 GHz, divided into 
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19 channels each 250 MHz wide. Huge spectrum and thus capacities can 

easily range from 2.5 Gbps to 5 Gbps. 

Data rates required 

Modulation plays a major role when designing the data rates required. Wider the signal BW 

allows higher modulation scheme, that is, more bits can be transmitted per symbol. The 

following graph illustrates the data rate achievable for various channel width in comparison to 

modulation used and acceptable attenuation.  

 

 

Figure 13: Possible Microwave Data rates [3]  
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Microwave topologies can work on various radio link topologies depending on area and design. 

They can be a point to point, point to multipoint or multipoint to multipoint. Currently, the most 

commonly used link establishment method used is the point to point and this then combined to 

form various topologies depending on requirements. Topologies such as chain, tree, ring and star 

and are possible depending on requirements (discussed further in Section 7). 

 

Figure 14: Examples of wireless network topologies: [3] 
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5.2 Wire-Line 

Copper 

When we talk about copper wire transmission, we talk about Digital Subscriber Line (DSL) () 

and/or Ethernet.  

In the access, we mainly make use of xDSL which is a descendant of DSL [12]. This uses the 

transmission lines on twisted pairs that were set out for the POTS. This was then modified to 

Asymmetric Digital Subscriber Line (ADSL)/ADSL+ which had the asymmetric capacity for 

downlink and uplink along with the capability to carry both voice and data at the same time. 

Currently, the fastest and the most deployed DSL technology is called the Very high bit rate 

digital subscriber line (VDSL). This technology can be used to backhaul between lightly used 

eNodeBs and CN because it can support speeds up to 200Mbits/s.  

Advantages of DSL: 

▪ Infrastructure is either already in place/or cheap to install 

▪ Equipments are simple and affordable 

 Dis-Advantages of DSL: 

▪ Not enough capacity to deal with current traffic, especially for urban areas. 

▪ Error Prone (Noise, Interference Delay…) 

▪ Rate decreases drastically as length increases 

Table 3: Properties of DSL Techniques using Twisted Pair Copper Wire [3] 
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The other flavor of DSL which is just emerging is known as the G.Fast. Similar to VDLS2, this 

also runs over the existing copper infrastructure but has a wider frequency spectrum to for 

transmission. VDSL2 has a spectrum of up to 17MHz whereas G.Fast widens this spectrum to 

106MHz which allows it to reach speeds of up to 1Gbps. As opposed to FDD duplexing in 

VDSL2, G.Fast uses TDD. The limitation of this technology is the distance. To achieve 1Gbps, 

the distance has to be less than 100m. In the case of longer distance, the speed keeps 

deteriorating. The following diagram will give an idea of G.Fast and VDSL2 comparison: 

 

Figure 15: G.Fast (red) vs. VDSL2 (green) 

G.Fast is very viable and cost effective way of delivering fiber-like speeds at a shorter distance. 

This reduces the initial implementation cost of Fiber layout for the last-file if very high BW is 

required by making use of the existing copper infrastructure. This technology can be used in 

conjunction to Fiber deployments. For example, Fiber would run till the FTTC/ONT. Usually 

from there, the distance to the Building, eNodeB or Home is comparatively less, so this 

technology can be used to deliver high speeds without extra cost. 
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Ethernet, being the most commonly used physical medium in houses and small offices spaces, 

has the potential to be used in MBH Access Network. There are multiple types of copper 

Ethernet cables with various properties and advancements. Due to their degrading properties, 

they often need repeaters in the case of long distance transmissions. All of them use twisted pair 

cabling method to cancel out the electromagnetic interference and reduce crosstalk. Ethernet of 

twisted pair copper is grouped into several categories from CAT 3 to CAT 8 depending on their 

frequency and capacity. This type of twisted pair is often characterized into Unshielded Twisted 

Pair (UTP), Foiled Twisted Pair (FTP), and Shielded Twisted Pair (STP). It can range from 

1Mbps to 10Gbps depending on category and type. The following table will give an overview: 

Table4: Ethernet Physical Properties 

Name Distance(m) Speed(Mbps) Cable Type Standard 

10BASE-T 100 10 CAT 3 802.3i 

100BASE-TX 100 100 CAT 5 (2 pairs) 802.3u 

1000BASE-T 100 1000 CAT 5e, CAT 6 802.3ab 

2.5GBASE-T 100 2500 CAT 5e, CAT 6 802.3bz 

5GBASE-T 100 5000 CAT 6 802.3bz 

Advantages of Copper Ethernet: 

▪ Cables are cheap 

▪ Easy to handle and install 

▪ Reliable and Fast transmission 

 Dis-Advantages of Copper Ethernet: 

▪ Only short distances per segment. Might slightly increase cost for repeaters. 

▪ Interference can be an issue 

  

 

https://en.wikipedia.org/wiki/100BASE-TX
https://en.wikipedia.org/wiki/1000BASE%E2%80%91T
https://en.wikipedia.org/wiki/2.5GBASE-T_and_5GBASE-T
https://en.wikipedia.org/wiki/2.5GBASE-T_and_5GBASE-T
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Fiber 

When we talk about Fiber transmission, there are two kinds of optical fibers, single mode, and 

multimode fiber. Single mode fibers have longer distance capability, cheaper fiber cost, lower 

attenuation but the cost of optical transceivers are comparatively higher.. Multimode fibers have 

higher BW, lower distance capability due to higher attenuation, higher fiber cost and 

comparatively cheaper optical transceivers cost.. Fiber transmission usually occurs at selected 

wavelengths that have lower attenuation and reach higher distance. Various Wavelength Division 

Multiplexing (WDM) schemes can be used to transport multiple wavelengths and increasing 

BW. In legacy MBH, where data rates were not in the Gigabit range, Synchronous transport 

module (STM)-1 to STM-16 was very common in a ring topology.  

PON, Passive Optical Network is a point to multipoint access technology for optical networks. 

Here, multiple fibers are combined/split to one central node called Optical Line Terminal (OLT). 

Typically the fibers are combined transmission from multiple nodes (at different locations) and 

passed to the OLT. Two main types of PON: 

▪ GPON: Gigabit PON 

Uses Generic Encapsulation Method 

▪ EPON: Ethernet PON 

Uses Ethernet Frames 

 
Table 5: Comparison of PON technologies [3] 
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Ethernet interface being the most common and saleable interface option, it is very much 

desirable to have Ethernet access in the first mile. It then comes down to the physical transport 

medium to carry the traffic and distance it can travel. The following table gives a rough idea of 

Ethernet First Mile options set by the Institute of Electrical and Electronics Engineers (IEEE) 

standard 802.3ah - 2004: 

 
Table 6: Ethernet in First Mile [3] 

When using fiber as the physical transport medium, the common ones are: 

▪ Point to Point Fiber: 

▪ This is where a cell site directly connects to the aggregation point with one 

physical link (i.e., fiber in our case) often termed as Metro Ethernet. 

Switches/Routers at both ends have Gigabit ports/interface. This can be a 

direct fiber line from the CO/Aggregation Point to the eNodeB without 

any other splitting and/sharing as shown in the diagram below. This means 

lower latency, higher performance, and reliability but much costlier and 

under-utilized since a single fiber has the capacity to support multiple 

eNodeBs because of its high BW capability. 

Figure 16: Point to Point Metro Ethernet to eNodeB from CO 
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▪ GPON/EPON (Point to Multipoint): 

▪ This is where multiple sites (each with their ONUs) are combined together 

and conned at the other end via one link. (The scope of GPON and EPON 

functionalities are out of the scope of this report). The following diagram 

will give an overview of GPON FTTx: 

 

Figure 17: Typical GPON network [29] 

Previously, the mobile operators leased TDM lines from the telecom companies to provide for 

their MBH connection. These leased line services are now moving to Ethernet Services since 

Ethernet is now being deployed commonly by service providers.  Often it is not necessary to 

lease a dedicated line because Ethernet capacities are very high and options for sharing needed to 

be developed. IEEE 802.3 states the specifications of Ethernet Service implementation over 

various physical medium, including copper and fiber. This opens up the options to implement 

Ethernet Services like Ethernet E-line, E-LAN, and E-Access. These services are explained in 

details in later sections. 
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6.0 Access-Aggregation-Core  

As discussed, MBH is separated into the access, aggregation, and core. This intermediate 

transportation between the eNodeBs and the EPC can be done in L2, L3 or a combination of 

both. Given all-packet based communication, Ethernet and/or IP/Multi-Protocol Label Switching 

(MPLS) protocols can be implemented, but each stand-alone/combination has its own advantages 

and disadvantages. This section will discuss the various combinations in each section and their 

effectiveness. The following diagram will give an overview of the whole LTE MBH network. 

 

Figure 18: LTE MBH network [24] 

6.1 Access-Aggregation Network 

Access-Aggregation Network is defined between the eNodeB cell sites to the aggregation point. 

Implementing Layer 2 Ethernet provides multiple advantages. When Ethernet is used in this 

network, the cost of the hardware’s needed for this protocol is greatly reduced. Given the high 

throughput needed for LTE cell sites, Ethernet switching devices can easily support 1GbE, 

10GbE and soon 40GbE with lower operating cost. This also allows flexibility in 

controlling/leasing the required speed for each cell site depending on the customers supported in 

that area by that eNodeB. Sometimes, an increase in BW will only need a change to the port to 

something higher given that physical link can support which if Fiber is used, gives a huge scope 

for scalability. The leasing of Carrier Ethernet (CE®) services is also lower than that of leasing 

IP services which also is a significant plus and CE® services also provides very detailed 
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manipulation of QoS and service separation. Since LTE is IP-based, CE in the access backhaul 

provides transparency to the IP layer. With overall services available in CE, the easiness of 

installment, managing and decreased need of troubleshooting makes it the ‘to go’ option for 

reduced cost and increased uptime. 

6.2 Aggregation-Core Network 

In reference to the access network discussed in the previous section, eNodeBs connect to the PE 

node of this aggregation network. The aggregation network combines all traffic and connects to 

the EPC. In reference to our report, this portion is from the Aggregation point to the EPC. MBH 

backbone has shifted to the IP-based network since the legacy ATM and TDM networks. This 

network consists of the links, switches, and routers, and is responsible for various and all traffic 

that is generated from numerous access networks route it to and from its destination. Often this 

network is shared by multiple Service operators and multiple sources as the infrastructure of a 

backbone network is huge and immense. 

For our purpose, we will emphasize on the use of MPLS networks. So when running MPLS on 

IP backbone network, we refer to it as the IP/MPLS backbone. IETF has exampled the use of 

MPLS in the user plane with IP control plane. This transport technology makes use of labels for 

each packet for a certain route. When the packets travel through the network, the MPLS labels 

are used to determine where it has to travel next instead of overburdening the Router to look into 

each packet to determine its next hop. This also gives the flexibility to use different services for 

different customers as required. Backbone networks are very busy with multiple packets going 

through them. It is necessary to speed up the network flow to keep up with the heavy traffic this 

is coming in and out of this network. In this network, give the heavy-duty it has to perform, the 

devices used are capable of extremely high bandwidth along with a network that is very 

redundant and fail-safe. Often they are all interconnected using fiber and also in a semi/full mesh 

design so that there are always backup routes available. MPLS technology also has a variety of 

Traffic Engineering options which allow the flexibility to route traffic in the most efficient and 

organized manner.  
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Figure 19: IP/MPLS backbone network in MBH 

This network can be implemented using L2 or L3 MPLS services. Since both will serve the 

purpose, we will explain and compare which one is preferred. Since IP layer 3 will be in the 

backbone, we will be using IP/MPLS, Layer 3 Virtual Private Network (VPN) technology from 

the Aggregation to Backbone network. MPLS VPN can be used to connect different customer 

sites through other networks. This MPLS L3 VPN provides IP connectivity between the nodes 

by using multiple VRF instances. Each VRF instance is used to store the routing data, and IP 

address is used to map the traffic. [3] In LTE MBH, from the eNodeB, S1-U connects to S-GW 

and S1-C to the MME using IP addressing. The VRFs permit the separation of each type of 

traffic from each eNodeB allowing the better scope of troubleshooting, tracking, and security. L3 

MPLS VPN is further discussed in Chapter 10.4. 

Since this technology runs over IP layer 3, it makes the addition of eNodeBs much easier and 

thus making the expansion of customer network easier. Security is also a major advantage of this 

technology as it will only route traffic if the destination is known as per IP address or else it is 

dropped. Whereas, in L2 MPLS VPN, since it is based on MAC learning using flooding, it can 

become a security issue and resource issue with all the MAC address learning. This also 

increases the chances of endless loops within the aggregation network. L2 MPLS VPN is also 

more difficult to manage and scale. 
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6.3 Synchronization 

In order to support smooth handover, better voice quality and low call drops within the LTE 

RAN technology; it is important that the end to end nodes are synched with each other. Unlike 

TDM, where the traffic is transferred over the medium through all intermediate nodes in a 

specific time slot and synchronized manner, packet switched is a little different. In a packet 

switched or IP-based network like the one required for LTE MBH, it is necessary to implement a 

separate synchronization method to meet service SLAs, avoid service disruption and greater 

QoS. This is mainly because circuit-switched is synchronous and IP/packet based is 

asynchronous.  

Compared to legacy transport technology such as SDH and PDH, the synchronization is done on 

the physical layer where often a PRC is used as the central synchronizing node. With packet-

based networks, often where, IP runs on top of Ethernet, issues such has a varying delay, jitter 

and packet loss make it difficult to implement synchronization mechanism. Synchronization 

mechanisms can be both/or time and frequency synchronized. Depending on the Radio Access 

technology used, the compatible synchronization methods should be used to meet the standards 

outlined in Table 7.Some of the mechanisms and protocols available for the clock 

synchronization in MBH are as follows: [18] 

▪ Using GPS or a legacy TDM network that is external to the IP-packet-based network 

▪ Packet-based dedicated streams (IEEE1588- or NTP-based ) 

▪ Using Synchronous Ethernet over the physical layer 

▪ Adaptive clocking 

▪ DSL clocking 

Since this paper is based on MBH and CE®, following Metro Ethernet Forum, MEF 22 and 

3GPP standards, we will further discuss some of the recommended methods mentioned above. 

As per wireless standards, timing requirements are as follows for legacy and LTE technology: 
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Table 7: Legacy and LTE Frequency and Timing Synchronization Requirements [20] 

 

IEEE 1588v2 – Precision Time Protocol (PTP) 

In this timing distribution method, the information is exchanged in packet form in the same 

network as data/voice traffic without the need for any timing hardware upgrade to elements in 

the Ethernet network (unlike SyncE). Timing information is exchanged between the Master and 

Slave(s) clocks using existing Ethernet network using User Datagram Protocol (UDP) over IP. 

The Master Clock is where all the downstream slave clocks receive their timing information 

from. Often multiple Master Clocks are configured for redundancy with varying priority to avoid 

conflicts. 

 

 

 

Figure 20: Clocking in 1588v2 [21] 
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In this protocol, the slave clock devices are aligned with the Master clock device by utilizing the 

time stamps in the synch messages exchanged between them. The slave clock also has the ability 

to compensate for the propagation delay between them. For both time-frequency and phase 

synchronization, four time stamps are required whereas for only frequency on two timestamps 

are required. Here the clock signal is injected through the MBH and till the last mile (i.e., 

eNodeB) adhering to the acceptable time synchronization precision in nanoseconds. This 

protocol has multiple advantages such as high precision (nanosecond-level), low-cost (no 

additional hardware required) and smooth compatibility with packet networks. 

 

 

 

 

 

 

 

Synchronous Ethernet (SyncE) 

This protocol of synchronization allows a very effective way of synchronizing devices within the 

MBH that is running on Ethernet on the physical layer. This protocol is standardized by ITU-T 

and is designed to be implemented in the physical layer of a packet based network. SyncE allows 

the synchronization of frequency and is suitable for wireless standards that require frequency 

synchronization. In similarity to the legacy TDM and SONET, SyncE allows time 

synchronization on a node by node basis. This also implies that all the interfaces along the 

synchronization path, from the BS to the EPC, have to support SyncE to be able to transfer the 

Figure 21: MBH using 1588v2 
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clock (i.e., frequency). This is supported by both wireline and wireless services, so it is a very 

desirable protocol to be used in the MBH networks.  

This protocol requires the interface of any Ethernet devices to have at least two external 

reference clocks as well as capability to create own synchronization signals. In this protocol, the 

device does not follow a free running clock. Instead, it gets an input reference clock from a 

primary clock reference. As per standard, this input reference has to have an accuracy of ±100 

ppm. ITU-T G.8261, G.8262, and G.8264 set the standards for SyncE in packet-based networks 

detailing requirements for clock accuracy, holdover performance, and noise transfer, tolerance 

and generation. It is important to note that the clock signal in SyncE needs to be filtered and 

regenerated before being fed again to remove the jitter and also other functions as outlined by 

ITU-T. The following diagram gives a high-level example of how SyncE will work in MBH: 

 

 

 

 

 

 

 

 

Figure 22: SyncE in MBH [19] 
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6.4 Bandwidth and Physical Medium 

This section will emphasize on the required BW properties of the physical Access technologies 

discussed in Chapter 5. This portion of the network in the MBH should be able to carry all data 

from the eNodeBs serving that area. To determine which physical transport can/should be used 

depends on the estimated capacity of data that is going to travel. The physical transport 

bandwidths of Microwave, Copper, and Fiber are also discussed in Chapter 5.0. In legacy 2G 

backhaul networks, it was primarily based on TDM. When 3G was introduced along with packet 

switched network, ATM was mandated by the 3GPP. Technologies that used copper or 

microwave as their transport medium was enough to handle the aggregated traffic from the BTS 

to the aggregation point. With the growth in mobile users and their need for more bandwidth, 

fiber is the next alternative that can deal with the aggregated traffic in the backhaul. As a matter 

of fact, data rate per user has increased from few kbps to about 25Mbps [12]. To more accurately 

determine which of these is best suitable for our LTE backhaul need, we have to discuss the BW 

from each cell site and the backhaul. The following table is an example to cell site BW between 

legacy and LTE variations: 

Table 8: Cell Site BWs [6] 

 

Along with the above data, we also have to consider the deployment area of the cell site. This 

will determine a more precise BW requirement for that area of eNodeB. The following table 

gives an example of comparison between various LTE BW channels used in radio access and the 
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type of area it is serving. It also considers the effect of MIMO types, since the capacity of 

TX/RX practically doubles with every 2X2 MIMO upgrade playing a major role in the overall 

BW produced.  

Table 9: LTE MBH requirements [15] 

 

Give the above requirements; we can use few physical medium options. We will compare and 

contrast some of the available physical medium and show how fiber is the ideal solution: 

Table 10: Physical Medium Option for LTE MBH 

 Reference 

Name 

Speed Mbps 

(Up/Down) 

Use Primary 

Advantage 

Primary 

Disadvantage 

Copper VDSL 52/16 Short Distance 

Lightly used BTS 

Infrastructure 

already in place 

Not expandable 

Copper VDSL2 250…4 Short Distances Infrastructure 

already in place 

Not expandable 

Microwa

ve 

E-Band 1000-3000 Point-to-Point short 

distance 

Cheap installation Has to be line of 

sight 

Fiber G/E/x-PON 1000++ Long distance  

Practically no limit 

Expensive Meets current and 

future needs 



[CAPSTONE PROJECT] REPORT 

 

University Of Alberta | Mir Nawsif Arman 37 

 

Fiber physical medium not only is capable of meeting the current needs, but it is also ready to 

take on traffic generated for future generations. Upgrades will be based on current fiber 

infrastructure with only few hardware changes. Fiber might be the most expensive one to install 

at this moment, but it is the most future-proof. 

Reusing some of copper and microwave technology might be an option for short-term solution 

assuming it meets the minimum BW requirements for services. Given the fact that the loss and 

attenuation are lower of copper at shorter distances, it is possible to combine both fiber and 

copper in the same access network to provide optimal speed and lower cost. Same can be done 

for Microwave technologies. Example: 

 

Figure 23: Comparison of VDSL and GPON-based Access [12] 
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7.0 MBH Access Topologies: 

The access portion of the network is considered from the eNodeBs to the Aggregation point. The 

design of such networks primarily depends on the physical transport medium that will be used to 

connect to the aggregation point. Access topology is the physical arrangement eNodeBs in such a 

manner that they are connected to each other (in the case of LTE BS to BS handover) and to the 

Aggregation network in the most efficient and the least point of failure design. In addition, area 

coverage, protection required, link capacities and complexity also matters. Each cell-

site/eNodeBs BW must be pre-determined/estimated to ensure proper topology is implemented. 

The physical medium used also plays a major role in designing the Access topology. Overall, 

few of the major topologies are discussed below: 

▪ BUS Topology 

This is where multiple eNodeBs are connected Point-to-Point (P2P) to a primary 

transport medium (often known as backbone link) going to the Aggregation PE. Traffic 

from each node travel to all other nodes. This topology can be implemented using 

physical copper mediums. Primary link has to be very high capacity to carry all 

aggregated data. 

 

Advantage:  

• Easy to implement and expand 

• Lower link cost for each node 

Disadvantage:  

• Single point of failure at the bus 

• Unwanted traffic, interference 

and same collision domain 

Physical Medium:  

• Coax Cable using BNC T-Connectors (10BASE-2 and 10BASE-5) 

This topology is not feasible for LTE MBH Access network because this wireline copper (Coax 

– maximum 10Mbps)) technology cannot support the high BW required. 

Figure 24: Bus Topology 
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▪ Star Topology: 

This topology also includes P2P connectivity of multiple eNodeBs to connect to a 

central/hub eNodeB/switch which is then linked to the aggregation point. All the data 

transmission has to go through the central node. The hub to aggregation point has to be 

high capacity, enough to carry traffic of combined nodes.  

 

Advantage:  

• P2P links thus no sharing of links 

to the hub. 

• Easy addition/modification in 

case of changes 

• One link failure does not affect 

other nodes 

• Easy identification and  

troubleshooting for node failures  

Disadvantage:  

• Hub failure can bring the entire network down 

Physical Medium:  

• Node to Central P2P: Can be dedicated CAT6, Fiber or Microwave depending 

capacity and distance 

• Central to Aggregation P2P: Dedicated Fiber 

The hub can be placed in the aggregation point, in which it would seem as if there are 

direct links to aggregation 

▪ Chain Topology (Linear): 

This is a line of eNodeBs connected together one after another. Each node’s traffic 

crosses all the nodes till the aggregation point. The closer you get to the aggregation 

point, the thicker the links should be to be able to carry combined traffic. 

 

 

Figure 25: Star Topology 
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Figure 26: Chain Topology 

Advantage:  

• On specific architecture, it is easy to implement and extend 

• Shorter links required 

Disadvantage:  

• One node/link down will bring down all previous nodes 

Physical Medium:  

• Node to Node P2P: Can be dedicated CAT6, Fiber or Microwave depending 

on capacity and distance 

▪ Tree Topology: 

The network starts with multiple eNodeB sites and gradually shrinking the network down 

to one node in a hierarchy fashion that connects to the aggregation point. The starting 

node is called the root with levels of following hierarchy. The closer you get to 

aggregation point, the thicker the links should be to be able to carry combined traffic 

Figure 27: Star Topology 
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Advantage:  

• Easy network expanding and wider coverage 

• Nodes can be grouped in other topologies 

Disadvantage:  

• Root node/link goes, the network goes down 

Physical Medium Possibilities:  

• Can be dedicated CAT6, Fiber, GPON/EPON or Microwave depending on 

hierarchical capacity and distance 

 

▪ Ring Topology: 

All eNodeBs are connected to in a ring format, and all traffic has to go through other 

nodes before reaching the Aggregation point. It can be signed to support data flow in both 

directions 

Advantage:  

• Shorter links 

• Resilient to single 

node/link failure, 

traffic can reach the 

hub in the other 

direction 

Disadvantage:  

• The hub node is a 

single point of failure 

• Larger the ring, more 

the delay 

Physical Medium Applications:  

• Node to Node P2P: Can be dedicated CAT6, Fiber or Microwave depending 

on capacity and distance. 

 

 

 

Figure 28: Ring Topology 
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▪ Mesh/Combination 

This is where multiple nodes are connected to each other to build a single network. Each 

node is linked to every other node in the network. 

 

Figure 29: Mesh Topology 

Advantage:  

• Network can be build based on requirements 

• Robust and most reliable 

Disadvantage:  

• Expensive and complex to implement 

Physical Medium Applications:  

• Node to Node P2P: Can be dedicated CAT6, Fiber or Microwave depending 

on capacity and distance. 
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NGMN – Next Generation Mobile Networks group focuses heavily on research and provide a 

recommendation to a wide range of future mobile networks. As per a white paper under their 

‘Backhaul Evolution’ project, they have suggested the following wire-line and wireless access 

backhaul topology. This example is based on Small Cell BTS and Macro Cell: 

 

 

Figure 30: NGMN recommendation of Wireline Access Backhaul Topology [13] 

 

 

Figure 31: NGMN recommendation of Wireless Access Backhaul Topology [13] 
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8.0 Carrier Ethernet 

With legacy technologies soon reaching their throughput peak, the next best alternative for an 

upgrade is Ethernet into the wide-area and metro networks which are termed as the Carrier 

Ethernet. Ethernet is capable of running on different transport mediums such as Copper, Fiber 

and Wireless and technologies such as MPLS, Plesiochronous Digital Hierarchy (PDH), 

Microwave, and SONET.  These standards are defined in Metro Ethernet Forum 6.X, 9 and 33.  

Bringing CE into the metro means that their BW can be scaled up to 1/10/40/100 Gb/s (200Gb/s 

and 400Gb/s on its way [8]); mostly all of which runs over Fiber physical connection. This 

advancement of Ethernet into Metro area means:- 

▪ More Flexible BW: BW can be controlled by remote provisioning up to the port speed 

▪ Lower cost: Cheaper equipment, fewer infrastructure changes once built, lower cost per 

bit, lower operational and maintenance expense 

▪ Easier usability: Older well know technology just with new implementation technique 

and standard. 

 

Figure 32: Ethernet Speed advancements [9] 
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CE® Services 

Along with CE® implementation standards, MEF also set standards for various CE® services. 

CE® services add additional capabilities within the metro area network, and the standard allows 

the interoperability between different network providers. MEF defines the service framework, 

attributes and parameters for available CE® services. CE adds capabilities such as: 

▪ Multiple services definition to address different design requirements 

▪ Standardized CoS, Interconnect, and Manageability 

▪ High rates, Low Latency, Low Cost 

▪ Defined QoS 

▪ Optimal Resource Allocation 

For this report, we will discuss CE® services such as E-Line, E-LAN, E-Tree, and E-Access as 

defined by MEF. Few definitions required before proceeding are: 

User Network Interface (UNI) – User to Network Interface: This is the physical interface (port) 

between the service provider network and customer/endpoints, and it realizes the demarcation 

between the customer and service provider. [3] The UNI in a Carrier Ethernet Network is a 

physical Ethernet Interface at operating speeds 10Mbs, 100Mbps, 1Gbps, 10Gbps ++[MEF CE 

Service]. This is where the CE® services are terminated. UNI standards are defined in details in 

MEF 6.1. 

Network to Network Interface (NNI/ENNI) – Ethernet Network to Network Interface: This is the 

interfaces that join/peers two different networks of service providers. This realizes the 

demarcation between two network providers. Standards are defined in details in MEF 26. 

Ethernet Virtual Connection (EVC) – Ethernet Virtual Connection: is an association of two or 

more UNIs. EVCs are logical service containers connecting the customer sites (UNIs) [3]. This 

virtual connection ensures that the traffic only flows between two UNIs within the same EVC. 

EVCs can be point-to-point, multipoint-to-multipoint and/or rooted multipoint. The 

specifications are well defined in MEF 10.2. Standards are defined in details in MEF 6.1. 
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Operator Virtual Connection (OVC) – Operator Virtual Connection: is an association of two or 

more NNIs or between UNI and NNI. OVCs are logical service containers connecting the 

customer sites-network or network-network and that the traffic only flows between them. 

Multiple OVCs can be created within one EVC. As per MEF, OVC can be point-to-point or 

rooted multipoint. Multiple OVCs within an EVC come into play when there is an 

interconnection between multiple Carrier Ethernet Networks. Standards are defined in details in 

MEF 26. 

MEN – Metro Ethernet Network: This describes a metropolitan/access network that is running 

on Ethernet transport. 

8.1 E-Line 

This is a point-to-point Ethernet Virtual Connection between two UNIs. It emulates a P2P 

Ethernet service. The two types are discussed below: 

Ethernet Private Line Service – EPL 

This is a port based point-to-point service between two UNI. Separate interface/port is required 

at each UNI for individual EVCs and provides a site to site connectivity. This service has a high 

degree of transparency for Service Frames between the connected UNIs. The major advantage of 

having this service is that there is a low frame delay, loss, variation, and simplicity. This can be 

considered as a replacement to TDM private line. Service multiplexing is not available. 

  

 

 

Figure 33: EPL [3] 
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Ethernet Virtual Private Line Service – EVPL 

EVPL is similar to a virtual line and thus allows service multiplexing at the ports reducing the 

number of ports needed at the provider’s edge. Since multiplexing can be used, it can support 

multiple EVCs at the UNI hub end allowing implementation of various services. As compared to 

EPL, frame distinguishing is required for different EVCs. This can be considered a replacement 

to frame relay or ATM L2 VPN.  

 

 

 

 

8.2 E-LAN: 

This is a multipoint-to-multipoint Ethernet Virtual Connection between multiple UNIs. This 

provides services between all the UNIs in the EVC such that it emulates a LAN service. The two 

types are discussed below: 

Ethernet Private LAN Service: 

EP-LAN is a port based multipoint to multipoint local area network service. Each EVC can have 

two or more UNIs connected, but it does not support service multiplexing. Thus each EVC has to 

have separate ports on the UNIs. 

 

Figure 34: EVPL [3] 

Figure 35: EP-LAN [3] 
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Ethernet Virtual Private LAN Service: 

EVP-LAN is a VLAN based multipoint to multipoint local area network service. Each EVC can 

have two or more UNIs connected, and it does support service multiplexing. Thus fewer ports 

are required. 

8.3 E-Tree: 

Ethernet Private Tree Service: 

In EP-Tree, there is one root UNI and multiple leaf UNIs. This is a port based point to multipoint 

service and does not support service multiplexing thus multiple ports are required for each EVC. 

 

Figure 36: EP-Tree [3] 

 

 

Ethernet Virtual Private Tree Service: 

In EVP-Tree, there is one root UNI and multiple leaf UNIs. This is a VLAN based point to 

multipoint service and does support service multiplexing thus fewer ports are required for each 

EVC. The following table gives a summary of the Ethernet Service. 

Table 11: Ethernet Services [3] 
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8.4 E-Access 

This is a point-to-point Operator Virtual 

Connection between a UNI and an NNI. It 

emulates a P2P Ethernet service within an 

Ethernet Access Network. This was 

introduced to allow the integration of other 

end-to-end CE® services even when there 

are foreign networks between customer 

sites. The two types are discussed below: 

Access EPL 

This is a port based point-to-point service between a UNI and an NNI in a single OVC. Separate 

interface/port is required at each end for individual OVCs and provides a site to site connectivity. 

In this service, only one service instance can be mapped to a single OVC in the UNI end. This 

service has a high degree of transparency for Service Frames between the connected UNI and 

NNI. The major advantage of having this service is that there is a low frame delay, loss, 

variation, and simplicity. This can be considered as a replacement to TDM private line. Service 

multiplexing is not available. 

Access EVPL 

This is a VLAN based point-to-point service between a UNI and an NNI in a single OVC. 

Multiplexing at the UNI end of multiple OVCs is possible. This allows the implementation of 

EVPL and EVP-LAN. 

Figure 38: Access EVPL [13] 

Figure 37: E-Access [10] 
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9.0 Access EPL Explained 

Access EPL allows the interconnection of foreign networks to carry the service provider’s traffic 

in a guaranteed QoS because CE’s high standardized policies. This was first standardized by the 

MEF CE 2.0. Services such as end-to-end EPL and EP-LAN can be implemented on top of 

Access EPL. In reference and addition to Section 7.4 Access EPL, this section will in detail 

describe and outline the functionalities. The overview for Access EPL: 

▪ Carrier Ethernet Network 

▪ Point-to-Point OVC 

▪ Port-based at UNI and NNI 

▪ UNI at one end of OVC 

▪ NNI at another end of OVC 

 

Figure 39: Access EPL [11] 

UNI A is one end of the OVC through which any and every service frames are passed on to the 

other end of the OVC which is at the ENNI. This service complete has nothing to do whether the 

CE data is tagged or untagged. It transfers the frame as it is to the NNI with the only addition of 

an S-VLAN tag. This S-VLAN tag is used for the identifying the OVC and is internal to the 

Access Network.  
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9.1 Access EPL Attributes: 

When implementing the above CES, the attributes and parameters of Ethernet need to be set as 

outlined by MEF 10.2 and 33. The UNI, NNI and OVC service attributes for enabling these 

types of services include  

▪ BW profiles: Bandwidth can be allocated per service instance allowing greater flexibility 

with the BW allocation to the customer and/or type of data. Additionally, NNI can have a 

color mode in BW profiles which allows even deeper profiling before entering the 

foreign network. 

▪ CoS: This increases the granularity in providing more flexible Quality of Service. 

MEF also specifies the performance attributes for each which includes frame delay, inter-frame 

delay variation, frame loss ratio, and availability. The specifications of UNI service attributes are 

also specified such as physical interface capabilities, service multiplexing capabilities and 

Customer-VLAN bundling capability. BW Profiles can be enforced depending on required 

SLA/QoS on the ingress/egress of UNI ports, OVC or NNI ports. For the following diagrams, 

OVC and EVC are interchangeable. 

 
Figure 40: BW Profile example [7] 
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The following figure will summarize the basic implementation of Access EPL as per MEF 2.0 

standards: 

 

Figure 41: EPL basics [13] 

9.2 Access EPL in LTE Access-Aggregation Network 

In the scope of this Capstone Project, we will implement Access EPL in the access network of 

LTE Mobile Backhaul. This solution is intended for Ethernet metro network and a core 

consisting of Layer 3 IP/MPLS backbone. Out project will be similar to the diagram below: 

Figure 42: EPL in Access Network [10] 
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10.0 IP core/Backbone 

This portion of the MBH is what connects the Access Network to the EPC. The core network 

interconnects all the end nodes of various access networks and provides the gateway to other 

networks. This portion of the network has to be of very high capacity as it will transport all 

traffic from multiple access networks and end nodes. Legacy core networks were primary build 

on TDM circuits but with the increase in demand, technological advancements and the need for 

improvements in the overall all core network technology, IP Core is now in place. This IP core 

gives has multiple advantages such as unbroken multi-service support, flexibility and better 

scalability. This paper will discuss the use of MPLS over IP core. The next chapter details the 

MPLS protocol.  

This core network has to be capable of carrying the aggregated traffic and also be able to respond 

to failures in such manner that services are not disrupted. Traffic that flows through the core are 

often unpredicted and have unknown characteristics. Thus this network has to build to withstand 

the current force and future needs. In the physical layer, given the continuous increase in traffic 

volume, Fiber links with DWDM is used. This fulfills the demand of high-speed transport 

mechanism needed for high volume traffic. This network consists of internal routers which do 

routing within the core, and there are edge routers which connect the external networks, and 

these routers are often termed as the PE. The traffic coming in will be routed hop by hop using 

the destination IP address.  

10.1 Interior Gateway Protocol (IGP) 

Within the core, routing can be either static or dynamic. Given that core networks are large in 

size, combining multiple routers within and that it has to be scalable; dynamic routing protocols 

should be used. It can be either Open Shortest Path First (OSPF) or ISIS. OSPF and Intermediate 

System to Intermediate System (IS-IS) are dynamic IGP routing protocols that determine the 

forwarding path for traffic movement within the network. Both IS-IS and OSPF are link state 

routing algorithm that uses replicated distributed database. All the routers store this database, and 

it contains the whole internal network topology with the cost information to each node. The 
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forwarding decision is based on the end-end BW metric without any hop limitations. Though it is 

difficult to implement and has high overhead, it is capable of very fast convergence and supports 

traffic engineering; which is very important in the core networks. For our purpose, we will use 

OSPF as our IGP within the core network. 

OSPF uses IP datagrams and is identified by protocol number 89. The routers need to exchange 

multiple routing information messages before it can build the database. The messages exchanged 

are as follows: 

▪ Hello 

▪ Database Description 

▪ Link State Request 

▪ Link State Updates 

▪ Link State Acknowledgement 

The first step to run OSPF, the routers exchange Hello packets. This creates adjacencies between 

the neighbors. Then one of the routers sets itself as the root and sends their database description 

packet which includes a brief list of links states. Then the neighboring routers compare this 

database with its local OSPF database, and if any new or updated link is found, it sends the Link 

state request packets to the root neighbor. As a response to this request, the root router sends the 

link state update to the requesting node. This node then acknowledges the message by replying 

with a link state acknowledgment message. Once this is completed, the shortest path to each 

node is calculated and updated into the forwarding table. In the case of any change within the 

network, triggered updates are sent, and the calculation is done again. 

In the case of large core networks, OSPF can be separated into multiple areas to provide more 

scalability and avoiding large databases. This allows the flexibility in hardware resource 

management and lowers convergence time by using a separate database for each area. In the case 

of multi-area OSPF, there has to be one area that acts as the backbone area, and there are three 

kinds of router configurations: 
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▪ Autonomous System Boundary Router (ASBR): Often known as the PE/edge router 

connecting to other networks 

▪ Area Border Router (ABR): Router that connects multiple areas to the backbone area 

▪ Internal Router: Routers within one area only 

 

Figure 43: OSPF Router Types in Multiple Areas [16] 

10.2 Border Gateway Protocol (BGP) 

BGP can be termed as one of the most important exterior routing protocol in use. This is also 

how traffic flows over the internet throughout the world. BGP runs on top of IP using 

Transmission Control Protocol (TCP) port number 179, and it is primarily used to interconnect 

AS and or different networks using path-vector protocol for routing decisions. This is known as 

eBGP. When traffic needs to pass multiple AS/networks, BGP decides which AS and or path to 

take so that the traffic crosses the least number of AS to reach its destination. In this protocol, 

there is no peer discovery. The neighboring AS router running BGP has to be directly connected 

and explicitly configured. eBGP is configured on edge routers of an AS which directly connects 

to edge router of another AS. 
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BGP can also be used for routing within an AS. This is referred to as the Interior Border 

Gateway Protocol (iBGP). Here all the routers have to be in either full-mesh network or use 

Route Reflectors (explained later) to avoid loops and since advertisement of learned prefixes is 

not allowed within iBGP peers. If the network is in full-mesh configuration, then in case large 

AS with multiple routers, it becomes very resource intensive and difficult to manage, and this is 

where RR becomes very useful. iBGP can be effectively used when an AS is transiting foreign 

traffic, and it has to redirect it to exit in a controlled path within the AS. 

 

Figure 44: eBGP and iBGP[17] 
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10.3 MPLS 

In continuation to Section 6.2, this section will discuss the transport technology MPLS and how 

it works. When a packet enters an IP/MPLS-enabled network, a 32-bit MPLS header is added 

between the L2 header and the L3 header. This header includes the Label, TC (Traffic Class), S 

(Stacking) and TTL (Time to Live) as shown in the diagram below:- 

 

Figure 45: MPLS header 

Few major advantages of MPLS are: 

▪ Routers don’t have to dig deeper into the stack for IP address saving ample of resource 

and increasing performance. Here the Router’s forwarding decisions are made by looking 

into the MPLS header field.  

▪ TC allows the use of QoS to better serve the traffic flow as per requirements 

▪ Traffic Engineering and better network scalability. Its dynamic control plane allows fast 

recovery and routing mechanism. It can scale to thousands of nodes with the seamless 

recovery of L1, L2, and L3 failures. 

The MPLS labels are based on the Forwarding Equivalence Class (FECs). The FEC has pre-

configured Label Switched Path (LSP) for each kind of traffic based on the IP address. This is 

done at the Label Edge Router (LER), where L3/IP look up is performed when a packet first 

enters an MPLS network. Based on the FEC, a label is inserted into the packet. This is then 

forwarded to the next router, known as Label Switch Router (LSR), which only looks at the 
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MPLS headers and switches it according to what the next hop is. This eventually comes to the 

LER from where the packet will leave. This whole path from one ingress LER to another egress 

LER is called the LSP. When the packet leaves the MPLS network, the egress LER removes the 

MPLS header, does the IP look up again, if required to forward the packet. This can be compared 

to a tunnel, and the type of traffic that it is transporting is not a concern to the MPLS network.  

 

Figure 46: Label Switching in MPLS [22] 

The S field in the MPLS header identifies if there are more MPLS label to look for in a packet. 

This scenario arises when using L3 VPN or L2 VPN. When such services are used over MPLS, 

the multiple labels help to distinguish between the services that the packet belongs to. The 

routers within the MPLS network have an MPLS forwarding table from which they decide the 

values/labels to be pushed, swapped or popped. These labels can be determined and distributed 

within the network by using LDP or Resource ReserVation Protocol (RSVP). 

LDP 

LDP is used for exchanging the labels that will be used between the routers in the MPLS 

Network. It uses UDP to discover its neighbors and uses TCP for its underlying transport 

protocol to negotiate the peer-peer session parameters. LDP relies on an IGP for network 

discovery such as OSPF.  
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Figure 47: LDP Session [22] 

RSVP 

This is an alternative method for label distribution with more granularities present. RSVP allows 

the allocation of the specified path to be used along with bandwidth reservation mechanism. An 

LSP can be set from the head (ingress to MPLS network) to the end (egress of MPLS network) 

with the specification of which path to used or which nodes to forward to. This can be configured 

to not to follow the OSPF shortest path method thus allowing a more efficient use of links, 

nodes, and bandwidth. This limitation of using RSVP is that it is limited to the number of LSP 

sessions it can keep at a given point. RSVP uses refresh messages between the neighboring 

nodes to keep the specific LSP alive. RSVP also makes uses of hello messages to confirm that 

link is up. This allows failure detection and fast convergence for an alternative route creation. 

In comparison, we use LDP when the network is huge with numerous of LER because creating a 

fully meshed network with RSVP LSP is just not possible due to the limited hardware resource. 
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10.4 IP/L3 MPLS VPN 

VPN in general means a logical connection between two private networks over a public network. 

This allows the traffic from one customer site to another site that belongs to the same customer 

where the customer does not worry about the routing or infrastructure between the two sites. 

VPN can be both point to point and point to multipoint.  

L3 MPLS VPN uses IP tunnels to pass customer traffic, and the public network is not visible to 

the customer. Customers peer with the PE of the service provider and same from the other end, 

making it look like the customers are peered together, and their traffic is flowing within its own 

network. In the case of multiple PE or any cases, BGP is responsible for creating VPN tunnels to 

each customer site and differentiating between them. In the case of multiple customers with the 

same IP block, they are differentiated using VRFs. Multiple VRFs are maintained where each 

VRF corresponds to the routing table of one customer allowing the use of same IP block of 

multiple customers. A 12 byte RD is used to uniquely identify a VPN route within the BGP 

network. This is done by the source PE to the target PE. This is included in the VPNIPv4 address 

family along with the 4byte IPv4 address [3].  

Since the BGP is only between the PEs, implementing MPLS tunnels in the core network is very 

much preferable as it has nothing to do with the target PE IP address. Internal routing will be 

done using MPLS labels, and PE-PE routing will be done by BGP by LSPs already in place 

between all customer sites. Two labels are used in the MPLS core, the first one is intended for 

label switching and forwarding within the LSP of the MPLS network and the second one is to 

map the packet the correct VPN. 

Route Reflectors can be used when the core network is very large. This is to avoid the full mesh 

requirement of MP-BGP between all the PEs. Instead, the PE maintains one session with an RR 

and this where all the routing information of all the PEs are stored. This kind of MBH is very 

much suitable as multiple sites can be included and all sites can have connectivity between them. 

The following diagram gives an example:  
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Figure 48: Layer 3 VMP in BMH [3] 

Advantages of IP MPLS VPN [3] 

▪ Reliability, QoS, Security, and Synchronization 

▪ Flexible Configurable IP Layer Connectivity 

▪ Scalable and Support for IPv4 and IPv6 

▪ Support for node and link failure detection with fast convergence and traffic engineering 

10.5 L2 MPLS VPN – VPLS 

This is a method to implement multipoint virtual logical connectivity between multiple customer 

sites and can be compared to a LAN service. AN SVI instance is required at the PE to emulate 

Ethernet Bridging function. Since this is an L2 service, there is no concept of IP connectivity. 

This method, since similar to LAN, has the concept of MAC learning, unicast, broadcast, and 

flooding. In comparison to the IP MPLS VPN, the inner MPLS label is used to identify the 

Virtual Channel which is the pseudowire connecting the two ends. PE-PE forwarding is done via 

MAC-learning with packets encapsulated within Ethernet frames and transported by MPLS in 

the core network. Overall, L2 MPLS VPN-VPLS is not needed in the MBH as there is no need 

for L2 connectivity explicitly because LTE technology is based out of IP connectivity end to end. 

Though it is possible, it can increase the burden of security issues with unnecessary broadcasting 

along with the increased failure and misconfiguration possibilities. 
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11.0 Implementation Design 

In this section, we will implement a network emulating the MBH. The implementation will be 

done using platforms available in the MINT Lab available for students. This section will in detail 

show and describe all steps taken to implement and test this proposed network. The 

implementation was done using EVE-NG, an emulated networking platform running on ESXi 

hypervisor using a server from the MINT LAB. The overall proposed network is shown below, 

and the next page will describe each platform in details: 

 

 

Figure 49: Overall Network 

Access Network Aggregation Network 
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Table 12: Implementation devices 

PLATFORM 

AS PER 

FIGURE 29 

FUNCTION / 

ACTING AS 

DEVICE AND 

OS USED 

IMPLEMENTATION 

NETWORK ADDRESSING 

/ INTERFACE 

NETWORK 

LAYER 

eNodeB-1 Switch EVE, l2-

adventerprise-

15.1 

E0/0 - Trunk (VLAN 10) 

172.16.3.2/24 

Access (Site X) 

eNodeB-2 Switch EVE, l2-

adventerprise-

15.1 

E0/0 - Trunk (VLAN 10) 

172.16.3.3/24 

Access (Site X) 

eNodeB-3 Switch EVE, l2-

adventerprise-

15.1 

E0/0 - Trunk (VLAN 10) 

172.16.3.4/24 

Access (Site X) 

eNodeB-4 Switch EVE, l2-

adventerprise-

15.1 

E0/0 - Trunk (VLAN 10) 

172.16.2.2/24 

Access (Site Y) 

SW-1 Aggregation 

Switch 

EVE, l2-

adventerprise-

15.1 

N/A Access (Site X) 

PE-1 Router EVE, l2-

adventerprise-

15.1 

Loopback0 – 

192.168.255.1 

E0/2 – Trunk (VLAN 10) 

E0/2.10 – 172.16.3.1/24 

(Sub) 

E0/1 – 192.168.1.1/30 

E0/3 – 192.168.1.5/30 

Aggregation 

PE-2 Router EVE, 7200, 

Version 

15.2(4)S6 

Loopback0 – 

192.168.255.2 

E0/0 – 192.168.1.18/30 

E0/1 – 192.168.1.14/30 

E0/2 – Trunk (VLAN 10) 

E0/2.10 – 172.16.1.1/24 

Aggregation 
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(Sub) 

PE-3 Router EVE, 7200, 

Version 

15.2(4)S6 

Loopback0 – 

192.168.255.3 

E0/0 – 192.168.1.13/30 

E0/1 – 192.168.1.6/30 

E0/2 – Trunk (VLAN 10) 

E0/2.10 – 172.16.2.1/24 

(Sub) 

E0/3 – 192.168.1.9/30 

E0/4 – 192.168.1.25/30 

Aggregation 

PE-4 Router EVE, 7200, 

Version 

15.2(4)S6 

Loopback0 – 

192.168.255.4 

E0/0 – 192.168.1.2/30 

E0/1 – 192.168.1.17/30 

E0/2 – 192.168.1.10/30 

E0/3 – Trunk (VLAN 10) 

E0/3.10 – 172.16.1.1/24 

(Sub) 

E0/4 – 192.168.1.21/30 

Aggregation 

EPC Primary EPC 

Server 

(MME/SGW

/PGW) 

EVE, l2-

adventerprise-

15.1 

E0/0 - Trunk (VLAN 10) 

172.16.1.2/24 

LTE Core 

EPC_Backup Secondary/B

ackup EPC 

Server 

(MME/SGW

/PGW) 

EVE, l2-

adventerprise-

15.1 

E0/0 - Trunk (VLAN 10) 

172.16.1.2/24 

Backup LTE 

Core 
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RR-1 VPNv4 

Route 

Reflector 

EVE, 7200, 

Version 

15.2(4)S6 

E0/0 – 192.168.1.22/30 

Loopback0 – 

192.168.255.11 

Aggregation 

RR-1 VPNv4 

Route 

Reflector 

EVE, 7200, 

Version 

15.2(4)S6 

E0/0 – 192.168.1.22/30 

Loopback0 – 

192.168.255.22 

Aggregation 

11.1 Access Network Design 

e-NodeBs: This is where the BTS is positioned. In our lab implementation, we have positioned 

them at two different sites. Site X which includes eNodeB-1, eNodeB-2 and eNodeB-3. This site 

also has a switch which interconnects links from all the eNodeBs and connects to the 

Aggregation Router (PE-X) with a single link. Site Y has a single eNodeB-4. The following 

diagram gives a simplified view of the access network and eNodeBs. Each black straight line 

represents a physical connection. 

 

This portion, from the eNodeBs to the Aggregation (PE-X), is the Access network and it is 

implemented by using Layer 2 Trunks and VLANs. This will emulate the Access EPL. All the 

eNBs are using the VLAN10 for all traffic with subnet 172.16.X.X which belongs to the LTE 
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service provider. They link to the Aggregation router (PE-X) using Trunk interface with the 

dot1q encapsulation method. All the traffic from these nodes is default routed to their gateway. 

The following diagram shows the logical links between the eNodeBs since they are all under the 

same VLAN: 

 

In real-life deployment, the above ‘green’ dotted lines would represent the X2 interface between 

the eNodeBs. An Example of communication between eNodeB-1 and eNodeB-3 is illustrated 

below where the green dotted lines are the logical link, and the black line is the physical link. A 

screen shot of the ping test (bidirectional) is also included which shows that this communication 

does not go through any other intermediate nodes and is a representation of the X2 interface. 
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All of the eNodeBs have connectivity with the EPC. The EPC is also under the same VLAN as 

the eNodeBs. The logical link between the each eNodeB (e.g. eNodeB-1) and the EPC is as 

shown below in green dotted line and the traffic flow is shown in red dotted line: 
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There are also two separate EPCs which connect to the Aggregation network for redundancy; 

though only one is serving the network at a time. Both EPCs are using the same subnet, and they 

have been assigned the same IP address because the eNodeBs can use the same address to reach 

either of them. Furthermore, only one EPC can be seen by the eNodeBs. This is achieved by 

assigning a higher metric for the EPC-Backup. 

This design is compared to one QOS class traffic using point to point OVC in the actual CE® 

implemented Access Network of real life scenario. We can implement multiple VLAN emulating 

multiple QOS to provide a comparison to MEFs CE® Services.  

11.2 Aggregation Network Design 

This portion of the network uses OSPF as the interior routing protocol. Even though the default 

OSPF network type is a broadcast, we changed it to point to point for fast convergence. MPLS 

and LDP are used as the transport protocol. The PE-1, PE-2, PE-3, and PE-4 are edge routers 

which use an M-BGP routing protocol to exchange VPNv4 prefixes. This network design 

includes two Route Reflectors for redundancy and to eliminate the need for full-mesh 

requirement between the PEs.  

L3VPN is been used to provide reachability among eNodeBs and ECP, all eNodeBs and ECPs 

are using the same Route-Target import and export to learn and install the prefixes inside their 

VRFs. The VRF details are shown below for each PE: 
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Table 13: VRfs 

Point of 

Presence (POP) 

VRF name Route Distinguisher Route-Target 

Import 

Route-Target 

Export 

PE-1 eNodeB-1-3 10:10 10:10 10:10 

PE-2 EPC 10:10 10:10 10:10 

PE-3 eNodeB-4 10:10 10:10 10:10 

PE-4 EPC_Backup 10:10 10:10 10:10 

Please refer to 11.3-Traffic Flow Diagrams, Ping and Trace Route sections for more figures and 

descriptive diagrams. 

11.3 Configuration 

All configuration files for each node are included in the Appendix A. This subsection will 

discuss some of the necessary configurations performed and why: 

▪ To enable trunk interface on the eNodeBs and access side of PEs with dot1q 

encapsulation and allowing VLAN 10: 

interface Ethernet X 

 switchport trunk encapsulation dot1q 

 switchport trunk allowed vlan 10 

 switchport mode trunk 

 

▪ Configuring Access port for eNodeB: 

Interface Ethernet X 

switchport mode access  

switchport access vlan 10 

 

▪ Enabling OSPF at the Aggregation network routers: 

router ospf X 

router-id X.X.X.X  

  passive-interface LoopbackX 

  network X.X.X.X Y.Y.Y.Y area X 

interface EthernetX 

 ip ospf network point-to-point 

 

▪ Enabling BGP at the PEs: 
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router bgp XXX 

   no bgp default ipv4-unicast 

  neighbor X.X.X.X remote-as XXX 

  neighbor X.X.X.X update-source LoopbackX 

  address-family vpnv4 

    neighbor X.X.X.X activate 

   neighbor X.X.X.X send-community extended 

address-family ipv4 vrf X 

  redistribute connected 

 

▪ Enabling LDP and MPLS: 

 

mpls label range X X 

mpls label protocol ldp 

mpls ldp router-id LoopbackX 

interface EthernetX 

mpls label protocol ldp 

mpls ip 

 

▪ Configuring VRF parameters: 

ip vrf X 

  rd 10:10 

route-target export 10:10 

  route-target import 10:10 

 

▪ Assigning VRF to an interface: 

 

interface EthernetX.10 

ip vrf forwarding X 

ip address X.X.X.X 255.255.255.0 

 

▪ Configuring Route Reflectors clients: 

router bgp XXX 

  bgp log-neighbor-changes 

  no bgp default ipv4-unicast 

  neighbor IBGP peer-group 

neighbor IBGP remote-as XXX 

neighbor IBGP update-source Loopback0 

  neighbor X.X.X.X peer-group IBGP 

address-family vpnv4 

    neighbor IBGP send-community extended 

    neighbor IBGP route-reflector-client 

   neighbor X.X.X.X activate 
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Screenshots of Configuration Testing: 

Interface details of all nodes: 
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VRF of the Aggregation Network:
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OSPF Running: 

 

 

 



[CAPSTONE PROJECT] REPORT 

 

University Of Alberta | Mir Nawsif Arman 75 

 

 

 

 

 

 

 

 

 



[CAPSTONE PROJECT] REPORT 

 

University Of Alberta | Mir Nawsif Arman 76 

 

MPLS/LDP 
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BGP 
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End-to-End Routes: 
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Aggregation Network Route/OSPF/MPLS/VRFS 
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Traffic Flow Diagrams, Ping and Trace Route Results: 

eNodeB-1 to EPC and vice-versa: 
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eNodeB-1 to eNodeB-4 and vice-versa (X2 interface communication without going via EPC): 
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eNodeB-1 to eNodeB-3 and vice-versa (X2 interface communication without going via EPC): 
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eNodeB-3 to EPC and vice-versa: 
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eNodeB-4 to EPC and vice-versa: 
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(EPC Failure Mode) eNodeB-1 to EPC_Backup and vice-versa: 
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 (Link {between PE-1 and PE-4} Failure Mode) eNodeB-1 to EPC and vice-versa: 
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12.0 Private LTE 

This term refers to having wireless networks within an enterprise, business, service or production 

facilities. This technology allows any private organization to deploy, maintain and benefit from 

LTE radio technology and architecture. Private LTE is a method of having a high-performance 

wireless network within an organization floor without the need of having any licensed operator 

or their services. Here, a private LTE network is local, and all its equipment’s are managed by 

the local enterprise/business.  

Currently and even more in the future of the industrial environments, a greater extent of tasks are 

being automated. Facilities such as a production plant, manufacturing plant, airports, etc. are 

leaning towards using more and more ‘smart’ technologies and equipment. With more devices 

communicating to the local network, private LTE is the ‘go-to’ technology because of benefits 

such as locally controlled, improved productivity, control, visibility, optimized and readily 

deployment options. From security cameras, sensors, facility employees, robots to whatever 

‘smart’ device it may be; everything can now be connected to a single local network where the 

LTE technology has the high capacity to serve with great reliability, lower latency, seamless 

mobility, better coverage and higher security.  

Since private LTE is on a local basis and will only be used to cover an area owned or used by the 

business entity solely for the purpose of business and functionality needs, it can use both shared 

licensed or unlicensed spectrum. This network is similar to LTE mobile technology but in a 

much smaller scale but provides a solution that is much needed now and in the future. The 

following diagram is an example of how Private LTE architecture looks like:- 
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Figure 50: Local-Area Private LTE network architecture [31] 

In Private LTE, where the wireless network is within a certain range/area/premises often may or 

may not have communications to other sites and/or offices. Though this network can be 

completely independent with local servers, database, etc.; it is possible that these equipment may 

be located offsite. Also, often when having multiple sites, each running their own private 

networks for operations, might need to communicate with each other. In such circumstances, 

where sites/organizations need to communicate via metro area networks provided by Foreign 

Service providers, Ethernet Private Line is a very viable and optimized solution. As discusses in 

Section 8 and 8.1, EPL will provide a point-to-point EVC between dedicated UNI’s. This 

network service provides a higher degree of transparency, secure, high BW, low cost, low frame 

delay, variation and loss ratio. For sites using Private LTE, EPL will allow the customers to 

bypass the public internet, transmit traffic over a private connection with very high degree of 

SLA and QoS. In an example, the following customer sites are running Private LTE networks 

and are linked with EPL service over the MEN: 

 

Figure 51: EPL supporting 
Private LTE sites [32] 
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14.0 Appendixes-A 

eNodeB-1 

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname eNodeB-1 
! 
boot-start-marker 
boot-end-marker 
! 
! 
no aaa new-model 
clock timezone EET 2 0 
! 
ip cef 
! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Ethernet0/0 
 description eNodeB-1_to_SW-1 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/2 
 no shutdown 
 shutdown 
 duplex auto 

eNodeB-2  

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname eNodeB-2 
! 
boot-start-marker 
boot-end-marker 
! 
! 
no aaa new-model 
clock timezone EET 2 0 
! 
ip cef 
! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Ethernet0/0 
 description eNodeB-2_to_SW-1 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/2 
 no shutdown 
 shutdown 
 duplex auto 
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! 
interface Ethernet0/3 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Vlan10 
 no shutdown 
 ip address 172.16.3.2 255.255.255.0 
! 
no ip http server 
ip route 0.0.0.0 0.0.0.0 172.16.3.1 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 
 transport input none 
! 
End 
 

! 
interface Ethernet0/3 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Vlan10 
 no shutdown 
 ip address 172.16.3.3 255.255.255.0 
! 
no ip http server 
ip route 0.0.0.0 0.0.0.0 172.16.3.1 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 
 transport input none 
! 
end 
 

eNodeB-3 

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname eNodeB-2 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
clock timezone EET 2 0 
! 
ip cef 
! 

eNodeB-4 

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname eNodeB-4 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
clock timezone EET 2 0 
! 
ip cef 
! 
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! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Ethernet0/0 
 description eNodeB-2_to_SW-1 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/2 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/3 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Vlan10 
 no shutdown 
 ip address 172.16.3.3 255.255.255.0 
! 
no ip http server 
ip route 0.0.0.0 0.0.0.0 172.16.3.1 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 

! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Ethernet0/0 
 description eNodeB-4_to_PE-3 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/2 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/3 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Vlan10 
 no shutdown 
 ip address 172.16.2.2 255.255.255.0 
! 
no ip http server 
ip route 0.0.0.0 0.0.0.0 172.16.2.1 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
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 login 
 transport input none 
! 
end 
 

 login 
 transport input none 
! 
end 

EPC 

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname EPC 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
clock timezone EET 2 0 
! 
ip cef 
! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Ethernet0/0 
 description EPC_to_PE-2 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/2 

EPC_Backup 

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname EPC_Backup 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
clock timezone EET 2 0 
! 
ip cef 
! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Ethernet0/0 
 description EPC_Backup_to_PE-4 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 no shutdown 
 duplex auto 
! 
interface Ethernet0/2 
 no shutdown 
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 no shutdown 
 shutdown 
 duplex auto 
! 
interface Ethernet0/3 
 no shutdown 
 shutdown 
 duplex auto 
! 
interface Vlan10 
 no shutdown 
 ip address 172.16.1.2 255.255.255.0 
! 
no ip http server 
ip route 0.0.0.0 0.0.0.0 172.16.1.1 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 
 transport input none 
! 
end 

 duplex auto 
! 
interface Ethernet0/3 
 no shutdown 
 duplex auto 
! 
interface Vlan10 
 no shutdown 
 ip address 172.16.1.2 255.255.255.0 
! 
no ip http server 
ip route 0.0.0.0 0.0.0.0 172.16.1.1 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 
! 
end 

PE-1 

version 15.1 
service timestamps debug datetime msec 
service timestamps log datetime msec 
no service password-encryption 
service compress-config 
! 
hostname PE-1 
! 
boot-start-marker 
boot-end-marker 
! 
logging buffered 44444444 
! 
username cisco privilege 15 password 0 cisco 

PE-2 

version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname PE-2 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
! 
ip vrf EPC 
 rd 10:10 
 route-target export 10:10 
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no aaa new-model 
clock timezone EET 2 0 
! 
ip vrf eNodeB-1-3 
 rd 10:10 
 route-target export 10:10 
 route-target import 10:10 
! 
ip cef 
! 
no ip domain-lookup 
no ipv6 cef 
ipv6 multicast rpf use-bgp 
mpls label range 100 199 
mpls label protocol ldp 
spanning-tree mode pvst 
spanning-tree extend system-id 
! 
vlan internal allocation policy ascending 
! 
interface Loopback0 
 no shutdown 
 ip address 192.168.255.1 255.255.255.255 
 ip ospf network point-to-point 
! 
interface Ethernet0/0 
 description PE-1_to_SW-1 
 no shutdown 
 switchport trunk encapsulation dot1q 
 switchport trunk allowed vlan 10 
 switchport mode trunk 
 duplex auto 
! 
interface Ethernet0/1 
 description PE-1_to_PE-4 
 no shutdown 
 no switchport 
 bandwidth 100000 
 ip address 192.168.1.1 255.255.255.252 
 ip ospf network point-to-point 
 mpls label protocol ldp 
 mpls ip 
 bfd interval 100 min_rx 50 multiplier 3 
! 
interface Ethernet0/2 
 no shutdown 
 no switchport 
 no ip address 

 route-target import 10:10 
! 
no ip domain lookup 
ip cef 
no ipv6 cef 
! 
mpls label range 200 299 
mpls label protocol ldp 
multilink bundle-name authenticated 
! 
interface Loopback0 
 ip address 192.168.255.2 255.255.255.255 
 ip ospf network point-to-point 
! 
interface FastEthernet0/0 
 description PE-2_to_PE-4 
 ip address 192.168.1.18 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet1/0 
 description PE-2_to_PE-3 
 ip address 192.168.1.14 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet2/0 
 no ip address 
 duplex full 
! 
interface FastEthernet2/0.10 
 description PE-2_to_EPC 
 encapsulation dot1Q 10 
 ip vrf forwarding EPC 
 ip address 172.16.1.1 255.255.255.0 
! 
interface FastEthernet3/0 
 no ip address 
 shutdown 
 duplex full 
! 
interface FastEthernet4/0 
 no ip address 
 shutdown 
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! 
interface Ethernet0/2.10 
 description PE-1_to_SW-1 
 no shutdown 
 encapsulation dot1Q 10 
 ip vrf forwarding eNodeB-1-3 
 ip address 172.16.3.1 255.255.255.0 
! 
interface Ethernet0/3 
 description PE-1_to_PE-3 
 no shutdown 
 no switchport 
 ip address 192.168.1.5 255.255.255.252 
 ip ospf network point-to-point 
 mpls label protocol ldp 
 mpls ip 
bfd interval 100 min_rx 50 multiplier 3 
! 
router ospf 1 
 router-id 192.168.255.1 
 passive-interface Loopback0 
 network 192.168.1.1 0.0.0.0 area 0 
 network 192.168.1.5 0.0.0.0 area 0 
 network 192.168.255.1 0.0.0.0 area 0 
 bfd all-interfaces 
! 
router bgp 65000 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 192.168.255.11 remote-as 65000 
 neighbor 192.168.255.11 update-source 
Loopback0 
 neighbor 192.168.255.22 remote-as 65000 
 neighbor 192.168.255.22 update-source 
Loopback0 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor 192.168.255.11 activate 
  neighbor 192.168.255.11 send-community 
extended 
  neighbor 192.168.255.22 activate 
  neighbor 192.168.255.22 send-community 
extended 
 exit-address-family 
 ! 

 duplex full 
! 
router ospf 1 
 router-id 192.168.255.2 
 passive-interface Loopback0 
 network 192.168.255.2 0.0.0.0 area 0 
 network 192.168.1.14 0.0.0.0 area 0 
 network 192.168.1.18 0.0.0.0 area 0 
! 
router bgp 65000 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 192.168.255.11 remote-as 65000 
 neighbor 192.168.255.11 update-source 
Loopback0 
 neighbor 192.168.255.22 remote-as 65000 
 neighbor 192.168.255.22 update-source 
Loopback0 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor 192.168.255.11 activate 
  neighbor 192.168.255.11 send-community 
extended 
  neighbor 192.168.255.22 activate 
  neighbor 192.168.255.22 send-community 
extended 
 exit-address-family 
 ! 
 address-family ipv4 vrf EPC 
  redistribute connected 
 exit-address-family 
! 
ip forward-protocol nd 
! 
! 
no ip http server 
no ip http secure-server 
! 
! 
mpls ldp router-id Loopback0 
! 
! 
control-plane 
! 
! 
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 address-family ipv4 vrf eNodeB-1-3 
  redistribute connected 
 exit-address-family 
! 
no ip http server 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
line aux 0 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login local 
! 
end 

line con 0 
 exec-timeout 0 0 
 logging synchronous 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 
! 
! 
end 

PE-3 

version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname PE-3 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
! 
ip vrf eNodeB-4 
 rd 10:10 
 route-target export 10:10 
 route-target import 10:10 
! 
no ip domain lookup 
ip cef 
no ipv6 cef 
! 
mpls label range 300 399 
mpls label protocol ldp 
multilink bundle-name authenticated 

PE-4 

version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname PE-4 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
! 
ip vrf EPC-Backup 
 rd 10:10 
 route-target export 10:10 
 route-target import 10:10 
! 
no ip domain lookup 
ip cef 
no ipv6 cef 
! 
mpls label range 400 499 
mpls label protocol ldp 
multilink bundle-name authenticated 
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! 
interface Loopback0 
 ip address 192.168.255.3 255.255.255.255 
 ip ospf network point-to-point 
! 
interface FastEthernet0/0 
 description PE-3_to_PE-2 
 ip address 192.168.1.13 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet1/0 
 description PE-3_to_PE-1 
 bandwidth 10000 
 ip address 192.168.1.6 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet2/0 
 no ip address 
 duplex full 
! 
interface FastEthernet2/0.10 
 description PE-3_to_eNodeB-4 
 encapsulation dot1Q 10 
 ip vrf forwarding eNodeB-4 
 ip address 172.16.2.1 255.255.255.0 
! 
interface FastEthernet3/0 
 description PE-3_to_PE-4 
 ip address 192.168.1.9 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet4/0 
 description PE-3_to_RR-2 
 ip address 192.168.1.25 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
! 
router ospf 1 
 router-id 192.168.255.3 

! 
interface Loopback0 
 ip address 192.168.255.4 255.255.255.255 
 ip ospf network point-to-point 
! 
interface FastEthernet0/0 
 description PE-4_to_PE-1 
 ip address 192.168.1.2 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet1/0 
 description PE-4_to_PE-2 
 ip address 192.168.1.17 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet2/0 
 description PE-4_to_PE-3 
 ip address 192.168.1.10 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
 mpls ip 
 mpls label protocol ldp 
! 
interface FastEthernet3/0 
 no ip address 
 duplex full 
! 
interface FastEthernet3/0.10 
 description PE-4_to_EPC_Backup 
 encapsulation dot1Q 10 
 ip vrf forwarding EPC-Backup 
 ip address 172.16.1.1 255.255.255.0 
! 
interface FastEthernet4/0 
 description PE-4_to_RR-1 
 ip address 192.168.1.21 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
! 
router ospf 1 
 router-id  192.168.255.4 
 network 192.168.255.4 0.0.0.0 area 0 
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 network 192.168.255.3 0.0.0.0 area 0 
 network 192.168.1.0 0.0.0.255 area 0 
! 
router bgp 65000 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 192.168.255.11 remote-as 65000 
 neighbor 192.168.255.11 update-source 
Loopback0 
 neighbor 192.168.255.22 remote-as 65000 
 neighbor 192.168.255.22 update-source 
Loopback0 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor 192.168.255.11 activate 
  neighbor 192.168.255.11 send-community 
extended 
  neighbor 192.168.255.22 activate 
  neighbor 192.168.255.22 send-community 
extended 
 exit-address-family 
 ! 
 address-family ipv4 vrf eNodeB-4 
  redistribute connected 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 

 network 192.168.1.0 0.0.0.255 area 0 
! 
router bgp 65000 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor 192.168.255.11 remote-as 65000 
 neighbor 192.168.255.11 update-source 
Loopback0 
 neighbor 192.168.255.22 remote-as 65000 
 neighbor 192.168.255.22 update-source 
Loopback0 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor 192.168.255.11 activate 
  neighbor 192.168.255.11 send-community 
extended 
  neighbor 192.168.255.22 activate 
  neighbor 192.168.255.22 send-community 
extended 
 exit-address-family 
 ! 
 address-family ipv4 vrf EPC-Backup 
  redistribute connected metric 100000 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
mpls ldp router-id Loopback0 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 exec-timeout 0 0 
 logging synchronous 
 login 
!  
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! 
end 

! 
end 

RR-1 

version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname RR-1 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
! 
no ip domain lookup 
ip cef 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
interface Loopback0 
 ip address 192.168.255.11 255.255.255.255 
 ip ospf network point-to-point 
! 
interface FastEthernet0/0 
 description RR-1_to_PE-4 
 ip address 192.168.1.22 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
! 
interface FastEthernet1/0 
 no ip address 
 shutdown 
 duplex full 
! 
interface FastEthernet2/0 
 no ip address 
 shutdown 
 duplex full 
! 
router ospf 1 
 router-id 192.168.255.11 
 passive-interface Loopback0 
 network 0.0.0.0 255.255.255.255 area 0 

RR-2 

version 15.2 
service timestamps debug datetime msec 
service timestamps log datetime msec 
! 
hostname RR-2 
! 
boot-start-marker 
boot-end-marker 
! 
no aaa new-model 
! 
no ip domain lookup 
ip cef 
no ipv6 cef 
! 
multilink bundle-name authenticated 
! 
interface Loopback0 
 ip address 192.168.255.22 255.255.255.255 
 ip ospf network point-to-point 
! 
interface FastEthernet0/0 
 description RR-2_to_PE-3 
 ip address 192.168.1.26 255.255.255.252 
 ip ospf network point-to-point 
 duplex full 
! 
interface FastEthernet1/0 
 no ip address 
 shutdown 
 duplex full 
! 
interface FastEthernet2/0 
 no ip address 
 shutdown 
 duplex full 
! 
router ospf 1 
 router-id 192.168.255.22 
 passive-interface Loopback0 
 network 0.0.0.0 255.255.255.255 area 0 
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! 
router bgp 65000 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor IBGP peer-group 
 neighbor IBGP remote-as 65000 
 neighbor IBGP update-source Loopback0 
 neighbor 192.168.255.1 peer-group IBGP 
 neighbor 192.168.255.2 peer-group IBGP 
 neighbor 192.168.255.3 peer-group IBGP 
 neighbor 192.168.255.4 peer-group IBGP 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor IBGP send-community extended 
  neighbor IBGP route-reflector-client 
  neighbor 192.168.255.1 activate 
  neighbor 192.168.255.2 activate 
  neighbor 192.168.255.3 activate 
  neighbor 192.168.255.4 activate 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 login 
! 
end 

! 
router bgp 65000 
 bgp log-neighbor-changes 
 no bgp default ipv4-unicast 
 neighbor IBGP peer-group 
 neighbor IBGP remote-as 65000 
 neighbor IBGP update-source Loopback0 
 neighbor 192.168.255.1 peer-group IBGP 
 neighbor 192.168.255.2 peer-group IBGP 
 neighbor 192.168.255.3 peer-group IBGP 
 neighbor 192.168.255.4 peer-group IBGP 
 ! 
 address-family ipv4 
 exit-address-family 
 ! 
 address-family vpnv4 
  neighbor IBGP send-community extended 
  neighbor IBGP route-reflector-client 
  neighbor 192.168.255.1 activate 
  neighbor 192.168.255.2 activate 
  neighbor 192.168.255.3 activate 
  neighbor 192.168.255.4 activate 
 exit-address-family 
! 
ip forward-protocol nd 
! 
no ip http server 
no ip http secure-server 
! 
control-plane 
! 
line con 0 
 exec-timeout 0 0 
 logging synchronous 
 stopbits 1 
line aux 0 
 stopbits 1 
line vty 0 4 
 login 
! 
end 

 
 
 


