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Abstract

Mobile Ad hoc NETworks (MANETs) have received much attention and are gaining 

popularity because of their flexible application environments and ubiquitous infor

mation access capabilities. However, the deployment of MANETs presents many 

challenges. As the essential step, finding paths for multi-hop message forwarding, or 

routing, becomes the crucial and fundamental service support for MANETs. Routing, 

nevertheless, is not a trivial task in this architecture due to frequent topology changes, 

scarce bandwidth and power resources, and the unreliability of radio transmission. 

This dissertation focuses mainly on how to handle these difficulties effectively.

Location tracking is required by some applications and also provides facilities for 

routing implementation. We propose a LOcation Trace Aided Routing (LOTAR) 

protocol that utilises the mobile users’ location information to improve routing per

formance. In summary, we use location information to reduce the control overhead 

in the route discovery phase, to search quickly for a feasible path in the case of link 

breakage, and to hand off a flow to a stable path if the active one breaks based on 

prediction. Keeping “always-on” end-to-end connectivity once a flow is established is 

the distinctive advantage of LOTAR.

It is well-known that multipath routing can increase end-to-end throughput and 

provide load balancing in wired networks. However, its advantage is not obvious in 

MANETs because the traffic flows along the multiple paths may interfere with each 

other. In addition, without accurate knowledge of topology, finding multiple disjoint 

paths is difficult. We present the challenges of deploying multipath methods in mobile 

ad hoc networks and propose two on-demand methods to search for multiple node-
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disjoint paths effectively. Simulation studies present the advantages as well as some 

important lessons for utilising multipath routing in MANETs.

Since mobile hosts are usually battery-powered, distributing the routing tasks 

fairly has obvious advantages. We propose a load-sensitive on-demand routing ap

proach that utilises the network load information as the main route selection criterion. 

Compared with Dynamic Source Routing (DSR), our protocol provides better perfor

mance in terms of packet delivery ratio and average end-to-end delay. At low mobility, 

these benefits are gained without an increase in the control overhead.

To deploy a MANET for a particular realistic system, the information about end- 

users’ behaviours, or profiles, can be used to simplify the implementation and enhance 

network performance. We point out a possible direction for the commercial evolution 

of MANETs and present a scheme to simplify routing strategies in MANETs with the 

help of end-users’ mobility profiles. We also study how the routing strategy improves 

network performance in a realistic city transportation system.
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Chapter 1 

Introduction

1.1 B ackground and M otivation

Since their emergence in the 1970s, wireless networks have become increasingly pop

ular because of their ability to provide mobile users with ubiquitous communication 

capabilities and information access regardless of location. Conventional wireless net

works are often connected to a wired network, such as an Asynchronous Transfer 

Mode (ATM) network or the Internet, so that the ATM or Internet connections can 

be extended to mobile users. This kind of wireless network requires a fixed wire- 

line backbone infrastructure. All mobile hosts in a communication cell can reach a 

base station on the wireline network in one hop. In contrast to conventional wireless 

networks, another type of architecture, based on radio-to-radio multi-hopping, has 

neither fixed base stations nor a wired backbone infrastructure. In some application 

environments, such as battlefield communications, disaster recovery, etc., the wired 

network is not available, and multi-hop wireless networks provide the only feasible 

means for communications and information access. This kind of network is called a 

Mobile Ad hoc NETwork (MANET). It is also expected to play an important role 

in civilian applications such as campus recreation, conferences, and electronic class

rooms, where installing base stations may be too expensive. For example, an ad 

hoc wireless network can be rapidly deployed to broadcast information for special 

events such as concerts and festivals on a campus. Instead of installing expensive 

base stations, a set of laptop computers with wireless transmission cards is capable 

of constructing such a network “on the fly.”

Compared with other types of wireless networks, a MANET has the following

1
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prominent characteristics: First, it is formed by wireless hosts that are usually mobile. 

Second, it does not depend on the support of a fixed wireline infrastructure. Third, 

since a host has only a limited radio transmission range and is able to send messages 

directly only to the hosts within the range, messages from one host to another host 

may need multiple wireless hops if the two hosts are far away from each other. Forth, 

energy resources of mobile hosts are limited. Finally, hosts are required to cooperate 

for multi-hop message forwarding.

Several basic terms should be clarified. In this dissertation, a host refers to a 

device that has wireless communication and message processing capacity. Such a 

device could be a Personal Digital Assistant (PDA), a laptop computer, or a cellular 

phone. When a host may move, it is called a mobile host. We will use host and mobile 

host synonymously, when the context is obvious or the usage makes no difference. If 

a host A can send packets directly to host B in one hop, we say there is a link from  

A to B. If there is a link from host B to host A as well, we say there is a link between 

A and B, and the link between A and B is symmetric. Since each host in a MANET 

is required to forward messages for others, it is also referred to as a network node 

or simply a node. In this dissertation, we will not distinguish between a host and a 

node. When host A can send packets directly to host B, we say B is A’s neighbour. 

For an arbitrary host A, if there is a host B in the network such that A has no path 

(directly or through multiple hops) to reach B, we say the network is partitioned. The 

network topology refers to the abstracted graph, at any point in time, whose nodes 

represent mobile hosts and whose edges represent links among mobile hosts.

Although MANETs can provide promising services, which are not easily deployed 

in other network architectures, the implementation of MANETs presents several chal

lenges. First, mobility results in dynamic topology. Hosts in MANETs are free to 

move randomly and organise themselves in an arbitrary fashion. Links among the mo

bile hosts can change very quickly, resulting in dynamic changes in network topology, 

message forwarding routes, and available bandwidth. Second, MANETs are energy- 

constrained because mobile hosts usually rely on battery energy. The implementation 

of routing and other services must be energy-efficient, which implies that excessive en

ergy costs for control information are unacceptable. Furthermore, energy constraints 

require the fair distribution of tasks among the hosts. Heavy loads for a particular set

2

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



/  X

/  \

/

Figure 1.1: An example of a MANET

of hosts will result in rapid energy depletion of these hosts, in turn causing more seri

ous problems such as network partitions. Third, the difference in transmission power 

of different mobile hosts may result in asymmetric links among the mobile hosts. The 

asymmetric topology increases the complexity of routing and other service support. 

Fourth, radio transmission is subject to the effects of multiple access, fading (radio 

waves from the source may arrive at the destination at slightly different times and 

cause signal interference), noise, interference, etc. Finally, a MANET may be large, 

with thousands of mobile hosts. This makes network control difficult.

These difficulties motivate us to investigate effective strategies to support services 

in MANETs. Finding paths between nodes, or routing, is the essential mechanism to 

support realistic applications involving multimedia communications and having Qual

ity of Service (QoS) requirements. Other complex services, such as group communi

cations and ad hoc on-line videoconferencing, need to establish message-forwarding 

paths as a basic step. The implementation of these services depends greatly on effec

tive underlying routing protocols. We expect that our work in routing will provide 

fundamental support for these complex services in MANETs in the future.

This dissertation is intended to address the challenges in the fundamental network

3

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



functionality of routing. As shown in Fig. 1.1, if node A wants to send messages to 

E, it must rely on C (or B) and D to relay the messages due to the limitation of 

radio transmission ranges. How to search for and maintain good paths for message 

forwarding in an efficient manner is the main topic of this dissertation. Our goals 

are to develop and evaluate effective routing protocols to facilitate communications 

in MANETs.

1.2 C ontributions

The main contributions of this dissertation are twofold: designing effective routing 

protocols and evaluating their performance in MANETs. In particular, we proposed 

and studied a LOcation Trace Aided Routing (LOTAR) protocol, two on-demand 

multipath routing methods, a Load Sensitive Routing (LSR) protocol, and a profile- 

based routing scheme.

A good routing protocol should possess the following properties: resilience to 

topology changes, fairness for routing task distribution, efficiency in energy consump

tion, and ease of implementation. These properties, however, are somewhat conflict

ing, and balances should be carefully met. For example, the complex mechanisms 

to make the protocol resilient to mobility might not be easy to implement; a profile- 

based routing strategy is simple and easy to deploy but might not be robust for all 

scenarios. Currently and possibly in the future, no one-size-fits-all solution can solve 

all routing problems in MANETs. Based on this observation, we tackle routing dif

ficulties from different points of view and do not try to propose a powerful protocol 

that can efficiently handle all problems and perform well in all scenarios.

Our first achievement is to keep “always-on” end-to-end connectivity once a traf

fic flow is established. In our proposed LOcation Trace Aided Routing (LOTAR) 

protocol, we utilise the mobile users’ location information in routing and based on 

prediction search for alternative paths before the used one breaks. The main contri

butions of LOTAR include:

• efficient route searching and route maintenance mechanisms

• dynamic local and global flow handoff mechanisms

4
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To this end we conduct:

• thorough performance investigations in different mobility prediction methods

• a simulation study of performance of flow handoff mechanisms

We have observed that our flow handoff methods can be utilised in other contexts. 

An example is the preemptive routing protocol [GAPK01], which hands over flows 

based on link lifetime prediction obtained by received signal strength.

Our second goal is to fairly distribute routing tasks among mobile hosts, since load 

balancing is extremely important in an energy-scarce environment. Heavily loaded 

hosts may quickly deplete their energy, and this in turn results in more difficult 

problems such as network partitions. When there is no path possible between a 

sender and a receiver due to a network partition, any routing effort will be in vain. 

We use two strategies to address load balancing problems. First, we use multiple paths 

between a source-destination pair. Second, we use load information as the main path 

selection criterion in routing and dynamically search for lightweight paths during 

data transmission. Our contributions in solving load-balancing problem include the 

following:

•  two algorithms to search effectively for good quality node-disjoint paths without 

the help of complete topology information

• a method to obtain accurate load information

• efficient route search and dynamic route adaptation mechanisms based on a 

unified scheme to tune network performance

To this end we provide:

• a thorough performance study of proposed on-demand multipath routing and 

load-sensitive routing protocols

Most work addresses complex routing problems in general settings, that is, the 

proposed solutions are supposed to work without knowledge of users’ mobility pro

files and are expected to be suitable in all application scenarios. Since the end-users’ 

mobility in most application environments is predictable or controllable, however,

5
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utilising the certainties of the mobility profile can simplify routing strategies and im

prove network performance. If the routing protocol can obtain useful information 

from users’ behaviours in particular environments, its implementation can be simpli

fied and its performance can be improved further. Our contribution in this direction 

includes:

• pointing out a different promising direction for the implementation of MANETs 

by providing a feasible node architecture

To this end we:

• demonstrate the efficiency of the profile-based routing method through a con

crete realistic application example

1.3 O rganisation o f th e  D isserta tion

The rest of the dissertation is organised as follows. Chapter 2 introduces prior work 

on the routing problem in MANETs. Chapter 3 describes the methodology used in 

this thesis to evaluate the routing performance. In Chapter 4, we propose a LOcation 

Trace Aided Routing (LOTAR) protocol to utilise location information in routing and 

evaluate its performance. Chapter 5 and Chapter 6 use different strategies to address 

load balancing problems in MANETs. In Chapter 5, we propose two different ways 

to search for good multiple paths for routing. In Chapter 6, we use load information 

as the main path selection criterion in routing and dynamically search for lightweight 

paths during data transmission. Chapter 7 presents a scheme to utilise mobile users’ 

profile information to simplify the routing implementation in specific application sce

narios. Finally, we conclude the thesis and discuss the need for future research in 

Chapter 8.

6
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Chapter 2

Prior Work on R outing Protocols 
for M A N ETs

Routing in MANETs is difficult since mobility causes frequent network topology 

changes and requires more robust and flexible mechanisms to search for and maintain 

routes. When the network nodes move, the established paths may break and the 

routing protocols must dynamically search for other feasible routes. With a changing 

topology, even maintaining connectivity is very difficult. In addition, keeping the 

routes loop free is more difficult when the hosts move. Besides handling the topology 

changes, routing protocols in MANETs must deal with other constraints, such as 

low bandwidth, limited energy consumption, and high error rates, all of which may 

be inherent in the wireless environment. Furthermore, the possibility of asymmetric 

links, caused by different power levels among mobile hosts and other factors such as 

terrain conditions, make routing protocols more complicated.

2.1 C ategories o f  E xistin g  R ou tin g  P rotoco ls for 
M A N E T s

Many protocols have been proposed for MANETs. These protocols can be divided 

into three categories: proactive, reactive, and hybrid. Proactive methods maintain 

routes to all nodes, including nodes to which no packets are sent. Such methods react 

to topology changes, even if no traffic is affected by the changes. They are also called 

table-driven methods. Reactive methods are based on demand for data transmission. 

Routes between hosts are determined only when they are explicitly needed to forward

: 7
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Figure 2.1: A categorisation of routing protocols in MANETs

packets. Reactive methods are also called |on-demand methods. They can significantly 

reduce routing overhead when the traffic is lightweight and the topology changes less 

dramatically, since they do not need to uodate route information periodically and do 

not need to find and maintain routes on which there is no traffic. Hybrid methods 

combine proactive and reactive methods to find efficient routes, without much control 

overhead.

Fig. 2.1 is a categorisation of existing routing protocols in MANETs. In the 

figure, the solid lines represent direct descendants (one protocol is the revision or 

improvement of the other), and the dotted lines depict logical descendants (one pro

tocol borrows the same path calculation method from the other but uses different 

metrics in the calculation). Since new routing protocols are always being proposed 

for MANETs, we do not expect to inclfide all of them. However, brief introduc

tions on some representative routing protocols for MANETs will be helpful to better 

understand the background and the later1 discussions in the dissertation.

2.2 P roactive R ou tin g  P rotoco ls

As stated earlier, proactive routing protocols maintain routes to all destinations, re

gardless of whether or not these routes ar^ needed. In order to maintain correct route
I

information, a node must periodically shnd control messages. Therefore, proactive 

routing protocols may waste bandwidth since control messages are sent out unneces

sarily when there is no data traffic. The main advantage of this category of protocols is 

that hosts can quickly obtain route information and quickly establish a session. This

8
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section describes two representative proactive routing protocols, DSDV and GSR.

2.2.1 D estin a tio n -S eq u en ced  D ista n ce-V ecto r  R o u tin g  (D S D V )

The Destination-Sequenced Distance-Vector (DSDV) [PB94] routing protocol is a 

table-driven algorithm based on the Distributed Bellman-Ford (DBF) [Bell57] routing 

mechanism. In DBF, each host maintains a table that includes the shortest distance 

to each destination and the next hop to get there. These tables are updated by the 

host exchanging information with its neighbours (local broadcast). DBF is broadly 

used in networks with static topologies where loop avoidance is easy. However, DBF 

is not suitable for a network with frequent topology changes because it lacks loop 

avoidance mechanisms for dynamic networks. DSDV uses the same control message 

exchange method (local broadcast) as DBF, but it modifies DBF to avoid loops when 

hosts move frequently.

DSDV uses sequence numbers assigned by the destinations to avoid loops in the 

routing tables. Other nodes will finally know the destination sequence number if every 

node periodically exchanges information with its neighbours (local broadcast). Every 

mobile node has a routing table which stores (1) the next hop to each destination,

(2) the hop count for the path to each destination, and (3) a destination sequence 

number that is created by the destination itself. Each node periodically broadcasts its 

local routing table to its neighbours (local broadcast). When broadcasting the local 

routing table, each node increases and appends its own sequence number. Other 

nodes will attach the sequence number to the route entries created for this node. The 

sequence number enables the mobile nodes to distinguish stale routes from new ones.

An entry in the broadcast message contains the destination address, the number 

of hops to reach the destination, the sequence number assigned by the destination, 

and a new sequence number that is used to identify the broadcast message uniquely. 

The entry labelled with the latest destination sequence number is always used. If 

two updates have the same destination sequence number, the route with the smaller 

number of hops is used. For example, assume that node X receives a routing update 

from node Y about a route to node Z. Let S(X) be the sequence number regarding 

Z stored in X and S(Y) be the sequence number regarding Z forwarded by the node 

Y. If S(X) < S(Y), then X sets Y as its next node to Z. If S(X) > S(Y), then X will

9
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ignore the routing update. If S(X) =  S(Y) and the hops going through Y are smaller 

than the route stored in X, then X sets Y as its next node to Z. If all nodes update 

their local routing tables under the above constraints, routing loops can be prevented 

[PB94],

DSDV is a modified DBF method using destination sequence numbers to avoid 

routing loops. Implementing DSDV is easy since the DBF algorithm needs each node 

to exchange the routing information only with its neighbours. The main disadvantage 

is that link changes may not be quickly obtained by the farther nodes, which may in 

turn make non-optimal routing decisions based on the imprecise information.

2.2 .2  G lobal S ta te  R o u tin g  (G SR )

Global State Routing (GSR) [CG98] is based on the Link State (LS) routing method. 

In the LS routing method, each node floods the link state information into the whole 

network (global flooding) once it realises that links change between itself and its 

neighbours. The link state information includes the delay to each of its neighbours. 

A node will know the whole topology when it obtains all link information. LS routing 

works well in networks with static topologies. When links change quickly, however, 

frequent global flooding will inevitably lead to huge control overhead.

Unlike the traditional LS method, GSR does not flood the link state packets. 

Instead, every node maintains the link state table based on up-to-date LS information 

received from neighbouring nodes, and periodically exchanges its LS information with 

its neighbours only (no global flooding). Before sending an LS packet, a node assigns 

the LS packet a unique sequence number to identify the newest LS information. LS 

information is disseminated as the LS packets with larger sequence numbers replace 

the ones with smaller sequence numbers.

The convergence time required to detect a link change in GSR is shorter than 

in the Distributed Bellman-Ford (DBF) [Bell57] protocol. The convergence time in 

GSR is 0(D*I) where D is the diameter of the network and I is the link state update 

interval. The convergence time is normally smaller than 0(N*I) in DBF, where N is 

the number of nodes in the networks and I is the update interval. Since the global 

topology is maintained in every node, preventing routing loops is easy. The drawbacks 

of GSR are the large size of the update messages, which consume a considerable

10
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amount of bandwidth, and the latency of the LS information propagation, which 

depends on the LS information update interval time. “Fisheye” technology [Chen98] 

can be used to reduce the size of update messages. In this case, every node maintains 

highly accurate network information about the immediate neighbouring nodes, with 

progressively fewer details about farther nodes.

2.3 R eactive R ou tin g  P rotoco ls

Reactive routing protocols can dramatically reduce routing overhead because they do 

not need to search for and maintain the routes on which there is no data traffic. This 

property is very appealing in the resource-limited environment. In this section, we 

introduce several reactive routing protocols to facilitate better comprehension of our 

proposed protocols and the performance comparison discussed in this dissertation.

2.3.1 D yn am ic  Source R o u tin g  (D S R )

The Dynamic Source Routing (DSR) protocol [MBJJ99, BJM01] uses the source 

routing approach (every data packet carries the whole path information in its header) 

to forward packets. Before a source node sends data packets, it must know the total 

path to the destination. Otherwise, it will initiate a route discovery phase by flooding 

a Route REQuest (RREQ) message. The RREQ message carries the sequence of 

hops it passed through in the message header. Any nodes that have received the 

same RREQ message will not broadcast it again. Once an RREQ message reaches 

the destination node, the destination node will reply with a Route REPly (RREP) 

packet to the source. The RREP packet will carry the path information obtained 

from the RREQ packet. When the RREP packet traverses backward to the source, 

the source and all traversed nodes will know the route to the destination. Each node 

uses a route cache to record the complete route to desired destinations. Route failure 

is detected by the failure of message transmissions. Such a failure will initiate a route 

error message to the source. When the source and the intermediate nodes receive the 

error message, they will erase all the paths that use the broken link from their route 

cache.

The path calculated in DSR is loop-free since loops can be detected easily and
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erased by the source routing. A few optimisations are proposed for DSR. For example, 

a flooded route query can be quenched early by having any non-destination node 

reply to the query if that node already knows a route to the desired destination; the 

routes can be refreshed and improved by having nodes promiscuously listen to the 

conversations between other neighbouring nodes.

DSR is simple and loop-free. However, it may waste bandwidth if every data 

packet carries the entire path information. The response time may be large since 

the source node must wait for a successful RREP if no routing information to the 

intended destination is available. In addition, if the destination is unreachable from 

the source node due to a network partition, the source node will continue to send 

RREQ messages, possibly congesting the network.

2 .3 .2  A d h o c  O n -D em an d  D ista n ce  V ector  (A O D V ) R o u tin g

Since DSR includes the entire route information in the data packet header, it may 

waste bandwidth and degrade performance, especially when the data contents in a 

packet are small. Ad hoc On-Demand Distance Vector (AODV) Routing [PR99, 

PRD01] tries to improve performance by keeping the routing information in each 

node. The main difference between AODV and DSR is th a t DSR uses source routing 

while AODV uses forwarding tables at each node. In AODV, the route is calculated 

hop by hop. Therefore, the data packet need not include the total path.

The route discovery mechanism in AODV is very similar to that in DSR. In 

AODV, any node will establish a reverse path pointing toward the source when it 

receives an RREQ packet. When the desired destination or an intermediate node 

has a fresh route (based on the destination sequence number) to the destination, 

the destination/intermediate node responds by sending a route reply (RREP) packet 

back to the source node using the reverse path established when the RREQ was 

forwarded. When a node receives the RREP, it establishes a forward path pointing 

to the destination. The path from the source to the destination is established when 

the source receives the RREP. Fig. 2.2 shows an example of how the source node finds 

a path to the destination.

Dealing with path failures in AODV is more complicated than in DSR. When a 

node detects the link failure to its next hop, it propagates a link failure notification

12
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Figure 2.2: An example of AODV

message (an RREP with a very large hop count value to the destination) to each of 

its active upstream neighbours to inform them to erase that part of the route. These 

nodes in turn propagate the link failure notification message to their upstream neigh

bours, and so on, until the source node is reached [RT99]. A neighbour is considered 

active for a route entry if the neighbour sends a packet, which was forwarded using 

that entry, within the active^routeJimeout interval. Note that the link failure notifi

cation message will also update the destination sequence number. When the source 

node receives the link failure notification message, it will re-initiate a route discovery 

for the destination if a route is still needed. A new destination sequence number is 

used to prevent routing loops formed by the entangling of stale and newly established 

paths.

AODV saves bandwidth and performs well in a large MANET since a data packet 

does not carry the whole path information. As in DSR, the response time may be 

large if the source node’s routing table has no entry to the destination and thus must 

discover a path before message transmission. Furthermore, the same problems exist 

as in DSR when network partitions occur.

2 .3 .3  L oca tion -A id ed  R o u tin g  (L A R )

The Location-Aided Routing (LAR) [KV98] protocol is an on-demand scheme. It 

utilises location information to limit the route query flooding area. LAR assumes 

that every host knows its own location and the global time, which can be provided by
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a Global Positioning System (GPS). The GPS is a worldwide radio-navigation system 

formed by a constellation of 24 satellites and their ground stations. The recent low- 

power implementation of GPS receivers [SSL97] makes their presence in mobile hosts 

a viable option. Note tha t in LAR, not only does every host need to know its location, 

but also it needs to know the locations of other hosts, which are not specifically given 

by GPS. Therefore, a location management mechanism is required in the network.

LAR defines the concepts of “expected zone” and “request zone.” Assume a host 

S wants to find a route to a host D. If it knows D was at location L at time t 0 and 

the current time is t i , then the “expected zone” of host D is the region that host S 

expects to contain node D at current time ti. In the following example, the “expected 

zone” is the circular region with a centre of L and radius of v * (tx-t0), where v is 

the mobile speed of host D. The “request zone” is defined to limit the route query 

flooding. A node forwards a route request only if it belongs to the “request zone.” 

In Fig. 2.3, the “request zone” is the smallest rectangular region which includes the 

“expected zone” of D and the current location of the source S. How to define a proper 

“request zone” is still a topic for further study.

When node S wants to send messages to node D, it will broadcast a route query 

message, which is forwarded only by the nodes in the “request zone.” When a node 

forwards the route query, it appends its node ID to the head of the packet. After 

node D finally receives the route query, it sends a route reply back to the source node
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S using the reverse path which is recorded in the head of the route query packet. 

The route from S to D is established when the source node S receives the route reply 

packet.

LAR can efficiently reduce the RREQ flooding cost [KV98]. The main problem 

with this method is that obtaining accurate location information may be difficult in 

some environments (for example, GPS does not work well indoors, and proximity 

does not guarantee connectivity).

2.4 H ybrid  R ou tin g  P rotoco ls

A typical hybrid routing protocol is Zone Based Routing (ZBR) [HPOO]. ZBR com

bines the proactive and reactive routing approaches. It divides the network into 

routing zones. The routing zone of a node X includes all nodes within hop distance 

at most d from node X. All nodes at hop distance exactly d are said to be the pe

ripheral nodes of node X’s routing zone. The parameter d is the zone radius. ZBR 

proactively maintains the routes within the routing zones and reactively searches for 

routes to destinations beyond a node’s routing zone. Route discovery is similar to 

that in DSR with the difference that route requests are propagated only via peripheral 

nodes. ZBR can be dynamically configured to a particular network through adjust

ment of the parameter d. ZBR will be a purely reactive routing protocol when d =  0 

and a purely proactive routing protocol when d is set to the diameter of the network.

ZBR discovers routes as follows. When a source node wants to send data to a 

destination, it first checks whether or not the destination is within its routing zone. If 

it is, then a route can be obtained directly. Otherwise, it floods a route request to its 

peripheral nodes. The peripheral nodes in turn execute the same algorithm to check 

whether the destination is within their routing zone. If it is, a route reply message is 

sent back to the source. Otherwise, the peripheral node floods the route request to 

its peripheral nodes again. This procedure is repeated until a route is found.

Flexibility is a major advantage of the ZRP protocol. For instance, the radius 

(in hops) of the local zones can be chosen to accommodate various types of ad hoc 

networks. Large routing zones are more efficient for sparse networks with many slow- 

moving nodes, whereas zones with smaller radii will perform better in a dense network
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with few, fast-moving nodes [HPOO].

2.5 P roactive  vs. R eactive  vs. H ybrid R ou tin g

The tradeoffs between proactive and reactive routing strategies are quite complex. 

Which approach is better depends on many factors, such as the size of the network, 

the mobility, the data traffic and so on. Proactive routing protocols try to maintain 

routes to all possible destinations, regardless of whether or not they are needed. 

Routing information is constantly propagated and maintained. In contrast, reactive 

routing protocols initiate route discovery on the demand of data traffic. Routes are 

needed only to those desired destinations. This routing approach can dramatically 

reduce routing overhead when a network is relatively static and the active traffic is 

light. However, the source node has to wait until a route to the destination can be 

discovered, increasing the response time.

The hybrid routing approach can adjust its routing strategies according to a net

work’s characteristics and thus provides an attractive method for routing in MANETs. 

However, a network’s characteristics, such as the mobility pattern and the traffic pat

tern, can be expected to be dynamic. The related information is very difficult to 

obtain and maintain. This complexity makes dynamically adjusting routing strate

gies hard to implement.

In this dissertation, we will mainly focus on reactive routing methods because of 

their prominent advantages in saving bandwidth in resource-scarce environments.
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Chapter 3 

Evaluation M ethodology

3.1 S im ulation  M odel

Because mobile users move in an arbitrary fashion, it is difficult to build up an analysis 

model to investigate network performance of MANETs. It is also costly and difficult 

to set up a real network to include arbitrary moving and therefore arbitrary network 

topology changes [MBJOO]. Based on the above observations, we use simulation as 

the main performance evaluation method in this thesis.

In this dissertation, all simulation studies were performed using GloMoSim [ZBG98], 

a scalable simulation library for wireless network systems built in the Parsec [BMT98] 

simulation environment. Parsec is a C-based simulation language for sequential and 

parallel execution of discrete-event simulation models. A Parsec program consists of 

a set of entities and C functions. Each entity is a logical process that models a cor

responding physical process, and entities can be created and destroyed dynamically. 

Events are modeled by message communications among the corresponding entities. 

Parsec supports parallel execution by a set of partitioning algorithms. This is useful 

for simulating large-scale systems.

In GloMoSim, the networking stack is decomposed into several layers. A number 

of protocols have been developed at each layer, and models of these protocols or 

layers can be developed at different levels of granularity. GloMoSim aims to develop 

a modular simulation environment for protocol stacks. If all protocol models obey 

the strict Application Programming Interfaces (APIs) defined at each layer, it will be 

feasible to simply swap protocol models at a certain layer without having to modify 

the models for the remaining layers in the stack. In addition, simulating a new
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protocol at a certain layer is easy because the only thing to do is to insert the new 

protocol model into the corresponding layer. We need not pay attention to other 

layers, in which we are not interested.

In the physical layer, the channel capacity of mobile hosts was set to the same 

value: 2 Mbps, which is a standard support for most wireless cards. A free space 

propagation model [Rap95] with a threshold cutoff was used as the channel model. 

In the free space model, the power of a signal attenuates as 1 /r2, where r is the 

distance between mobile hosts. In the radio model, capture effects are taken into 

account, meaning that if the desired (currently being received) signal is 10 dB greater 

in strength than the interfering signal, the desired signal completely captures the re

ceiver. The value of 10 dB is defined as a constant value in GloMoSim and represents 

the common setting in the free space model with capture effects. In the simulations, 

we assume all nodes have the same radio transmission range. Different radio trans

mission ranges in different mobile nodes will result in asymmetric links. Dealing with 

problems caused by the asymmetric links in MANETs is very challenging and will be 

explored in the future research.

In the Medium Access Control (MAC) layer, we used the Distributed Coordination 

Function (DCF) of IEEE 802.11 for wireless LAN as the MAC layer protocol. It 

has the functionality to notify the network layer about link failures and can solve 

the hidden/exposed terminal problems. As shown in Fig. 3.1, host A and host C 

cannot hear each other. When A is transm itting a packet to B, C cannot sense the 

transmission from A. Thus C may transm it a packet to B and cause a collision at B. 

This is the “hidden terminal” problem since A is hidden from C. Similarly, when B 

is transm itting a packet to C, A cannot initiate a transmission to D, since this can 

potentially cause collisions of the control packets at both B and A, thereby disrupting 

both transmissions. This is the “exposed terminal” problem since A is exposed to B. 

An RTS-CTS dialogue can be used to solve the hidden/exposed terminal problem. In 

Fig. 3.1, when C wants to send a data packet to B, it first sends a Request-To-Send 

(RTS) message to B. When B receives the RTS, it broadcasts a Clear-1To-Send (CTS) 

message to C and A. When C receives the CTS, it begins to transm it the data packet. 

Upon receiving the CTS, A will defer its data transmission because it knows B will 

receive data from C. This method avoids the possible collisions at host B and thus
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Figure 3.1: The hidden/exposed terminal problems

solves the hidden terminal (A is hidden from C) and exposed terminal (A is exposed 

to B) problems. During data transmission, the sender sends a data packet (PKT) to 

the receiver and the receiver immediately responds with an acknowledgement packet 

(ACK) to the sender if the data packet is correctly received. Failure to receive the 

ACK will prompt a retransmission after a short timeout. A packet is dropped when 

no acknowledgement is received after seven retransmissions or there is no buffer to 

hold the packet.

In the network layer, GloMoSim has implemented several useful routing protocols, 

such as DSR and AODV to mention a few, which can be used for comparison. Since 

well-defined APIs between the network layer and the MAC layer and APIs between 

the network layer and the transport layer are provided in GloMoSim, they greatly 

facilitate the simulation of our proposed routing protocols.

In the transport layer, the transport layer protocol is the User Datagram Proto

col (UDP). We did not use the Transmission Control Protocol (TCP) since it does 

not perform well in multi-hop wireless networks [GTB99]. If TCP is used, the per

formance observed in the application layer is highly correlated with the congestion 

avoidance and congestion control mechanisms in TCP [GTB99]. Therefore, from the 

application layer, we are not able to investigate the performance difference caused by 

different network layer protocols. In contrast, UDP does not provide reliable end- 

to-end transmission, and it does not include congestion control and message retrans

mission mechanisms. Using UDP, we can easily observe the performance of routing 

protocols in the application layer.
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In the application layer, the simulated traffic was Constant Bit Rate (CBR) traf

fic: a source node sends packets at a fixed interval time to a destination. Two 

mobility models, the Random Waypoint model and the Random Drunken model, 

were simulated. In the Random Drunken mobility model [ZBG98], each node moves 

independently with the same average speed. Each node moves continuously within 

the region without pausing at any location. It changes direction, randomly chosen, 

after every unit of distance. In the Random Waypoint mobility model [ZBG98], each 

node randomly selects a destination in the simulated area and a speed from a uni

form distribution of specified speeds. The node then travels to its selected destination 

at the selected speed. The transit from one position to another position is called a 

movement epoch. On arriving at the destination, it is stationary for a given pause 

time. After that, a new movement epoch begins: the node resumes its movement to 

a newly selected destination with a newly selected speed.

It has been observed that a certain mobility model may present certain node den

sity fluctuation, that is, the degree of a network node may present periodical changes 

[RMM01]. This phenomenon is caused mainly by the boundaries of the simulated 

area: nodes bounce back when meeting the boundaries. It is not clear, however, 

whether or not the node density changes match real world situations. While most 

simulation studies assume the validity of using the Random Waypoint model, and the 

model demonstrates dynamic topology changes desired for performance investigation, 

it is reasonable to choose the Random Waypoint model for our most simulation studies 

in this thesis.

3.2 M eth od o logy

For each scenario, eight runs with different random seeds were conducted, and the 

results were averaged. When confidence intervals were calculated, the confidence 

levels were set to 95%. A confidence interval estimation normally represents the 

degree of assurance that the actual value falls within the specified intervals [PW93]. 

All traffic was generated, and the statistical data were collected after a warm-up time 

of 30 seconds in order to give the nodes sufficient time to finish the initialisation 

process. We generated the traffic in the beginning of simulation and monitored the
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route table changes. Usually, the initial route discovery phases were finished, and 

data packets began to transmit within 5 seconds. Therefore, 30 seconds of simulation 

time is long enough for the warm-up period.

3.3 Perform ance M etrics

We evaluated performance according to the following metrics:

•  Packet delivery ratio: The packet delivery ratio is defined as the ratio of the

total number of data packets received by destinations over the total number of

data packets transm itted by sources.

•  Average end-to-end delay: The end-to-end-delay is averaged over all surviving 

data packets from the sources to the destinations.

• Normalized Control overhead: The normalized control overhead is defined as

the total number of routing control packets normalized by the total number of

received data packets.

We sometimes calculated the control overhead in terms of the total number of bits 

transm itted for control information. How to calculate the control overhead depends 

on the size of control packets: we use the total number of packets if the control 

packets are small; otherwise, we use the total number of bits. This is reasonable since 

the control overhead depends mainly on the number of times that a radio channel is 

captured for transmitting when the control packets are small.

Also, we used other metrics to evaluate performance for specific purposes, such as 

load balancing, energy consumption, etc. These metrics and more detailed parameters 

are described in the following chapters.

3.4  V alidation

Wireless mobile networks present extreme challenges in validation of simulations or 

experiments because the system involves arbitrary movements and unreliable radio 

transmission environments (such as buildings, trees, vehicles, hills, rain, etc.), making
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the simulations or experiments of iMANETs not accurately repeatable, and validation 

can only be approximated [Johnson99].

GloMoSim has implemented the free space radio propagation model and the IEEE 

802.11 MAC protocol. The free space radio propagation model is valid for modelling 

radio transmission in an open area in real systems. We use the simple free space 

radio propagation model instead of other complex radio models because complex radio 

models increase simulation complexity and simulation time. Besides, it is reasonable 

to expect that relative performance of routing protocols should remain the same with 

different physical layer models [LGT99]. The IEEE 802.11 MAC protocol is used in 

all real world MANET testbeds and has demonstrated its effectiveness in a small-size 

real world MANET [MBJ00]. DSR, which is used for comparison in this thesis, is 

provided by GloMoSim and has been implemented in a real MANET [MBJ00]. We 

have not validated our proposed protocols in real systems due to the difficulties and 

the tremendous cost involved in building a real world testbed [MBJ00]. Nevertheless, 

simulation validation will be a challenging topic deserving further investigation in the 

future.

3.5 V erification and C alibration

The implementations of the free space radio propagation model and the IEEE 802.11 

MAC protocol in GloMoSim have been used broadly and demonstrated their correct

ness. DSR is also included in the GloMoSim library, and all parameter settings for 

DSR were based on the GloMoSim implementation. This implementation has been 

accepted and adopted by many academic users.

For each simulation, we first tested it with a static network topology with a small 

number of nodes to guarantee that the functionalities work correctly. We traced and 

recorded all route changes and all control messages and stored them in a log file. In 

a static small network, it is not difficult to verify the correctness of the simulation by 

analyzing the log file because the route table changes and the control messages can 

be known in advance. After all functionalities were tested in small static networks, 

we introduced mobility by using a fixed mobility trace file. We recorded all topology 

changes, routing table changes, and key events (such as RREQ, RREP messages,
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etc.) in a log file. Since the mobility pattern is fixed, we can know when and how the 

topology changes and what kinds of control messages are sent, which were used to find 

possible errors in the log file. After passing the test by using several mobility trace 

files, the simulation was most likely, though not guaranteed, to be correct and valid. 

In order to compare with the results of other papers [BMJHJ98, DCYS98, DPROO, 

LGT99], the parameter settings, such as the size of simulation area, the number of 

nodes, the mobility patterns, the buffer size, the simulation time, etc., are similar 

to or the same as ones used in these papers. For the same parameter settings, our 

results show similarity to others’, demonstrating tha t our simulation is correct.
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Chapter 4 

Location Trace A ided R outing

In this chapter, we present a LOcation Trace Aided Routing (LOTAR) protocol, which 

is an on-demand scheme that utilises mobile users’ location information to assist in 

routing. The main motivation behind LOTAR is to keep connectivity once a path is 

established on demand. In LOTAR, the location information is used to reduce the 

control overhead in the route discovery phase, to search quickly for a feasible path 

upon link breakage, and to hand off a flow to a stable path if the active one breaks 

based on prediction. Compared with other on-demand protocols—Dynamic Source 

Routing (DSR) and Location-Aided Routing (LAR)—simulation studies show that 

LOTAR can keep a very high packet delivery ratio even in a high mobility environment 

with acceptable control overhead and end-to-end delay.

The rest of the chapter is organised as follows: in Section 4.1, we briefly introduce 

related work. In Section 4.2, we present the LOcation Trace Aided Routing (LOTAR) 

protocol. Section 4.3 describes link prediction models, and Section 4.4 discusses the 

criteria for setting parameters of LOTAR. Section 4.5 and Section 4.6 present the 

simulation model and simulation results respectively. Finally, we conclude the chapter 

in Section 4.7.

4.1 R elated  W ork

Several research studies [KV98, KKOO, SL02, SG99] have been done to utilise mobile 

users’ location information to facilitate routing implementation and enhance routing 

performance. They fall roughly into two categories: the purely geographic forward

ing method and the location auxiliary method. In the purely geographic forwarding
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Figure 4.1: The closest direction principle and the closest distance principle

method, a routing decision is made based solely on the mobile users’ geographic loca

tions. In the location auxiliary method, routing protocols use the location information 

as an auxiliary criterion to improve routing performance.

SL02] since no or little route state information is stored. A routing decision in a 

node is made with the information about the node’s current location, its neighbours’

each node announces its position and velocity information to its neighbours. Further

more, it is supposed to know the locations of the intended message destinations via 

some mechanism such as a location database query, predefined well-known locations, 

etc. A localised routing decision is made via heuristic searching rules. These rules

Fig. 4.1, according to the closest direction principle, node A chooses node B as its 

next node to destination D since B is the closest direction to D (a is the smallest 

positive angle). According to the closest distance principle, A chooses C as its next 

node to D since C has the closest distance to D. The routing decisions are made in 

this way step by step until the messages reach the destination.

Several problems must be handled in order to deploy the purely geographic for

warding protocols. First, a purely geographic forwarding protocol must be carefully

The purely geographic forwarding method can scale well to large networks [KKOO,

locations, and the destination’s location. In order to obtain the neighbours’ locations,

include the closest direction principle and the closest distance principle [SL02]. In
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designed to deal with the “geographic holes” when a feasible route may actually exist 

but the local next hop decision cannot be made based solely on the geographic for

warding rules [KKOO, SL02]. Second, loop freedom is difficult to guarantee without 

memorising the forwarded data messages. In [SL02], Stojmenovic and Lin proved 

th a t any memory-less direction-based purely geographic forwarding protocol is not 

loop-free. They proved that distance-based geographic forwarding methods are loop- 

free except for some specific mobility patterns, which they argued were “unrealistic” 

cases. Third, location inaccuracy is unavoidable and may result in a high packet loss 

ratio caused by incorrect local routing decisions. Finally, the environment will af

fect radio propagation, and the physical locations might not reflect the real network 

topology. For example, two nodes may be close enough but cannot communicate 

with each other because of an obstacle (such as a high building) between them; two 

nodes may be far away but are within each other’s radio range because of favourable 

echoes, for example, two nodes in a long narrow street between steel-glass buildings. 

In this case, purely geographic routing decisions that do not take the environment 

into account are likely to be wrong.

In contrast, the location auxiliary protocols do not need to cope with these diffi

culties since the location information is used to improve routing performance under 

the prerequisite that feasible paths can be explicitly claimed to exist for data trans

mission. In other words, the feasible paths are confirmed by control messages before 

they are actually used. The Location Aid Routing (LAR) [KV98] protocol searches for 

routes in a way very similar to the Dynamic Source Routing (DSR) protocol [BJM01] 

except that it uses location information to limit the flooding range of route request 

messages during the route discovery phase. LAR can reduce control overhead since 

the route request messages do not need to be propagated to the whole network, and it 

is loop-free since it uses source routing to transmit data packets once a feasible path 

is found (more details are discussed in Section 2.3.3). The Flow Oriented Routing 

Protocol (FORP) [SG99] selects paths with the longest lifetime, which is predicted 

with information about the mobile nodes’ speeds and directions. When the predicted 

lifetime of an active path is lower than a given threshold time, an entire new path 

will be searched for, and the sender hands off its data stream to the new path.

Obtaining location information will increase system cost, depending not only on
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the means of getting and maintaining location information but also on specific appli

cation environments. For instance, the Global Positioning System (GPS) is a widely 

used technique to obtain synchronised location and time information in open areas; 

the Cricket location-support system [PCBOO] can find locations in buildings; the loca

tions of buses can be easily obtained from the bus schedules and a city map in a city 

public transit system [WHE01]; and the Grid Location Service (GLS) [LHCKMOO] 

can provide a scalable solution for location management. Whether this part of the 

system cost should be accounted for in routing overhead depends on the availability 

of the location information from the application layer. In addition, this part of the 

cost greatly depends on location management mechanisms and is hard to evaluate 

in routing protocols. For this reason, all purely geographic forwarding and loca

tion auxiliary-based routing protocols assume the availability of location information 

without taking into account location management costs. Although we, as well, will 

not calculate the location management costs into the routing overhead, we propose a 

simple location update method and present its bandwidth cost for reference.

4.2 LO cation Trace A ided  R ou tin g  P rotoco l (LO TAR)

4.2 .1  In trod u ction

Our proposed LOcation Trace Aided Routing (LOTAR) protocol is a type of location 

auxiliary method [WHOO]. In order to utilise location information, every node must 

know its own location, its own mobile speed, and the global time. It also knows 

other nodes’ approximate positions and mobile speeds. In addition, we assume that 

the link lifetime can be roughly predicted in the mobility model. In this chapter, we 

study two mobility models, namely the Random Drunken model and the Random 

Waypoint model, and present how to predict link lifetime in each model. For other 

well-behaved mobile environments where the mobility is predictable or controllable, 

link lifetime prediction may be easier and more accurate.

In LOTAR, the location information is utilised to limit the route-searching area, 

predict route lifetime, and hand over a flow to a stable route if necessary. In this chap

ter, the term “flow” refers to all data traffic between a particular source-destination 

pair. As a basic requirement, LOTAR can work effectively under the condition that
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no location information is available and can work more efficiently with the help of 

mobility information.

In LOTAR, when a source node has no route information to an intended destina

tion, it initiates a route discovery phase to search for a feasible path. In order to save 

bandwidth, the flooding area of the route request messages is limited by the “request 

zone” .

During data transmission, each node along the used path will monitor the con

nectivity to its prior and next node and predict the link lifetime to its next node. 

If it predicts the link lifetime to its next node is too short, it will search locally for 

another path with a longer link lifetime and hand over the flow to the newly-found 

path (local flow handoff). If a candidate node for local flow handoff could not be 

found, a global flow handoff message will be sent back to the source, and the source 

will initiate a new route discovery phase. In order to  optimise the used path, if a 

node predicts that its prior node and its next node are near enough so that they can 

establish a direct link, it will notify them to do so and try to give up its role as an 

intermediate node.

Note that flow handoffs may not be able to repair all possible link breakage. If 

a link breaks due to mobility, an error message will be sent to a sponsor node that 

is most likely to be the nearest node (among the nodes from the source to the link 

breakage point) to the destination. The sponsor node will initiate a route discovery 

to the destination node.

In the following sections, we will describe LOTAR in detail.

4 .2 .2  B asic  D a ta  S tru ctu res

Each mobile host (node) in the network maintains three basic data structures: Loca

tion Table (LT), Routing Table (RT), and Checking Table (CT).

A node maintains an LT (Table 4.1) to keep other nodes’ recent locations. Ev

ery entry in an LT includes four parts: Timestamp(j), Location(j), Speed(j), and 

Direction(j). The Timestamp(j) denotes the time of this entry. Location(j) denotes 

the location information of node j at the Timestamp(j). Speed(j) and Direction(j) 

denote the velocity information (speed and direction) of node j at the Timestamp(j). 

For convenience, we use Timestamp* (j), Location^), Speed*(j), and Direction*(j) to
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Table 4.1: Location table for LOTAR 
Timestamp Location Speed Direction

Table 4.2: Routing table for LOTAR
Source ID Destination ID Incoming node ID Outgoing node ID Timestamp

denote the entry for node j in node i’s LT.

If a node is part of an active route in the network, it stores the route information 

in its RT (Table 4.2). An entry in an RT includes the source and destination IDs, the 

incoming and outgoing node Ids for the source-destination pair, and the timestamp 

of the route. The timestamp is used to check if the routing information is obsolete.

A route query message is sent by the source in order to find a path to the desti

nation. The purpose of the CT (Table 4.3) is to prevent an intermediate node from 

processing the same route query message multiple times. The CT keeps key informa

tion on recently received route queries. An entry in a CT includes the source ID, the 

destination ID, the sponsor ID, and the sequence number of the route query. Note 

that the sponsor of a route query may be a node other than the source. We will 

explain the use of the sponsor node in Section 4.2.4.

4 .2 .3  R o u te  D iscovery

Route discovery is used to set up a session. The route discovery mechanism in LOTAR 

is very similar to the one in LAR (Section 2.3.3). However, with the help of the LT 

table, the “request zone” and “expected zone” in LOTAR can be more accurately and 

easily defined. With an effective location management mechanism, the information 

in an LT can be accurate for all entries. However, this idealistic assumption may 

be difficult to implement in reality. Instead, as a reasonable assumption, a node has 

more accurate location information about its nearby nodes, while it knows relatively 

less about the location information about the nodes further away.

We define the “expected zone” EZS(D) of node D, from the viewpoint of S, as 

the circular region with the centre at Locations(D) and a radius of (current time 

- Timestamps(D)) * Speeds (D). The “request zone” RZS(D) of node D, from the
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Table 4.3: Checking table for LSR 
Source ID Destination ID Sponsor ID Sequence number

viewpoint of S, is the smallest rectangular area which includes EZ5(D) and the current 

location of S. There are other ways to define “request zone” . We can define the 

“request zone” , for example, as the smallest cone area which includes the source 

node as the convergence point and the “expected zone.” A smaller “request zone” 

may reduce the flooding cost but also reduce the chances to find possible paths. As 

we point out in Chapter 2, how to define a proper “request zone” is still a topic 

for further study. Since the GloMoSim library includes the implementation of LAR 

[KV98] using a rectangular area as the “request zone,” and the simulation results 

in [KV98] demonstrate its effectiveness, we adopt the same definition in LOTAR for 

easy comparison with LAR.

When node S wants to find a route to D, it broadcasts a route query to its 

neighbours. A route query includes the source ID, the destination ID, the sponsor’s 

ID, which is the same as the source ID in the route discovery phase, the RZ5(D), and 

the Timestamps (D).

We assume that node j is most likely nearer to D than node i if node j belongs to 

RZ,(D) or Timestampj(D) is newer than Timestamp; (D). When a node j receives a 

route query from node i, it first looks in its CT to check if the same route query has 

been received before. If this is the first time for node j to receive this route query, 

node j forwards the route query only if it belongs to RZ;(D) or Timestamp^ (D) is 

newer than Timestamp; (D). Otherwise, it discards this route query packet. Note that 

the information about RZ;(D) and Timestamp;(D) are recorded in the route query 

packet, and Timestamp.,-(D) can be found in node j ’s LT. Before node j forwards the 

route query, it updates the RZ;(D) and the Timestamp; (D) in the route query packet 

with the RZj(D) and the Timestamp.; (D) respectively.

When the route query finally reaches the destination D, D sends back a route 

reply to S, using the reverse path, which is recorded in the route query packet as it 

traverses the intermediate nodes. The source and the nodes along the reverse path 

update their Routing Table (RT) when the route reply arrives. Fig. 4.2 illustrates an
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Figure 4.2: An example of the route discovery mechanism in LOTAR

example of how to find a route from S to D. In this example, as the route query is 

forwarded toward the destination D, the “expected zones” and “request zones” get 

smaller and smaller. This is the best case in limiting the flooding area. However, the 

protocol can still work correctly if the “expected zones” and “request zones” do not 

shrink, since the timestamp depends on the location accuracy model and represents 

approximately the hop distance to the destination according to our prior assumption 

that a node knows more recent (thus more accurate) location information about its 

nearby nodes.

Using the timestamp to aid flooding can enhance the possibility of finally finding 

the correct routes in case the definition of “request zone” is not suitable for special 

geographic conditions. For example, if the “request zone” is a dangerous area, no 

mobile node can go into it. In this case, having a newer timestamp in the LT table 

represents being nearer to the destination in terms of hop counts. W ith the help of 

the timestamp, the possibility of not finding a route in LOTAR is small. However, 

when a route query times out (the source cannot receive a route reply in a given 

time), we resort to global flooding to search for a route.

4 .2 .4  R o u te  R eco n stru ctio n

In circumstances in which the nodes’ mobility causes a selected route to be invalid, 

the Route Reconstruction mechanism is invoked. When a node in the active path be

comes unreachable, instead of initiating the Route Discovery mechanism from source
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Figure 4.3: An example of route reconstruction

S directly, LOTAR utilises Route Reconstruction from a sponsor node to discover 

alternative partial routes.

To utilise the channel efficiently, LOTAR uses a simple and short data packet 

header. Rather than carrying all the nodes in the route, each data packet header 

in LOTAR contains only the source ID, the destination ID, the sponsor ID, and the 

timestamp. The purpose of the sponsor and timestamp fields in the data header is to 

find a proper node to activate the Route Reconstruction in case the link is broken.

Initially, the sponsor ID in the data header is set to the source S, and the times

tamp is set to Timestamp^ (D) .When a data packet is forwarded from node i to node 

j along the route, if Timestamp.,-(D) is newer than the timestamp in the data packet, 

then the sponsor ID in the data packet is updated to j and the timestamp in the data 

packet is updated to Timestamp., (D). Otherwise, the sponsor ID and timestamp in 

the data packet are unchanged. This way of setting the sponsor ID can find a spon

sor node that has the newest destination location information. The sponsor node is 

most likely the nearest to the destination among the nodes from the source to the 

link breakage point, because a node nearer to destination D most likely has a newer 

timestamp in its location table. Fig. 4.3 shows an example of using a sponsor node 

to search for a partial path.

As shown in Fig. 4.3, if the next node of the route is unreachable at node k, node 

k will check the sponsor ID in the data header. If the sponsor ID is k, then node k will 

broadcast a route query to the destination using the method described in the Route 

Discovery phase. The difference is that the sponsor ID in the route query packet is k 

rather than the source S. If the sponsor ID is not k, then the sponsor must be a node
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on the path from the source S to node k. Assuming that sponsor ID is h as in Fig. 4.3, 

node k will send a “sponsor requirement” to node h. As the “sponsor requirement” 

is sent back from node k to node h, it will erase the entry about this route from all 

intermediate nodes’ Route Tables. When node h receives the “sponsor requirement,” 

it broadcasts a route query to destination D using the method described in the Route 

Discovery phase. To avoid loops, any node that already has the corresponding routing 

information will ignore the route query packet. When destination D finally receives 

the route query, it will send a route reply back to the sponsor. Thus the path from 

the sponsor node to the destination is established.

When data packets are forwarded along a route, the timestamp field in the RT for 

this route must be updated. If an entry in the RT has not been updated for a long 

time, it is thought to be obsolete and must be erased in order to save memory.

4 .2 .5  L ocal F low  H an doff  

Case 1: A voiding Broken R outes

After a path is established, each node in the path will monitor the connectivity to 

its next node. We assume that the link lifetime should be predicted in the mobility 

model. If the predicted lifetime of the link from node i to node j is less than a given 

threshold time, T i, then node i will activate a local flow handoff procedure to avoid 

possible flow disruption due to a broken link.

In Fig. 4.4, for example, if node i finds that the lifetime of the link to its next 

node j is less than the threshold time T i, node i will search its LT to select a proper 

node as an intermediate node to node j. The selected intermediate node must be in 

the transmission range of both node i and node j. In Fig. 4.4, the proper nodes are 

m and n. If we assume that t,m and tmj- denote the lifetime of connectivity from i to 

m and from m to j respectively, the minimal value of t im and tmj will be the lifetime 

of the path i —y m—»■ j. If it is larger than a given threshold time, T2, then node m 

is a candidate for the local flow handoff. To avoid handing off the flow to a short-life 

path, T2 should be larger than Ti- We choose the best candidate through which node 

i and j can keep the longest lifetime. If node i cannot find a proper candidate, it will 

send a Global Flow Handoff (GFH) message to source node S.
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Figure 4.4: An example: local flow handoff case 1

In Fig. 4.4, if we assume that the best candidate is node m, node i uses source 

routing to send a Handoff Requirement (HR) message to j through node m. To 

avoid a loop, node m will ignore the HR message if it already has the corresponding 

routing information. If node j receives the HR message, it sends back a Handoff 

Acknowledgement (HA) message to node i through node m. The HA message will 

set up the new path between i and j, tha t is, i —> m—» j. The RT in node i, m, and j 

will be updated. After the new path is established, the flow will be transferred along 

the new path.

Case 2: Improving A ctive R outes

Note that each local flow handoff described above will expand the route length by 

one. In order to optimise the route, we propose another local flow handoff that can 

shorten the route length. When a node in an active path finds that its prior node 

and next node are near enough, it notifies them to establish a direct link and tries to 

give up its role as the intermediate node.

In Fig. 4.5, for example, if node m finds that its prior node i and its next node j 

move near enough to each other that they can communicate with each other directly, 

it first estimates the lifetime of the link from i to j. If the estimated lifetime is larger 

than the threshold value, T 2, node m sends a Resigning Application (RA) message 

to i. When node i receives the RA message, it sends a Direct Link Requirement 

(DLR) message to node j. After node j receives the DLR message, it records the DLR 

message and sends back an acknowledgement to node i. When node i receives the 

acknowledgement, it updates its next node to node j and sends a Resigning Sanction 

(RS) message to node m. Node j will change its prior node to node i after it receives
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the DLR message and the data packets of the same flow from node i. When node m 

receives an RS message, it removes the route entry about this path from its RT after 

finishing the transmission of this flow’s packets, which are still in its buffer.

No inconsistency will occur if some of the control messages are lost. The reasons 

are as follows.

• If the RA, or the DLR, or the acknowledgement from node j to node i is lost, 

there is no change in the RTs.

•  If the RS message is lost, the entry in node m ’s RT corresponding to the old path 

is not erased immediately. However, since node i and node j have established a 

direct link, this entry will be obsolete and eventually will be erased because no 

traffic from node i updates this entry.

Errors could occur, however, if two continuous nodes perform the above operation 

simultaneously. For example, in Fig. 4.5, if node i and node j are near, and in the 

meantime node S and node m move near too, then node i will notify node S to 

establish a direct link to node m, and node m will notify node i to establish a direct 

link to node j. In this case, the path will be broken even if both direct links S—>m 

and i—»j can be successfully established. To avoid this situation, the following rule is 

added: after a node sends a Resigning Application (RA) message, this node will not 

respond to any Direct Link Requirement (DLR) message. For example, after node m 

sends an RA message to node i, it will not acknowledge the DLR message from node 

S.

We have introduced two different kinds of local flow handoff methods. To avoid 

sending redundant flow handoff messages, a node uses a semaphore mechanism to 

block its monitoring operation after it sends a flow handoff requirement message (the 

HR message in Case 1 or the RA message in Case 2). Once the flow handoff is finished, 

the node reverts back to its monitoring status. If a node cannot finish a local flow 

handoff after a given timeout value, it assumes that some flow handoff messages are 

lost, and it returns back to its monitoring status.

Note that the first case of flow handoff has priority over the second case. The 

monitoring operations are activated only when a node receives new data packets and 

is in its monitoring status.
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Figure 4.5: An example: local flow handoff case 2

4 .2 .6  G lobal F low  H an doff

When the source node receives a Global Flow Handoff (GFH) message, it realises 

that the used route will be broken. It then utilises the Route Discovery mechanism 

to find a new route to the destination node. Once a new route is established, the 

source hands over the flow to the new route.

LOTAR is loop-free for the following reasons:

•  For route discovery and global flow handoff, the path established by the route 

reply is loop-free because the route reply message is sent using source routing, 

which can easily detect loops and erase them.

•  At the route reconstruction phase, the new path from the sponsor node to the 

destination node is loop-free (for the same reason as above) and does not include 

any node on the path from the source to the sponsor node. This is because any 

node that already has the corresponding routing information will ignore the 

route query packet. Since the partial path from the source to the sponsor node 

is also loop-free, the whole path from the source to the destination is loop-free.

• For the local flow handoff case 1, any node that will be used for a flow handoff 

does not include the corresponding routing information. This means that the 

node which will be added into the path is a new node. So the new path is 

loop-free.

4 .2 .7  C orrectn ess o f  L O T A R
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• For the local flow handoff case 2, the path is shortened if the handoff succeeds 

or remains unchanged if the handoff fails. In both cases, the new path has no 

chance to include loops.

In any case, the next-hop pointers are consistent. Temporary inconsistency for 

prior-hop pointers may exist, however, if some local flow handoff packets are lost. For 

example, in the local flow handoff case 1, if an HA packet is lost, the prior node of 

node j will be to node m while the next node of node i is still to node j. Incorrect 

prior-hop pointers will result in the losses of packets (error or sponsor requirement 

messages) going back to the source or to the sponsor node. To overcome this problem, 

we allow the data packets to update a node’s prior node if the inconsistency exists, 

since the node transm itting data packets for the same flow should include the correct 

prior node. For example, for the above problem, node j will update its prior node 

to node i after it receives data packets from node i for the same flow. For local flow 

handoff case 2, the loss of the acknowledgement packet from node j to node i will 

result in transit prior node inconsistency (node j ’s prior node points to node i while 

node m ’s next node is node j). This problem can be solved using the same method.

4.3 Link L ifetim e P red iction  M eth od s

In order to implement flow handoff mechanisms, an effective link lifetime prediction 

method is indispensable. The link lifetime prediction depends on the characteristics 

of application environments. Several link lifetime methods have been proposed. In 

[SG99], the link lifetime is predicted based on mobile hosts’ speeds and directions. 

In [GAPK01], the link lifetime is predicted based on received signal power. If the 

received signal power falls below a preemptive threshold value, the receiver assumes 

that the link from the sender to it will break. In [WHE01], link prediction can be 

made easily based on specific application information such as a timetable and a city 

map in a city transportation system.

Since the link lifetime prediction method depends on particular mobility models, 

we consider two different mobility models: the Random Drunken model [ZBG98] and 

the Random Waypoint model [ZBG98], and discuss the relative link lifetime prediction 

methods in this section. To simplify the problem, we assume that the received signal
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strength in a mobile host depends solely on its distance to the transmitter. In this 

case, two mobile hosts are assumed to be connected if they are within each other’s 

radio transmission range. A free space propagation model [Rap95] is consistent with 

this assumption. The free space propagation model is suitable for out-door radio 

propagation, and it calculates the power of a signal attenuating as 1 /r2, where r is the 

distance between mobile hosts. We do not study more complex propagation models in 

which other environmental factors, such as building obstacles and weather conditions, 

are taken into account for link prediction. However, any other propagation model 

and its corresponding link prediction method can be applied within the framework 

provided by LOTAR.

4 .3 .1  L ink L ifetim e P red ic tio n  in  th e  R a n d o m  D ru nk en  M o
b ility  M o d el

In the Random Drunken mobility model (see Chapter 3), the pessimistically estimated 

lifetime between node i and node j is given by [WHOO]:

R - L
Vi  +  Vj

where R is the transmission range (assuming all nodes have the same transmission 

range), L is the distance between node i and node j, and Vj and Vj are the speed of 

node i and node j respectively. In the simulation, given R and the free space radio 

propagation model, GloMoSim calculates the corresponding maximal radio transmis

sion power so that any node within the range of R can receive packets from the 

sender.

The above formula is pessimistic since it assumes two mobile hosts are moving in 

opposite directions. However, it gives the minimum link lifetime. Considering the 

fact that two mobile hosts change directions frequently after every unit of distance, 

the real link lifetime should be larger than this minimum value.

4 .3 .2  Link L ifetim e P red ic tio n  in th e  R an d om  W aypoint M o
b ility  M o d el

Let (xj, yd and (xy, yj) be the x-y position for node i and node j. Let R be the radio 

transmission range. Let Vj and Yj  be the speeds of node i and node j, and let 0*
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and 9j be the directions of node i and node j respectively. In the Random Waypoint 

mobility model (see Chapter 3), the estimated link lifetime between node i and node 

j is given by [SG99]:

^  — (ab +  cd) +  \j{a2 + c2)R 2 — {ad — cb)2
^  (a2 +  c2)

where a =  V  cos 9i — Vj cos 0j

b = Xi — xj

c = Vi sin 9i — Vj sin 9j 

d = V i -  Vj

The above formula is correct if both mobile hosts are in one movement epoch 

during the time period D4. A more accurate link lifetime prediction should consider 

the pause time and several movement epochs, but doing so will require more mobility 

information and increase computing complexity. For simplicity, we use the above 

formula to provide a rough estimation of the link lifetime between two nodes in the 

Random Waypoint mobility model.

4.4  T he C riteria for S ettin g  Param eters

Several parameters in LOTAR need to be clarified. They are the timeout value for 

Route Discovery, the timeout value for local flow handoff, and the threshold time for 

link lifetime prediction. The criteria for setting these parameters are as follows.

• The purpose of the timeout value for Route Discovery is to avoid unlimited 

waiting for the route reply. Since this value is used at the Route Discovery 

phase, it has little influence on the performance once a route is established. 

However, this value should be at least two times longer than the estimated 

maximal round-trip time in the network. On the other hand, too large a value 

will increase the average route setup time because the source will wait for a long 

time to activate a new route search if the prior route reply is lost.
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•  The purpose of the timeout value for local flow handoff is to enable a node to 

switch back to its monitoring status. As shown in Fig. 4.4, this timeout value 

should be longer than the time for transmitting a message from i —» m—>■ j 

and back. On the other hand, too large a timeout value will keep a node from 

monitoring for a long time. Note that when a link is broken, the protocol will 

activate the Route Reconstruction.

• The threshold time for link lifetime prediction depends on the prediction model. 

There are two threshold values for local flow handoff, T i and T 2. As discussed 

in Section 4.2.5, the second value should be larger than the first to avoid hand- 

offs to short lifetime paths. Different mobility models and relative prediction 

models should use different threshold values. A rule of thumb is that too long 

a threshold time will cause unnecessary flow handoffs and too short a threshold 

time will result in tardy flow handoffs.

4.5 S im ulation  Settin gs

We used the same simulation model described in Chapter 3. In order to investi

gate the benefit gained from location information, we compared the performance of 

LOTAR with that of the Dynamic Source Routing (DSR) protocol, which is also an 

on-demand method but does not seek help from location information. The Location- 

Aided Routing (LAR) protocol, which has a similar design principle to LOTAR, was 

studied as well. The difference between LAR and LOTAR is that LAR does not 

include link prediction and flow handoff mechanisms. The simulated LAR is based 

on version 1 described in [KV98].

We did not compare LOTAR with purely geographic forwarding-based protocols 

[KKOO, SL02], since the rudimentary design goals of LOTAR and the purely geo

graphic forwarding-based protocols are totally different. Unlike the purely geographic 

forwarding methods, LOTAR explicitly establishes a path before using it, excluding 

the possibility of incorrect routing decisions caused by signal fading due to a node’s 

surrounding environment, which is an inherent problem in the purely geographic for

warding methods. W ithout location information, purely geographic forwarding-based 

protocols cannot work. In contrast, LOTAR can work like a simplified DSR if it lacks
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location information.

Two mobility models, the Random Waypoint model and the Random Drunken 

model, were simulated. In the Random Waypoint model, the pause time was set 

to 0 seconds. In each movement epoch, the speed was uniformly chosen between the 

minimal speed and the maximal speed. In the Random Drunken model, the movement 

granularity was set to 1 metre, that is, each node randomly re-selects a direction every 

metre. The nodes’ speed is controlled by the mobility interval time, which indicates 

how long it takes for a node to travel 1 metre. For example, a mobility interval time 

of 90 ms is equivalent to 40 km/h. In the simulation, the channel capacity of mobile 

hosts is set to the same value: 2 Mbps. The buffer size was set to 64 packets.

The above are the basic parameter settings used in this chapter. Other parameters 

are changed for different simulation studies. They are described in the following 

sections.

4.6 Sim ulation R esu lts

In this section, we perform several simulation studies and present their related results. 

First, we discuss the mobility features of different mobility models, showing that the 

network topology changes more frequently in the Random Waypoint model than in 

the Random Drunken model. Second, we present the simulation results of LOTAR in 

different mobility models. Third, we introduce a location accuracy model and propose 

a simple location update mechanism, which is coincident with the location accuracy 

model. Based on this location update mechanism, we present the performance results 

of LOTAR in the Random Drunken mobility model. Finally, we evaluate the ideal 

performance of the flow handoff mechanisms in LOTAR.

4 .6 .1  M o b ility  Features

In the first experiment, we studied the features of different mobility models. We have 

noticed that different mobility models have very different topology change frequencies. 

We assumed that 50 nodes with a radio transmission range of 200 metres moved in 

a 1500 metre x 300 metre rectangular area and the sampling interval was 500 ms for 

900 seconds of simulation time. Fig. 4.6 shows the results of total link changes at
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Figure 4.6: Link change frequency in different mobility models

different mobile speeds in different mobile models. As speed increases, the topology 

changes much faster in the Random Waypoint model. In contrast, links are more 

stable in the Random Drunken model. Although the Random Drunken model is not 

likely valid in a realistic application, it can provide us with more knowledge of routing 

performance in an environment where hosts change directions very quickly but links 

stay relatively stable.

4 .6 .2  P erform an ce in  D ifferent M o b ility  M o d els

In the second experiment, we compared the performance of LOTAR, DSR, and LAR 

in different mobility models. We assumed that each node moved independently and all 

nodes had the same transmission range of 200 metres. Furthermore, we assumed that 

every node knew other nodes’ accurate location information. In this simulation, 50 

mobile nodes moved in a 1500 metre x 300 metre rectangular region for 900 seconds of 

simulation time. Compared with a square region, the rectangular region can enlarge 

the average route length so that we can easily observe the performance difference with 

smaller simulation time. Initial locations of the nodes were obtained using a uniform
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distribution.

In the Random Waypoint mobility model, we changed the minimal speed and 

the maximal speed to investigate the performance influence of different mobility. As 

shown in Fig. 4.6, an average mobile speed of 130 km /h can create around 120,000 

link changes in the 900 seconds of simulation time. In this highly dynamic scenario, 

we cannot expect routing protocols to perform well for globally heavy traffic. For 

example, for 15 CBR traffic with packet interval time of 250 ms, even LOTAR loses 

over 40% of the data packets at a speed of 130 km/h. Therefore, we randomly selected 

only 5 source-destination pairs with uniform probabilities to send CBR traffic; three 

of them had light end-to-end traffic with packet interval time of 400 ms, and two of 

them had heavy end-to-end traffic with packet interval time of 50 ms. The size of all 

data packets was set to 512 bytes. For different mobility models, we used different 

link prediction methods as described in Section 4.3.

Fig. 4.7 and Fig. 4.8 show the results for packet delivery ratios. LOTAR has the 

highest packet delivery ratio compared with LAR and DSR. In both mobility models, 

LOTAR can maintain a very high packet delivery ratio at a speed range from 10 

km /h to 130 km /h. In the Random Waypoint model, the packet delivery ratios for 

LAR and DSR decrease quickly at high speed. The reason is that the implementation 

of LAR does not include a route maintenance mechanism. The intermediate nodes 

have no salvaging methods to discover alternative routes. So if a path breaks, an 

error message must be sent back to the source node, and the source node starts a 

new route discovery phase. During this period, packets may be lost because of the 

path breakage. For DSR, the cached routes may quickly become obsolete, resulting 

in more packet losses. In contrast, LOTAR can switch the flow to a different route 

before the used route is broken and therefore reduces the packet losses due to link 

breakage. In the Random Drunken model, all protocols perform relatively better 

than in the Random Waypoint model, due to less frequent topology changes in the 

Random Drunken model.

Although the overall trend is that the packet delivery ratio becomes smaller when 

the mobile speed is increased, we observe that the curves in Fig. 4.7 and Fig. 4.8 are 

not strictly “smooth.” This is because the connectivity of the network is different 

at different speeds. As the average speed increases, for a given simulation time,
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Figure 4.7: Packet delivery ratio in the Random Drunken model

the number of simulated nodes’ movements increases. Thus, a particular network 

configuration, such as the occurrence of partitions, th a t may not have occurred at 

a lower speed could occur at a higher speed. This has been observed in [KV98, 

BMJHJ98] as well. A network partition is a temporary state that occurs when a 

network node has no way to reach another network node. This is likely the main 

reason for the non-monotonic curves.

Fig. 4.9 and Fig. 4.10 show the average end-to-end delay in different mobility 

models. In the Random Drunken model, LOTAR has the highest average end-to- 

end delay, followed by DSR and LAR. The average end-to-end delay depends on the 

number of packets received by the destination, the hops that the received packets 

traverse, and the waiting delay in the intermediate nodes. LOTAR has the largest 

average end-to-end delay because the local flow handoff will contend with data packets 

for a radio channel. DSR has slightly higher average end-to-end delay than LAR due 

to the influence of cached obsolete route information. In the Random Waypoint 

model, the same phenomena can be observed at high speed. However, the large 

confidence interval in Fig. 4.10 shows that the difference might not be significant.
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Figure 4.9: Average end-to-end delay in the Random Drunken model

45

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



2500
LOTAR - Random Waypoint p— i— i

LAR1 - Random Waypoint : a ...
DSR - Random Waypoint u--x—*

2000

E.
>.jo
® 1500
■actu
o
"D
5  1000 o>s
a>
><

500

- B -

30 50
Mobility (km/h), Pause Time = 0 Seconds

70 9010 110 130

Figure 4.10: Average end-to-end delay in the Random Waypoint model

Fig. 4.11 and Fig. 4.12 show the results of control overhead. At low speed, LOTAR, 

LAR and DSR have no significant differences. However, in the Random Waypoint 

model, LOTAR has the highest control overhead at high speed, followed by LAR and 

DSR. In the Random Drunken model, DSR presents the highest control overhead 

at high speed. The main reason is that mobility has relatively less influence on the 

control overhead of DSR due to the fact that any intermediate node having routing 

information to the destination can reply to route requests. Therefore, compared with 

LOTAR and LAR, which do not include route-caching mechanisms, the difference 

in control overhead in different mobility models (thus different topology change fre

quency) for DSR is not large, resulting in different relative relations among the three 

protocols in different mobility models.

In summary, the second experiment demonstrates that LOTAR can keep very 

high packet delivery ratios in both mobility models. In terms of average end-to- 

end delay, LOTAR, DSR, and LAR have no significant differences. As for control 

overhead, DSR has the highest control overhead in the Random Drunken model. In 

the Random Waypoint model, it has the highest control overhead at low mobility and
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Figure 4.12: Control overhead in the Random Waypoint model
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the smallest one at high mobility.

4 .6 .3  T h e In fluence o f  th e  L ocation  U p d a te  M echanism

The results shown in the second experiment are based on the assumption that a node 

knows exactly the locations of destinations without additional routing overhead. This 

assumption may not be true due to location inaccuracy. In the third experiment, we 

presented a location accuracy model and studied the influences of mobility, radio 

transmission range, and location update intervals on the performance of LOTAR 

with inaccurate location information.

It is necessary to mention that the assumption of location information available 

to routing protocols might be too strong in real systems. In the circumstance that 

obtaining and maintaining location information requires non-trivial system cost, all 

location-based (pure geographic forwarding and location auxiliary) routing protocols 

might not be overall efficient schemes. Nevertheless, location-based routing can be 

an efficient approach in the systems in which location management is a component 

in the application layer and location information is re-usable by the network layer, or 

location information can be obtained easily (such as city transit systems and tourist 

guide systems). For example, schemes that require periodic flooding of location in

formation may benefit performance-wise by combining the routing with the location 

update.

In order to investigate how location inaccuracy can affect the performance of 

LOTAR, we propose a simple location update method in the following section. Since 

all other location-based routing protocols do not take location management into ac

count, for a clear and fair comparison, we separately calculated the location update 

cost and the routing cost.

T he Location A ccuracy M odel

We propose a simple location updating method as follows. Every node exchanges 

its LT table with its neighbours at a fixed interval time called the location update 

interval time. If a node receives an entry with a newer Timestamp, it updates its LT 

with the newer entry. Initially, the LT table is empty in every node. Eventually, every 

node’s LT table will include the location information about all nodes in the network.
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In this way, a node has more accurate location information about its nearby nodes, 

because every node exchanges its LT table only with its neighbours at each location 

update interval and thus it requires more update intervals for the more distant nodes’ 

location information to arrive.

According to the above observation, the location accuracy degrades with nodes’ 

distances. In other words, a mobile host A knows a mobile host B’s position with 

location inaccuracy k*d, where k is a small constant factor and d is the distance 

between A and B. Note that the location accuracy model greatly depends on the 

specific location update and location management mechanism. The above model is 

suitable for our proposed location update method. However, we do not expect it to 

be suitable for all location management mechanisms.

The Im pact o f Mobility-

Considering the scalability problem when taking the location update mechanism into 

account in the simulation, we studied the performance in a network with fewer nodes 

and in the Random Drunken mobility model, which is relatively stable. We studied 

the performance of LOTAR, LAR, and GSR. The QSR protocol (Section 2.2) is stud

ied because our location management mechanism is very similar to the link exchange 

method in GSR.

In this experiment, we ran simulations under various mobility conditions from 10 

km /h to 130 km /h for 30 minutes of simulation time. 30 nodes moved in a 1000 metre 

x 1000 metre square region. We set the radio transmission range at 400 metres. Two 

randomly chosen source-destination pairs sent CBR traffic with packet interval time 

of 50ms. The data packet size was set to 768, which made the end-to-end traffic very 

heavy and allowed us to observe the performance difference easily. We set the link 

state update interval time in GSR to 15 seconds and the location update interval 

time in LOTAR to 30 seconds. The simulation studies show that the location update 

interval time chosen in LOTAR is accurate enough to obtain a high packet delivery 

ratio.

Fig. 4.13 shows the results for packet delivery ratios. LOTAR has the highest 

packet delivery ratio compared to GSR and LAR. We see that LOTAR can maintain 

a very high packet delivery ratio in the speed range from 10 km/h to 130 km /h, while
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Figure 4.13: Packet delivery ratio with mobility

the packet delivery ratios for LAR and GSR decrease with increased speed. The 

packet delivery ratio for LAR decreases significantly at high speed. The reason is that 

the implementation of LAR does not include a route maintenance mechanism. When 

the mobile speed is high, most route error messages cannot successfully reach the 

sender due to heavy end-to-end traffic and the intermediate nodes have no salvaging 

methods to discover alternative routes. In contrast, LOTAR has effective ways to 

search for an alternative route when a link is broken. We observed in the simulation 

that most sponsor nodes are near the broken link. This means that most sponsor 

messages need not be sent back to the source node. In addition, LOTAR includes 

flow handoff mechanisms that can switch the flow to a different route before the used 

route is broken.

Fig. 4.14 shows the average end-to-end delay. The average end-to-end delays for 

LOTAR, GSR, and LAR are similar. At high mobility (130 km /h), however, LOTAR 

has the highest average end-to-end delay, followed by GSR and LAR. The average 

end-to-end delay depends on the number of packets received by the destination and 

the hops that the received packets traverse. As seen in Fig. 4.13, a large number of
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Figure 4.14: Average end-to-end delay with mobility

packets are dropped in LAR when the speed is high. This contributes to the relatively

delay at high speed because more local flow handoff messages will contend with data 

packets for a radio channel. The average end-to-end delay for LOTAR is acceptable 

anyway, considering that LOTAR can keep a high packet delivery ratio even with 

high-speed mobile nodes.

Fig. 4.15 shows the result of control overhead. Note that we separate the location 

update cost and routing cost for LOTAR in the figure. Since the control packets in 

GSR are large, we calculate the control overhead as the total number of bits in control 

packets averaged by simulation time. GSR has larger control overhead than LAR and 

LOTAR because a node in GSR periodically changes large link state information with 

its neighbours. The difference in control overhead for LAR and for LOTAR is not 

significant.

GSR also has a larger overhead than the location management cost in LOTAR. 

This is because the update interval time for location information in LOTAR is larger 

than the update interval for link state information in GSR. If the update interval time

low average end-to-end delay for LAR. LOTAR has the largest average end-to-end
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Figure 4.15: Control overhead with mobility

for the link state information in GSR and for location information in LOTAR is set 

to the same value, such as 30s, the control overhead in GSR will be lower. But the 

route inaccuracy [CG98] in GSR will be higher, and thus the packet delivery ratio for 

GSR will be lowered further.

The Impact of R adio Transm ission Range

The range of radio transmission determines the degree of node connectivity. The 

degree of a node’s connectivity is equal to the number of the neighbouring nodes 

that can be reached in one hop. Table 4.4 shows the average degree of connectivity 

and the maximal end-to-end hops in the initial networks. X in the table means that 

there is a partitioned network among the initial networks. As shown in Table 4.4, the 

larger the transmission range, the larger the connectivity degree, and the smaller the 

maximal end-to-end hops.

In order to study the impact of radio transmission range, we chose 50 mobile nodes 

and varied the radio transmission range from 300 metres to 700 metres. We set a 

moderate moving speed, 60 km/h.
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Table 4.4: Network characteristics in different transmission ranges
Radio range Maximal end-to-end hops Avg. degree of connectivity

30 nodes 50 nodes 30 nodes 50 nodes
200m X X 2.60 4.16
300m X 6 6.07 9.84
400m 4 4 9.87 16.32
500m 3 3 15.20 23.00
600m 2 3 19.70 30.36
700m 2 2 22.20 36.28
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Figure 4.16: Packet delivery ratio at different transmission ranges
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Fig. 4.16 shows the packet delivery ratios at different transmission ranges. As 

the transmission range increases, the packet delivery ratios for all protocols increases, 

since the average hops that the packets traverse are less and thus the packet loss rate 

will decrease. The packet delivery ratio for LOTAR is the highest for all transmission 

ranges. However, as the transmission range increases, the difference among the three 

protocols becomes smaller. When the transmission range is 700 metres, the packet 

delivery ratios of the three protocols are almost the same. This is because more nodes 

can be reached in one hop without requiring a routing decision. Path breakage and 

path re-discovery has little influence in this case.

Fig. 4.17 shows the average end-to-end delay at different transmission ranges. 

As the transmission range increases, the end-to-end delay for all protocols is reduced 

and the difference for all three protocols becomes smaller because the packets traverse 

fewer hops.

Fig. 4.18 illustrates the result of the control overhead at different transmission 

ranges. As the transmission range increases, the control overhead for GSR and the 

location update cost for LOTAR increase. The larger control packet size for GSR
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Figure 4.18: Control overhead at different transmission ranges

should be used when the degree of node connectivity is larger because more link state 

information is included in the control packets. In LOTAR, a larger degree of node 

connectivity means that a node will locally broadcast location information to more 

nodes. Compared with the control overhead for GSR and the location update cost for 

LOTAR, the control overhead for LAR and for LOTAR demonstrates little change 

with different transmission ranges.

The Im pact o f Location U pdate Intervals

In this section, we study the impact of the update interval for location information 

in LOTAR. In this experiment, we chose three different location update interval 

values: 2 seconds (small), 30 seconds (moderate), and 2 minutes (large) to illustrate 

performance differences.

Fig. 4.19 shows that the packet delivery ratio of LOTAR is higher at the up

date interval of 30 seconds than at the update intervals of 2 seconds and 2 minutes. 

Fig. 4.20 gives the results of average end-to-end delay. We can see that the average 

end-to-end delay is larger at the update interval of 2 seconds than at the update
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Figure 4.19: The impact of location update interval on packet delivery ratio

intervals of 2 minutes and 30 seconds. Fig. 4.21 gives the results of location update 

cost at different update interval values. The location update cost is much higher at 

the update interval of 2 seconds.

If the update interval is too large, the location information is not accurate. Thus, 

the link lifetime prediction based on the location information is not correct, causing 

unnecessary or incorrect flow handoff. That is the reason that the packet delivery 

ratio is low at a large update interval as shown in Fig. 4.19. On the other hand, if 

the update interval is too small, each node exchanges its location information more 

frequently, leading to the higher location update cost at a smaller update interval 

as seen in Fig. 4.21. Although smaller update intervals can provide more precise 

location information, the location update cost must be controlled in a proper range 

in order to avoid network congestion. Otherwise, more control packets will contend 

for resources with the data packets and thus increase the data packet loss rate and 

end-to-end delay. From the figures, we note that the performance of LOTAR at too 

small a location update interval is worse than at too large a location update interval.

In summary, we studied the influence of the location update mechanism in the
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Figure 4.20: The impact of location update interval on average end-to-end delay
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third experiment. The results illustrated the efficiency of LOTAR in maintaining high 

packet delivery ratios with acceptable average end-to-end delay and control overhead. 

In addition, in order to obtain good performance, the location update intervals should 

be carefully selected.

4.6 .4  E valu ation  o f F low  H andoff- Id ea l P erform ance

Through the simulation studies described in Section 4.6.2 and Section 4.6.3, we have 

seen that flow handoff may help to maintain longer end-to-end connectivity time and 

higher packet delivery ratios. In the fourth experiment, we try to answer the following 

question: is the local flow handoff mechanism effective enough to maintain good 

performance? W hat is the ideal performance if flow handoffs are always successful 

and in time?

Theoretically, successful and on-time flow handoff (local and global) should keep 

continuous end-to-end connectivity if the source and the destination are never parti

tioned during the session (two nodes are called partitioned if there is no path between 

them in the network). However, these ideal assumptions may not be practically true 

due to handoff control packet losses and inaccurate link prediction. In order to obtain 

ideal handoff performance, we eliminate the influence of data traffic in the simula

tion. To do so, we simulated a simple scenario in which there is no data traffic and 

each local/global flow handoff is activated by periodical link prediction (periodical 

sampling). In addition, we assumed that there was an offline algorithm with whole 

topology information to calculate the shortest path from a source to a destination. 

The following metrics were evaluated.

• Average end-to-end connectivity. The average end-to-end connectivity is defined 

as follows:

Ti
T * K

where T is the simulation time (excluding the warm-up time); T; is the con

nectivity time for the i-th end-to-end connection during the simulation time 

(excluding the warm-up time); and K is the total number of end-to-end con

nections. All connections are established during the warm-up period and last
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to the end of simulation. A source-destination pair is considered connected if 

the source knows the correct route information to the destination. Otherwise, 

they are considered partitioned even if there is a feasible path from the source 

to the destination determined by the offline algorithm.

Path length ratio: The path length ratio is defined as follows:

y M i  J A  JU +  y M 2 T 2  +  +  y M k y k
^ - ‘3 = 1  5L] 3 1 S L ?  3 ■" =1 SLj 3

T  * k

where T is the simulation time (excluding the warm-up time); k is the total 

number of end-to-end connections; and M j(l < i < k) is the number of time 

periods during which the path remains unchanged for the i-th end-to-end con-
jJ .

nection. -^A-expresses the ratio of the path length obtained by the evaluated
j

routing protocol over the shortest path length obtained by the offline algorithm 

in a time period j (  1 < j  < Mi), during which the path keeps unchanged for the 

i-th end-to-end connection. Tj is the duration time of time period j (  1 <  j  < Mi) 

for the i-th end-to-end connection. The larger the path length ratio, the longer 

the path used in the evaluated routing protocol.

• Control overhead: The control overhead is defined as the total number of routing 

control packets averaged over the number of end-to-end connections.

We simulated 50 mobile nodes moving in a 1500 metre x 300 metre rectangular 

region for 900 seconds of simulation time. The mobility model was the Random 

Waypoint model. Five source-destination pairs are randomly chosen to establish 

end-to-end connections. Since there was no data traffic, the link check/prediction 

was activated periodically in an interval time of 50 ms (sampling granularity). We 

studied the performance of LOTAR, LOTAR1 (LOTAR without global handoff), and 

LOTAR2 (LOTAR without local or global handoff).

Fig. 4.22 indicates the results of average end-to-end connectivity. As expected, 

LOTAR exhibits very high end-to-end connectivity, while LOTAR2 has much lower 

end-to-end connectivity than LOTAR and LOTAR1. LOTAR1 has very similar end- 

to-end connectivity to LOTAR, meaning that local flow handoff is good enough to 

keep high end-to-end connectivity in our simulated networks.
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Figure 4.22: Average end-to-end connectivity

Fig. 4.23 shows the results of path length ratios. Very surprisingly, LOTAR and 

LOTAR1 have smaller path length ratios than LOTAR2. We carefully checked the 

results and found that local handoff improves the path on the whole. However, in 

prior experiments, LOTAR had a higher end-to-end delay than LAR. This is largely 

because local flow handoff contends for radio channels with data transmission and 

some flow handoff might not be successful due to packet losses. Fig. 4.23 illustrates 

the results under ideal conditions: local flow handoff is always successful, there is no 

data traffic, and flow handoff is almost on-time (because 50 ms sampling granularity 

is very small). The promising results present more opportunities to improve routing 

performance if we use different technologies such as separate signaling for flow handoff.

Again, LOTAR and LOTAR1 have very similar path length ratios. This demon

strates that global flow handoff has little influence in our simulated networks.

Fig. 4.24 shows the results for control overhead. Control overhead for LOTAR2 

is significantly higher than that for LOTAR and LOTAR1. This is because LOTAR2 

has no handoff mechanisms and lower end-to-end connectivity. Therefore, more route 

discoveries are initiated, resulting in high control overhead in LOTAR2. LOTAR has
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Figure 4.23: Path length ratio

slightly higher control overhead than LOTAR1 because LOTAR includes a global 

handoff mechanism which is demonstrated to be unnecessary if all local handoffs are 

successful and in time, as seen in the results in Fig. 4.22 and Fig. 4.23.

In conclusion, local flow handoff is effective enough to maintain good performance 

in terms of end-to-end connectivity, path length ratio, and control overhead in the 

simulated network. Global flow handoff seems to have little influence in the simulated 

network. The results shown in this section indicate the best performance of flow 

handoff.

4.7  C onclusions

Location information can be utilised to assist in routing [KV98, KKOO, SL02, SG99]. 

In this chapter, we propose a routing scheme which uses location information to re

duce route query flooding, search for efficient partial routes, and help flow handoff. 

This routing scheme should work with a concrete prediction model for a particular 

mobility model. We investigate its performance in various mobility models and its
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Figure 4.24: Average control overhead in packets

performance with inaccurate location information. The simulation study shows that 

our routing scheme can maintain very high packet delivery ratios even with high-speed 

mobile nodes. The average end-to-end delay and control overhead are also acceptable. 

Furthermore, we studied the benefits of flow handoff in an ideal situation. The results 

show that local flow handoff is effective enough to keep high end-to-end connectiv

ity, small path length ratios, and small control overhead in the simulated networks. 

The good performance in the ideal situation provides us with great motivation to 

investigate efficient flow handoff techniques in mobile ad hoc networks.
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Chapter 5 

On-Dem and M ultipath R outing

5.1 In trod uction

The absence of a fixed infrastructure forces the mobile hosts in MANETs to coop

erate with each other for message transmissions. To form such a cooperative self- 

configurable environment, every mobile host is willing to relay messages for others to 

their ultimate destinations. Due to the limited power energy in every mobile host, it 

is very important to distribute routing tasks fairly.

However, few proposed routing protocols for MANETs take fairness into account. 

They tend to take the shortest path as the main route selection principle and there

fore place a heavy burden on the hosts along the shortest path from a source to a 

destination. As a result, heavily loaded hosts may deplete power quickly, leading 

to network partitions and failure of application sessions. It is quite agonizing for 

end-users to experience rapid power depletion or to feel isolated from others in a 

cooperative environment.

Multipath routing is aimed at establishing multiple paths between a source-destination 

pair. In wired networks, multipath routing [ST92, GG96, Max93] can reduce end-to- 

end delay, increase network throughput, and provide better network load balancing. 

However, these advantages are not obvious in MANETs because it requires more hosts 

to be responsible for the routing tasks and the traffic flows along different paths may 

interfere with each other due to the broadcast feature of radio transmission. In addi

tion, it is not easy to search effectively for multiple paths with little cost if network 

topology changes frequently.

As described in Chapter 2, proactive routing protocols try to maintain routes to
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all possible destinations, regardless of whether or not the routes are needed. This 

category of routing protocols must periodically send control messages in order to 

maintain correct route information. In contrast, reactive (or on-demand) routing 

methods initiate the route discovery on demand of data traffic. Routes are needed 

only to desired destinations. This routing approach can dramatically reduce routing 

overhead when a network is relatively static and the active traffic is light. In this 

method, each node has little or no topology information. W ithout a complete and 

accurate knowledge of the topology, how to find node-disjoint or edge-disjoint multiple 

paths efficiently is difficult. All problems discussed in this chapter are based on the 

on-demand routing method.

We have not addressed the multipath routing problems with proactive methods. 

In proactive methods, a node periodically sends control messages to maintain up

date routing information even if the routes are not needed, wasting bandwidth when 

data traffic is light. However, proactive methods usually provide users with partial 

or complete topology information, making the calculation of node-disjoint multiple 

paths relatively easier. Nevertheless, proactive multipath routing methods deserve 

investigation if we can effectively control the routing overhead.

In this chapter, we introduce new criteria to measure the quality of multiple paths 

and present two on-demand approaches to effectively search for good multiple paths 

based on these criteria. We performed simulation studies to investigate network per

formance using the proposed methods. The motivation is to explore the benefits and 

present the difficulties of deploying on-demand multipath routing in shared-channel 

wireless mobile networks. The rest of this chapter is organized as follows. Section 5.2 

introduces related work. In Section 5.3, we discuss the interference of traffic flows 

along different paths and its influence on the performance of multipath routing in 

MANETs. Section 5.4 introduces our on-demand multipath calculation algorithms. 

In Section 5.5, we introduce how to use the obtained multiple paths. Section 5.6 

describes the simulation model. We present our performance results in Section 5.7 

and conclude this chapter in Section 5.8.
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5.2 R elated  W ork

Multipath routing is not a new concept. Its use can be found in early circuit-switched 

and packet-switched networks [ST92, GG96, Max93]. It has been an effective mech

anism in wired networks to balance network loads, increase throughput, and provide 

fault tolerance. However, the work on wired networks cannot be directly applied to 

MANETs because nearby links are no long physically independent and the network 

topology can change frequently.

Some protocols for MANETs, such as Dynamic Source Routing (DSR) [BJM01] 

and the Temporally Ordered Routing Algorithm (TORA) [PC97], use multiple paths. 

In DSR, a source node acquires multiple paths to a destination by flooding route 

request messages, which are answered by the nodes that know how to reach the 

destination. As we will demonstrate later, this method has very little chance of 

finding disjoint multiple paths. TORA provides multiple paths by maintaining a 

“destination-oriented” directed acyclic graph from the source. However, TORA does 

not include criteria to evaluate the quality of the multiple paths. Furthermore, TORA 

did not perform well in the simulation studies in [BMJHJ98, DCYS98], partly because 

the benefits of multiple paths are greatly compromised by the large control overhead 

in maintaining multiple paths. On the whole, multipath routing is utilised as a 

backup or auxiliary method, and its advantages have not been fully explored in these 

particular protocols.

In [ND99], Nasipuri and Das proved that the use of multiple paths can keep correct 

end-to-end transmission longer than a single path. In other words, the frequency of 

searching for new routes is much lower if a node keeps multiple paths to a destination. 

To our knowledge, [ND99] is the first in-depth study on the performance benefits 

of multipath routing in MANETs. However, they did not measure the quality of 

the multiple paths and did not study the performance improvement using multipath 

routing in terms of other performance metrics such as network load balancing, end-to- 

end delay, and power consumption. Their performance study was based on theoretical 

analysis, in which it is difficult to consider the influence of nodes’ arbitrary movements 

and the interference of radio transmissions, both of which are distinguishing features 

of wireless mobile networks.
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Perlman et al. [PHSTOO] demonstrate that multipath routing can balance network 

loads [PHSTOO]. They proposed a diversity injection method to find more node- 

disjoint paths compared to DSR, and studied its performance based on a hybrid 

proactive/reactive Zone Routing Protocol [HPOO]. However, their work is based on 

multiple channel wireless networks, which are contention-free but may not be available 

in some application scenarios.

Almost simultaneously, Lee et al. [LG01] and Wu and Harms [WH01] separately 

proposed the same approach to search effectively for multiple node-disjoint paths. The 

basic idea is to selectively broadcast those route request messages that might include 

more disjoint information. As we will demonstrate in this chapter, this method is 

likely to have large control overhead. In this chapter, we introduce this method, and 

an improved method [WH01-2], to find node-disjoint multiple paths.

5.3 M ultip le P a th  Selection  C riteria

If we assume all mobile hosts’ radio transmission ranges are the same, then a MANET 

can be modeled as an undirected graph G =  ( V, E), where V  is a set of | Vj nodes 

and E  is a set of \E | undirected links connecting nodes in V. Each node has a unique 

identifier and represents a mobile host with a wireless communication range of R. 

There is an undirected link (i, j) connecting two nodes i and j when the two nodes 

are within each other’s transmission range.

Due to the broadcast feature of radio transmission, nearby radio transmissions may 

interfere with each other, and two nearby nodes must contend for a radio channel. We 

define a metric, correlation factor, to estimate the interference between two nearby 

traffic flows.

D efinition 1: T he correlation factor (rj) of two node-disjoint paths is

defined as the number of links connecting the two paths. If there is no link (r]=0) be

tween two node-disjoint paths, we say that the two node-disjoint paths are unrelated. 

Otherwise, the two node-disjoint paths are 77-related. The total correlation factor for 

a set of multiple paths is defined as the sum of the correlation factor of each pair of 

paths.

As shown in Fig. 5.1(a) and (b), the source node S sends Constant Bit Rate (CBR)
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traffic to the destination node D using two node-disjoint paths between S and D, which 

are S—»a—>b—>c->D and S—>d->e—T—>D. In Fig. 5.1(a), the two node-disjoint paths 

are unrelated. But in Fig. 5.1(b), the two node-disjoint paths are 7-related. In order 

to study the influence of the correlation factor, we initially selected static topologies. 

In our simulation, we changed the initial positions of the nodes to obtain different 

correlation factors for the two node-disjoint paths. We used a shared channel model 

in which all hosts use the same radio spectrum and compete for the radio channel. 

For example, in Fig. 5.1(b), if S is sending messages to a, then node d cannot send 

messages to node e since the transmissions will collide at node a.

Fig. 5.2 shows the result of the average end-to-end delay along these two node- 

disjoint paths for different correlation factors. The larger the correlation factor, the 

larger the average end-to-end delay for both paths. This is because two paths with 

a larger correlation factor have more chances of interfering with each other’s trans

missions due to the broadcast feature of radio propagation. In addition, with the 

increase in the correlation factor, the difference between the average end-to-end delay 

along the two paths is also increased even if the two paths have the same length and 

the same traffic load. The reason is that the traffic flows from node S to the different 

paths are not transm itted simultaneously. As a result, the data traffic sent a little bit 

ahead will have more chances of capturing the transmission channel, and the lagged 

data traffic will have to defer its transmission. The larger the correlation factor, the 

larger the influence on the difference in end-to-end delay.

In addition, we sent the same traffic load from S to D in the static topology shown 

in Fig. 5.1(c), using two link-disjoint but not node-disjoint paths, S—>-a—>-b—>c—»D 

and S—>d—>-b—>f—>-D. The average end-to-end delay was 21.3 ms along the path 

S—»a—>b—>-c—>D and 30.5 ms along the path S—>d—>b—>f-»D. Compared with the 

results shown in Fig. 5.2, we see that the traffic flows along these two paths dra

matically interfere with each other, since the flows along the different paths compete 

for the transmission channel in the common node b. Therefore, if the paths are 

link-disjoint but not node-disjoint, good performance cannot be guaranteed.

Path length is also an important factor in multipath routing. A longer path will 

increase the end-to-end delay and waste more bandwidth. It also requires routing 

services from more hosts. When we use multiple paths between a source-destination
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pair, the difference in the end-to-end delay among the multiple paths requires more 

buffer space in the destination to deal with the disordered data packets. Although 

this may not be a serious problem considering that the radio transmission rate is 

relatively slow compared with that of high-speed wireline networks, we should not 

ignore the influence of the differences in path length.

Based on the above observation, our path selection criteria in MANETs include 

properties of (1) node-disjoint, (2) small length differences between the primary 

(shortest) path and the alternative paths, and (3) small correlation factors between 

any two of the multiple paths. Since the path correlation factor is always changing 

when the nodes are moving, maintaining the property of small correlation factors will 

be costly. However, we can use this criterion at the initial path selection. We measure 

the quality of multiple paths in terms of the above criteria.
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5.4 O n-D em and M u ltip ath  C alcu lation

Finding node-disjoint multiple paths is not an easy task when the whole topology 

is unknown. The Dynamic Source Routing (DSR) [MBJJ99, BJM01] protocol finds 

multiple paths, but does not take the property of node-disjoint or link-disjoint into 

account. In this section, we first describe how DSR finds multiple paths and illus

trate why the multiple paths obtained by DSR are not diverse. We then introduce 

three different on-demand multipath calculation approaches: the diversity injection 

method, the selective broadcast method, and the heuristic redirection method, all of 

which improve DSR in the ability of finding more node-disjoint paths.

5.4 .1  M u ltip a th  D iscovery  in  D S R

In DSR, if a source node does not know a route to a destination, it will initiate a 

route discovery by flooding a Route REQuest (RREQ) message. The RREQ message 

carries the sequence of hops it passed through in the message header. When a node 

receives an RREQ, if it is the first time that this node receives this RREQ message, 

the node will broadcast it again. Otherwise, the node will drop this RREQ packet. 

Once an RREQ message reaches the destination node, the destination node will reply 

with a Route REPly (RREP) packet to the source, using the reverse path contained 

in the RREQ packet. When the RREP packet traverses backward to the source, 

the source and all traversed nodes will know a route to the destination. Since the 

destination replies to all the RREQ messages, multiple paths will be created between 

the source and the destination.

The method of broadcasting RREQ in DSR can effectively save bandwidth. How

ever, it greatly reduces the possibility of finding multiple node-disjoint paths because 

it quenches the diversity of the multiple paths—the obtained multiple paths usually 

have some common nodes. In our simulation, the chance of finding node-disjoint 

multiple paths using DSR is almost zero. The reason is tha t later-received RREQ 

packets, which may include node-disjoint paths, are dropped at internal nodes. For 

example, in Fig. 5.1(b), if S broadcasts an RREQ, nodes a and d will receive and 

re-broadcast it. If we assume that node d transmits a little bit ahead of node a, 

nodes b and e will receive the RREQ packet from node d and drop the later RREQ
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packet from node a. Finally, the destination D will receive only two paths having a 

common node d. We will explain this phenomenon further in Section 5.4.4.

5.4.2 T h e D iv ersity  In jection  M eth o d

Perlman et al. [PHSTOO] proposed a new method, called diversity injection method, 

to improve DSR’s ability to search for node-disjoint multiple paths. In the method, 

any internal node broadcasts only the first-received same route request messages 

as in DSR. However, instead of dropping all later-received route request messages 

as in DSR, the diversity injection method caches these messages. When a route 

reply message is received, the remaining path back to the source is replaced with 

“the shortest of the least selected cached paths that does not create a reply loop” 

[PHSTOO]. The simulation study shows that the diversity injection method increases 

the chance for the source node to obtain node-disjoint multiple paths [PHSTOO].

5.4 .3  T h e S e lec tiv e  B road cast M eth o d

In [WH01], we propose a multipath calculation method based on the selective broad

cast of route request messages. In this approach, we combine the path selection cri

teria in Section 5.3 with the path calculation method in DSR. When a route request 

message is initiated by a source node to search for paths to a destination, besides the 

information required for DSR such as the destination address and the sequence num

ber, the route request message includes a parameter d, which indicates the permitted 

maximal length difference between the primary (shortest) path and the alternative 

paths. This parameter corresponds to path selection criterion (2) in Section 5.3.

As stated above, the broadcast mechanism for RREQ messages in DSR has little 

chance of finding multiple node-disjoint paths. Thus, we modify the route query 

flooding method as follows.

When a node receives a route query message, if it is the first time that it receives 

this query message or the path included in this query message is node-disjoint with 

the paths included in previously cached same route query messages, the node will 

cache it and broadcast it again. Otherwise, the node will discard this query message. 

In this way, any internal node caches and broadcasts all received node-disjoint paths. 

This method will increase the flooding cost, but it also increases the diversity of
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the query messages. When the destination receives a query message, a route reply 

is sent back to the source if the query message carries a source route that is node- 

disjoint from the existing routes and the length difference between this route and the 

primary (shortest) route is less than d. The primary route is usually taken by the 

first query message arriving at the destination. The reply message carries the entire 

path information between the source and the destination.

The parameter d is used to limit the length difference between the shortest path 

and the alternative paths. A larger value of d may provide a source node with more 

node-disjoint paths to a destination, but a larger length difference among multiple 

paths requires a larger buffer in the destination to handle disordered packets. In 

addition, longer paths may waste more bandwidth and have a larger end-to-end delay.

Every node has a neighbourhood table to record its neighbours. The contents of 

the neighbourhood table are refreshed by any received control and data messages. If 

a neighbour has not been refreshed for a timeout value, it is deemed to be obsolete 

and is erased from the table.

When a reply message traverses from the destination back to the source node, 

it piggybacks the neighbourhood information along the path. The source node will 

calculate the path correlation factor using this neighbourhood information. The max

imal correlation factor is used by the source to select the proper paths. The source 

will select the multiple paths whose total correlation factor is less than the maximal 

correlation factor.

In the worst case, the communication complexity of the selective broadcast method 

in terms of the number of message transmissions is 0(LAN+ LAW), where L is the 

maximal number of node-disjoint paths from the source to the destination, N is the 

total number of mobile hosts, and W is the maximal permitted path length limited 

by the Time-To-Live (TTL) field in a packet. The first term, LAN, represents the 

maximal number of message transmissions for the route request broadcast. The 

second term, LAW, represents the maximal number of message transmissions for the 

RREP packets traversing back to the source node.
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5.4 .4  T h e H eu ristic  R ed irection  M eth o d

In order to reduce the control overhead of the selective broadcast method, we pro

pose a heuristic method [WH01-2, WH02], in which an intermediate node does not 

re-broadcast the same RREQ message twice, but re-directs the RREP messages ac

cording to an heuristic algorithm.

D efinition 2 A path P  between node Vi and node vn is an ordered sequence of 

distinct nodes <Vj, . . . ,  vn> such that v,-) is a link for all 2 < i < n. Node v,-

is called an internal node if 1 < i < n. If no path exists between node iq and node 

vn, then node Vj and node vn are partitioned.

D efinition 3 A spanning tree rooted at node S (S G V) in a graph G= <V, E> is 

a subgraph of G, which is a tree with root S and includes all nodes in V. A subtree of 

a spanning tree is called a primary subtree if this subtree’s root’s direct father is the 

root of the spanning tree. The primary subtree nodes in a spanning tree with root S 

are a set of nodes whose direct father is node S in the spanning tree.

L em m a 1 Using the route discovery method in DSR, if two paths Pi — <S, vj,  

. . . ,  vn, D> and P 2 =  <S, Uj, . . . ,  um, D> received by node D have k (k < m and k 

< n) common nodes excluding node S and D, then Vi =  ux , v2 = u2, .. ■, and Vk =

uk-
Proof: Assume that the route discovery method of DSR is used. Suppose, to the 

contrary, that two paths Pi  =  <S, Vi , . . . ,  vn, D> and P 2 =  <S, u i , . . . ,  um, D> 

received by node D have k (k < m and k < n) common nodes (excluding node S and 

D), but there is an i <k such that rq 7̂  Then there must be a j > k where Vj =  

Uj. Otherwise, the total number of common nodes could be less than k. Thus, node 

j will receive at least two RREQ packets: one was previously transmitted from iq 

while the other was from However, according to the message broadcast method in 

DSR, node j will drop at least one of the packets because a node will not broadcast 

the same RREQ message twice. Therefore, only one path, either Pi or P 2, could 

arrive at node D. Node D cannot receive both P 1 and P 2- This is a contradiction, o

From Lemma 1, two paths received by a destination are node-disjoint if and only 

if the first hops of the two paths are different. Furthermore, the union of all paths 

received by the destination will be a part of a spanning tree rooted at the source node
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if we do not consider the last hop of these paths. This phenomenon provides us with 

useful information to search for diverse multiple paths. Note that Lemma 1 is true 

for any node that is reachable from the source.

L em m a 2 For a spanning tree rooted at node S, if node v and node u belong to 

different primary subtrees and there is a direct link between node v and node u, then 

there are at least two node-disjoint paths between node v (or node u) and node S.

Proof: The proof is straightforward. Assume that node v belongs to primary 

subtree Bi and node u belongs to primary subtree B2. Then one path is from node v 

(or node u) to node S along the tree links in Bi (or B2). The other path is from node 

v (or node u) to node u (or node v ) and then to node S along the tree links in B2 

(or Bi). The two paths are node-disjoint since node u and node v belong to different 

primary subtrees of the spanning tree. Note that two different primary subtrees of a 

spanning tree have no common nodes, o

Lemma 1 and Lemma 2 are used to search heuristically for node-disjoint paths. In 

our method, the broadcast method of RREQ is very similar to th a t in DSR except that 

the later-received RREQ packets are cached instead of dropped in the intermediate 

nodes. An RREP packet in our method includes a label isRedirection to indicate 

whether the RREP packet should be redirected when traversing back to the source 

node. Due to Lemma 1, to check whether two paths received by the destination are 

node-disjoint, we only need to see whether their first hops are the same. The first 

hops of the paths included in the RREQ packets are also the primary subtree nodes 

in the spanning tree rooted at the source node. When the destination node D receives 

an RREQ packet, if the path P  included in this RREQ packet is node-disjoint with 

all paths included in previously received RREQ packets, then an RREP packet is sent 

to node S, using the reverse path of P, and the label isRedirection is set to FALSE. 

Otherwise, an RREP packet is sent back with the label isRedirection set to TRUE.

When an intermediate node receives an RREP packet, it utilises the algorithm 

in Fig. 5.3 to check the next hop to forward the RREP packet. The main idea here 

is to redirect those RREP packets whose isRedirection label is TRUE. The reason is 

that an RREP packet with a TRUE isRedirection label includes a path having some 

common nodes with a previously sent RREP packet, which is labeled as beforeRrep 

for the convenience of later description. The intermediate node checks whether it has
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i f  (the label isRedirection  is set to FALSE in the RREP) or 
(there are no cached RREQ packets) {

Forward the RREP packet to the prior hop along the path included in the RREP packet;
Return.

}
else{

Get S= {All cached RREQs that include paths whose first hop is different with the first hop of path P, where P is the 
reverse path included in the RREP}; 

i f  (S is not empty) { 
repeat {

Get the cached RREQ with shortest route in S. If several cached routes in S have same shortest length, 
then select one of them randomly;
Replace the remaining forward path back to the source in the RREP packet with the path in the RREQ; 
if  (the new RREP does not include a loop) {

Forward the new RREP packet using the new path;
Set the label isR edirection  in the new RREP to FALSE;
Return;} 

else  Remove the RREQ from S;

1
until (all RREQ in S are checked or a proper RREQ in S, that can construct a new RREP without a loop, is 

searched)

}
/* In the following case, S is empty or S does not include proper RREQ packets to satisfy the above requirement */
Get S2= {all cached RREQ -  S }; 
repeat{

Search for a RREQ with shortest route in S2. If several cached routes have same shortest length, then select one 
of them randomly;
Replace the remaining forward path back to the source in the RREP packet with the path in the RREQ; 
i f  (the new RREP does not include a loop) {

Forward the new RREP packet using the new path;
Return.}

else  Remove from the RREQ from S2;

}
until (a proper RREQ in S2, that can construct a new RREP without a loop, is searched)

/* The proper RREQ should be in S2 since S2 includes a path, which is the same as the one in the RREP. */

Figure 5.3: The algorithm for forwarding the RREP packets

cached a path to the source node, which is node-disjoint with the remaining hops 

included in the RREP packet. Based on Lemma 2, redirecting the RREP packet 

to such a cached path will forward the RREP to a different primary subtree, where 

it is highly possible to find a path that is node-disjoint with the path included in 

the beforeRrep. Once the RREP packet is redirected, the label isRedirection in this 

packet is set to FALSE. Since the algorithm still uses source routing to forward the 

RREP, loops can be easily removed and the RREP packet will finally arrive at the 

source node.

In order to help the source nodes select good node-disjoint paths, we combine
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the path selection criteria in Section 5.3 with the above path calculation method 

(Fig. 5.3). Every node has a neighbourhood table to record its neighbours. The 

maintenance of the neighbourhood table is the same as that in the selective broad

cast method. When the reply message traverses from the destination to the source 

node, it piggybacks the neighbourhood information along the path. The source node 

will calculate the path correlation factor using the neighbourhood information. Two 

parameters are used in the selection of node-disjoint paths: d, which indicates the 

permitted maximal length difference between the primary (shortest) path and the al

ternative paths, and /, which is the permitted maximal total correlation factor among 

the selected multiple paths.

In the worst case, the communication complexity of the heuristic redirection 

method in terms of the number of message transmissions is 0 (N +  M*W), where 

N is the total number of mobile hosts, M is the number of paths received by the 

destination limited by the number of the destination’s neighbouring nodes, and W 

is the maximum permitted path length limited by the Time-To-Live (TTL) field in 

a packet. The first term, N, represents the number of message transmissions for one 

global flooding. The second term, M*W, represents the maximal number of message 

transmissions for all RREP packets traversing back to the source node.

5.4 .5  T h e A b ility  to  F in d  M u ltip le  N o d e-D is jo in t P a th s

Because some route request and route reply messages may be lost due to the unre

liability of radio transmission, our multipath calculation methods cannot guarantee 

finding all node-disjoint paths. However, we demonstrate through simulation that our 

methods can find most node-disjoint paths. We compared the ability to find multiple 

node-disjoint paths using the diversity injection method [PHSTOO], DSR, and our 

methods separately. The main difference between the diversity injection method and 

the heuristic redirection method is that the diversity injection method uses a differ

ent criterion for redirecting the RREP packets. As we will show below, the diversity 

injection method may redirect the RREP packets in a way that reduces the number 

of node-disjoint multiple paths found.

We randomly chose 200 source-destination pairs and calculated the maximal num

ber of node-disjointed paths between each source-destination pair, using an off-line
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Figure 5.4: The ability to find multiple node-disjoint paths

algorithm with a knowledge of the entire topology. In the meantime, we separately 

used the diversity injection method, DSR, and our methods to search for node-disjoint 

paths. Fig. 5.4 shows the ratio of the number of obtained node-disjoint paths using 

different searching methods to the maximal number of node-disjoint paths using the 

off-line algorithm. The result shows that both the selective broadcast method and 

the heuristic redirection method can find most node-disjoint paths and more than 

the diversity injection method, while DSR has little success in finding node-disjoint 

paths.

Note that the above results are obtained in a static network since the network 

usually keeps relatively unchanged during the short time period of routing discovery. 

In the situation that the network topology changes dramatically even during one 

routing discovery period, all routing protocols may not work effectively, and the 

differences among the three methods will be trivial.
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5.5 M u ltip ath  R ou tin g

There are several ways to use the obtained multiple paths. In [ND99] and [BJM01], 

the multiple paths are not used simultaneously. The data packets are transmitted 

along one path. Other paths are kept as backup paths in case the used one fails. 

When all possible paths are broken, a new multipath discovery procedure is initiated.

Our approach of using the multiple paths is different. In order to balance network 

loads, we use the multiple paths simultaneously as in dispersity routing [Max93], 

which disperses the data traffic along different paths. Dispersity routing can be 

divided into redundant and non-redundant routing. In redundant dispersity routing, 

only some of the multiple paths are used to transfer data, while the others are used 

to transfer redundant information such as error-correcting codes. In contrast, in non- 

redundant dispersity routing, all paths are used to transmit data simultaneously. We 

use non-redundant dispersity routing and choose a path with a probability inversely 

proportional to the length of the path. If a path fails, an error message is sent back 

to the source node and the traffic on th a t path will be transferred to other paths that 

are still alive. When all paths are broken, a new multiple path discovery is initiated.

5.6 S im ulation  M odel

We used the same simulation model described in Chapter 3 to study the performance 

of multipath and unipath routing. The multipath routing methods include our pro

posed methods and the diversity injection method. Note that only the method of 

searching for node-disjoint paths (diversity injection) from [PHSTOO] is used. The 

underlying radio channel model and the way to use the multiple paths are different 

from those that are used in [PHSTOO]. The unipath routing method studied here is 

a simplified DSR, which does not include such optimisations as promiscuous learning 

of source routes, leveraging the route cache, piggybacking on route discoveries, etc. 

[BJM01]. The reason for excluding these mechanisms from the simulation is that our 

main focus is on the performance difference when dispatching the traffic along single 

path versus multiple paths.

In order to investigate whether or not multipath routing can benefit energy con-
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sumption, we used the Agilent WaveLan [LucOO] model to calculate power consump

tion. The power consumption in doze, receive, and transmit modes is approximately 

50 mw, 900 mw, and 1425 mw respectively. We assume that a mobile host will be 

in doze mode immediately after transmitting or receiving a packet and can be re

voked from the doze mode immediately before transm itting or receiving a packet. 

We also assume that a mobile host passively receives any heard packets even if they 

are not for the mobile host. It is the network layer that decides how to process 

(drop/relay/accept) the packets.

In the simulation, 50 mobile nodes moved in a 1500 metre x 500 metre rectangular 

region for 900 seconds of simulation time. Initial locations of the nodes were obtained 

using a uniform distribution. We assume that each node moves independently with 

the same average speed. All nodes had the same transmission range of 250 metres. 

The mobility model is the Random Waypoint model (Chapter 3). In the simulation, 

the minimal speed was 5 m /s and the maximal speed was 10 m/s. We changed the 

pause time from 0 seconds to 900 seconds to investigate the performance influence 

of different mobilities. A pause time of 0 seconds presents continuous motion, and a 

pause time of 900 seconds corresponds to no motion.

The simulated traffic was Constant Bit Rate (CBR) traffic. 15 source nodes and 

15 destination nodes were chosen randomly with uniform probabilities. The interval 

time to send packets was 250 ms. The size of all data packets was set to 512 bytes. The 

maximal total correlation factor was set to 15. The maximal number of multiple paths 

was 4. The maximal length difference between the shortest path and the alternative 

paths was 3, and the maximal path length was 9.

5.7 S im ulation  R esu lts

5.7.1 P erform an ce M etr ics

We compared the performance of unipath routing with the various multipath routing 

methods. We evaluated the performance according to the following metrics:

• Control overhead: The control overhead is defined as the total number of routing 

control packets normalized by the total number of received data packets.
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•  Bandwidth cost for data: The bandwidth cost for data is defined as the total 

number of data packets transmitted at all mobile hosts normalized by the total 

number of received data packets.

• Average end-to-end delay: The end-to-end-delay is averaged over all surviving 

data packets from the sources to the destinations. It includes queuing delay 

and propagation delay.

• Load balancing: We use a graph G =(F , E ) to represent the network, where 

V  is the node set and E  is the link set. We define a state function /  : V  —» 

/  where I  is the set of positive integers, /(v )  represents the number of data 

packets forwarded at node v. Let CoV (/) =  standard deviation of /  /  mean of 

/. We use CoV (/)  as a metric to evaluate the load balancing. The CoV can be 

used as a measure of the variance of a certain metric and it is to be preferred 

to standard deviation because the CoV is a unit-less quantity. The smaller the 

CoV (/), the better the load balancing.

•  Energy balancing: As above, we use CoV(g) to evaluate the energy balancing, 

where g(v) represents the energy consumption at each node. The energy con

sumption in a node is calculated as the sum of T  ̂ * P i (i =  0, 1, 2), where T* 

represents the time spent in the three different modes (doze, receive, and trans

mit) and Pi represents the power consumption in the corresponding modes.

•  Average energy consumption: The energy consumption is averaged over all 

nodes in the network.

5.7 .2  C om parison  o f  M u ltip a th  R o u tin g  P erform an ce w ith  
U n ip a th  R o u tin g  P erform ance

Fig. 5.5 shows how the total number of route discovery phases varies with the mobil

ity. The frequency of route discovery for multipath routing is less than that for the 

unipath routing. This result is consistent with the theoretical analysis in [ND99]. The 

frequency of route discoveries for our multipath routing methods (selective broadcast 

and heuristic redirection) is less than that for the diversity injection method since 

our methods find more node-disjoint paths, as shown in Fig. 5.4.
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Figure 5.5: The frequency of route discovery for different methods

Because every route discovery needs approximately the same control overhead in 

the heuristic redirection, the diversity injection, and the unipath routing methods, 

the reduction of route discovery frequency will reduce the total control overhead. 

This is the reason that the heuristic redirection method has the smallest control 

overhead, as shown in Fig. 5.6. However, the selective broadcast method exhibits the 

highest control overhead because each route discovery requires more control message 

transmissions, resulting in the highest total control overhead even if it has fewer route 

discoveries than unipath routing.

Fig. 5.7 shows the total bandwidth cost for data transmission. This tends to be 

the smallest for unipath routing because unipath routing uses the shortest path from 

a source to a destination. The alternative paths in multipath routing are usually 

sub-optimal and thus cost more bandwidth. An interesting phenomenon is that the 

bandwidth cost for data transmission in the diversity injection method tends to be 

higher than in our methods at low speed. However, the variability in the results 

indicates that these differences may not be significant.

Fig. 5.8 shows the average end-to-end delay. The end-to-end delay includes the
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Figure 5.6: Normalized control overhead for different methods

queuing delay in every host and the propagation delay from the source to the destina

tion. Multipath routing will reduce the queuing delay because the traffic is distributed 

along different paths. On the other hand, it will increase the propagation delay be

cause some data packets may be forwarded along sub-optimal paths. The unipath 

routing method has higher average end-to-end delay than our multipath routing meth

ods, demonstrating that our m ultipath routing methods can distribute network loads 

and reduce the end-to-end delay, but the improvement may be limited at a high mo

bility (when pause time is below 300 seconds in the simulation). With a decrease 

in pause time, the average end-to-end delay for both multipath routing and unipath 

routing increases because the network topology changes more frequently. More route 

discoveries will be initiated, and thus the queuing delay of the data packets in the 

source nodes increases, resulting in an increase in the average end-to-end delay.

At low speed, however, the diversity injection method shows a larger end-to-end 

delay than the unipath routing method. As described above, the diversity injection 

method uses the shortest cached route that has been used the least number of times 

to re-direct RREP packets. This does not mean that the diversity injection method
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Figure 5.7: Bandwidth cost for data for different methods

will ultimately obtain shorter node-disjoint paths than our methods. The possible 

multiple redirecting in the diversity injection method may result in longer paths. 

In contrast, the heuristic redirection method re-directs an RREP packet only once 

when a proper direction is found; and the selective broadcast method provides the 

most possible node-disjoint paths to the destination. Thus no re-direction of RREP 

packets is needed. By tracing the simulation, we observed that those RREP packets 

that happen to be re-directed to longer paths are likelier to include node-disjoint paths 

in the diversity injection method. In other words, the diversity injection method finds 

fewer and longer node-disjoint paths. The improvement in end-to-end delay due to 

dispersing traffic cannot compensate for the degradation of end-to-end delay when 

using longer paths, demonstrating that multipath routing does not improve end-to- 

end delay in all scenarios. This is an important lesson for deploying multipath routing 

in MANETs.

Fig. 5.9 illustrates the results relating to load balancing. The CoV of network 

load is the highest for the unipath routing method because unipath routing always 

uses the shortest paths between the sources and the destinations. This has the effect
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Figure 5.8: Average end-to-end delay for different methods

of assigning more duties to the nodes along the shortest paths. On the other hand, 

m ultipath routing methods can distribute the network traffic along different paths. 

As pause time decreases, the CoV of network load also decreases for the unipath 

routing method and the multipath routing methods, demonstrating that an increase 

in mobility can result in better load balancing. This suggests that “Hot spots” are 

likely to be removed as mobility increases. Our methods are better than the diversity 

injection method in terms of load balancing because they can find more and shorter 

node-disjoint paths.

Based on the NCR WaveLan model for energy consumption, Fig. 5.10 shows the 

results of energy balancing. The CoV of energy consumption for the unipath routing 

method and the diversity injection method is higher than that for our methods, 

demonstrating that our methods can assign the routing tasks more fairly. However, 

note that the scale of the y-axis is much smaller than the one in Fig. 5.9. The 

improvement in energy balancing is modest. This is because the nodes, even when 

they have no routing tasks, have to passively listen to neighbouring nodes’ radio 

transmission, which inevitably consumes battery energy.
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Figure 5.10: The CoV of energy consumption for different methods
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Figure 5.11: Average energy consumption for different methods

Fig. 5.11 shows that the heuristic redirection method and the diversity injection 

method have less average energy consumption than unipath routing when mobile 

speed is high (the pause time is less than 400 seconds in the simulation). At low 

speed, however, the average energy consumption in the unipath routing method is less 

than th a t in the multipath routing methods. The battery energy of a network node 

is consumed mainly through forwarding control packets and data packets. Multipath 

routing may increase the energy consumption due to the transmission of data messages 

because some data packets traverse sub-optimal paths, but it will decrease the energy 

consumption due to the transmission of control messages if proper strategies are 

adopted as in the heuristic redirection method. When mobile speed is high, the 

energy expensed on routing control is too large to compensate for the energy saved 

on data transmission along the optimal paths in unipath routing. This is why energy 

consumption is higher in unipath routing when mobile speed is high. Nevertheless, 

the selective broadcast method exhibits consistently high energy consumption because 

of its high control overhead.
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Figure 5.12: End-to-end delay with different correlation factors

5.7 .3  C om parison  o f M u ltip a th  R o u tin g  P erform an ce W ith  
V arious C orrelation  Factors

In this section, we discuss how the initial selection of the multiple paths with different 

correlation factors can influence routing performance. In this experiment, we utilised 

the selective broadcast multipath routing approach and selected two paths. The 

simulation results show that when mobile speed is fast, selecting multiple paths with 

different correlation factors has little influence on average end-to-end delay. This is 

because the correlation factors will change quickly with the nodes’ mobility. However, 

as shown in Fig. 5.12, when the mobile speed is slow (the pause time is longer than 600 

seconds in the simulation), selecting multiple paths with smaller correlation factors 

has smaller average end-to-end delay.

Selecting multiple paths with various correlation factors does not influence the 

routing performance in terms of control overhead, bandwidth cost for data trans

mission, and load balancing. For example, the CoV of network loads with different 

correlation factors shows no significant differences (Fig. 5.13).
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Figure 5.13: The CoV of network loads with different correlation factors

5.8 C onclusions

In a shared channel wireless mobile network, it is not easy to exploit the advantages 

of multipath routing due to the transmission interference and lack of topology in

formation. In this chapter, multipath selection criteria were introduced, two new 

on-demand multipath calculation methods were proposed, and the performance of 

different multipath routing strategies was studied. Simulation results show that

•  Multipath routing methods can reduce the frequency of route discovery, but 

the control overhead must be carefully controlled when deploying multipath 

routing.

•  Multipath routing methods can provide some improvement in end-to-end delay 

in a shared channel MANET if suitable short multiple node-disjoint paths are 

utilised.

• Network load can be distributed more evenly in multipath routing. This feature 

is important to distribute the routing tasks fairly among mobile nodes and can
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prevent node from failure since a node with heavy use is likely to deplete its 

energy quickly. Mobility can also contribute to effective network load balancing.

•  The heuristic redirection multipath routing method can provide fair energy 

consumption among network nodes and reduce total energy consumption when 

mobile speed is high.

• The initial selection of the multiple paths with different correlation factors can 

influence the average end-to-end delay when mobile speed is low, but it has 

little effect on other performance metrics.
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Chapter 6 

Load-Sensitive R outing

6.1 In troduction

Distributing routing tasks fairly has eminent advantages, such as reducing the possi

bility of power depletion and queuing delay in hosts with heavy load. In Chapter 5, 

we investigated the benefit of multipath routing in terms of load balancing. In a 

very dynamic environment, however, obtaining and maintaining good quality multi

ple paths are still challenging problems. In this chapter, we propose another way to 

avoid loading mobile nodes heavily.

Although many routing protocols have been proposed for MANETs, few of them 

take load information into account. Pearlman et al. [PHSTOO] show that the mul

tipath routing approach can balance network loads, but they do not use network 

load information in their method. In [DPROO], Das et al. conclude that using 

congestion-related metrics such as queue length can improve the routing performance 

in MANETs, but they do not point out how to utilise this information. In [HZ01], 

Hassanein and Zhou utilise load information as the main path selection criterion for 

routing in MANETs. They define the network load in a node as the total number 

of routes passing through the node and its neighbouring nodes. However, this load 

metric may not be accurate since the traffic along different paths may not be the 

same. In their method, each node exchanges load information with its neighbours 

periodically, and each intermediate node broadcasts all received route request mes

sages. In [LG01-2], Lee and Gerla propose a load-aware routing method. They define 

the network load of a node as the number of packets queued in the output interface 

of the node. They utilise a route adaptation strategy to search for better paths.
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Similar to the methods in [HZ01, LG01-2], our proposed Load-Sensitive Routing 

(LSR) protocol [WH01-3] also utilises network load information as the main path se

lection criterion. In LSR, the network load in a node includes not only the local load, 

but also the load in the node’s neighbouring nodes. This metric is more accurate than 

the one used in [LG01-2] due to the broadcast feature of radio propagation, which 

creates contention. Obtaining network load information in LSR does not require peri

odic exchanges of load information among neighbouring nodes and is suitable for any 

existing routing protocol. We also provide a unified scheme to utilise load information 

and to tune the performance of LSR. Unlike the methods in [HZ01] and [LG01-2], 

LSR does not require that destination nodes wait for all possible routes. Instead, LSR 

uses a re-direction method to effectively find better paths (similar to our method in 

Section 5.4.4). This non-blocking property makes source nodes respond quickly to a 

call for connection without losing the chance to obtain the best path. Based on the 

initial status of an active path, LSR can search for better paths dynamically if the 

active path becomes congested during data transmission.

The rest of the chapter is organised as follows: in Section 6.2, we introduce the 

Load-Sensitive Routing (LSR) method. Section 6.3 describes the simulation model. 

We present the performance results of LSR in Section 6.5, and conclude this chapter 

in Section 6.6.

6.2 L oad-Sensitive R ou tin g  (LSR)

6.2 .1  B ackground

In Chapter 5, we demonstrated that traffic flows along nearby paths can interfere 

with each other and that the interference influences the routing performance. Due 

to the broadcast feature of radio transmission, a node is affected by the loads of 

its neighbours. Therefore, the network load in a mobile host depends on the traffic 

passing through this host as well as the traffic in the neighbouring hosts.

D efin ition  1: Traffic load in a mobile host is defined as the sum of the number 

of packets queued in the output interface of the mobile host and the number of packets 

queued in the output interfaces of the host’s neighbouring hosts.

A host can easily obtain the traffic load information if this host listens promis-
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Table 6.1: Packet header for LSR
Field Description
LL the number of packet queued in the current node
PL total path load so far
PV standard deviation of path load so far

Table 6.2: Load information maintained by LSR
Information Description

TL sum of all LL(i)
ID(i) the node id of the i-th neighbour
LL(i) local load of the i-th neighbour

cuously to neighbouring nodes’ transmissions. In our Load-Sensitive Routing (LSR) 

method, every packet transm itted includes the Local Load (LL) of the node and path 

load information, which includes total Path Load (PL) and the standard deviation 

of path load (PV)  for the path so far. Table 6.1 shows the information included in 

the packet header. The local load (LL) is the number of packets that are queued in 

the current host. As shown in Table 6.2, every host maintains a value of Traffic Load 

(TL). The value of the TL in a node is calculated as the sum of the LL of this node 

and the newest LLs received from neighbouring nodes. Obsolete LL values will be 

removed after a timeout period. The total Path Load (PL) is calculated as the total 

sum of PL in all hosts along the path. The standard deviation of path load, which 

is denoted as PV, is defined as the standard deviation of TL in every host along the 

path. The total Path Load (PL) represents the total traffic along a path and nearby 

nodes, while the standard deviation of path load (PV)  represents whether the traffic 

is distributed evenly.

R em ark  1 For a given path P= <vj, , vn>, if we assume that PL( P) denotes 

the total path load of P and PL(v,) denotes the traffic load in node V; (1 <  i < n), 

then

PL{P) = T . U T L ( v .) (1)

R em ark  2 For a given path P =  <vj, , vn>, if we assume that P V (P) denotes

the standard deviation of traffic load in the nodes along the path P and PL(vj) denotes
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the traffic load in node v, (1 <  i < ft), then

E  ?=1(TZ,(n?))2 - n * ( M L ) 2
n — 1

where ML =  (2)

R em ark  3 Using Formula (2), we can calculate P V (P) incrementally from PL and 

the hop count so far, and we do not need to keep every value of IX(vj) in the packet 

header. For example, when vn receives a packet from v„_i, if we denote P 1=<nJ , . . . ,  

vn-!>, then this packet should carry the values of PL(Pi) and PV(Pi)  as described 

above. Let P =<vj , . . . ,  v n>, then PL(P) =  PL(Pi) +  TL(yn). From Formula (2), we 

can solve the equation to obtain E ”= / (TL{vi))2 first, then calculate YH=i(TL(vi))2, 

and finally get P V (P). The detailed steps are as follows.

Step 1: Let

Note that P V  (Pi) and PL( P i) are carried by the received packet (see Table 6.1). 

Step 2: Calculate P V ( P).

n — 1

i—1

n — 1

Solve the following equation to get Y i:

PV{PX)

y = y, + (7'£K))2 

m l  PL{Pl) +  TL{Vn)
n
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A path comparison function is used to select a better path.

D efin ition  2: A p a th  com parison  fu n c tio n  /(A , B), where A, B are two

paths, is defined as:

/(A  B) =

f - 1  i f (PL(A)  -  PL(B) > a ) V
((|PL(A) -  PL(B )| < a) A (PV(A) -  PV(B) > /?)),

0 i/( |P £ (A ) -  P T (£)| <  a) A (|PU(A) -  PU(B)| <  /3),
1 otherwise.

In the definition of /, we use the total path load (PL) as the main comparison 

criterion and the standard deviation of path load (PV)  as an auxiliary criterion. If 

the total path load of path A is at least a  larger than that of path B, or the difference 

in total path load of path A and B is not larger than a  but the standard deviation 

of the path load of path A is at least /? larger than B, then we think that path B is 

better than path A. /  (A, B) =  -1 represents this case. When /  (A, B) =  0, we consider 

that path B and path A are almost the same in terms of path load information. /(A , 

B) =  1 indicates that path A is better than path B. The two parameters a  and f3 are 

used to make the comparison flexible.

Based on different requirements, we use two sets of path comparison functions: 

strict and loose. In the strict set, the parameters a  and f3 are set very small, while 

in the loose set, a  and /3 are relatively larger.

6.2 .2  O verview  o f  L SR  

R o u te  D iscovery

Like DSR [MBJJ99, BJM01], LSR is an on-demand routing protocol. Unlike [HZ01] 

and [LG01-2], we use a re-direction method similar to the one that we developed 

in the heuristic redirection method (Chapter 5) to forward Route REPly (RREP) 

messages. This method enables the source node to obtain better paths without an 

increase in flooding cost and waiting delay in the destination node.

In LSR, if a source node does not know a route to a destination, it will initiate a 

route discovery by flooding a Route REQuest (RREQ) message. The RREQ message 

carries the source and destination addresses, a sequence number which is initialized to 

0 and increased by 1 for the next route discovery, the sequence of hops which it passed 

through, and the local load and path load information. The path load information
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includes two values, PL and P V , and is calculated according to Formulas (1) and (2). 

When a node receives an RREQ, if it is the first time that the node receives this 

RREQ message, this node will broadcast it again. Otherwise, the node will cache 

this RREQ packet but not broadcast it. Two RREQ packets are assumed to be the 

same if they include the same source and destination addresses and the same sequence 

number.

Once an RREQ message reaches the destination node, the destination node will 

reply with a Route REPly (RREP) packet to the source, using the reverse path 

contained in the RREQ packet. Since the destination does not wait for all possible 

routes, the source node can quickly obtain the route information and can quickly 

respond to calls for connections. Similar to DSR, LSR lets the destination reply to 

every received RREQ message in order to provide tolerance for broken links on the 

return trip and more routing choices for the source node. The RREP packet will re

calculate the path load information when it traverses back to the source node. When 

a node receives an RREP packet, the remaining path in the RREP to the source node 

is replaced with the cached RREQ that has the best path load information and does 

not form a loop. The best path is chosen using a strict path comparison function /. 

If several best paths exist, one of them is chosen at random.

When the source node first receives an RREP packet, it uses the path included 

in this RREP packet to forward packets immediately. In the meantime, the source 

node will record the path load information included in this RREP packet. If a later- 

received RREP packet provides better path load information, then the source node 

transfers the traffic to the newly obtained path and updates the path load information 

accordingly.

In the route discovery phase, we use a strict path comparison function to compare 

the load information of two paths. Since the parameters a  and f3 are set to small 

values in a strict path comparison function, small differences between two paths in 

terms of path load and standard deviation of path load can distinguish the paths, 

and thus a better path can be chosen easily.
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R oute A daptation  and M aintenance

In the LOTAR protocol discussed in Chapter 4, we dynamically select a more robust 

path before the used one breaks. The criterion of route adaptation in LOTAR is 

based on link lifetime. In LSR, we adapt the active routes in a different context by 

using network load information. When a used path becomes congested, LSR tries to 

search for a lightly loaded path. Note that the source node continues to send data 

traffic along the congested path until a better path is found. In [LG01-2], Lee and 

Gerla also utilise a route adaptation method. The criterion for route adaptation in 

[LG01-2] is based on fixed threshold values. Instead, our route adaptation method is 

based on the initial status and current status of an active path.

When a data packet is sent from the source to the destination, the current path 

load is calculated. The initial path load information obtained by the first data packet 

along a selected path will be recorded in the destination node. When the current 

path load information is much worse than the initial path load information, network 

congestion may have occurred and a new better path should be found. In order to 

check whether the current path has become much worse, a loose path comparison 

function is used. The parameters a  and /?, in this case, are threshold values for the 

needs of route adaptation. As we will show later, if the parameters or and /? are too 

small, too much unnecessary route adaptation will be initiated.

If the current path becomes much worse than its initial status, which is calculated 

based on the first data packet, the destination node will initiate a route adaptation. 

It broadcasts a Route REQuest message to search for a route to the source node. This 

RREQ message will calculate the path load, using the same method as in the route 

discovery stage. It also carries the path load information obtained from the latest 

data packet received at the destination. Once the source node receives an RREQ, 

if the path load calculated by this RREQ is much better than the path load of the 

currently-used path, which is included in the RREQ, the source node transfers its 

data traffic to the path included in this RREQ packet. Note that the source node 

does not send back an RREP packet, and the source node uses the same loose path 

comparison function to check whether the path received in the RREQ packet is much 

better than the current one.
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When an established path breaks due to mobility, an error message is sent back to 

the source node and the source node activates a route discovery, as described above.

Since a strict path comparison function is used in the route discovery phase while a 

loose one is used in the route adaptation phase, for the convenience of later discussion 

and without loss of generality, we call the path comparison function used in the route 

discovery phase a strict path comparison function and the one used in the route 

adaptation phase a loose path comparison function even if we may deliberately set 

its parameters to small values for the purpose of a simulation study.

6.3 Sim ulation M odel

We used the same simulation model described in Chapter 3 to study the performance 

of LSR. We compared the performance of LSR and Dynamic Source Routing (DSR), 

which does not take network load information into account. We studied how the 

path comparison functions influence protocol performance. We also evaluated the 

performance of a variant of LSR, called LSR-2, whose promiscuous listening mode is 

disabled. Like [LG01-2], LSR-2 defines the network load in a node as the total number 

of packets queued in the node’s output interface only, because a node cannot know 

its neighbouring nodes’ local load information if the promiscuous listening mode is 

disabled.

In the simulation, 50 mobile nodes moved in a 1500 metre x 500 metre rectangular 

region for 900 seconds of simulation time. All nodes had the same transmission range 

of 250 metres and each node moved independently with the same average speed. The 

mobility model was the Random Waypoint model (Chapter 3). The minimal speed 

was 1 m /s and the maximal speed was 20 m/s. The simulated traffic was Constant 

Bit Rate (CBR). The size of all data packets was 512 bytes. We select a larger buffer 

size to permit a node to have a relatively heavy load without buffer overflow. In this 

simulation, the buffer size was 128 packets.

We evaluated the performance in terms of packet delivery ratio, average end-to- 

end delay, and normalized control head (See Chapter 3).
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6.4 T he Influence o f  P a th  C om parison  Functions

The path comparison functions in LSR provide us with a unified way to select paths 

using different load information. Two metrics, total path load and standard deviation 

of path load, are used in the path comparison functions. Since a strict path com

parison function is used in the route discovery phase, setting the parameters in the 

strict path comparison function to large values makes no sense (otherwise, the path 

selection method will be the same as in DSR). Therefore, we mainly consider how to 

set the parameters in the loose path comparison function for route adaptation.

We studied several schemes to use load information. These schemes include (1) 

using the total path load information only, (2) using the standard deviation of path 

load information only, (3) adapting routes frequently, (4) disabling route adaptation, 

and (5) properly adapting routes with the help of both total path load and standard 

deviation of path load information.

As shown in Table 6.3, five groups of values were studied. In Group A, the 

path comparison functions select a better path based only on the total path load 

information since /3 is set to a very large number and plays almost no role in the 

path comparison. In Group B, the path comparison functions select a better path 

based only on the standard deviation of path load since a  is very large. In Group 

C, the parameters in the loose path comparison function are set very small. In this 

case, a small difference in the traffic load information may result in route adaptation. 

The parameters in the loose path comparison function are set to very large values 

in Group D. In this case, LSR may not detect congestion during data transmission. 

In other words, many fewer route adaptations will be activated. In Group E, the 

parameters a  and /? in the strict path comparison function are set to small values, 

but they are set to relatively larger values in the loose path comparison function.

In the simulated traffic model, 15 source-destination pairs sent CBR traffic with an 

interval time of 250 ms, and 10 randomly chosen nodes periodically broadcast back

ground traffic to their neighbouring nodes with an interval time uniformly distributed 

from 50 ms to 100 ms.

Fig. 6.1 shows the results for packet delivery ratios. Group C has the lowest packet 

delivery ratio. In Group C, too much route adaptation will be aroused unnecessarily.
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Table 6.3: Path comparison functions with different parameters
Group Strict / Loose /

a P a P
A 5 3000 200 3000
B 3000 2 3000 10
C 5 2 5 2
D 5 2 3000 3000
E 5 2 200 10

A large amount of control traffic will cause network congestion and result in more 

packet losses. As shown in Fig. 6.1, although Group E has the highest packet delivery 

ratio, the performance difference among Groups A, B, D, and E is not significant. 

The packet delivery ratio for Group B is lower than that for Groups A, D, and E, 

although the difference may not be significant. This indicates that the total path load 

information is more important than the standard deviation of path load information, 

since the role of total path load is almost disabled in Group B due to the fact that a 

large number is set for the parameter a  in both the strict and loose path comparison 

functions. A path with a large standard deviation in load may be a good path. For 

example, there may exist a situation in which most nodes along a path are lightly- 

weighted with only a very small number of the nodes having heavy loads. This is the 

main reason that we define the total path load information as the main path selection 

criterion in the path comparison function.

Fig. 6.2 shows the results for average end-to-end delay. As expected, Group C 

has the largest average end-to-end delay. In Group C, unnecessary route adaptation 

may switch the traffic to longer paths and more control packets will contend for the 

transmission channel. At relatively lower speeds (pause times longer than 300 seconds 

in the simulation), Group A presents average end-to-end delays similar to those in 

Group D and E and has better performance than Group B, demonstrating that the 

average end-to-end delay depends mainly on the total path load.

Fig. 6.3 shows the results for control overhead. Group C has the highest control 

overhead because it has many route adaptation operations. The control overhead of 

Groups A, B, and E is not significantly different, although Group B has the highest 

control overhead among them. This is because the numbers of route adaptations
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Figure 6.1: Packet delivery ratio with different parameters in /

are not significantly different among these scenarios, although they activate route 

adaptation according to different criteria. Group D has the smallest control overhead 

since it has very few route adaptations.

Based on the above observations, two main principles can be applied to setting 

the parameters in the path comparison functions. First, the parameters a  and in 

the strict path comparison function should always be set to small values, but they 

should not be set to small values in the loose path comparison function. Second, 

choosing different values can adjust the path selection criterion. For example, setting 

a very large value for a  in the strict and loose path comparison functions will disable 

the role of total path load information, and setting a very large value for in the 

strict and loose path comparison functions will disable the role of path load deviation 

information.

Another observation is that the packet delivery ratio and the average end-to-end 

delay of Group E (with route adaptation) are better than those of Group D (with very 

little route adaptation), but the control overhead of Group E is worse than that of 

group D at high mobility. However, these differences are not great with our simulated
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traffic.

6.5 Sim ulation R esu lts

As described above, the parameters a  and f3 in the strict path comparison function 

should be set to small values, but they should not be set to small values in the loose 

path comparison function. According to this principle, we set the parameters a  and 

(3 to 5 and 2 respectively in the strict path comparison function and to 200 and 10 

respectively in the loose path comparison function. Three types of traffic loads were 

simulated. In the first scenario, 10 source-destination pairs sent CBR traffic with an 

interval time of 200 ms, and 10 randomly chosen nodes periodically broadcast back

ground traffic to their neighbouring nodes with an interval time uniformly distributed 

from 50 ms to 100 ms. In this scenario, the connections had a medium traffic load, 

but the randomly chosen nodes had a heavy traffic burden and were likely to become 

“hot spots” in the network. In the second scenario, 10 source-destination pairs sent 

CBR traffic with an interval time of 250 ms. The traffic was light in this case. In the 

third scenario, 15 source-destination pairs sent CBR traffic with an interval time of 

100 ms, generating heavy traffic along the established paths.

6 .5 .1  P acket D eliv ery  R a tio s

Figures 6.4, 6.5, and 6.6 show the packet delivery ratios for LSR and DSR for the 

above different traffic loads. In all simulated scenarios, the packet delivery ratio of 

LSR is better than that of DSR. There are two reasons for this phenomenon. First, 

LSR uses the strict path comparison function to choose a path with light traffic, 

reducing packet losses caused by buffer overflow in the congested nodes. Second, 

DSR aggressively uses the route cache mechanism [DPR00], which may use stale and 

incorrect route information and results in packet losses. In the light load scenario, 

however, the improvement in the packet delivery ratio of LSR is relatively small 

compared with the results in scenarios with “hot spots” and heavy load. This is 

because the traffic is light, and there is little chance to form congested nodes. The 

advantage of LSR using lightly loaded routes is not very obvious in this case. In both 

“hot spot” and heavy load scenarios, the packet delivery ratio for LSR is much better
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than for DSR. The reason is straightforward since LSR will keep a path away from 

the heavily loaded nodes whenever a lightweight path exists. In contrast, DSR does 

not consider load information in path selection and always chooses the shortest path, 

which may include congested nodes.

W ith the increase in mobility (the decrease in pause time), the packet delivery 

ratios for both LSR and DSR are decreased because paths are more likely to break 

with high mobility. A very interesting phenomenon is tha t the packet delivery ratio 

for LSR is more consistent and resilient to mobility. The route adaptation mechanism 

in LSR may contribute to this phenomenon. Using route adaptation, data traffic is 

likely to be transferred to a new path before the used one fails.

Under light traffic, LSR and LSR-2 are not obviously different. When the network 

includes some “hot spots” or when the end-to-end traffic is heavy, however, LSR 

outperforms LSR-2 because LSR chooses lightweight paths, and the neighbouring 

nodes along the paths are also likely to have light traffic. In contrast, LSR-2 can 

choose a lightly loaded path, whose neighbouring nodes, however, may have heavy 

traffic. In this case, the heavily loaded neighbouring nodes will contend for the
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transmission channel and cause network congestion.

6.5 .2  A verage E n d -to -E n d  D elay

Figures 6.7, 6.8, and 6.9 show the average end-to-end delay results for LSR and DSR 

under different traffic loads. In the “hot spot” scenario, the average end-to-end delay 

of LSR is better than that of DSR because LSR chooses a path with light traffic 

loads and thus reduces the queuing delay in the network interfaces. The end-to-end 

delay will be increased if a path includes nodes having heavy background traffic. 

This situation may occur in DSR but is less likely to happen in LSR since LSR has 

mechanisms to choose lightweight paths and can adjust traffic dynamically from a 

congested path to a less-loaded one.

When traffic load is light, however, LSR and DSR show little difference. The 

reason is that light network traffic does not cause network congestion, and network 

load information has little meaning in this context. Another strange phenomenon is 

that LSR’s end-to-end delay is slightly larger than DSR’s in the heavy load scenario. 

Although LSR can dynamically search for a lightweight path, the nodes along the 

newly established path will quickly become congested since the end-to-end traffic is 

always heavy. In this extremely bad situation, LSR does not help too much and may, 

in fact, make things worse. A newly found path in LSR usually has more hops, and 

the end-to-end delay will be increased. DSR, however, keeps transmitting messages 

along the shortest path at the cost of more packet losses in the heavy load scenario.

In both the “hot spot” and heavy load scenarios, LSR performs better than LSR- 

2 in terms of average end-to-end delay. The reason is straightforward: LSR-2 may 

choose a path whose neighbouring nodes are heavily loaded, and the transmission 

interference will increase the end-to-end delay. This phenomenon is also described in 

Chapter 5.

6 .5 .3  C ontrol O verhead

Figures 6.10, 6.11, and 6.12 show the control overhead results. At high mobility, DSR 

has smaller control overhead than LSR, but there is little difference in the control 

overhead at low mobility. DSR uses route caching and allows intermediate nodes to 

respond to route requests. This method will quench the broadcast of route request
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messages earlier and thus reduces control overhead. The disadvantage of route caching 

is that more route replies will be sent out and obsolete route information may be used. 

From the simulation results, however, we can see that the route-caching strategy in 

DSR reduces the control overhead at high mobility because more route requests will 

be promoted, and most route requests can be quenched and replied to the source 

by intermediate nodes. On the other hand, LSR does not allow intermediate nodes 

to reply to route requests. In addition, in LSR, the route adaptation mechanism to 

search dynamically for better paths during data transmission will also increase control 

overhead. Nevertheless, we think that the control overhead of LSR is acceptable 

since LSR can maintain a higher packet delivery ratio than DSR. The higher control 

overhead in LSR does not influence the performance too much, particularly for the 

packet delivery ratio.

LSR and LSR-2 have similar control overheads because enabling the promiscuous 

listening mode in LSR does not require additional transmissions of control packets.
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6.6 C onclusions

In this chapter, we presented a Load-Sensitive Routing (LSR) method for MANETs. 

Our method utilises network load information to assist in routing and adaptively 

selects lightweight paths during data transmission. We performed a simulation study 

on LSR. Compared with DSR, the results show that with the help of load information, 

LSR can improve performance in terms of packet delivery ratio and average end-to- 

end delay when a network includes some congested nodes. Furthermore, the control 

overhead is acceptable since LSR can maintain a high packet delivery ratio even at 

high mobility and it has no increase in control overhead at low mobility. We defined 

the path comparison functions to provide a unified scheme to tune the performance of 

LSR. We also studied the influence on performance of the path comparison functions 

in LSR and discussed the principles of choosing proper path comparison functions.
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Chapter 7 

Profile-Based R outing

7.1 Introduction

Wireless Mobile Ad hoc NETworks (MANETs) provide end-users with a flexible, and 

low-cost way to access and exchange information. The promising application market 

for MANETs may be compromised, however, by the difficulty of providing services in 

MANETs. First, because of mobility, wireless links among mobile hosts can change 

very quickly, resulting in dynamic changes in network topology, message forwarding 

routes, and available bandwidth. Second, MANETs are power-constrained because 

mobile hosts usually rely on battery power. The implementation of routing and 

other services must be power-efficient, which implies tha t excessive costs for control 

information are unacceptable. Third, radio transmission is subject to the effects of 

multiple access, fading, noise, interference, etc. Finally, a MANET may be large, 

with thousands of mobile hosts, making network control difficult. Much work has 

been done to address these difficulties in MANETs. Most of the work, however, 

addresses these complex problems in general settings, that is, the proposed solutions 

are supposed to be suitable in all application scenarios.

We have observed that trying to address general problems is the main reason 

that currently proposed routing, multicasting, and other protocols are complicated 

and that no obvious winners seem to have become de facto standards for MANETs. 

On the other hand, more and more applications will soon create a huge market for 

MANETs. In reality, the behaviours of end users in most application environments 

are predictable or controllable. To mention a few examples, the movements of buses 

in the transportation system of a city are quite predictable. The behaviour of a
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battalion can be controlled by its commander. And, in a sensor network for animal 

tracking, we can predict that a species of animals should roam more frequently around 

a particular area because of their habitat. Utilising the certainties in a particular 

application environment can simplify the implementation of a MANET. In industry, 

the ability to provide competitive services in a particular application environment is, 

without a doubt, profitable.

Instead of addressing general problems in MANETs, we suggest a different di

rection for the commercial evolution of MANETs [WHE01]. We utilise the informa

tion concerning end users’ behaviours, or profiles, to simplify the implementation of 

MANETs and enhance network performance. To better understand the design prin

ciple of profile-based protocols, let us imagine the task of changing a flat car tire. A 

lug wrench usually provided with the car makes the job of unscrewing the nuts easy, 

although the same work might be done using a universal wrench if one has enough 

strength (it is even impossible to use a universal wrench to unscrew the nuts for some 

car models). The lug wrench is designed for a fixed nut size and has a long handle. 

Obviously, the profile information, that is, the fixed nut size and limited strength of 

most users, is considered when designing lug wrenches. We can expect it to work 

better than any generic wrench for this specific application.

The rest of the chapter is organized as follows. Section 7.2 introduces prior work. 

In Section 7.3, we introduce various architectures by which MANETs can be de

ployed. To demonstrate how the users’ profile information can be used to facilitate 

network implementation, we propose a profile-based routing strategy for a realistic 

city transportation system and study its network performance through simulation in 

Section 7.4. Finally, we conclude this chapter in Section 7.5.

7.2 Prior W ork

A lot of work (for example, [BMJHJ98, DCYS98, DPROO, LGT99, LSHGBOO]) has 

been done to study the performance of routing protocols for MANETs. The common 

feature of these studies is that they assume that mobile hosts move in a random 

fashion and the protocols are supposed to work in any application environment. We 

observe that one protocol can out-perform another and vice versa, depending on the

111

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



features of an ad hoc network, such as connectivity, mobile speed, traffic patterns, 

etc. When the advantages of a protocol are stated, they usually implicitly include 

the prerequisite of the network characteristics, ft is highly possible that none of the 

general-purpose protocols could be best for all MANETs.

A simulation study was performed for several routing protocols under different 

“realistic mobility scenarios” in [JLHMD99]. These included a conference scenario 

in which the speaker has low mobility and the audiences are rather static; an event 

scenario which involves a group of reporters in a political or sports event or stock 

brokers at a stock exchange; and a disaster scenario in which a rescue team works 

in a disaster area. To our knowledge, this is the first attem pt to investigate routing 

problems in specific realistic environments. The motivation in [JLHMD99], however, 

is to understand how generic protocols would behave in an environment more realistic 

than the random scenarios, instead of exploiting the features of the environment as in 

a profile-based protocol. Their results may be helpful to understand the performance 

of a generic protocol when deployed in a particular application environment. Although 

they point out that it is necessary to have routing protocols specifically tuned to the 

characteristics of an ad hoc network, we argue that tuning a general-purpose protocol 

to work most efficiently in a particular environment may be more difficult and less 

efficient than designing a dedicated profile-based protocol due to the complexities of 

the general purpose protocol.

Tang and Baker [TBOO] studied the users’ behaviours (activity, mobility, and 

traffic characteristics) in a local area wireless network in Stanford University. This 

work is valuable to understand the way users exploit a mobile network. In order 

to provide profile-based services in MANETs, understanding the users’ behaviours 

in a specified application environment is important. It is also an essential step to 

obtain useful profile information and to design the functionality of the profile agent. 

We believe tha t more work should be done to study users’ behaviours in particular 

realistic application scenarios.

Some protocols [KV98, Toh97] are proposed for general applications but seek 

help from a form of profile information, such as the location information in the GPS 

system, the associativity among mobile users, etc. Since the original design goal of 

these protocols is to support general cases, they still need to be modified to work
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more efficiently in a specified application environment.

Several projects [MJKLDOO, BHOO, ZSOO] are underway to provide profile-based 

services. For example, the CarNet system [MJKLDOO] uses GPS in each car to ob

tain consistent location information; the Role-Based Multicast protocol [BHOO] is 

dedicated to broadcasting accident information in a highway system; the Content 

Based Multicast (CBM) protocol [ZSOO] dynamically chooses multicast receivers ac

cording to the content of messages and the potential interest of the messages to the 

receivers. These projects are all oriented to specific application environments and 

utilise users’ profile information in the network layer protocols.

7.3 N od e A rch itecture

In this section, we give a brief overview of some existing cost-effective technologies that 

form the basic building blocks of a general purpose ad hoc network. Subsequently, we 

discuss some possible architectural modifications to support profile-aware protocols 

that are particularly optimised to work in specific application environments similar 

to the public transit system.

Our discussion targets mobile end users running application programs that require 

the standard protocol stack. The ad hoc network forms a self-organized domain in 

which users communicate with each other, with occasional access to the Internet via 

some mobile hosts in the network designated as gateways. In the layered architec

ture, the application layer includes application programs and a range of application 

protocols that enable the interoperation of popular applications; the transport layer 

provides functionality for correct end-to-end transmission; the network layer provides 

mechanisms to search for paths from a source to a destination; and the physical layer 

(including physical links and Medium Access Control) is responsible for transmitting 

information between two directly-connected hosts.

This layered architecture provides us with a convenient and effective way of im

plementing and managing the system. Layering is a form of information hiding. For 

example, to develop the communication network for a city transportation system, 

application software developers need not know any details about lower layers. Mean

while, network engineers, who are responsible for the implementation of the transport,
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network, and physical layers, need not know the functionality of the application pro

grams. Since how to develop the application software is beyond the scope of this 

discussion, we will simply describe how the lower three layers are implemented in the 

layered architecture.

First, no modification is needed for the transport layer. Second, since no industrial 

standard for the network protocols exists for MANETs, we can choose from currently 

proposed routing protocols such as Dynamic Source Routing (DSR) [MB J J99, BJM01] 

or Ad hoc On-Demand Distance Vector Routing (AODV) [PR99, PRD01]. Third, in 

the physical layer, we can install a laptop computer with a WaveLan wireless card in 

every bus and use IEEE 802.11 as the Medium Access Control (MAC) protocol. The 

Industrial, Scientific, and Medical (ISM) band can be utilised for radio transmission.

Needless to say, the above network implementation is quick and feasible. However, 

the implementation is less efficient since the chosen routing protocol is supposed to 

work for general applications. W ithout modifications to accommodate the particular 

application environment, a generic routing protocol may work in an inefficient way. 

Our work in the next section shows that significant improvement can be obtained by 

using our newly proposed profile-aware protocol.

The system inefficiency is caused mainly by the generic network layer protocol we 

adopted. Although the principle of layering provides an effective method for system 

development and management, information hiding may lead to poor performance, 

especially in MANETs. Most network layer protocols proposed for MANETs operate 

with little information about users’ behaviours, such as mobility, application environ

ment, and users’ requirements. Therefore, these protocols are generally complicated 

in order to deal with all possible cases, which may never or seldom occur in a partic

ular application. In addition, most protocols do not provide a mechanism to utilise 

the users’ profile information to simplify routing strategy and to enhance routing 

performance.

Based on the above observations, we next discuss some architectural changes to 

support profile-aware protocols better. Fig. 7.1 illustrates the new architecture. We 

use a database system, called the profile database, to store the profile information. The 

profile database includes information about users’ behaviours. According to different 

application scenarios, the profile information may include the users’ mobility pattern,
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job schedule, possible communication requirements, mostly-used resources, etc. The 

profile database can be implemented in a distributed or centralised way, depending 

on the particular application environment.

Obviously, obtaining and managing the profile information may result in addi

tional costs. Since the profile information is usually necessary for the application 

software, however, we argue that re-using the profile information at the network layer 

will not increase system costs dramatically. As in the case for the example described 

in Section 7.4, the profile database, which includes the timetable of a city transport 

system, can be manually installed in each mobile host before the mobile host joins 

the communication system. No or little information exchange is needed to manage 

the profile database in this special case. Note that the profile information needed by 

the application software and network layer protocols may be different, and thus it is 

a sound practice to design two profile databases separately for application programs 

and network layer protocols. In this case, it is necessary to be careful to maintain the 

consistency of the two profile databases if some common information is included.

Every mobile host also uses a profile agent. The basic functionality of the pro

file agent includes (1) searching the profile database for useful profile information, 

(2) automatically collecting newer profile information, (3) accepting pre-defined or 

manually-inputted profile information, and (4) updating the profile database if nec

essary.

The network layer protocols can be simplified and their performance can be im

proved if they properly use the profile information. For example, in the case of a dig 

team working in a tunnel, the routing strategy can be made basically on a line topol

ogy; for a public transportation system of a city, the routing decision can be made 

easily with the help of a bus timetable; in a tourist guide system, the tour schedule 

and some context information such as a tourist’s interests could be used in designing 

the network layer protocol.

116

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



7.4 A n Exam ple: a C ity  T ransportation  W ireless  
C om m unication  S ystem

As an example, we developed a realistic city transportation wireless communication 

system to demonstrate how to implement profile-based system architecture. We as

sumed that each bus was equipped with a radio communication device. Multi-hop ra

dio transmissions are necessary since the radio transmission range is not large enough 

ho cover the whole city.

A timetable and a city map are the main pieces of profile information utilised in the 

system. The profile database, which includes the above information, can be manually 

installed in every bus in the communication system. The profile agent, which is 

software installed in each bus, can calculate all buses’ approximate locations based 

on the information (timetable and city map) from the local profile database. With 

the help of the location information, we propose a directional geographical forwarding 

strategy to implement our profile-based routing. According to the design principle of 

profile-based protocols, the proposed method is dedicated to this specific application 

environment, and we do not expect it to work well in all MANETs.

7.4 .1  P rofile -B ased  R o u tin g

When a source node wants to communicate with a destination, it first gets the ap

proximate location information of other nodes through its profile agent. Based on the 

location information, it can calculate a possible route to reach the destination, based 

on the shortest path algorithm. Because the buses may not be exactly on time and 

power depletion is possible in some nodes, this calculated path might not be a feasible 

one from the source to the destination. Nevertheless, the calculated path points out 

a good direction to forward messages to the destination. We call the calculated path 

a directional path.

The source node broadcasts data messages along this probable direction. Each 

data packet carries the directional path in its header. Once a non-destination node 

receives a data packet for the first time, if the location of this node is near enough 

to the directional path, it will broadcast this data packet again. Otherwise, it simply 

discards this data packet. Note that a node can check whether it is near to the
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directional path based on the information obtained by its own profile agent and a 

threshold distance value. To prevent unlimited forwarding (looping), each node keeps 

a cache to record the received data packets’ unique IDs and does not broadcast the 

same data packet twice. The data packet’s unique ID includes the source ID, the 

destination ID, and the sequence number. The destination node will finally receive 

the data messages if the directional path and its nearby area include a connected path 

and the destination. If the source node cannot calculate a directional path based on 

the information from its profile agent, the source and the destination are most likely 

to be partitioned. In this case, the source node discards this message.

Fig. 7.2 shows an example of the above routing algorithm. Based on the location 

information, the source node S calculates a directional path to the destination node 

D before it broadcasts the data packets. Any nodes that are near the directional path 

(within the shadowed area) will re-broadcast received data. This strategy is tolerant 

of the location inaccuracy caused by possible inaccurate profile information. When a 

bus is late or early, it is still likely that the bus is in the shadowed area.

Compared with DSR described in Section 2.3.1, which uses no profile information 

and therefore includes complex route discovery and maintenance mechanisms, PBR 

does not need to flood control messages to search for routes with the help of the 

mobility profile information. In addition, PBR does not require each mobile host to 

keep the state of routes since the directional path in each data packet header and 

local profile information can determine how to handle the data packet (broadcast it 

or drop it). Therefore, PBR does not require a route maintenance mechanism.

7.4 .2  S im u lation  M o d el

We compared the performance of our Profile-Based Routing (PBR) method with 

Dynamic Source Routing (DSR) [MBJJ99, BJM01], a generic routing protocol, in 

a realistic city transport system. The simulation model was built on GloMoSim 

[ZBG98] described in Chapter 3. We applied our profile-based routing method to 

a realistic wireless communication system based on Edmonton’s downtown Transit 

System (ETS). The ETS map can be found at [ETS01]. For simplicity and without 

loss of generality, our simulation dealt with a 1500 metre x 1400 metre rectangular 

area, which extends north from 98 Avenue to 104 Avenue and east from 111 Street to
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100 Street. We assume that a bus will not take part in the communication once it is 

outside the simulated area. Fifty buses that run routinely in the simulated area were 

selected. We compared the performance of PBR and DSR in this realistic application 

environment. We built a trace-file for the simulation from the routine schedules of 

the fifty buses and the ETS map [ETS01].

In our simulation, the channel capacity of all mobile hosts was set to the same 

value: 2 Mbps. We used the Distributed Coordination Function (DCF) of IEEE 

802.11 for wireless LANs as the MAC layer protocol. A free space propagation model 

with a threshold cutoff was used as the channel model. In the radio model, capture 

effects were taken into account (Chapter 3). We assume that all nodes have the same 

transmission range. We changed the value of the radio transmission range to study 

the influence of network connectivity.

The selected buses moved according to the schedules for a simulation time of 1 

hour. In the simulation, we assumed tha t every bus ran strictly according to the 

timetable, and we also studied the performance of PBR if buses were out of schedule. 

Our proposed profile-based routing method permits time inaccuracy since the data 

messages are flooded along a limited directional region. The threshold value, which 

presents the nearby region along the directional path, was set to 300 metres. This 

value was set larger than the maximal width of the streets and can cover any crossroad 

in the shown area.

The simulated traffic was Constant Bit Rate (CBR). Different source and desti

nation nodes were chosen randomly with uniform probabilities. The interval time to 

send packets was 250 ms. The size of all data packets was set to 512 bytes. All traffic 

was generated, and the statistical data were collected after a warm-up time of 100 

seconds in order to give the nodes sufficient time to finish the initialisation process.

We evaluated the performance in terms of packet delivery ratio, average end-to- 

end delay, and normalized control head (See Chapter 3).
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7.4 .3  S im u lation  R esu lts

Average end-to-end delay

Fig. 7.3 shows the results of average end-to-end delay of PBR and DSR with different 

traffic loads and different radio transmission ranges. When the radio transmission 

range is 300 metres, network partitions occur frequently. But when the radio trans

mission range is 500 metres, the network keeps connected most of the time. In both 

cases, the average end-to-end delay for PBR is much smaller than that for DSR. The 

reason is twofold. First, in DSR, a source node must search for a path to a destination 

before data transmissions if there is no route in its route cache. In contrast, PBR 

sends data packets immediately based on the calculation of the directional path. Sec

ond, if there is no path from a source to a destination when network partitions occur, 

DSR will buffer the data packet and continue to flood Route REQuest (RREQ) mes

sages until the network becomes connected. This strategy may unnecessarily congest 

the network and enlarge the end-to-end delay. PBR, however, will not flood any data 

and control messages when network partitions happen, at the risk of potential packet 

losses if the profile information is not accurate and a feasible path to the destination 

might actually exist.

PBR has a relatively consistent average end-to-end delay. This is because the 

end-to-end delay in PBR depends mainly on the length of the directional path. In 

contrast, the end-to-end delay in DSR is more sensitive to the network topology and 

data traffic because DSR has no way to know about existing network partitions, and 

all data packets must be buffered until a path is found.

Control overhead

Fig. 7.4 shows the results of control overhead for PBR and DSR. When the radio 

transmission range is 300 metres, the control overhead for DSR is much larger than 

that for PBR. This is because DSR floods a large number of control packets into 

the network when network partitions occur. However, when the radio transmission 

range is 500 metres, the control overhead for DSR is only a little higher than that 

for PBR because DSR can quickly search for a new path if the radio transmission 

range is large. In this case, the control overhead for both DSR and PBR depends
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Figure 7.3: Average end-to-end delay for PBR and DSR

mainly on the control information included in each data packet. In DSR, the control 

information in each data packet is the source route; in PBR, it is the directional path. 

They should be approximately the same since both the source route in DSR and the 

directional path in PBR are likely to be the shortest paths from the source to the 

destination. As a result, DSR has slightly larger total control overhead because it 

requires extra cost for route discovery and maintenance.

Packet delivery ratio

Fig. 7.5 shows the results for packet delivery ratios. Both PBR and DSR exhibit higher 

packet delivery ratios with the radio transmission range of 500 metres than with the 

radio transmission range of 300 metres because the network becomes partitioned more 

frequently at a smaller radio transmission range.

When the radio transmission range is 500 metres, DSR and PBR have very similar 

packet delivery ratios. This is because both protocols can quickly find feasible paths, 

and the control overhead is similar for DSR and PBR when the radio transmission 

range is 500 metres, as shown in Fig. 7.4. In other words, the control overhead has a

122

PBR- Radio Range= 300M -------
DSR- Radio Range= 300M .........
PBR- Radio Range- 500M 
DSR- Radio Range= 500M -------

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



100

80

v  60 
(0 <D
Q>
>O
o
E 40 o

20

0
0 5 10 15 20

Source-Destination Pairs

Figure 7.4: Control overhead for PBR and DSR

similar influence on data transmission.

When the radio transmission range is 300 metres, however, DSR and PBR have 

different packet delivery ratios, although the difference is not very large. When the 

CBR traffic includes 10 source-destination pairs, DSR and PBR exhibit very similar 

packet delivery ratios. When the traffic is lighter (5 source-destination pairs), DSR 

has a slightly higher packet delivery ratio than PBR. But when the traffic is heavier 

(15 source-destination pairs), the packet delivery ratio for PBR is slightly higher than 

that for DSR. When network partitions occur, DSR will buffer the data packets and 

delay the transmission until a path is found. This strategy may cause bursty data 

transmission if the network gets connected after a period of partition. When the 

traffic is light, this strategy may deliver more data packets. But when the traffic is 

heavy, too many bursty transmissions will cause losses of data packets. This is the 

main reason that DSR and PBR have different packet delivery ratios when the radio 

transmission range is small.

PBR- Radio Range= 300M 
DSR- Radio Range= 300M 
PBR- Radio Range= 500M 
DSR- Radio Range= 500M
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T h e  influence of profile inaccu racy

We investigated protocol performance with inaccurate location information. The 

location inaccuracy is introduced by allowing a difference between a node’s actual 

location and its calculated location according to the profile information—the time 

schedule and the city map in this case. Note that the location inaccuracy was intro

duced at each bus station. In the simulation, the distance between a node’s actual 

location and its calculated location (at each bus station) was uniformly distributed 

between (-d/2, d/2), where d is the maximal location inaccuracy in metres. In this 

particular application, the location errors are introduced along the directions of the 

streets, which is a simple and reasonable assumption in this specific environment. We 

have not investigated profile errors such as in the case where buses are out of schedule 

and may arbitrarily distribute themselves in the city area. In this case, we suggest 

tha t the profile information is useless. The radio transmission range is set to 500 

metres, and 10 CBR sessions are selected in this experiment.

Introducing location inaccuracy has no influence on the average end-to-end de-
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Figure 7.6: Packet delivery ratio with location inaccuracy

lay and control overhead since the former depends mainly on the actual hops from 

the source to the destination and the latter mainly on the threshold distance, which 

presents the shadowed area, as shown in Fig. 7.2. However, the location inaccuracy 

affects the packet delivery ratio. Fig. 7.6 shows the results of packet delivery ratios 

of PBR with different location inaccuracies. PBR has a lower packet delivery ratio 

at a larger location inaccuracy. Nevertheless, PBR is able to tolerate location inac

curacy quite well. The main reason is that the directions of the location inaccuracy 

are limited along the directions of streets, which are approximately coincident with 

the calculated directional paths. Data packets can finally reach the destination if 

the streets have a sufficient number of nodes (buses) to connect the source and the 

destination.

In conclusion, the profile-based routing protocol can provide a similar packet de

livery ratio and have smaller average end-to-end delay and smaller control overhead 

compared to a generic protocol, DSR, in the ETS wireless communication system. 

Furthermore, it is resilient to location inaccuracy.

W hat we demonstrate here is the feasibility that a profile-based protocol can
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outperform a generic protocol in a particular application area. Again, note that we 

do not expect a profile-based protocol to work well in all MANETs.

7.5 C onclusions

Future ad hoc networks are expected to provide services comparable in quality to the 

data services targeted by the third generation wireless cellular networks [BZM01]. 

If such expectations are met, future ad hoc networks can be relied on to provide 

access to a truly global networking infrastructure at a much lower user cost. Such 

expectations, however, appear to be most reasonable in environments where users’ 

profiles can be efficiently predicted.

Motivated by the above prospect, we presented a different direction for the re

search and implementation of MANETs, which is aimed at specific application envi

ronments. As a concrete example, we considered a broad and useful class of restricted 

environments where mobility profiles were constrained by scheduling disciplines sim

ilar to these encountered in a typical public transit system. We proposed a simple 

and efficient routing protocol for such special environments. The protocol was tested 

on a collection of 50 bus routes, selected from an existing transit system, where each 

operational bus acted as a mobile host. Our results show th a t significant performance 

improvements can be attained as compared to the use of a generic ad hoc routing 

protocol.

While the competition of proposing and studying generic routing protocols for 

MANETs will continue fiercely, more attention should be paid to design profile-based 

network layer protocols. As shown in this chapter, utilizing users’ profile informa

tion can simplify network layer design and improve the performance of network layer 

protocols. W ith the rapid growth in the commercial market for MANETs, these 

profile-based protocols can be standardized for specified types of application envi

ronments. Instead of dreaming of becoming “panacea” protocols, the profile-based 

protocols will prosper and provide competitive services for end-users in particular 

application environments.
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Chapter 8 

Conclusions and Future Research

8.1 C onclusions

In this dissertation, we investigated the routing problems in MANETs. As a fun

damental support for other services and applications in MANETs, routing is an un

avoidable task facing researchers and engineers. Routing in MANETs is extremely 

challenging because of frequent network topology changes, scarce power and band

width resources, and the unreliability of radio transmission. The main contributions 

and achievements of this dissertation include proposing and evaluating effective mech

anisms to cope with these routing difficulties in MANETs. We addressed the routing 

problem from the following different perspectives.

First, we utilised users’ mobility profiles to enhance routing performance. In 

our proposed LOcation Trace Aided Routing (LOTAR) protocol, location informa

tion is used to limit the route discovery scope, search quickly for a feasible path if 

links break, and support dynamic flow handoffs. LOTAR provides dynamic local 

and global handoff mechanisms that work together with particular link prediction 

methods. We performed simulation studies to investigate its performance with differ

ent mobility models, as well as its performance with inaccurate location information. 

We also presented the performance advantages of flow handoffs in an ideal scenario, 

demonstrating a promising direction for the development of dynamic soft handoff 

mechanisms.

Second, in order to distribute the routing tasks among mobile hosts evenly, we 

proposed two routing methods—multipath routing and load sensitive routing—to 

keep a node from heavy duties. For the multipath routing method, we proposed
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two on-demand multipath routing protocols to effectively search for node-disjoint 

paths without whole topology information. Compared with other multipath proto

cols, our approaches can find good quality node-disjoint paths. Simulation studies 

show that our heuristic redirection multipath routing protocol can reduce route dis

covery frequency, balance network load and power consumption, and reduce end-to- 

end delay. In load sensitive routing, we utilised network load information as a main 

route selection criterion and provided a unified scheme to tune network performance. 

The proposed protocol is non-blocking and can dynamically adjust the routing paths 

according to network load information. Compared with Dynamic Source Routing 

(DSR), load sensitive routing offers a higher packet delivery ratio and lower aver

age end-to-end delay. Furthermore, these benefits are gained without an increase in 

control overhead at low mobility.

Third, in order to simplify routing implementation, we proposed a profile-based 

routing scheme that utilises the specific characteristics of particular application sce

narios where end-users’ behaviours are quite predictable or controllable. Through a 

realistic example, we demonstrated that the users’ profile information in a specific 

application environment is helpful to simplify routing decisions and improve routing 

efficiency. We pointed out this feasible commercial evolution of MANETs and expect 

that more research will be done along this direction.

8.2 Future R esearch

8 .2 .1  S u p p ortin g  L ink A sy m m etry

Most routing protocols for MANETs assume tha t all wireless links are symmetric 

(node A and node B are within each other’s transmission range). This assumption, 

however, does not reflect real life scenarios because different nodes may have different 

power levels and thus different transmission ranges. It is very common that a realistic 

MANET may include asymmetric links (node A is within node B’s transmission range, 

but not vice verse). Link asymmetry will great reduce the number of feasible paths 

obtained by the source node for most on-demand routing protocols since a route reply 

message cannot be sent back to the source node if the path from the source to the 

destination includes asymmetric links.
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However, the direct influence of link asymmetry is on the MAC layer protocols. 

Most MAC layer protocols, such as IEEE 802.11 described in Chapter 3, depend on 

explicit acknowledgement from the receiver to guarantee correct transmission. The 

sender will assume that the link to the receiver breaks if it fails to receive acknowledge

ment from the receiver after several retransmissions. This is not true if the link from 

the sender to the receiver is unidirectional. In this case, a link breakage notification 

will be sent up to the network layer protocols.

Based on the above observation, in order to support link asymmetry in the network 

layer protocols, we need to  address the problem in the MAC layer first. Alternatively, 

expanding routing protocols to include the MAC layer mechanisms to handle asym

metric links might be a feasible solution. How to design effective mechanisms to 

support asymmetric links will be future research.

8.2 .2  M u ltica stin g

Group communication is important to applications characterized by the close collab

oration of teams. Multicasting can efficiently support group communication and will 

be a main service for MANETs due to special application environments such as bat

tlefield searching and disaster recovery. However, multicasting in a multi-hop wireless 

environment is much more difficult than in other kinds of networks due to frequent 

topology changes. How to design efficient multicast routing protocols deserves further 

study.

Traditional multicast protocols cannot be used directly in MANETs since they 

have no mechanisms to deal with topology changes. Lee et al. [LSHGB00] demon

strated that multicasting with mesh topology has better performance than with tree 

topology, especially when the nodes’ mobile speeds in MANETs are fast. The main 

reason is tha t the mesh topology can provide redundant paths for multicast routing 

while the tree structure is too sensitive to mobility. Further work on multicasting 

must address how to make a multicast protocol resilient to mobility.

8.2 .3  Q oS S u p p o rt

Quality of Service (QoS) support in MANETs is very difficult because the available 

resources change dynamically with the nodes’ mobility. The traditional meaning of
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QoS support that some performance metrics must be guaranteed once a request is 

accepted is no longer true in MANETs [WH01-4], In some sense, we cannot guarantee 

any strict performance constraints because of the dynamic network topology. In a 

MANET, after a service is accepted, the network will try its best to satisfy the 

performance requirements, e.g., bandwidth and end-to-end delay constraints.

We have observed that some fundamental mechanisms in our proposed routing 

protocols will benefit QoS support in MANETs. The flow handoff mechanisms in 

LOTAR (Chapter 4) can maintain end-to-end connectivity for a long time, and the 

load balancing mechanisms in the multipath routing method (Chapter 5) and in the 

load sensitive routing method (Chapter 6) can fairly distribute routing tasks and 

reduce the possibility of network congestion. In the future, we will design new QoS 

routing schemes that utilise the functionality provided in our routing protocols to 

satisfy flexible QoS requirements.

8 .2 .4  M idd lew are

Profile-based routing protocols utilise the mobile users’ profile information to improve 

routing performance. The mobile users’ profile information includes users’ movement 

schedules, communication patterns, the processing capacity of devices, most-used 

resources, etc. This kind of information represents approximate current networks 

status. Nevertheless, this kind of information is dynamically changing, and an efficient 

routing protocol should automatically adjust its routing strategy according to current 

network status.

Middleware is a layer of software that provides enabling services that allow mul

tiple processes running on one or more machines to interact across a network. This 

software provides services such as identification, authentication, directories, security, 

transaction monitoring, etc. The middleware method is effective in providing de

velopment and runtime support to context-sensitive applications [YK01]. Although 

mobile users’ profile information might be easily obtained in some specific application 

environments (Chapter 7), the middleware method provides a more general scheme 

to obtain and manage mobile users’ profile information. How to use this approach to 

achieve context-sensitive routing deserves further study.
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8.2 .5  S ecu rity

Although security is a major concern for users in MANETs, providing security in 

MANETs is particularly difficult to achieve because of the lack of centralised control, 

the vulnerability of wireless links, the dynamically changing topology, and the absence 

of a certification authority [HBC01]. In MANETs, new types of security breaches may 

exist, making the problem more complex. For example, how to prevent selfishness (a 

node does not provide routing services for others in order to save power) is not an 

easy task.

Currently, although a lot of routing protocols are proposed for MANETs, none 

of them discusses the security problem in detail [WG01]. This is mainly because 

security in MANETs is a young area and not very well understood. As a basic step, 

a comprehensive study of the possible threats in MANETs is necessary. To deal with 

such threats, how to design efficient mechanisms to secure MANETs and how to make 

tradeoffs among security, system cost, and performance will be future topics.
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