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Abstract

The rise in motor vehicle ownership has become not only an environmental issue, but also a

public health threat as pollutants emitted negatively affect human health (Deng et al., 2017).

One such pollutant is particulate matter, which has been regulated by a variety of countries

because it aggravates respiratory diseases such as chronic obstructive disease (Ling and van

Eeden, 2009). Therefore, the automotive industry has implemented particulate filters in

their products in an effort to capture these particles. This thesis analyzes flow characteristics

within a representative element of a gasoline particulate filter that consists of one inlet

channel, surrounded by outlet channels. The analysis considers a flow without particles

that enters the inlet channel, crosses the porous walls and reaches the filter exit through

outlet channels. The flow pattern is analyzed in two-dimensional and three-dimensional

domains. To complete such analysis, computer fluid dynamics (ANSYS-Fluent) is applied

using laminar, k-ε, k-ω and SST-transition models. Further, experimental data is compared

with numerical pressure drop to determine which model best describes the flow pattern within

a gasoline particulate filter. Additionally, the impact of including an inlet and outlet zone to

quantify the effects of contraction and expansion is evaluated.

This work concludes the possible existence of turbulence in the channels of a gasoline

particulate monolith. Although two-dimensional and three dimensional domains are solved

using different parameters, both k-ε and SST-transition models prognosticate turbulence in

the channels for Reynolds number above 220 in the channel. Nevertheless, the SST-transition

model predicts turbulence at the end of the inlet channel in both domains, whereas the k-ε

model only does so in 3D when the Reynolds number of the channel is equal to 2317. In

contrast, the k-ω viscous model does not appear to describe flow pattern within the monolith.

Moreover, the velocity profile is almost linear in 2D, whereas in 3D, the flow tends to cross
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the porous wall at the end of the filter. Further, unlike the turbulent models, the laminar

model demonstrates high dependency on inflow conditions.

The integration of an inlet and outlet zone increases the need for computer resources as

well as increasing the difficulty in obtaining a converged solution. However, the modifica-

tion of the domain does not significantly affect the numerical pressure drop. Finally, this

investigation demonstrates that although the assumption of laminar flow is most accepted,

it may not be the most accurate method of analyzing gasoline particulate filter. To the best

of the author’s knowledge, there are no known published works that have yielded the same

conclusion.
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Introduction

Air pollution has consistently increased since the industrial revolution and has become a

significant concern to public health. A leading contributor to this pollution are vehicles which

emit various pollutants such as sulphur dioxide (SO2), nitrogen oxides (NOx) and particulate

matter (PM) (Rao et al., 2012; Guarnieri and Balmes, 2014). PM are fine particles of varying

sizes that accumulate differently when they are inhaled. For instance, PM with aerodynamic

diameters between 2.5 to 10 µm deposit in large airways, while smaller PM particles sit

in small airways and alveoli (Guarnieri and Balmes, 2014). This may cause, or intensify,

respiratory diseases such as chronic obstructive disease (COPD), which is projected to be the

third leading cause of mortality by 2020 (Ling and van Eeden, 2009). As a result, different

countries have attempted to combat this issue by formulating increasingly stringent emission

standards.

Car emission regulations led the automotive industry to research possible after-treatment

technologies to reduce PM in fuel combustion, but the most promising so far are particu-

late filters. Experimental analysis of particulate filters provides a real scenario, but requires

significant expenses in both time and equipment. Therefore, research is moving towards com-

puter fluid dynamics, which facilitates the study of fluid parameters that are very difficult

to observe otherwise. However, even though more powerful computers are available for re-

searching this field, various uncertainties have yet to be solved. Yang et al. (2016) encourage

the application of simulations to research particulate filters using few assumptions, therefore

yielding results with higher accuracy and a deeper understanding of the interaction of con-
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vection, diffusion and reaction in a particulate filter. One of the most important assumptions

in the majority of publications is that the flow has a laminar behaviour. This holds true for

fluids with a low Reynolds number and those flowing between solid walls without any other

disturbances. However, in a particulate filter, the flow is in contact with porous walls so

the flow regime may be altered (Beavers et al., 1970). In spite of extensive particulate filter

research, there is still much contradiction among investigators in the field.

This thesis applies computer fluid dynamics to analyze flow behaviour within a gasoline

particulate filter (GPF). The aim of this work is to demonstrate that although the assumption

of laminar flow is most accepted, it may not be the most accurate method of analyzing GPF.

This work is conducted to evaluate a particulate filter using a representative element of a GPF

that to the best of the author’s knowledge has not yet been attempted. This representative

element consists of one inlet channel which is surrounded by outlet channels (Figure 1). The

analysis uses flow without particles, while taking into account one-way coupling between the

flow and particulates. Firstly, this thesis reviews previous particulate filter studies, and then

proceeds into a two-dimensional domain flow analysis using different viscous models. This

analysis is then repeated using a three-dimensional domain and is validated with experimental

pressure drop data. Further, a geometry modification is attempted to analyze its impact on

numerical static pressure drop.

Figure 1: GPF domain utilize for this investigation.
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Chapter 1

Literature review

The rise in motor vehicle ownership has become not only an environmental issue, but also a

public health threat as pollutants emitted negatively affect human health (Deng et al., 2017).

One such pollutant is particulate matter (PM), which is comprised of a complex physicochem-

ical mixture of solid and volatile material. Studies have demonstrated the detrimental health

effects that PM has on individuals who come into direct contact with it. Indeed, some orga-

nizations have concluded that these particles are most likely carcinogenic (Mamakos et al.,

2011), and for this reason, many countries have implemented various regulations in the hopes

of reducing PM emissions.

The first particulate emissions standards were established for diesel vehicles in 1992 and

became more rigorous in 2005 (Euro 4 stage) (Mamakos et al., 2011). In 2009, the Euro 5

emission standard was put into effect for gasoline engines (Yang et al., 2016). Originally,

the automotive regulations were limited to mass of PM, but were quickly shifted to particle

number (PN) (Mamakos et al., 2011) as it accounts for smaller particles, which bears more

significance on human health (Zinola et al., 2013). Further, this resulted in the introduction

of a new standard in Europe called Euro 6, which restricts PN emission to 6×1011 per km

by 2017 not only for diesel engines, but also for gasoline engines (Yang et al., 2016). These

stringent regulations force auto manufactures to research and modify their reduction emission
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technologies along with fuel efficiency.

PM is not an issue in pre-mixed combustion technology, however, fuel efficiency decreases

due to the heat loss associated with this type of method (Arato and Takashima, 2015). There-

fore, direct injection technology became prominent despite elevated levels of PM emissions.

Within this technology, the use of either diesel or gasoline engines possess advantages and

disadvantages. For instance, diesel engines provide better thermal and fuel efficiency than

gasoline engines because they have a higher compression ratio. Alternatively, diesel engines

produce higher particulate in mass distribution and NOx emissions (Zhao et al., 1999; Ya-

mamoto and Ohori, 2013) whereas gasoline engines release lower NOx emissions but higher

particulate in number distribution (Yang et al., 2016; Mamakos et al., 2013a; Karjalainen

et al., 2014). Notwithstanding, recent studies show that gasoline direct injection (GDI) tech-

nology has the ability to improve fuel economy between 5% and 15% (Yang et al., 2016),

providing higher thermal efficiency and more power output (Guan et al., 2015).

1.1 Gasoline direct injection (GDI)

An engine is a machine in which the chemical energy of a fuel is transformed into thermal en-

ergy, thus producing mechanical work. There are two types of engines: external combustion

and internal combustion (Gupta, 2012), from which the latter is applied to motor vehicles

(diesel and gasoline engines). In the GDI engine, pressurized fuel is injected into the com-

bustion chamber via a common rail fuel line system and compressed gas and air ignite via a

spark-plug (Yang et al., 2016). This mechanism is designed as either wall-guided, air-guided

or spray-guided. In the first two designs, there is a long distance in between the injector and

the spark-plug, whereas in the spray guided method, the arrangement between the injector

and the spark-plug is closer, providing better response in between fuel preparation and ig-

nition (Mamakos et al., 2011). Yang et al. (2016), mention that theoretically, spray-guided

has the highest efficiency, albeit at the expense of higher level of PM and PN emissions.
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Soot particulates are a result of the incomplete combustion of hydrocarbons. The amount

of PM and PN released by different engines is based on their air-fuel ratio. In pre-mixed

combustion technologies, the fuel is injected before entering the cylinder, allowing it to mix

for a longer amount of time with air. In contrast, in a GDI engine, the fuel is directly

injected in the cylinder, providing a limited time for the fuel and air to mix, thus causing

poor mixture. Therefore, due to a rich mixture of fuel and air, the amount of PM emitted

by pre-mixed combustion technologies are lower than GDI engines.

1.2 Particulate sizes in DPF and GPF

PM is a mixture of solid and condensed materials whose properties depend on the engine

design, operating conditions, and type of fuel used. The sizes of PM can vary from nanometers

to hundreds of nanometers depending on the fuel being combusted (Mamakos et al., 2011). As

shown in Table 1.1 , PM is classified into five sizes of aerodynamic diameters. The nuclei mode

is made of the smallest particles, which contributes considerably to the number distribution

but very little to the mass distribution. Alternatively, larger particles in the accumulation

mode significantly contribute to mass distribution rather than number distribution (Guan

et al., 2015; Yang et al., 2016). According to Barone et al. (2012), in a diesel engine, the

smaller particles are carbonaceous primary spheres while large particles are agglomerates.

In GDI, it must be noted that a variety of studies have shown that exhaust gas presents

ultra-fine and nano-particles which can be non-volatile or semi-volatile (Karjalainen et al.,

2014).

Table 1.1: Classification of aerodynamic diameters.

Classification Particulate size
Large particles >10 µm
Coarse particles 2.5-10 µm
Fine particles 0.1-2.5µm

Ultra-fine-particles 50-100 nm
Nanoparticles <50 nm
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There has been much more research on diesel engines than on gasoline engines, yet the op-

eration of these two technologies are very similar, and as a result, diesel studies are commonly

applied to gasoline engines. For instance, to reduce particulate emissions in diesel engines,

various combustion methods have been attempted but, until recently, the diesel particulate

filter (DPF) has been the most promising technology in the reduction of particulate emissions

due to its simplicity and effectiveness (Deng et al., 2017; Zinola et al., 2013). Therefore, it

was possible to apply DPF to GDI, which later was called gasoline particulate filter (GPF).

Guan et al. (2015) as well as Mamakos et al. (2013b) affirm that the application of

DPF in GDI technology becomes very effective in reducing PN. Although, since gasoline and

diesel are different types of fuel, the PM generated might differ either in size or composi-

tion. Karjalainen et al. (2014) indicated that in a GDI, particles emitted during acceleration

have mean mobility diameters around 10 nm and 70 nm, while during deceleration, emitted

particles are smaller. In contrast, diesel particles usually behave similarly under the same

driving conditions but with higher mean mobility diameters (larger particles) (Karjalainen

et al., 2014). Therefore, the integration of DPF directly into GDI requires adjustment in the

porous medium. Although, Kattouah et al. (2013) analyzed the adaptation of a GPF using

new European driving cycles (NEDC) (at 25 oC and -7 oC), worldwide harmonized light ve-

hicles cycles (WLTC), and common assessment and reliability of transport emission models

and inventory systems (ARTEMIS) driving cycles up to 160 km/h (CADC160). The latter

study confirmed that with the use of GPF, GDI technologies could meet Euro 6 standards at

the expense of pressure drop efficiency. Consequently, to overcome pressure drop, GPF needs

to be redesigned considering higher operating temperature particulate sizes, lower oxygen

concentration and thermophoresis (Johnson and Joshi, 2018).
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1.3 Particulate filter (PF)

Originally, car particulate emission regulations were applied to diesel exhaust gas, thus, the

vehicle industry implemented PF as an aftertreatment technology in diesel engines to capture

soot emitted. DPFs were constructed using fibrous filtration, but their efficiency reduced as

PM adhered to the fibers. Therefore, researchers shifted their focus onto porous wall filters

(Koltsakis et al., 2013). Hua et al. (2011) remark that DPFs are capable of removing anywhere

from 50 to over 90 percent of PM from diesel exhaust gas. Furthermore, Guan et al. (2015)

mention that this can be improved to 99 percent by using good mechanical and thermal

durability.

A PF shares some similarities with a catalytic converter, which appears as a honeycomb

shape with long channels. However, in a PF, alternate channels are blocked in the upstream

and open in the downstream and vice versa. The fluid enters the square inlet channels flowing

downstream, while some flow passes through the porous walls towards the adjacent outlet

channels and hence, the fluid reaches the filter exit (Figure 1.1). The particulates are trapped

in the porous walls which usually are made by ceramic, such as cordierite or silicon carbide

(Di Sarli and Di Benedetto, 2015). Additionally, in the absence of any external energy source,

the porous wall filtration efficiency relies on surface and volume diffusion, direct interception,

and impaction (Zinola et al., 2013). As soot particles rise on the porous wall, a soot cake

forms, which may improve filtration efficiency. Nevertheless, as the soot cake builds, so do

the pressure drop and flow resistance. Thus, to avoid such effects, the filter is regenerated

(Koltsakis et al., 2013).
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Figure 1.1: Automotive particulate filter and a close up on a particular channel.

Regeneration can be either active or passive. In active regeneration, the heat caused by the

oxidation of post-injected fuel is used to burn soot in the filter. Whereas passive regeneration

uses nitrogen dioxide as a soot oxidant. Furthermore, active regeneration occurs in long

periods, since the requirement of energy is higher than that of passive regeneration (Acton,

2013). Active regeneration is used when a dense soot layer is present, and the temperature

required for passive regeneration (250 oC) has not been reached (Koltsakis et al., 2013).

Moreover, PFs are very likely to melt or crack if temperature gradients are not controlled

(Guo and Zhang, 2006), and for this reason, regeneration becomes a challenge since soot

loading is far from uniform (Koltsakis et al., 2013).

The activity of PM as exhaust passes through a DPF can be summarized in three stages.

Firstly, the PM is captured on the porous wall by filtration. Secondly, regeneration occurs

using either electric heating or fuel borne catalysts. Finally, ashes are rearranged within the

DPF (Mokhri et al., 2012). To understand similarities in DPF and GPF application, Figure

1.2 illustrates the integration of a DPF and Figure 1.3 shows that of a GPF. As can be seen,

a DPF is located after a diesel oxidation catalyst (DOC), while the GPF is positioned after

a three-way catalyst (TWC). A DOC is a catalytic converter that usually contains platinum
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(Pt) and palladium (Pd). These elements oxidize hydrocarbons (HC) and carbon monoxide

(CO) (Guan et al., 2015). Similarly, the TWC contains Pt and rhodium (Rh) that reduce

the nitrogen oxides (NOx) to nitrogen (N2) and oxidize CO and HC to carbon dioxide (CO2)

and water (H2O) (Twigg, 2007; Alkemade and Schumann, 2006).

Figure 1.2: DPF location.

Figure 1.3: GPF location.

As previously mentioned, particulate filters are currently the most efficient technologies

in the capture of PM. However, a major drawback is the pressure drop caused by particle

loading and higher flow rates that negatively affects fuel consumption (Deuschle et al., 2008).

Furthermore, one of the challenges in working with a GPF is that there is very little informa-

tion about experimental and modeling studies on the dynamic filtration process. Therefore,

the latter makes it difficult to understand microscopic and macroscopic filtration characteris-

tics (Gong et al., 2017). Accordingly, further studies must be conducted to understand GPF

flow dynamics and pressure drop. Lately, computational fluid dynamics (CFD) has been

used to expand GPF knowledge by applying numerical solutions to understand the physics

of fluids better.
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1.4 Computational Fluid Dynamics (CFD) in DPF and

GPF

The study of fluids using experimental approaches leads to a real scenario, however, it is more

costly in terms of time consumption as well as materials and equipment used. CFD can be a

powerful tool not only in the reduction of costs, but also in the illustration of physics within

the fluids that would otherwise be very difficult to obtain experimentally. In fact, such a

tool facilitates the access to sensitivity analysis on a variety of parameters that include fluid

flows, heat transfer, as well as chemical reactions (Della Torre et al., 2015; Versteeg and

Malalasekera, 2007). For this reason, the industry is moving towards a combination of CFD

and experiments.

Automotive particulate filters are commonly studied, but soot loading and physical phe-

nomena within porous walls have yet to overcome uncertainties. In an attempt to do so, Yang

et al. (2016) suggest that further simulations could reduce assumptions and increase accu-

racy. Advanced computational tools are very helpful when examining different components

of PFs, however, it can become very costly in terms of computer resources. Accordingly,

PFs are analyzed on different scales: pore, porous wall, single channel, and monolith scale

(Gong et al., 2017). Including all the scales in only one simulation increases not only costs,

but also difficulty in problem solving, therefore, researchers focus on the study of PF scales

separately.

1.4.1 Pore and porous wall scale

The primary goal of filtration walls is to enhance filtration without the expense of pressure

drop. Porous wall simulations deal with extremely complex porous structures as a result

of capturing very small particles. Therefore, computational resources are highly demand-

ing in understanding soot deposition, cake formation, regeneration and ash rearrangement

across and on the porous walls. To analyze porous media in CFD, the porous walls are
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first constructed by different techniques of image based meshing (IBM) such as X-ray com-

puted tomography (Micro-CT) and simulated annealing (SA), among others. For instance,

Della Torre et al. (2015) used Mirco-CT to reconstruct three different porous substrates (A1

foam, SiC foam and cordierite) with different porosities and pore densities (95 % and 45 ppi,

87 % and 10 ppi, 50 % and 16 µm pore size), while Konstandopoulos et al. (2012) applied mi-

croflow simulation techniques to reconstruct porous walls (granular, foam, fibrous, cordierite,

sintered metal and acicular). Moreover, the analysis of fluid dynamics, soot trajectories as

well as heat transfer through these porous substrates is approximated by using different CFD

approaches.

Finite volume method (FVM) is an approach that Della Torre et al. (2015) applied to

understand fluid dynamics and heat transfer through the porous medium. The laminar and

the low-Re k-ω SST models were used and it was concluded that turbulence does not have

a significant effect on pressure drop. Moreover, Della Torre et al. (2015) also demonstrated

that pressure drop is affected by heat transfer, which depends on the materials porosity

as well as the conductivity. Therefore, Della Torre et al. (2015) proved that the cordierite

material mainly operates in Darcy regime, while SiC and A1 foams operate from Darcy to

Darcy-Forchheimer.

Lee and Lee (2013) also utilized the FVM, but in this case, to analyze soot deposition.

They divided the porous wall into ten slabs to demonstrate that porosity in the first few slabs

decreases as soot is trapped, whereas the porosity of the remaining slabs keep the same initial

porosity value. This is in agreement with Gong et al. (2017), who divided a homogeneous

porous substrate in three slabs. Gong et al. (2017) expanded the study to a heterogeneous

porous substrate using a unit cell method, and ascertained that in a heterogeneous porous

substrate the particulates tend to penetrate further affecting soot cake formation and pressure

drop.

Moreover, pressure drop due to soot cake build up was explored by Yamamoto and Ohori

(2013) using another CFD approach, called lattice Boltzmann method. They modelled one
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small portion of a PF in three-dimensions and the domain consisted of three sections; the

porous substrate, an inlet section, and an outlet section where no porous material was in-

volved. Yamamoto and Ohori (2013) observed three soot stages in which soot deposits inside

the pores, pore bridging and soot layer formation. During these stages, the pressure initially

increases slightly, followed by a more abrupt increase. Although, Matte-Deschênes et al.

(2016) determined that soot layer not only affects pressure drop, but also the regeneration

process. They studied particle capture in a cordierite porous wall and observed that the

soot deposition is significantly affected by the thermophoresis, and thereby the regeneration

process.

In a GDI engine, high exhaust gas temperatures lead to a continuous regeneration, pro-

ducing small soot particulates (Zinola et al., 2013). This is an issue when DPF is used

without any modifications into a GDI engine due to bigger particulates emitted by diesel

engines. Ultrafine particles coming from GDI exhaust gas affects soot cake formation, and

therefore filtration efficiency. Zinola et al. (2013) implemented a GPF with a membrane

to avoid ultrafine particles penetrating the porous medium. However, while this membrane

improved filtration efficiency, it came at the expense of higher back pressure than in a GPF

without a membrane. Therefore, other alternatives should be explored to improve filtration

efficiency along with reducing pressure drop in a GPF.

1.4.2 Channel scale

Assuming inflow conditions are radially homogenous, an entire monolith can be extrapolated

by choosing only two representative channels (Konstandopoulos et al., 2005, 2006). To fur-

ther simplify the computational burden, these two representative channels can be modelled

in two-dimensions (2D). For instance, when Di Sarli and Di Benedetto (2015) analyzed soot

combustion in a 2D catalyzed DPF using the FVM, the model equations were discretized

applying a uniform grid with 219,600 squared cells. They noticed that when using a cata-

lyst, upper limit temperatures avoided fast regeneration. Furthermore, Deuschle et al. (2008)
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studied filtration and regeneration effects without a catalytic wall using 2D geometry with

rectangular elements. In this study, the Eulerian-Lagrangian approach coupled with user

defined subroutines was utilized. They noticed that as temperature increases during regen-

eration, so does the pressure drop. On the other hand, Piscaglia et al. (2005) analyzed the

velocity profile along both the inlet and outlet channels, as well as in the porous wall. To

extend the investigation, they proposed including the Lagrangian approach to the KIVA-3V

code to examine soot deposition. Piscaglia et al. (2005) concluded that soot deposition de-

pends on the inlet velocity, permeability, and geometry of wall, in fact, they determined that

the velocity in the porous medium is close to uniform for lower permeability.

Bensaid et al. (2009), unlike Piscaglia et al. (2005) and Deuschle et al. (2008), mention

that to understand soot cake formation and regeneration, the Lagrangian approach is not

easily applicable and uses more computer resources. For this reason, Bensaid et al. (2009)

apply the Eulerian-Eulerian approach using a three-dimensional (3D) domain consisting in

one inlet and one outlet channel (Figure 1.4). Bensaid et al. (2009) ascertain that inertial

effects are neglected for particles smaller than 500 nm and that filtration efficiency increases

as a soot layer is formed on the porous wall. Further, Bensaid et al. (2009) observed that

initially, particles stick closer to the inlet as well as at the end section of the inlet channel.

This is in contrast to Sbrizzai et al. (2005), who demonstrated that all particles follow the

flow field and stick at the end section of the inlet channel. Regardless, Sbrizzai et al. (2005)

utilized the Lagrangian approach.

Figure 1.4: Four channels domain for CFD simulations to study a PF.
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Lee and Lee (2013) also investigated the soot filtration in a 3D geometry using the domain

as shown in Figure 1.5. Lee and Lee (2013) utilized the Eulerian-Eulerian approach and

noticed, as opposed to Bensaid et al. (2009) and Sbrizzai et al. (2005), that the particle

build-up is initially close to the inlet and later moves to the end part of the inlet channel.

The particle build up mainly affects pressure drop within the monolith, however, if build up

occurs in the inlet section, the pressure drop will present itself in the form of contraction

losses. Konstandopoulos et al. (2001) examined contraction and expansion losses by including

an extra section in the upstream and downstream. The problem was simulated using the

FVM and a grid consisting of 145,443 hexahedral cells. This simulation predicted a smooth

contraction and a wake in the expansion. In addition, it was observed that the higher the flow

rate, the higher the inertial losses. Nonetheless, Konstandopoulos et al. (2001) demonstrated

that contraction and expansion losses have the least impact over the total pressure drop

along the filter, but they mention that contraction losses increase in accordance to the plug

size. Furthermore, Lee and Lee (2013) investigated the plug location in the outlet channel

to improve pressure drop along the filter. They applied a CFD code with user defined field

functions to a polyhedral meshing with 784,957 cells. The channel plugs where located at

0.25 normalized plug position (NPP), 0.50 NPP and 0.75 NPP of the outlet channel. Lee and

Lee (2013) concluded that during the main stage of filtration, 0.50 NPP position resulted in

less pressure drop.

Figure 1.5: Triangle domain for CFD simulations to study a PF.
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The aforementioned articles assumed laminar flow, however, Deng et al. (2017) studied

continuous regeneration in 3D geometry (Figure 1.4) using the turbulence model k-ε-zeta-f

and user defined subroutines. Deng et al. (2017) determined that as wall thickness increases,

so does pressure drop. In addition, Deng et al. (2017) determined that pressure drop also

increases as the filter diameter decreases and that the regeneration process improves as the

channel diameter increases. This article utilized a turbulence model despite the fact that the

majority of papers use a laminar approximation due to low Reynolds number in channels.

Nevertheless, Konstandopoulos et al. (2001) specify that at higher inlet velocities, the simu-

lations started becoming more unstable. Therefore, a further investigation in flow behaviour

would increase credibility in CFD simulations to study automotive PFs.

1.4.3 Monolith scale

The use of two single channels to represent the entire monolith is an excellent simplification

that helps increase filtration efficiency. Nevertheless, using a conic surface attached to a PF,

Bensaid et al. (2009) demonstrated through experiments that cake formation differs in every

monolith channel. The discrepancy was a result of non-uniform flow distribution that yielded

unequal channel velocities. Zhang et al. (2005) modelled the upstream and downstream flow

distribution and used the FVM and the standard k-ε turbulence model with standard wall

function to solve the problem. Further, Zhang et al. (2005) concluded that maldistribution

relies on inlet pipe geometry, for instance, the higher the inlet pipe length, the higher the

flow uniformity. Moreover, Zhang et al. (2005) noticed that the inlet pipe angle might be

beneficial in terms of flow uniformity, however, this depends on pipe length. Furthermore,

Turner et al. (2011), utilizing the same numerical approach as Zhang et al. (2005) compared

inflow distribution results with particle image velocimetry. They noticed some recirculation

in the corners that Konstandopoulos et al. (2001) did not in a channel scale.

Modelling an entire monolith requires high amount of computational resources. For this

reason, modelling the monolith as a continuum is a promising alternative to predicting flow
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distribution, regeneration, and temperature gradients, among other aspects in a PF (Kon-

standopoulos et al., 2006). For instance, Zhang et al. (2005) modelled the monolith as a

porous substrate and enforced laminar flow therein. Furthermore, Konstandopoulos et al.

(2005) built a continuum that retained relevant microstructure to describe soot mass profile

in the monolith. The problem was performed in a CFD simulation based on the FVM with

some subroutines. Konstandopoulos et al. (2005) used a bent 45 degree inlet pipe and no-

ticed that the face velocity leans to a homogeneous distribution, whereas the soot distribution

does not. Further research into soot deposition is important not only because of the effect on

pressure drop, but also because particulate loading results in higher temperature gradients

making it more susceptible to melt or crack (Guo and Zhang, 2006).
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Chapter 2

Flow pattern in a representative element

of a GPF in 2D

Exhaust gas is comprised of particles made of a mixture of elemental carbon and volatile

organic compounds (Johnson and Joshi, 2018). These particles are trapped using after treat-

ment technology because of the damage to human health. Until now, particulate filters (PF)

are the most promising technology in the efficient removal of particles. In modelling, most

publications assume laminar motion within the channels of a PF according to low Reynolds

number (Re), however, as exhaust flow rate increases so does flow instability. With typical

Re before and after a monolith (about 104), Cornejo et al. (2018a) showed the presence of

small eddies inside the channels of an automotive catalytic converter which decay as the

flow moves forward. A PF, unlike a converter monolith, has alternate closed channels in

the upstream and open channels in the downstream and vice versa. Moreover, in a PF the

channels are surrounded by a porous medium that affects velocity profile since the velocity

at the boundary with the porous medium is non-zero (Beavers and Joseph, 1967). This slip

velocity affected by the flowrate also changes depending on channel height (Beavers et al.,

1974). Carotenuto and Minale (2011) studied the interface between a fluid and a porous

medium using a non-slip approach. They noticed that the rougher the porous medium, the
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higher the interfacial velocity and the shear rate. Similarly, Wang and Wang (2007) demon-

strated that in microchannels with rough walls, the velocity profile deviates from that of

Posieuille flow closer to walls. Wang and Wang (2007) also mention that as wall roughness

increases, so do disturbances. Furthermore, Beavers et al. (1970) confirm that when flow is

in contact with a porous medium, the flow regime between laminar and transition breaks at

lower transition Re. Therefore, despite the fact that Re within PF channels are low, there is

a chance that laminar flow becomes transitional flow. Moreover, with a Péclet number in the

order of 104 (for particles with a diameter greater than 5 nm and fluid velocities higher than

0.1 m/s) convective transport dominates the soot trajectory. Accordingly, formed eddies can

change soot trajectory affecting soot deposition that influences not only the velocity inside

the channels, (Piscaglia et al., 2005) but also the temperature, which could result in a melted

filter (Yu et al., 2013).

The inlet pipe geometry of a PF modifies the gas velocity approaching the monolith;

however, as flowrate increases so does soot deposition in channels placed in the centre of the

monolith (Ranalli et al., 2002). Bensaid et al. (2009) demonstrates that at the same axial

location, the centre of the monolith contains soot cake almost twice as thick as the lateral

channels. This statement agrees with Ranalli et al. (2002) who mentions that higher tem-

peratures appears in centre of the monolith due to soot loading. For this reason, assuming

radially homogeneous entrance into a PF could lead to inaccurate results, mostly affecting

thermal stresses within the monolith. Nevertheless, considering modelling thousands of chan-

nels will increase the cost significantly (Oxarango et al., 2003). To simplify some difficulty

in modelling, Haralampous et al. (2003) proposed a two dimensional multichannel model to

study regeneration when all channels in the monolith have the same behaviour. Nonetheless,

to reduce further the use of computational resources to calculate loading, regeneration and

rearrangement effects, various studies assume homogeneous inlet flow and examine two char-

acteristic channels (inlet and outlet) (Deuschle et al., 2008; Konstandopoulos et al., 2005)

modelling them in different dimensions.
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2.1 Turbulent models

Turbulence is a complicated phenomenon that has been studied throughout several decades

and yet laborious mathematical approximations are still far from accurate (Wilcox, 2006).

Currently, there are three different approaches to predict turbulent flow: statistical, deter-

ministic and structural. The statistical approach assumes that turbulence is a random phe-

nomenon while in the deterministic approach, turbulence is considered chaotic and random.

The structural approach describes turbulence as a coherent structure flow, however, this ap-

proach is considered weak in theory. Furthermore, there are two more methods, which solve

the dynamics of large eddies and model small-scale eddies: Large Eddy Simulation (LES),

and Detached Eddy Simulation (DES) (Tabatabaian, 2015). The LES employs subgrid-scale

models assuming that small eddies are separated from large eddies while DES solves turbu-

lent flow using LES in fully turbulent region and Reynolds average Navier-Stokes (RANS)

models near the wall region (Feng et al., 2014).

Within the statistical approach, RANS models are currently the most practical in terms

of computational cost (Tabatabaian, 2015). RANS models cover the time-average equations

that describe fluid motion within the domain and calculate the eddy-viscosity to compute the

Reynolds stresses (Ansys, 2017). These models emerged at the end of the nineteenth century,

and since then, one-equation, two-equation and stress-transport models have been developed.

Kolmogorov established the first complete turbulence model (k-ω model) and added the term

ω, which stands for specific rate of dissipation of energy. Afterwards, Launder and Spalding

elaborated the model k-ε, known as the mixing length model (Wilcox, 2006). This last

model has been widely used since it obtains robust, economical and reasonable results for

many engineering flows (Feng et al., 2014). Then, Menter devised a new version of the k-ω

model, which accounts for the transport of the shear stresses in adverse pressure gradient

boundary layers. This model was originally called the SST model (Menter, 1993), but later

took the name SST k-ω. The latter incorporates both, k-ε and k-ω models to overcome

their weaknesses (Ansys, 2017). Nevertheless, it is complicated for RANS models to predict
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transitional flow because transitional flows are composed of linear and non-linear effects and

RANS models eliminates linear disturbance growth (Menter et al., 2006a).

When the laminar flow undergoes an adverse pressure gradient, free stream turbulence or

rough walls (amongst others), the flow can pass from laminar to transition regime. The latter

is a phenomenon that occurs in different engineering applications and goes through different

paths: bypass transition, natural transition, separated flow transition, wake induced transi-

tion and reverse transition. Bypass transition is the first three stages of natural transition,

which occurs at high Re and low freestream turbulence. In the separated flow transition, the

flow captures an adverse pressure gradient with very little disturbance (Genc et al., 2012). To

overcome these flow paths, local correlation based transition model (LCTM) was developed

(Menter et al., 2015).

Menter et al. (2006a) specifies that transitional models need to include stability analy-

sis, correlation based models and low Re models. Based on the latter, Menter et al. (2006a)

devised the LCTM, which is a combination of empirical correlations with two transport equa-

tions. This model was coupled with the SST k-ω turbulence model, extending to one equation

for intermittency and one for transition onset correlation (Reθt). In the intermittency equa-

tion, the production term of the turbulence energy downstream of the transition point in the

boundary layer was activated whereas the Reθt captured the non-local turbulence intensity.

These two equations together result in the SST model and cover transition caused by free

stream turbulence intensity, pressure gradients and separation. A decade later, Menter et al.

(2015) improved this model by reducing it to one equation (intermittency), expanding its

application to more flow disturbances. Unfortunately, this model is still not available in the

software ANSYS-Fluent 17.2 version.
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2.2 Numerical methods

Fluid dynamics is governed by conservation of mass, momentum and energy equations. These

equations do not have an analytical solution in most of the engineering problems; fortunately,

numerical methods approach can overcome this issue (Ferziger and Peric, 2012). Numerical

methods provide approximate answers at discrete points within the domain, which are re-

ferred to as grid points. To obtain numerical solution, the domain is discretized either in

an integral or differential form. The latter is widely used in CFD, however, ANSYS-Fluent

(software used in this work) uses the integral form and for this reason, this section will focus

on finite volume method (FVM) (Anderson et al., 2013).

The integral formulation of conservation is the basis of FVM. This method is the simplest

to understand and to implement. Nevertheless, when it comes to higher than second order

accuracy, the solution is more difficult to obtain because of the interpolation, differentiation

and integration carried out. FVM is a direct method in which the domain is divided into

finite volumes enclosing grid points. Structure and unstructured grids are applicable in FVM

to fix grid points in the geometry. The structure grid is very simple; it has four neighbours

in two dimensions and six in three dimensions. The drawback about this grid is that it only

applies to geometries with simple domains. In contrast, the unstructured grid is applicable

for complex domains; however, it requires more computer resources. Such grids contain cells,

which can be tetrahedral, hexahedral, triangles, or rectangles that contain nodes. The partial

equations are applied to determine the variables at these nodes and therefore, the higher the

nodes the higher the accuracy at the expense of computational cost (Anderson et al., 2013;

Ferziger and Peric, 2012).

In numerical solutions, there are three different errors called modelling, discretization

and iteration. The modelling error refers to the difference between the flow and the exact

solution of the mathematical error (turbulence model’s error tends to be high). In the

case of discretization, the error focuses on the difference between the exact solution of the

conservation equations and the exact solution of the algebraic system (finer grid will reduce
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this error). Finally, the iteration or convergence error is based on the difference between the

iterative solution and the algebraic equations system (solution converges when this error is

very small) (Ferziger and Peric, 2012), which are originated by the discretization process.

To approximate linear system of algebraic equations, different techniques are used based

on the equation’s type: linear or non-linear. For instance, in the non-linear case, an iterative

technique is applied that guess a solution and linearize the equations involved (Ferziger and

Peric, 2012). A few examples of these iterative techniques include, Jacobi, Gauss-Seidel

and successive-over-relaxation (Hoffman and Frankel, 2001). ANSYS-Fluent software uses

the Gauss-Seidel method to resolve the algebraic equations generated with a sparse matrix.

Gauss-Seidel requires diagonal dominance for convergence and uses the most recent values in

all computations (Hoffman and Frankel, 2001).

Furthermore, ANSYS-Fluent uses two strategies to solve mass conservation equations:

pressure-based solver and density-based solver. Both methods calculate the velocity field

by using momentum equations, however, the density-based solver obtains the density using

the continuity equation and the equation of state to predict the pressure. In contrast, the

pressure-based solver uses both continuity and momentum equations to compute pressure.

This procedure is achieved by coupling pressure-velocity utilizing different schemes. ANSYS-

Fluent selects SIMPLE as default; however, SIMPLEC improves convergence in cases with

high mesh skewness by changing the value of the relaxation factor. Moreover, PISO scheme

usually is applied to transient calculations and geometries with high degree of mesh distor-

tion. For computing the velocity and pressure, PISO offers a higher efficiency over SIMPLE

and SIMPLEC by adding a neighbour and skewness correction. In addition, by applying the

coupled algorithm, steady state flows get a more robust and efficient single face implemen-

tation. Therefore, this algorithm provides good performance for transient flows with poor

mesh (Ansys, 2017).

The software ANSYS-Fluent uses the integral form of conservation law (Eq. 2.1) dis-

cretized as shown in Eq. 2.2 (the definitions of the parameters in Equations 2.1 and 2.2
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are defined in Ansys (2017)). This latter equation is applied to every control volume and

the scalar φf is interpolated. The second term on the left of the equation is the convection

while the first term on the right is the diffusion. The diffusive term is approximated using

central difference scheme (CDS), while the convective term uses upwind scheme. The CDS

estimates the value of φ at cell “e” (Figure 2.1) using linear interpolation (Eq. 2.3), while the

upwind scheme uses the upstream node of “e” to interpolate depending on the direction of

the flow. This last scheme will never undergo to oscillatory solutions because it satisfies the

boundedness criterion (Ferziger and Peric, 2012).

∫
V

∂ρφ

∂t
dV +

∮
ρφ~U · d ~A =

∮
Γφ∇φ · d ~A+

∫
V

SφdV (2.1)

∂ρφV

∂t
+

Nfaces∑
f

ρfφf ~Uf ~Af =

Nf∑
f

Γφ∇φf ~Af + SφV (2.2)

φe =
1

2
(φE + φP ) (2.3)

Figure 2.1: Cartesian grid for upwind scheme.

Different upwind schemes are offered by ANSYS-Fluent software like first order upwind,

second order upwind, power law (PLS), quadratic upwind interpolation for convective kine-

matics (QUICK) and the third order monotone upstream-centered schemes for conservation

laws (MUSCL), among others. The first order upwind uses only one upstream point while the

second order uses two. Between these two schemes, the second order upwind has higher accu-
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racy, however, it can produce unbounded solutions and takes longer to converge (Ferziger and

Peric, 2012). The QUICK scheme has higher order of accuracy than the last two schemes

since it makes the numerical diffusion negligible by using three upstream points. QUICK

scheme is more accurate on structured meshes, whereas the third order MUSCL in unstruc-

tured meshes by bringing the CDS and second order upwind scheme together and reducing

numerical diffusion significantly. Finally, the PLS is not an expensive scheme in terms of com-

putational sources. It interpolates the face value of φ by balancing convection and diffusion

in the direction of the stream (Ansys, 2017), nonetheless, this is a first order scheme.

Furthermore, for computing secondary diffusion terms, scalar and velocity gradients,

ANSYS-Fluent uses three different approaches: Green-Gauss cell based, Green-Gauss node

based and least squared cell based. The Green-Gauss theorem in general approximates the

gradient of a scalar by the surface integral of the product of the scalar with a unit normal vec-

tor over some control volume. This theorem was discretized from the finite-element method

(Blazek, 2015). In the Green-Gauss cell based, the arithmetic average was approximated

using the values of the neighboring cell centres whereas the Green-Gauss node based uses

the nodal values on the face. This last approach provides higher accuracy (second order)

and works better for mixed or unstructured meshes (Ansys, 2017). Furthermore, the least

squared approach uses the first order Taylor series for each centre point cell around the eval-

uation point (Blazek, 2015). This approach has first order accuracy and is suitable for mixed

grids. Its accuracy is similar to Green-Gauss node based; however, least-squared approach

has lower computational costs (Ansys, 2017).

Additionally, the aforementioned discretization schemes cannot approximate the pressure

gradient since the pressure field is not priori known. ANSYS-Fluent uses a formulation to

calculate this term by interpolating the pressure value. This interpolation is computed by

different approaches. The standard schemes is the default selection by the software and

applies for problems where pressure variation between cells is smooth. For other types of

problems such as, the linear, the second order, the body force weighted and the pressure
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staggering option (PRESTO), schemes can be chosen. In the linear scheme, the face pres-

sure is calculated by averaging the pressure values of the adjacent cells. The second order

scheme has some improvements over the standard and linear scheme, although, having a

low quality mesh might affect convergence. Ansys (2017) mentions that for systems with a

porous medium involved, this scheme is not applicable. Furthermore, the body force weighted

scheme assumes that the normal gradient of the difference between pressure and body forces

is constant. In addition, the PRESTO scheme is recommended for use with flows containing

high swirl and Rayleigh number, high speed rotating flows, flows involving porous media and

strongly curved domains (Ansys, 2017).

2.3 Description of domain

This study applies a numerical analysis by investigating velocity profile and turbulence in a

representative element of a GPF in two-dimensions (2D). This representative element assumes

that the flow across the monolith face is evenly distributed and includes one inlet channel,

surrounded by outlet channels. The inlet channel measures 154.4 mm × 1.3 mm × 1.3 mm

and contains a plug at the end section whereas, in the outlet channel, the plug is situated

on the upstream face. Including the channels surrounding the inlet channel gives the final

domain measurements as shown in Figure 2.2. The total size of the inlet domain is 2.94 mm

square and the porous medium wall has a thickness of 0.17 mm. The analysis adopts a flow

without particles that enters the inlet channel, crosses the porous walls and reaches the filter

exit through outlet channels.
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Figure 2.2: 2D schematic utilized to model a representative element of a wall particulate
filter channel.

2.4 Numerical solution

This system performed steady state simulations using the computational fluid dynamics

(CFD) software, ANSYS-Fluent. Different viscous models such as laminar, k-ε, k-ω and

SST-transition models were use to analyze the flow pattern in a GPF (Table 2.1). The

discretization and specifications of the previously mentioned viscous models are given in

Tables 2.2 and 2.3. The convergence criterion was to reach a value for the scaled residuals in

the order of 10−6 for the transport variables as well as having a stable value for the volume

average of turbulent kinetic energy (TKE), turbulent viscosity ratio (TVR) and mean velocity.
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Table 2.1: Viscous models specifications.

Viscous model Specifications
Laminar Governed by the Navier-Stokes equations (Ansys, 2017)

Flow is laminar (for pipe flow: Re < 1000) (Ansys, 2017)
Energy transfer is accomplished by molecular
interaction (Ansys, 2017)

k–ε Is suitable for fully turbulent flows (Tabatabaian, 2015)
The drawback for this model is the low accuracy for
systems that present adverse pressure gradients and
boundary layer separation (Ansys, 2017)
Depends on near-wall functions (Lodefier et al., 2003)
Not able to capture turbulent boundary layer up to
separation (Menter et al., 2003)

k–ω This model solves the shortcoming from k-ε model;
applicable for separated flows,
jet flow, and flows with adverse pressure
gradient analysis (Tabatabaian, 2015)
Good for predicting near-wall region (Menter et al., 2003)
Fails for pressure induce separation (Menter et al., 2003)
Strongly depend on free stream values (Menter, 1993)

SST-transition Accuracy of this model increases for near-wall and free
stream systems (Tabatabaian, 2015)
Accounts for transition (Menter et al., 2006a)
Separation induced transition
Free stream turbulence
Pressure gradients
Not effective in predicting cross flow
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Table 2.2: Discretization of viscous models used in 2D domain.

Discretization Laminar k – ε k – ω SST-
transition

Scheme Simple Simple Simple Simple
Specific N/A N/A QUICK∗ QUICK∗
dissipation rate
Turbulent N/A QUICK N/A N/A
dissipation rate
Turbulent N/A QUICK QUICK QUICK
kinetic energy
Momentum QUICK QUICK QUICK QUICK
Pressure Standard Standard Standard Standard
Gradient Green Gauss Green Gauss Green Gauss Green Gauss

Cell Based Cell Based Cell Based Cell Based
Momentum N/A N/A N/A QUICK
thickness Re
Intermittency N/A N/A N/A QUICK

Table 2.3: Viscous models specifications.

Viscous model Specifications
Laminar N/A
k–ε Standard

Standard wall functions
k–ω Standard

Shear flow correction
Production limiter

SST-transition Production Kato-Launder
Production limiter
Intermittency: 1

This problem was solved by using continuity equation (Eq.2.4) for both the laminar and

RANS models. The momentum equation for the laminar model is described by Eq. 2.5 and

the RANS models is decribed by Eq. 2.6. The k-ε and the k-ω models are categorized as

first order and two equation models. One equation solves for the kinetic energy and the

second equation for the dissipation rate of energy (Tabatabaian, 2015). The SST model uses

two more extra equations one for the intermittency and one for the oncet transition. These

transport equations are describe in equations 2.7-2.12. Further, Darcy Law was used to
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capture pressure drop within the porous wall (Eq. 2.13). The Forchheimer correction factor

was neglected since the velocities in the porous medium are very low.

Continuity equation:

∂ρUi
∂xi

= 0 (2.4)

Momentum equations:

∂ρUiUj
∂xj

= − ∂P
∂xj

+
∂

∂xj

[
µ

(
∂Ui
∂xj

+
∂Uj
∂xi
− 2

3

∂Ul
∂xl

δij

)]
+ F (2.5)

∂ρUiUj
∂xj

= − ∂P
∂xj

+
∂

∂xj

[
µ

(
∂Ui
∂xj

+
∂Uj
∂xi
− 2

3

∂Ul
∂xl

δij

)]
+

∂

∂xj

(
−U ′iU ′j

)
+ F (2.6)

where ρ is the density of air, U is the flow velocity, P is the system pressure, F is the porous

media source and U ′iU ′j are the Reynolds stresses .

Transport equations for the k-ε model:

∂ρkUi
∂xi

=
∂

∂xj

[(
µ+

µt
σk

)
∂k

∂xj

]
+Gk − ρε (2.7)

∂ρεUi
∂xi

=
∂

∂xj

[(
µ+

µt
σε

)
∂ε

∂xj

]
+ C1εGk − C2ερ

ε2

k
(2.8)

where k is the kinetic energy, ε is the rate of dissipation, µ is the flow viscosity, Gk is the

generation of turbulent kinetic energy. Further, C1ε and C2ε are constants, αk and αε are the

turbulent Prandtl numbers for k and ε respectively, and the µt is defined in (Ansys, 2017).

Transport equations for the k-ω model:

∂ρkUi
∂xi

=
∂

∂xj

[
Γk

∂k

∂xi

]
+Gk − Yk (2.9)
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∂ρωUi
∂xi

=
∂

∂xj

[
Γω

∂ω

∂xj

]
+Gω − Yω (2.10)

where ω is the specific dissipation rate, Gω is the generation of ω, Γk and Γω are the effective

diffusivity and, Yk and Yω is the dissipation of k and ω due to turbulence; these terms are

defined in Ansys (2017).

Transport equations for the SST model include Equations 2.9 - 2.12:

∂ρUjγ

∂xj
= Pγ1 − Eγ1 + Pγ2 − Eγ2 +

∂

∂xj

[(
µ+

µt
σγ

)
∂γ

∂xj

]
(2.11)

∂ρUjReθt
∂xj

= Pθt +
∂

∂xj

[
σθt(µ+ µt)

∂Reθt
∂xj

]
(2.12)

where γ is the intermittency and Reθt is the transition momentum thickness Reynolds num-

ber. The rest of the parameters are defined in (Ansys, 2017).

For porous medium:

∂p

∂xi
= −µ

α

∂Ui
∂xi

(2.13)

where α is the permeability.

The porous medium was modelled as a fluid with a permeability of 2×10−14 m2 . Addi-

tionally, in the porous wall, turbulent kinetic energy was set to zero for turbulent models.

The system was performed isothermally at 290 K and 1 atm. At these conditions, the air

density and molecular viscosity are 1.225 kg/m3 and 1.789×10−5 Pa-s respectively. The sim-

ulations are completed under laminar and turbulent conditions as the gas has distinct inlet

velocities (Uin) from 0.1 m/s to 10 m/s (Table 2.4) and turbulence conditions equally to 50

% of intensity and turbulent viscosity ratio of 1 and 10.
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Table 2.4: Inflow velocities used to analyze flow pattern in a 2D GPF.

Uin(m/s) Re upstream Re within channel
(Red) (Rec)

0.1 20 23
1 201 228
5 1007 1138
9 1811 2049
10 2013 2276

Furthermore, a grid analysis was performed with the purpose of obtaining independent

mesh results. The grid analysis was based on the mean velocity, TVR, and TKE numeri-

cal values throughout the channel. Three different uniform structured grid were executed:

70,380, 281,520 and 1.3 million cells. Consequently, this grid analysis yielded to a mesh of

281,520 quadrilaterals.

2.5 Discussion of results

The flow pattern along the representative element was predicted similarly by all the viscous

models used. The numerical solution demonstrated that higher velocities are developed in

the upstream of the inlet channels as well as the downstream of the outlet channels due to

the change of cross section area. Figure 2.3, shows that the laminar model is highly depen-

dent on inflow condition when Rec ≥1138. Further, for Rec=228, the SST-transition model

predicted significantly different mean velocity from the other viscous models (Figure 2.4),

however, this pattern changes when Re increases (Figure 2.5). For instance, at Rec=1138,

the laminar model showed higher velocities along the channels as opposed to the k-ε. The

latter is supported by Figure 2.6 so that when Rec is 23, the numerical absolute velocity is

not significantly different utilizing different approaches, although, remarkable differences are

shown when Rec increases to 1138.
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Figure 2.3: Absolute velocity along the channels using the laminar model. a)Rec=23,
b)Rec=228, c)Rec=1138, and d)Rec=2276.
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Figure 2.4: Absolute velocity along the channels using different viscous models with Rec=228
(for turbulent models, TVR = 1). a)laminar, b)k-ε, c)k-ω, and d)SST-transition.
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Figure 2.5: Absolute velocity along the channels using different viscous models with Rec=1138
(for turbulent models, TVR = 1). a)laminar, b)k-ε, c)k-ω, and d)SST-transition.
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Figure 2.6: Absolute velocity in the middle of the inlet channel using different viscous models.
a)Rec=23, b)Rec=228, c)Rec=1138, and d)Rec=2276.

Although it is well known that turbulent flow occurs when high Reynolds number is

large (Wilcox, 2006), Cornejo et al. (2018a) indicate that small eddies prior to a catalytic

converter monolith may enter to inlet channels provoking some turbulence that decays as

flow moves downstream. Turbulence is a complicated phenomenon with many definitions

and researchers often describe it as an eddying motion (Wilcox, 2006). TVR is the ratio of a

turbulent viscosity, defined as the momentum transfer by turbulent eddies and the molecular

dynamic viscosity which transfers momentum by molecular diffusion. Therefore, when using

RANS models, if TVR has a value more than one, it means that some turbulence may be

developed in the system. Figures 2.7 and 2.8, illustrate that turbulence may exist within
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the inlet channels when Rec ≥228. These results also confirm turbulence damping for k-ε

model unlike the model SST-transition which presents a turbulence increase at end of the

channel for Rec of 1138, due to a possible adverse pressure gradient. In contrast, the k-ω

model estimates an increase in turbulence a bit after the inlet channel entrance which may

be far from the reality. Furthermore, Figures 2.9 and 2.10 demonstrate that unsteadiness is

proportional to Rec. The k-ω model predicts unsteadiness a bit after the entrance while k-ε

and SST-transition in the entrance of the inlet channel, which then damps downstream.

Figure 2.7: TVR along the channels using different RANS models with Rec=228 and TVR=1.
a)k-ε, b)k-ω, and c)SST-transition.
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Figure 2.8: TVR along the channels using different RANS models with Rec=1138 and
TVR=1. a)k-ε, b)k-ω, and c)SST-transition.
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Figure 2.9: TKE along the channels using different RANS models with a Rec=228 and
TVR=1. a)k-ε, b)k-ω, and c)SST-transition (k∗=TKE/U2

c ).
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Figure 2.10: TVR along the channels using different RANS models with a Rec=1138 and
TVR=1. a)k-ε, b)k-ω, and c)SST-transition (k∗=TKE/U2

c ).

The following figures exhibit the evolution of TVR and TKE as Rec increases using dif-

ferent RANS models. In Figure 2.11, it is noticeable that none of the RANS models predicts

turbulence for Rec=23. However, k-ε and SST-transition models estimated turbulence at the

entrance of the inlet channel for Rec ≥68 while the k-ω showed it for Rec ≥228. Notwith-

standing, the latter model implied TVR drastically different from the other RANS models

when Rec ≥1138 (Figure 2.12). This discrepancy may be due the inaccuracy of the k-ω

model at solving equations close to non-solid walls. Moreover, for Rec ≥228, the SST model

exhibited an increase of TVR at the end section of the inlet channel as observed in Figure

2.8. Additionally, in Figures 2.11 and 2.12, show that the TKE, which is the transfer of mean

kinetic energy from larger to small eddies (Wilcox, 2006), behave very similar to TVR.
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Figure 2.11: TVR and TKE along the channel for inlet TVR=1 and a)Rec=23, b)Rec=68,
c)Rec=182.

40



Figure 2.12: TVR and TKE along the channel for inlet TVR=1 and a)Rec=228, b)Rec=1138,
c)Rec=2276.
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The aforementioned analysis demonstrated fluid behaviour when inlet velocity conditions

change. However, the influence of TVR has not been explained. Figure 2.13, shows that

absolute velocity is independent on TVR inflow conditions. Nevertheless, Figure 2.14 illus-

trates that turbulence increases at the beginning of the inlet channel, but it quickly damps

taking the same form as when using TVR 1. This behaviour is similar to that explained in

Cornejo et al. (2018a).

Figure 2.13: Absolute velocity in the middle of the inlet channel at different inlet TVRs:
a)Rec=23 and b)Rec=2276.
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Figure 2.14: TVR in the middle of the inlet channel at different TVRs: a)Rec=23 and
b)Rec=2276.

This study corroborates the fact that when using different viscous models with the same

boundary conditions, the predicted data can differ from one another. Moreover, the resulting

values vary drastically by changing inflow conditions as inlet velocities, but not inlet TVR.

In addition, these results confirmed that turbulence may exist within the filter channel for

Rec ≥ 228. Nevertheless, these results requires validation since RANS models are forced

to work in laminar and transition regime same as the laminar, which is force to solve the

problem in transition regime.
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Chapter 3

Flow pattern in a representative element

of a GPF in 3D

Laminar flow has been most commonly assumed when analyzing automotive particulate filters

(PF). When the flow passes through small channels, it tends to be in the laminar regime but

when disturbed, the flow may change into either transition or turbulent flow. The Reynolds

number (Re) where transition occurs varies between 2000-2300, whereas for turbulent flow

it is around 4000 (Tennekes et al., 1972; Landau and Lifshitz, 1987). In the transition

regime, the flow may become unsteady but it remains laminar (James, 1994), however, as

the velocity fluctuates in smaller regions, the flow pattern becomes more complicated until it

reaches the turbulent regime (Landau and Lifshitz, 1987). Although turbulence is a complex

phenomenon, transition is much less understood and poses a bigger challenge to engineers.

Transition flow is initiated by instabilities that produce motion in three dimensions (Tennekes

et al., 1972), and in a PF, these instabilities can be initiated by the increase of speed of the

flow, the adjacent contact of flow with the porous mediums or by the crossflow initiated when

the flow crosses the porous walls.

When modelling in different dimensions (one-dimension (1D), two-dimension (2D), and

three-dimension (3D)) different results are usually obtained due to varying factors such as
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mesh quality, turbulence therein, geometry and flow simplifications, among others. Tur-

bulence flow patterns are inherently three dimensional in nature. Ekambara et al. (2005)

simulated a bubble column reactor and compared the numerical predictions using three dif-

ferent dimensions (1D, 2D and 3D). They noticed that the axial liquid velocity was predicted

similarly between the three geometries, however, the eddy viscosity and the Reynolds stresses

exhibited larger differences. The 1D model predicted the largest Reynolds stresses followed

by the 2D model and then the 3D model. They concluded that the latter discrepancy was

as a result of simplifying the turbulent transport equation. Clearly, the 3D model provided

a better approximation due to its proximity to the experimental data.

In a PF, the flow experiences friction in four porous walls and crosses them in four

directions, leading to a more tortuous flow pattern that can induce vortices which can only

be described using a 3D geometry. Therefore, this section focuses on the examination of

flow behaviour within a 3D representative element of a gasoline particulate filter (GPF). The

analysis reports velocity profiles, turbulent kinetic energy (TKE) and turbulent viscosity

ratio (TVR) to understand the possible emergence of turbulence. Further model validation

is addressed by comparing experimental data and numerical pressure drop using several flow

and turbulence conditions.

3.1 Description of domain

The representative element of the GPF assumes that the flow across the monolith face is

evenly distributed, and therefore the filter can be represented by one inlet channel and the

surrounding outlet channels. The inlet channel measures 127 mm × 1.26 mm × 1.26 mm and

contains a plug at the end section whereas, in the outlet channel, the plug is situated on the

upstream face. Including the channels surrounding the inlet channel gives the final domain

measurements as shown in 3.1. The total size of the inlet domain is 2.92 mm square and the

porous medium wall has a thickness of 0.20 mm. The fluid enters the inlet channel, while
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some flow passes through the porous walls towards the adjacent outlet channels and hence,

the fluid reaches the filter exit. This domain does not include a section after the substrate

since expansion effects are not covered in this part of the investigation.

Figure 3.1: Representative element of a gasoline particulate filter.

The system is solved using Equations 2.4-2.8 and 2.11-2.13 given in Chapter 2. The

porous medium was modelled as a fluid with a permeability of 1.13×10−11 m2 . Additionally,

in the porous wall, the turbulent kinetic energy was set equals to zero. The system was set to

perform isothermally at 290 K and 1 atm. At these conditions, the air density and molecular

viscosity are 1.225 kg/m3 and 1.789×10−5 Pa-s respectively. The simulations are completed

under laminar and turbulent conditions as the gas has distinct inlet velocities (Uin) from

1 m/s to 10 m/s (Table 3.1) and turbulence conditions equally to 60 % of intensity and

turbulent viscosity ratio of 10.
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Table 3.1: Inlets velocities used to analyze flow in a GPF.

Uin(m/s) Re upstream Re within channel
(Red) (Rec)

1 200 232
3 600 695
5 1000 1158
7 1400 1622
10 2000 2317

3.2 Experimental approach

The experimental data were obtained using a flow system described in Figure 3.2. The GPF

was a 300 CPSI monolith with a channel diameter and a length of 1.26 mm and 127 mm

respectively, as shown in Figure 3.1. The pressure and temperature were measured upstream

the GPF, which were 92 kPa and 21 ◦C. The flow was free of particulates and the pressure

drop lecture was registered using a series of Honeywell piezoelectric pressure sensors (part

number RSCDRRI002NDSE3) for 12 flowrates from 0.05 m3/hr to 268 m3/hr (see Figure

3.2). Further, the volumetric flowrate was set using a variable frequency drive that controls

the regenerative blower so that generates centrifugal airflow.

Figure 3.2: Schematic of equipment used to obtain experimental pressure drop in GPF.
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3.3 Numerical solution

This system performed steady state simulations using the computational fluid dynamics

(CFD) software, ANSYS-Fluent. Different viscous models such as laminar, k-ε, k-ω and

SST-transition models where use to analyze the flow in a GPF. The discretization and spec-

ifications of the previously mentioned viscous models are given in Tables 3.2 and 3.3. The

convergence criterion was to reach a value for the scaled residuals in the order of 10−6 for

the transport variables as well as having a stable value for the total pressure drop, volume

average of TKE, TVR and mean velocity.

Table 3.2: Viscous models discretization.

Discretization Laminar k – ε k – ω SST-
transition

Scheme Simple Simple Simple Simple
Specific N/A N/A 2nd order 2nd order
dissipation rate Upwind Upwind
Turbulent N/A 2nd order N/A N/A
dissipation rate Upwind
Turbulent N/A 2nd order 2nd order 2nd order
kinetic energy Upwind Upwind Upwind
Momentum 2nd order 2nd order 2nd order 2nd order

Upwind Upwind Upwind Upwind
Pressure Standard Standard Standard Standard
Gradient Green Gauss Green Gauss Green Gauss Green Gauss

Cell Based Cell Based Cell Based Cell Based
Momentum N/A N/A N/A 2nd order
thickness Re Upwind
Intermittency N/A N/A N/A 2nd order

Upwind
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Table 3.3: Viscous models specifications.

Viscous model Specifications
Laminar N/A
k–ε Standard

Standard wall functions
k–ω Standard

Shear flow correction
Production limiter

SST-transition Production Kato-Launder
Production limiter
Intermittency: 1

A grid analysis was completed using different meshes as illustrated in Figure 3.3. Clearly,

despite good grid quality, a smoothly refined grid only at the inlet, centre or outlet do not

provide mesh independent results. Therefore a uniform grid was adopted as it yielded better

predicted values as a result of the reduction of numerical diffusion. This grid consisted of 3.3

million fully orthogonal hexahedral cells, thus, independent grid results are provided in this

work. Additionally, to prevent the transition onset location from moving upstream in the

Reynolds-average-Navier-Stokes models, the grid had y+ < 5 (Menter et al., 2006b).

Figure 3.3: Grid analysis: a) grid refinement in different sections of the GPF and using a b)
uniform grid.
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3.4 Discussion of results

In Chapter 2, the RANS model, k-ω, predicted data significantly different between the lam-

inar, k-ε and the SST-transition. In this study, the model k-ω did not converge as a steady

state system. This was not an unusual response since this model is only effective when it

is applied to flows bounded by solid walls (Wilcox, 2006) and here, the fluid is enclosed by

four porous walls. Consequently, the investigation of flow behaviour within a GPF continued

with the laminar, k-ε and SST-transition model.

Flow direction within the substrate of a GPF changes due to different factors that the

fluid is subjected to. For instance, as the gas approaches the inlet channel, the flow contracts

and undergoes the vena contracta effect. Furthermore, the fluid moves towards the end of

the channel, facing a plug normal to the flow that also affects flow direction (Figure 3.4).

Nevertheless, the use of a 2D or 3D geometry is less important in the middle of the channel

as the flow direction points forward. However, the latter is only true when using the k-ε and

the SST-transition models since the velocity profile is plain in the middle section as shown

in Figure 3.5.

Figure 3.4: Flow direction in the monolith’s a) upstream and b) downstream using the SST-
transition model (Rec=1158).
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Figure 3.5, shows that k-ε and SST-transition models predict the mean absolute velocity

(|U|) similarly, as opposed to the laminar model, which estimates absolute velocity signif-

icantly higher than RANS models. Moreover, Figure 3.5 also demonstrates that as Rec

increases, the ratio between |U| and the mean absolute inlet channel velocity (|Uc |) of the

turbulent models change very little, while the gap in the laminar model increases notably.

The turbulent models’ velocity profile is very similar to that of a microchannel with rough

walls studied by Wang and Wang (2007). Nevertheless, Piscaglia et al. (2005) supports the

laminar behaviour, commenting that as the inlet velocity increases, the inertial forces stand

out and therefore the fluid crosses the wall at the end of the channel, notwithstanding, that

the analysis was done assuming laminar flow.
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Figure 3.5: Absolute velocity ratio in the middle of the inlet (a and c) and outlet (b and d)
channels using different numerical models in a 3D geometry: Rec=232 (a and b) and Rec =
1158 (c and d).

The turbulent models estimated that the flow mainly crosses the porous medium at the

end of the channel similar to the laminar model with high Rec. This is corroborated by

Figure 3.6, where is noticeable that as Rec increases, so does the ratio |U|/|Uc | at the end

of the porous wall, as Haralampous et al. (2004) observed using a 1D model. Therefore,

the velocity within the porous wall is far from being considered uniform, as Oxarango et al.

(2004) proposed.
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Figure 3.6: Porous wall velocity ratio using a) Rec=232 and b) Rec=1158.

TVR is the ratio of turbulent viscosity, defined as the momentum transfer by turbulent

eddies and the molecular dynamic viscosity, which transfers momentum by molecular diffu-

sion. Therefore, when TVR is more than one, the model implies turbulence in the system.

Figure 3.7, exhibits that turbulence predicted by k-ε and SST-transition models rapidly de-

cays in the first section of the inlet channel for Rec ≥232. Further, the SST-transition model

shows a second peak at the end section, similar to the results in Chapter 2, whereas the k-ε

model exhibits it when Rec=2317. This is due to the wall plug, which increases the pressure

gradient forcing the fluid to cross the porous media and affecting the velocity profile (Figure

3.8). Additionally, since the velocity through the porous wall is not uniform, the injection of

flow to the outlet channels may create tortuous flow inducing turbulence. Figure 3.7 illus-

trates the turbulence predicted by the k-ε and the SST-transition models, which shows that

as Rec increases so does the turbulence in the channels.
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Figure 3.7: TVR in the middle of the inlet (left) and outlet (right) channels using different
RANS models in a 3D geometry: a)Rec=232, b)Rec = 1158 and c)2317.

54



Figure 3.8: Velocity profile using different viscous models at different inlet channel sections.

At the entrance of the inlet channel, the Vena contracta phenomena affects the velocity

profile (Figure 3.9). The k-ε model does not predicts acceleration close to the corners for

Rec <1158 as opposed to both the laminar and the SST-transition models, which demonstrate

this acceleration from Rec ≥232. This contraction effect may result in some vortices inducing

unsteadiness.
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Figure 3.9: Velocity profile using different viscous models at the entrance of the inlet channel.
a) Rec=232, b) Rec=1158 and c) Rec=2317

Figures 3.10 and 3.11 illustrate that thek-ε and SST-transition models predict similar

absolute velocity range along the channels, however, the SST-transition model estimates fully

developed velocity for the most part of the channels. Furthermore, the k-ε model estimates

lower turbulence and kinetic energy along the channels than the SST-transitional model,

nonetheless, this latter model estimates higher turbulence at the end of the inlet channel.

This corroborates a possible adverse pressure drop that previously was observable in Figure

3.7. Additionally, both models, the k-ε and the SST-transition show possible unsteadiness

at the entrance of the inlet channel and at the exit of the outlet channel.
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Figure 3.10: a)Absolute velocity, b)TVR and c)turbulent kinetic energy, k∗=TKE/U2
c for

Rec=1158 using the k-ε model.
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Figure 3.11: a)Absolute velocity, b)TVR and c)turbulent kinetic energy, k∗=TKE/U2
c for

Rec=1158 using the SST-transition model.

The aforementioned analysis demonstrates the possible existence of turbulence or un-

steadiness within the channels of a GPF. However, in modelling, the presence of a mix of

laminar, transition and turbulent flow may provide false solutions. For instance, laminar
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models tend to give a bad flow prediction when it is forced to work in turbulent flow. Simi-

larly, the RANS models tend to provide incorrect approximations when they are compelled

to work in laminar flows (Lodefier et al., 2003). Turbulence is an important factor as the

formation of eddies will redirect soot particle trajectories (Wilcox, 2006). Choosing the right

viscous model will aid in understanding different aspects of GPF like soot deposition, tem-

perature gradients or pressure drop. Adding validation with experimental data increases the

value of modelling, nevertheless, flow trajectory is very difficult to obtain experimentally.

When attempting to meet stringent regulations, one of the issues faced by the automotive

industry is the pressure drop caused by the particle loading, which is proportional to fuel

consumption (Yu et al., 2013). For this reason, the automotive industry is interested in

a computational model that could help predict pressure drop. Accordingly, experimental

pressure drop data were compared with numerical pressure drop predicted by the viscous

models used (Figure 3.12). The computed numerical pressure drop was between the inlet

channel and the outlet channel, as the contraction and expansion effects cannot be read using

the schematic in Figure 3.1. As Figures 3.12 and 3.13 illustrate, initially, all the viscous

models are close to the experimental values, however, as Rec increases, they begin to deviate

considerably. The k-ε model predicted pressure drop values closer to the experiments with

an error of about 30 % while the SST-transition presented an error between 40-60 % and the

laminar model of around 40 %. However, as Rec increases, the k-ε model slightly deviates,

while the SST-transition gets closer to the experimental curve. The latter is due to inertial

forces that lead the flow towards the end of the inlet channel increasing the pressure gradient

caused by the plug. The k-ε model does not accurately estimate this pressure gradient due

to its ineffectiveness in solving problems close to solid walls.

The similarities between the k-ε and the SST-transition models is because the latter

model accounts for transition and is coupled with the k-ε and k-ω models. In this case,

the channels are surrounded by non-solid walls where the k-ω is not able to capture flow

behaviour. Nevertheless, the k-ε provides good solutions away from walls. Therefore, the
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SST-transition model provides numerical solutions like those by the k-ε model. Still, the

SST-transition model adds the transition effect and uses the k-ω model at the end of the

channel to capture the pressure gradient.

In general, the approximations by the viscous models are still far from the experiments

for high Rec. The plotted experimental data does not consider contraction and expansion

losses that may considerably affect the numerical solutions. It should be noted that some

publications mention that this effect is not highly significant.

Figure 3.12: Static pressure drop within the channel using different numerical models and
experiment values.
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Figure 3.13: Ratio between the absolute static pressure and P* where P∗ = 1
2
U2
c ρ.

3.4.1 Comparison of 2D and 3D results

A 3D geometry is more realistic than 2D, however, the results between them are not necessar-

ily significantly different. Often, 2D geometries provide higher velocities in the system than

3D domains, however, in this case, the results were the opposite (Figure 3.14). A possible

reason is because in a 3D domain, the flow is in contact with four porous media with slip

velocity that reduce the friction factor, thus, enhancing the velocity. In general, Figures 3.14

and 3.15 illustrate that when studying a GPF in distinct dimensions, the results are far from

similar. For instance, the pressure drop predicted by the laminar model in 2D is 34 % lower

than 3D, whereas for the RANS models this gap increases to 57 %. The gap between 2D and

3D domains is large enough that it cannot be neglected, nevertheless, there are a number of

GPF studies published in 2D.
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Figure 3.14: a) Absolute velocity and b) TVR in the middle of the inlet channel using
Rec=1158

Figure 3.15: Numerical pressure drop using two different geometry dimensions and a
Rec=1158
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Chapter 4

Contribution of contraction and

expansion losses on the total pressure

drop throughout a GPF

In literature, various investigations have demonstrated that when a fluid faces a sudden

change in the cross section area, the friction factor increases (Ibrahim and Hashim, 1994).

Lundgren et al. (1964) remark that pressure drop due to contraction is caused by the change

in momentum and the wall friction of developed flow. Furthermore, when Cornejo et al.

(2018b) studied the flow exiting a monolith in an automotive catalytic, they noticed that

turbulence is generated under certain circumstances using the large eddy simulation. This

flow pattern may exist in a GPF since its structure is very similar to that in an automotive

catalytic converter.

This part of the investigation examines the importance of contraction and expansion

losses in a GPF. The analysis uses different viscous models to approximate pressure drop

using a long domain. This domain includes an inlet zone at the upstream and an outlet

region at the downstream. Further, the numerical solutions are compared to experimental

data to ascertain the viscous model that best describes a real GPF.
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4.1 Description of the domain

The representative element of the GPF assumes that the flow across the monolith face is

evenly distributed, and therefore the filter can be represented by one inlet channel and the

surrounding outlet channels. The inlet channel measures 127 mm × 1.26 mm × 1.26 mm

and contains a plug at the end section whereas, in the outlet channel, the plug is situated

on the upstream face. Including an inlet zone, the channels surrounding the inlet channels

and an outlet region, gives a final inlet domain measurements as shown in Figure 4.1. The

total size of the inlet domain is 2.92 mm square and the porous wall has a thickness of 0.20

mm. The fluid flows through the inlet zone, and then enters the inlet channel, while some

flow crosses the porous walls reaching the exit of the channels, and finally moves onwards to

the outlet region. This domain will be called long domain since contraction and expansion

effects are involved.

Figure 4.1: Schematic of the representative element of GPF in a long domain.
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4.2 Governing equations and boundary conditions

The system is solved using Equations 2.4-2.8 and 2.11-2.13 given in Chapter 2. The porous

medium was modelled as a fluid with a permeability of 1.13×10−11 m2. Additionally, in the

porous wall, the turbulent kinetic energy was set to zero. The system was isothermal at

290 K and 1 atm and at these conditions, the air density and molecular viscosity are 1.225

kg/m3 and 1.789×10−5 Pa-s, respectively. The simulations were completed under laminar

and turbulent conditions as the gas had a range of inlet velocities (Uin) from 0.1 m/s to 4

m/s (Table 4.1) and turbulence conditions equal to 60 % of intensity and turbulent viscosity

ratio (TVR) of 1 and 10.

Table 4.1: Inlets velocities used to analyze flow in a GPF.

Uin(m/s) Re upstream Re within channel
(Red) (Rec)

1 200 232
1.5 300 348
2 400 463
3 600 695
4 800 928

4.3 Numerical Solutions

This system performed steady state simulations using the computational fluid dynamics

(CFD) software, ANSY S − Fluent. Different viscous models such as laminar, k-ε, and

SST-transition models where used to analyze the flow in a GPF. The discretization and

specifications of the previously mentioned viscous models are given in Tables 4.2 and 4.3.

The convergence criterion was to reach a value for the scaled residuals in the order of 10−6

for all the transport variables as well as having a stable value for the total pressure drop,

volume average of turbulent kinetic energy (TKE), TVR and mean velocity. Furthermore, a

grid analysis was completed using different uniform meshes of 1.7, 4.7 and 13 million cells.

Consequently, a uniform grid of 4.7 million fully orthogonal hexahedral cells was adopted with
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y+ <1 to prevent the transition onset location from moving upstream in turbulent models

(Menter et al., 2006b).

Table 4.2: Viscous models discretization (long domain).

Discretization Laminar k – ε SST-transition
Scheme Simple Simple Simple
Specific N/A N/A 2nd order
dissipation rate Upwind
Turbulent N/A 2nd order N/A
dissipation rate Upwind
Turbulent N/A 2nd order 2nd order
kinetic energy Upwind Upwind
Momentum 2nd order 2nd order 2nd order

Upwind Upwind Upwind
Pressure Standard Standard Standard
Gradient Green Gauss Green Gauss Green Gauss

Cell Based Cell Based Cell Based
Momentum N/A N/A 2nd order
thickness Re Upwind
Intermittency N/A N/A 2nd order

Upwind

Table 4.3: Viscous models specifications (long domain).

Viscous model Specifications
Laminar N/A
k–ε Standard

Standard wall functions
SST-transition Production Kato-Launder

Production limiter
Intermittency: 1

4.4 Discussion of results

The addition of two zones at the upstream and downstream of the substrate makes modelling

much more complicated. For instance, the convergence criterion becomes more difficult to

obtain as was the case when using the k-ε model, where the problem did not converge. A
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possible reason is that the k-ε model does not capture the turbulent boundary layer when

the flow leaves the outlet channel, since a separation flow area is developed due to free

shear layers. In contrast, the laminar model converged for Uin up to 2 m/s, whereas the

SST-transition models for Uin ≤ 4 m/s.

Fully developed flow is required where the pressure is quantified to avoid variations of

mean velocities and turbulence quantities (Schetz and Fuhs, 1999) that may affect the pres-

sure gradient. Figure 4.2, illustrates that when applying the laminar model with Rec of 232,

the long domain has a developed velocity profile at both, the upstream and the downstream

face. Nonetheless, when Rec increases to 463, the outlet zone is not long enough for the flow

to reach developed velocity profile. Accordingly, the outlet zone was extended from 50 mm

to 100 mm. Consequently, the new uniform grid resulted in 5.97 million fully orthogonal hex-

ahedral cells. Figure 4.3, shows that the addition of 50 mm is sufficient to capture pressure

drop for Rec of 463. Notwithstanding, the numerical pressure drop implied by the laminar

model yielded an insignificant difference of less than 1 %,when the length of the outlet zone

was modified. Despite the small difference, the analysis proceeded with the larger outlet

region due to complications with convergence.
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Figure 4.2: Numerical absolute velocity along the channel using the laminar model:
a)Rec=232 and b) Rec=463.
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Figure 4.3: Numerical absolute velocity using the laminar model, 100 mm for the downstream
section and a Rec of 463.

When the flow leaves the outlet channel, it encounters a separation zone where free layers

may cause the flow to roll up and form discrete vortices similar to a flow around a geometry

as described by Bearman and Trueman (1972). In this study, the laminar model predicted

a longer recirculation (separation bubble) than the SST-transition model. This separation

bubble extends significantly as Rec increases, only when using the laminar model (Figures 4.4

and 4.5). For instance, negative axial velocity is evident with a Rec of 232 up to 18 mm after

the monolith whereas for Rec of 463 is noticeable until the flow reaches 30 mm, meaning that

the recirculation increased by 66 %. This enlargement not only affects solution convergence,

but also the friction loss since it is proportional to the bubble length (Fail et al., 1959).

69



Figure 4.4: Axial velocity with Rec of 232 and using both, the a)laminar and the b)SST-
transition models (TVR=1).
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Figure 4.5: Axial velocity with Rec of 463 and using both the a)laminar and the b)SST-
transition models (TVR=1).

Figures 4.6 and 4.7 demonstrate that |U|/|Uc | predicted by the SST-transition model is

independent of Rec as opposed to the laminar model. The mean absolute velocity estimated

by the laminar model rises significantly, whereas in the SST-transition model, it rises in

proportion to Rec. Nevertheless, the TVR and k∗ are dependent on Rec, in fact, as Rec

increases, the SST-transition model calculates higher turbulence as much in the channels as

in the downstream. Similarly, the TKE rises close to the entrance of the inlet channel as well

as at the exit of the outlet channels, however, instability is not perceived in the outlet zone.
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Figure 4.6: Numerical solution using the SST model with Rec of 232 and TVR=1: a)absolute
velocity, b)TVR and c)k∗ where k∗=TKE/U2

c .
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Figure 4.7: Numerical solution using the SST model with Rec of 463 and TVR=1: a)absolute
velocity, b)TVR and c)k∗ where k∗=TKE/U2

c .
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The previous results were solved using TVR as a boundary condition equal to one. To

simulate possible eddies at the upstream face, TVR was increased to 10. Figure 4.8 shows

that TVR, as an inflow condition, does not affect pressure drop predicted by the SST-

transition model and therefore, the analysis proceeded with numerical solutions using inlet

TVR set as one. Figures 4.9, 4.10, 4.11 and 4.12 illustrate that the addition of expansion

and contraction effects make a difference when using the laminar model, however, when

using the SST-transition, it does not significantly modify what happens inside the substrate.

Moreover, using the experimental data from Chapter 3, Figures 4.13 and 4.14 demonstrate

that despite the laminar model predicting different mean velocities when using short or large

domain, the contraction and expansion effects do not greatly impact numerical pressure drop.

Therefore, a short domain (absence of contraction and expansion losses) is more likely to be

used as the reduction of computational resources and convergence difficulties. Nonetheless,

since the SST-transition model predicts turbulence in the downstream and as Rec increases,

the expansion effect becomes important, however, this section could be studied separately as

Cornejo et al. (2018b) does.

Figure 4.8: Absolute static pressure drop (long domain) using the SST-transition model with
different TVRs.
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Figure 4.9: Absolute velocity estimated by the laminar model with Rec of 232 and TVR=1:
a)short domain and b)long domain.
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Figure 4.10: Absolute velocity estimated by the SST-transition model with Rec of 695 and
TVR=1: a)short domain and b)long domain.
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Figure 4.11: TVR estimated by the SST-transition model with Rec of 695 and TVR=1:
a)short domain and b)long domain.
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Figure 4.12: k∗ estimated by the SST-transition model with Rec of 695 and TVR=1: a)short
domain and b)long domain (k∗=TKE/U2

c ).
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Figure 4.13: Absolute static pressure drop using the large domain and short domain.

Figure 4.14: Static pressure drop using large domain and short domain, where P∗ = 1
2
U2
c ρ.
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Conclusions

Flow behaviour in a GPF was analyzed using computational fluid dynamics in a representative

element that consisted of one inlet channel surrounded by outlet channels. The investigation

was carried out adopting both, two-dimensional (2D) and three-dimensional (3D) geometries,

where a uniform grid resulted to be the most accurate in analyzing flow behaviour along the

monolith. The study was completed applying different viscous models such as laminar, k-ε,

k-ω and the SST-transition. Furthermore, numerical pressure drop solutions were compared

with experimental data to determine whether or not laminar assumption in the study of

automotive particulate filters is accurate.

Accuracy increases when using a 3D rather than a 2D geometry, albeit at the expense of

computational costs. The analysis in 2D demonstrated that the k-ω model does not appear

to describe the flow within a GPF monolith, while in a 3D domain, the k-ω model did not

converge due to its inaccuracy when predicting near porous walls. Furthermore, absolute

velocity profiles in 2D predicted by laminar, k-ε and the SST-transition was significantly

different from 3D. For instance, in 2D, when Rec ≥220 the absolute velocity profile was

almost linear, while in the 3D, most flow crossed at the end of the filter. Therefore, assuming

constant velocity in the porous wall may not be accurate. In addition, as Rec increases,

the mean absolute velocity estimated by the laminar model also significantly rises in both

geometries. In contrast, in k-ε and SST-transition models, the mean absolute velocity rises

in proportion to Rec.

In regards to turbulence, both, k-ε and SST-transition models behaved similarly in 2D
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and in 3D. Nevertheless, when Rec ≥2000, the gap between these two models, increased in

3D. Moreover, the SST-transition model showed turbulence at the end of the inlet channel

in both dimensions, while the k-ε exhibited only in 3D for Rec ≥2317. This occurrence may

be due to a possible adverse pressure provoked by the flow hitting the plug at the end of the

inlet channel. Furthermore, in 2D both k-ε and SST-transition models only demonstrated

unsteadiness at the beginning of the inlet channel. However, in 3D this unsteadiness is also

observed at the exit of the outlet channels.

Generally, the SST-transition model predicted higher turbulence and turbulent kinetic

energy within the monolith than the k-ε model. Although, both models demonstrated the

presence of turbulence for Rec ≥220 in both dimensions. Nonetheless, the previous compari-

son between 2D and 3D cannot lead to definitive conclusions since the parameters that were

applied to both cases differ. Therefore, the impact of channel dimensions (length and height)

as well as the permeability in flow behavior through the substrate is questionable.

Furthermore, numerical static pressure drop deviated considerably from the experimental

data for Rec ≥300. The addition of an inlet zone affected flow pattern only when using the

laminar model. Nevertheless, the addition of the outlet zone impacted the SST-transition

model because as Rec increases, so does the turbulence in the outlet zone, which may affect

pressure drop. The integration of an inlet and outlet zone increased the need for computer

resources as well as increasing the difficulty in obtaining a converged solution, however,

these modifications did not resulted in significant effects on numerical pressure drop. This

analysis indicated that laminar flow may not be the best assumption to study a GPF due to

the possible development of transition or turbulent flow within the monolith. Although, as

different flow regimes are present, false solutions may have been obtained.

Further investigation is necessary to completely understand flow pattern within a gaso-

line particulate filter. It should be noted that this work is limited to the use of only a few

RANS models, however, others may also be applied. Moreover, large eddy simulations are

suggested to validate the existence of turbulence inside the channels. Furthermore, it is also
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important to comprehend the effect of temperature on flow trajectory, since a gasoline par-

ticulate filter operates at high temperatures. Additionally, as soot cake builds, permeability

changes within the monolith, therefore a flow behavior analysis with varying permeability is

suggested. Finally, a comparison between 2D and 3D domains, using the same parameters

and conditions, should be compared to analyze any differentiation.
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