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Abstract 

Candida auris is an emerging pathogen that has been detected on five continents and is linked to 

resistance against the main three classes of antifungal drugs used to treat invasive infections, 

leading to healthcare-associated outbreaks. Tolerance refers to the ability of a drug-susceptible 

fungal strain to grow slowly in the presence of an antifungal drug at concentrations above the 

minimum inhibitory concentration (MIC). This phenomenon can be reversed when the drug 

pressure is eliminated [1–3]. 

In this thesis, we examined the presence of tolerant subpopulations against several antifungal 

drugs, including fluconazole, itraconazole, caspofungin, voriconazole, posaconazole, 

amphotericin B, and anidulafungin. We obtained five Candida auris isolates from clinical samples 

collected at the Public Health Lab-Alberta Precision Laboratories.  

I employed the microdilution assay to determine the MIC and conducted the disk diffusion assay 

(DDA) to determine the radius of the zone of inhibition (RAD). Images of the DDA were analyzed 

using diskImageR and imageJ software to quantify the fraction of growth (FOG) within the zone 

of inhibition (ZOI). Slow growing colonies within the ZOI were considered as tolerant 

subpopulations. The FOG within the ZOI served as a variable to quantify the degree of tolerance. 

Additionally, I measured supra-MIC growth (SMG) as another variable to quantify tolerance, 

which determined the growth in drug concentrations above MIC. 

After 48 hours of drug treatment, an increase in SMG was observed for certain antifungal drug- C. 

auris isolate combinations. To explore whether tolerance was a non-genetic or genetic trait, I sub-

cultured the colonies growing inside and outside the ZOI. I then repeated the DDA, MIC, and 



 

iii 
 

SMG experiments. The isolates from inside and outside the ZOI did not exhibit any changes in the 

RAD, MIC, or SMG. These findings suggests that a non-genetic mechanism may underlie 

tolerance in C. auris. The potential synergy between various antifungals and an adjuvant, 

chloroquine, was then assessed against C. auris, C. parapsilosis, and I. orientalis. I found that the 

antifungal drug fluconazole when combined with the adjuvant chloroquine, reduced or eliminated 

tolerance in C. auris. Finally, I performed a numerical simulation to investigate the diffusion 

concentration profile of antifungal drugs within agar media. My findings revealed a concentration 

gradient, with higher drug concentrations observed near the center of the ZOI and lower 

concentrations at the periphery of the ZOI, which explains why the tolerant colonies were often 

observed at the edge of the ZOI; that is that tolerance is a drug-dependent phenomenon.  
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Chapter1 

1 Introduction 

1.1 Antifungal Resistance 

An important medical advance that revolutionised healthcare procedures was the discovery 

of antimicrobial agents. They are compounds that are either natural, seminatural 

(semisynthetic), or synthetic and may either eradicate or inhibit the growth of germs. 

Antimicrobials are effective against many different types of microorganisms, including 

bacteria, fungi, viruses, and protozoa [4,5]. Antimicrobials which have an impact on 

bacteria and fungi are called antibiotics and antifungal respectively. Antimicrobials have an 

impact on animal and food production in addition to being crucial for human health directly 

[4]. Microorganisms have developed resistance to antimicrobials as their use expanded, and 

therefore some infections can no longer be treated with current drugs [6]. When 

microorganisms stop being susceptible to one or more antimicrobial agents, they are said to 

be antimicrobial-resistant. Microorganisms are referred as multidrug-resistant when they 

are resistant to at least one antibiotic in three or more drug classes [7] and they are pan drug-

resistant microbes if they are resistant to all available antimicrobials [8,9].Antimicrobial 

resistance (AMR) is a complex worldwide problem. The development of AMR is mostly 

attributed to both human and veterinary medicine [10,11]. The Canadian Council of 

Academies (CCA) estimated that the escalating issue of AMR remains a pressing concern 

in recent years [12,13], particularly in 2022 [14–16], with infections increasingly posing 

treatment challenges worldwide. In 2019, nearly five million deaths were attributed to drug-

resistant bacterial infections, of which 1.27 million were directly linked to AMR [12–14]. 

Alarming forecasts predict that AMR could lead to annual reductions in global GDP ranging 

from 1.1% to 3.8% by 2050. In specific regions such as Australia, Canada, Europe, and the 

United States, projections indicate a staggering 2.4 million cumulative deaths attributable 
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to AMR by 2050 [12,17], along with cumulative healthcare costs totaling $134 billion. In 

Canada, as of 2018, 26% of infections were resistant to first-line treatments, resulting in 

over 14,000 deaths, with 5,400 directly attributed to AMR and incurring an economic cost 

of roughly $2 billion in 2018 [18]. This challenge has persisted and intensified in recent 

years, with AMR rates continuing to climb for many priority pathogens. Access to effective 

antimicrobial drugs, especially when first-line treatments prove ineffective, remains a 

significant concern. Additionally, the lack of alternative treatment options for patients with 

specific conditions or intolerances, coupled with prohibitive costs, further underscores the 

gravity of this issue. Even last-resort antimicrobial drugs currently in use can have adverse 

effects, and as resistance rates surge, the financial burden of addressing these challenges is 

on the rise [12]. A worldwide issue, invasive fungal diseases cause 1.7 million fatalities 

annually [19–21]. Despite the major adverse impacts that pathogenic fungi have on human 

health worldwide, there are currently just three main classes of antifungal medications 

available to treat invasive infections, all of which have drawbacks such as host toxicity, poor 

pharmacokinetics, or a narrow spectrum of efficacy [22]. However, the number of 

antibiotics reported extends up to 39 classes [23]. As a result of fungi being eukaryotic and 

more similar to human cells, with respect to other microorganisms like bacteria, finding 

effective antifungal medicines has become more challenging for scientists. Therefore, the 

study of antifungal agent resistance has lagged behind that of antibacterial agent resistance 

[24]. Antifungal resistance (AFR) is a widespread issue that has a detrimental effect on 

patient care, particularly when it comes to invasive or systemic fungal infections.  

1.2 Candida auris 

One of the most important resistance pathogens is Candida auris. Candida auris (C. auris) 

is a species of yeast that belongs to the Candida genus, which is a large group of fungi 

[25,26]. There are a number of species that are commonly implicated in human infections, 

including opportunistic pathogenic fungi species, C. albicans, C. glabrata, C. tropicalis, C. 

parapsilosis and Candida auris, that are clinically significant. The most prevalent and 

extensively researched species, C. albicans, causes the majority of human Candida 

infections [27]. Other species are C. glabrata and C. auris, and they are linked to particular 

clinical symptoms and patterns of medication resistance [28]. It has been suggested that 
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global warming may have influenced C. auris selection [29]. Climate change could have 

facilitated the fungus in adjusting to the elevated body temperatures of birds and mammals, 

including humans [30]. According to some studies, birds and other animals with high body 

temperatures may have helped the fungus spread into cities and eventually infect people. 

Furthermore, it is still unknown how C. auris penetrates the epithelial layer without 

developing hyphae [31–34]. For a considerable time, C. auris was believed to be a haploid 

fungus; however, Shuru et al. recently made a groundbreaking discovery of the diploid form 

and spontaneous ploidy shifts in clinical isolates of C. auris [35]. With few effective 

treatments, a high mortality rate, and the potential of the microorganism to spread quickly 

in healthcare settings, the rise of pan-resistant C. auris strains in some regions is concerning  

[36]. 

It is well-known that the discovery dates back to 2009 in Japan where it was initially isolated 

from a patient's external ear, and it has since spread to various continents, exhibiting genetic 

diversity across different clades [37,38]. But there are some reports show that C. auris was 

introduced before this time in other countries like France [39]. In Japan, C. auris tends to 

remain localized in the ear and does not cause invasive illness by entering the bloodstream. 

However, in Korea, the same strain of C. auris has been linked to systemic infections [40]. 

First, it was categorized into four geographically limited clades: clade I (South Asia), clade 

II (East Asia), clade III (South Africa), and clade IV (South America). Additionally, there is 

evidence of a fifth clade reported from Iran [38,41–43] and recently, it was claimed that the 

sixth clade was discovered in Singapore [44]. It has infested more than 44 countries and all 

the continents except Antarctica [45]. As a member of the CTG clade1, C. auris is more 

closely related to haploid and frequently drug-resistant species like Candida lusitaniae and 

haemulonii. This organism is difficult to identify using common identification methods and 

are commonly misidentified as C. haemulonii [37]. C. auris possesses remarkable ability to 

colonize and endure on surfaces within healthcare settings [46]. It demonstrates extended 

persistence on moist surfaces, surpassing C. albicans. Additionally, its metabolic activity 

 
1 The CTG clade includes fungi with a unique genetic trait where the CTG codon, typically encoding leucine, now 
codes for serine. 
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on surfaces remains sustained, resembling that of C. parapsilosis, which is recognized for 

colonizing skin and plastics [47]. 

Candidemia, a type of bloodstream infection, caused by C. auris can cause organ damage 

[48]. The death rate for this infection ranges from 30% to 70% [49]. Numerous virulence 

factors, including as secreted lipases and proteases, mannosyl transferases, oligopeptides, 

siderophore-based iron transporters, and biofilm formation, contribute to the pathogenicity 

of Candida species. These elements are crucial for the pathogen's invasion, colonisation, 

and acquisition of nutrition [33,34,50–52]. 

Antifungal resistance of C. auris causes a major challenge in treatment with high rates of 

resistance observed against azoles, echinocandins, and amphotericin B among clinical 

isolates [45,53–59]. Mechanisms of antifungal resistance in C. auris encompass gene 

mutations affecting drug targets (e.g., ERG11), efflux pumps (e.g., MDR1), and alterations 

in cell wall composition [57,59,60]. Genomic studies have provided insights into the genetic 

diversity and evolution of C. auris isolates [61,62]. Before going into detail into the 

mechanism of action of antifungals and resistance mechanisms, the different forms of AMR 

will be defined. 

1.3 AMR Terminology 

Tolerant Cells: In yeasts, "tolerant cells" refer to cells that can endure the presence of drugs 

or other stimuli that would ordinarily inhibit their proliferation. They can grow slowly in 

concentration of drug above MIC level. The majority of the time, tolerant cells are not 

dormant, but they can exhibit a range of adaptive processes that enable them to withstand 

the toxicity of the drugs. This may include adjustments to cellular metabolism, the activation 

of stress response pathways, or adjustments to gene expression. Antifungal Tolerance is 

quantified as the fraction of growth above the MIC [1,63].  

Heteroresistance: A phenomenon known as heteroresistance occurs when a subset of the 

cells in a population of yeast, exhibit varying degrees of resistance to a particular stressor, 

such as an antifungal drug [64]. This means that while the majority of cells in the population 

may be sensitive to the drug and unable to survive, a small proportion of cells either 
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naturally possess resistance to the medication or have evolved resistance mechanisms that 

allow them to survive and continue to grow in its presence [63,65]. 

Susceptible: A pathogen is considered susceptible to a specific antimicrobial agent when its 

growth is inhibited, or it is killed during in vitro susceptibility test by a concentration of the 

drug that is known to be associated with a high probability of successful treatment [66]. 

Resistant: When a pathogen is suppressed during an in vitro susceptibility test by a drug 

concentration that is linked to a high likelihood of therapeutic failure, the pathogen is said 

to be resistant to that particular antimicrobial agent [66]. 

Persister Cells: There are a small portion of the bacterial population known as persister cells 

that goes into a growth-arrested or slow-growth stage. These cells are not genetically altered 

or dysfunctional. They help bacteria survive in rapidly changing settings by acting as a 

reservoir within bacterial populations. While the number of normal bacterial cells decreases 

after antibiotic therapy, persister cells are able to tolerate and be alive in presence of 

antibiotics. The phenotypic drug tolerance shown in persister cells is thought to be mostly 

influenced by epigenetic1 inheritance. Drug-resistant mutants may evolve as a result of the 

persister cells' slow rate of development in combination with the stress-related mutations 

[67–69]. They are frequently referred to as "dormant" and "viable but non-culturable" cells. 

The phenomenon of bacterial persistence is seen as a sort of adaptive resistance since it 

permits germs to tolerate difficult conditions and may aid in the generation of drug-resistant 

variants [70,71]. 

The terms "persister cells" and " heteroresistance" are sometimes used interchangeably in 

the context of microbial populations, while there may be some differences depending on the 

specific research field or organism being studied. Yeast tolerance and bacterial persistence 

are frequently reversible. If the stress or selection pressure is removed, the tolerant or 

persistent cells can revert to a more susceptible or actively growing state. When the stressor, 

 
1 Epigenetic alterations refer to genetic modifications that influence gene function without altering the DNA 
sequence itself. 
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like an antimicrobial agent, is removed from the environment in the case of tolerant yeast 

cells, the yeast cells can recover and resume normal growth and division [1]. 

The focus of this thesis is on the identification, quantification, and elimination of tolerance 

in C. auris.  

1.4 Different Antifungals 

1.4.1 Triazoles 

The class of antifungals known as azoles contains two or three nitrogen-containing 

heterocyclic five-membered chemical rings, namely imidazole and triazole. These drugs 

possess a wide range of applications and exhibit fungistatic1 properties. Triazole 

antifungals include fluconazole, itraconazole, posaconazole, and voriconazole [72]. Azoles 

also target cell membrane and cytochrome P450-dependent enzymes, in particular C14-

demethylase (Figure 1), are inhibited by them [22]. These enzymes contribute to ergosterol's 

(the main fungal sterol) production which is a major sterol produced by fungi. By inhibiting 

the synthesis of ergosterol the fungal cell growth will be arrested [24]. Azole resistance 

mechanisms in certain fungi, such as Candida species, often involve the activation of 

membrane-associated efflux pumps. These pumps recognize various chemicals and 

contribute to multidrug resistance. Additionally, azole resistance can be caused by 

alterations in the sterol biosynthesis pathway due to point mutations and promoter insertions 

[24,73]. Drug target overexpression is another mechanism [22]. 

1.4.2 Polyenes 

The polyene class of antifungal drugs include nystatin, amphotericin B, and pimaricin. They 

are a type of broad-spectrum antifungal drugs with a cyclic amphiphilic macrolide 

substructure which are produced by a species of Streptomyces bacteria [74]. They are 

known as fungicidal2 drug. The alternating conjugated double bonds which make the 

macrolide ring structure of the polyene molecules give them their name. The mechanism of 

 
1 Fungistatic refer to antifungal agents that hinder the growth of fungi without causing the death of the fungi. 
2 Fungicidal agents are the drugs that kill fungal pathogens. 
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action of this drug is binding to the ergosterol (Figure 1) which is a sterol presents in fungi 

cell membrane. As a result, ergosterol will be extracted from lipid bilayers and pores will 

be made in cell membrane and there will be intracellular ion leakage and the changes of 

membrane potential. Then, active transport mechanism within the cell membrane will be 

disrupted. In resistant fungi, mutations develop and enhance synthetic pathway for other 

sterols and replace with ergosterol which the drug is no longer effective on it  [22,75,76].  

In my thesis amphotericin B was used. 

1.4.3 Echinocandins 

Echinocandins are fungicidal drugs that represent a novel category of antifungal 

medications that function through the inhibition of β (1, 3)-D-glucan synthase (Figure 1), a 

crucial enzyme required for maintaining the structural integrity of the fungal cell wall. 

Caspofungin became the inaugural drug within this category to receive approval. 

micafungin and anidulafungin are two other echinocandins [77].  
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Figure 1. Mechanism of action of antifungals. Echinocandins non-competitively binding to a subunit of the enzyme and 
blocking the β-(1,3)-d-glucan synthesis. Polyene agents by binding to ergosterol form pores in the fungal cell 
membrane through which K+ and Mg++ can leak out of the cell. Azoles inhibit the enzyme cytochrome P450-

dependent 14-α-sterol demethylase, required for the conversion of lanosterol to ergosterol. This figure was generated 
using BioRender (2023). 

 

1.5 Genomic Plasticity 

The ability of an organism's entire genome to change or adapt is known as genomic 

plasticity.  This phenomenon in microorganism genomes allowing cells to quickly alter their 

genomes in response to changes in their environment [78]. Phenotypic plasticity is when 

organisms with the same genetic makeup can develop different traits in response to varying 

environmental conditions [79–81]. This plasticity can arise either from genetics or as a result 

of the physical and chemical processes during development and also result from interaction 

between the organism and its environment [82]. For example, temperature can directly 

impact development without genetic modification [81]. Additionally, heritable epigenetic 
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changes like DNA methylation can also lead to persistent developmental variations. Some 

suggest that plasticity can be genetically based and evolved, focusing on changes in gene 

expression patterns in response to the environment [83]. This includes the concept of 

reaction norms [83] and the adaptability of gene expression [84]. Fungal pathogens can 

develop drug resistance due to changes in their genomes as well as particular point 

mutations that boost the synthesis of drug targets or efflux pumps [85]. When cells divide, 

sometimes they are with an abnormal number of chromosomes which is called aneuploidy 

[86,87]. However, some recent studies suggest that aneuploid yeast cells might actually help 

cells adapt to new environments. Researchers found that when yeast cells had the abnormal 

number of chromosomes, they became better at handling stress and resisting drugs. This 

might happen because having different numbers of chromosomes changes the number of 

certain genes in the cell, making the cell more diverse and adaptable. So, even though 

aneuploidy is usually a mistake, it can sometimes be a way for cells to quickly become 

better at surviving in different conditions [86–88]. Some azole drug-resistant strains of C. 

albicans duplicate a portion of chromosome 5 to form an isochromosome1. The azole target 

Erg11 and the drug efflux regulator Tac1 are produced by additional genes as a result of this 

alteration [22,89]. Guanghua Huang and their colleagues used a C. auris that was 

susceptible to fluconazole in their experiment [88]. They exposed it to more and more 

fluconazole concentrations, and over time, the fungus became resistant to the drug. To 

understand why this happened, they looked at the fungus's genes. They found that the 

resistant fungus had an extra piece of chromosome 5 in its genes. Without the fluconazole, 

the fungus went back to being sensitive and lost that extra piece of chromosome 5. They 

also saw that this extra chromosome had genes related to resistance to the drugs. 

Additionally, they found some changes in certain genes (TAC1B, RRP6, and SFT2) in all 

the resistant fungus they tested. This extra chromosome 5 seems to help the fungus become 

resistant to fluconazole quickly, and it might be an important way for C. auris to become 

drug-resistant as it evolves. 

 
1An isochromosome is an abnormal chromosome that appears as a mirror image of itself, consisting of two copies 
of either the short arm or the long arm. 
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Another way resistance develops is through loss of heterozygosity (LOH) events, in which 

some antifungal resistance-related gene regions mutate. LOH can arise from a variety of 

factors, including degradation, deletion, imbalanced rearrangement, gene conversion, 

mitotic recombination, or the loss of an entire chromosome. When one of the two alleles at 

a particular genetic locus is removed from the genome of an organism, called loss of 

heterozygosity, causes homozygosity, where both alleles are the same [90,91].  This can 

influence the expression of certain genes. Because of the allelic imbalance caused by LOH, 

which is the loss of one allele, heterozygous somatic cells become homozygous. LOH is 

described as the loss of one parent's genetic contribution to a cell [91]. Segmental 

aneuploidies, in which particular chromosomal segments have an abnormally high number 

of copies, are also thought to have a role in the development of resistance [22,92]. In the 

context of C. albicans, lineages that evolve with drug concentrations close to their MIC50 

(the minimum inhibitory concentration of drug that reduces growth by 50%) tend to develop 

higher MIC50 levels, along with acquiring distinct segmental aneuploidies and copy 

number variations  (CNVs). This is in contrast to lineages evolving with drug concentrations 

above MIC50, which undergo diverse mutational changes and experience an increase in 

drug tolerance (here the ability of a subpopulation of cells to grow above their MIC50) [92]. 

The activation of stress responses in cellular physiology leads to a reduction in antibiotic 

susceptibility for various antibiotics. This activation can stimulate resistance mechanisms, 

encourage the adoption of resistant lifestyles such as biofilm, and induce resistance 

mutations. These stress response pathways are essential for pathogen survival in the face of 

various environmental challenges and are crucial for mitigating the stress induced by 

antifungal agents [22,93]. Heat shock proteins (HSPs) are molecular chaperones that 

respond to stress and facilitate correct protein folding. Specifically, Hsp90, a well-preserved 

molecular chaperone, plays a central role in coordinating stress response signaling that 

governs fungal drug resistance. Hsp90 aids in the proper folding and functioning of client 

proteins, and its activity is intricately regulated by interactions with co-chaperones and 

modifications after translation. In the fungal pathogen Candida albicans, Hsp90 contributes 

to drug resistance and virulence by supporting various signal transducers' stability [94,95]. 

Azole resistance in C. auris involves mutations in the ERG3 gene, leading to the inhibition 

of toxic sterol accumulation caused by azole-mediated Erg11 inhibition. This mechanism 
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has been observed in related pathogens like C. albicans and C. parapsilosis, and ERG3 

mutations have also emerged in C. auris following echinocandin exposure [22,96,97]. 

1.6 Definition of Tolerance to Antimicrobial Agents 

Tolerance to antifungal drug concentrations exceeding the MIC is a phenomenon [1], 

overlooked according to prevailing clinical recommendations. Distinguishing between 

tolerance and resistance could offer valuable insights into the reasons behind treatment 

failures in specific contexts. Antifungal tolerance is characterized by a subset of tolerant 

cells that exhibit slow growth in drug concentrations exceeding the MIC, usually becoming 

visually apparent after time intervals longer than the standard clinical 24-hour MIC 

measurement period [3]. C. auris populations exhibit genetic and phenotypic heterogeneity, 

which is another factor to consider. Genetic variations within C. auris can result in diverse 

responses to antifungal drugs, which may lead to the development of tolerance. Under 

different stress conditions, changes in the total number of chromosomes might occur, 

resulting in improved tolerance to antifungal medications and enabling tolerance to 

antifungals even in the absence of past exposure [22,98]. For example, research in C. 

albicans suggests that exposure to certain stress-causing agents, chemotherapeutic 

hydroxyurea can lead to an abnormal number of a specific chromosome, making the fungus 

more resistant to caspofungin [99,100]. CNV is the phenomenon in which parts of the 

genome are duplicated and the number of duplications can vary between individuals within 

the same species. For instance, by accelerating the acquisition of genomic variety, this 

genomic plasticity plays a critical role in the development of azole resistance in C. albicans. 

CNVs, which are identified by the duplication of particular genomic areas, frequently 

include distinctive lengthy inverted repeat sequences on either side. The majority of these 

variants, which are present across the genome, contain genes linked to drug resistance. What 

is important in this phenomenon is reversibility in the next generation after the removal of 

the stress condition which indicates that it is either non-genetic in nature or it is a genetically 

encoded stress response mechanism. This was observed in an experiment performed on C. 

parapsilosis [101]. This research explores how aneuploidy affects the way C. parapsilosis 

adapts to stressful conditions. The researchers exposed C. parapsilosis to two stress-

inducing substances: tunicamycin (TUN), which stresses the endoplasmic reticulum, and 

aureobasidin A (AbA), which inhibits sphingolipid biosynthesis. They selected the cells that 

managed to grow in the presence of these stressors. What they found was that aneuploidy, 

specifically having an extra copy of chromosome 6, helped the fungus adapt to both TUN 

and AbA. This suggests that C. parapsilosis can adjust to different types of stress by 

changing its chromosome numbers, showing that its genetic makeup is quite flexible. Then 

they checked the number of chromosomes after reducing the drug concentration in next 

generation and found that the change will be reversed suggesting that this phenomenon can 

be a mechanism in tolerant subpopulation [101] .  
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Other mechanisms for tolerance including random fluctuations and non-genetic factors 

[102,103] are explained in the following sections. 

1.7 Non-Genetic Heterogeneity 

Non-genetic variability among genetically similar cells is well studied in cancer biology 

[103] For many years, researchers have been aware of the genetic diversity among tumor 

cells, posing challenges to the treatment of cancer. Research employing flow cytometry has 

demonstrated that the abundance of a specific protein can fluctuate among genetically 

identical cells. These are heritable when modulated by gene regulatory networks [104,105] 

and can potentially act as a temporary substrate for natural selection, even in the absence of 

mutations [106,107]. This phenomenon accounts for the observed population heterogeneity, 

resulting in subpopulations exhibiting distinct responses to environmental stresses. This 

finding underscores the complexity of cellular behavior and adds to our understanding of 

how cells within the same group can exhibit differences in gene expression and protein 

levels. In diverse biological systems, including human blood progenitor cells, cancer cells, 

and microorganisms, non-genetic heterogeneity plays a crucial role in shaping outcomes. 

This heterogeneity arises from variations in gene expression profiles, leading to distinct 

phenotypic traits in seemingly identical populations of cells [105,107,108]. 

Microorganisms, including bacteria and yeast, also exhibit non-genetic phenotypic 

variability that can confer resistance to environmental stressors. This adaptability highlights 

the importance of non-genetic factors in population fitness [108]. The central role of 

phenotypic diversification in evolution allows species to adapt and thrive in challenging 

environmental conditions [109].Researchers, using Saccharomyces cerevisiae, investigated 

the reasons and outcomes of cell-to-cell variation in gene expression, aiming to understand 

its advantages or disadvantages. They found that increased variability in gene expression, 

influenced by the TATA box sequence, could be beneficial in adapting to abrupt 

environmental changes. Their study involved introducing mutations in a synthetic promoter 

and showed that TATA-containing promoters enabled rapid cell responses, adaptability to 

sudden environmental stress [110]. In another research [111] scientists explored how gene 

expression noise, both intrinsic and extrinsic, affects the fitness of cell populations in 

response to environmental stress. They conducted experiments using two closely related 
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budding yeast strains; one with precise noise control and one with constant low noise. The 

study aimed to understand how increased noise might benefit cells under high stress and 

impact their ability to adapt to prolonged stress. While their findings confirmed that 

extrinsic noise could enhance fitness under acute stress and influence gene expression in 

prolonged stress, they observed that strains with high and low extrinsic noise showed similar 

responses to prolonged stress. This suggests that noise-induced phenotypic contributes to 

stress resilience in the short term but may not be essential for long-term adaptation [111]. 

1.8 Stochastic Nature of Gene Expression 

Indeed, investigating stochastic gene expression is crucial for understanding why 

genetically identical cells can exhibit variations in drug resistance. This stochastic 

phenomenon in gene expression may lead to the emergence of subpopulations with different 

traits and levels of tolerance. Even when cells have the same genetic makeup, the random 

nature of gene expression can result in diversity within a population, which can be important 

for adaptation, survival, and response to environmental changes [112,113]. Gene expression 

involves the transfer of information from DNA to mRNA to protein, with regulatory regions 

like promoters controlling transcription. Stochastic gene expression refers to the inherent 

randomness in this process, resulting in variations in mRNA and protein levels among 

seemingly identical cells. This noise can be intrinsic or extrinsic, originating from various 

sources such as cell division, age, and environmental fluctuations [114]. Despite the 

assumption of uniformity in clonal cell populations, noise-induced variability can have both 

detrimental and beneficial consequences [115]. While fluctuations may disrupt cellular 

regulation, they can also provide phenotypic diversity for natural selection to act upon, 

influencing responses to perturbations like drug treatments and offering a fitness advantage 

in changing environments [112]. These reactions occur as a result of collisions between 

molecules undergoing Brownian motion, leading to unpredictable timing of individual 

reactions and fluctuations in molecular population levels [113].The extent of these 

fluctuations becomes less noticeable in systems with a large number of molecules, such as 

test tubes, where the relative amplitudes of these fluctuations are effectively averaged out. 

In such cases, deterministic equations are suitable for describing the system's behavior 

[113]. 
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1.9 Susceptibility Assessments 

Antimicrobial sensitivity testing is the measurement of the susceptibility of a 

microorganism to an antimicrobial drug. The two mainly used susceptibility tests are Disk 

Diffusion Assay (DDA) and Broth Microdilution Assay (MBDA) which are explained in 

below.  

1.9.1 Disk Diffusion assay 

A disk diffusion assay, also known as the Kirby-Bauer test, is a method used in microbiology 

to determine if a microorganism is susceptible to a specific antimicrobial agent. In this 

method an antimicrobial disk will be placed on agar media and after 24 hours, the diameter 

of the zone of inhibition will be measured and compared with CLSI standards to distinguish 

between susceptible and resistant strains [116].  

1.9.2 Microdilution Assay 

A microdilution assay is a laboratory technique used to determine the minimum inhibitory 

concentration (MIC) of an antimicrobial agent against a specific microorganism by using a 

96-well plate (Figure 2). For this purpose, a gradient of different concentration of 

antimicrobial solution is added to the wells of the plate and a similar amount of 

microorganism inoculum will be added to the wells and after 24 hours incubation period the 

well with 50 % of growth inhibition will be considered as MIC50.  
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Figure 2. The illustration depicts the broth microdilution method. Featuring concentration gradients on the plates and 
consistent inoculum sizes of microorganisms. The concentration at which 50% of the growth is inhibited is defined as 

the MIC (minimum inhibitory concentration). The outcomes are measurable through absorbance readings obtained via 
a plate reader. This figure was generated using BioRender (2023). 

 

1.10 Identification of Tolerance by Utilizing diskImageR 

diskImageR [117,118] is a computational pipeline utilized for the analysis of photographs 

obtained from disk diffusion assays. Its purpose is to assess the level of drug susceptibility 

by measuring the radius of inhibition. In addition, it evaluates two key aspects of 

subpopulation growth, namely the fraction of growth occurring within the zone of 

inhibition, and the rate of change in growth from non-inhibitory to inhibitory drug 

concentrations. This methodology was initially introduced by Berman et al. The application 

of diskImageR was demonstrated in investigating the response of Candida albicans, a human 

fungal pathogen, to the antifungal drug fluconazole under various strain backgrounds and 

growth conditions. diskImageR employs two readily accessible software programs that are 

compatible with any computational platform: the statistical programming language R (R 

Core Team 2014) [119] and the image analysis program ImageJ [120] (figure 3). To measure 

tolerance, the growth of subpopulations exhibiting slow growth in drug concentrations 
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above the MIC can be quantified. Established methods for quantifying tolerance include 

SMG observed in BMDAs and the FoG within the ZOI observed in disk diffusion assays. 

These two parameters can be obtained using diskImageR [117,118,121–123]. 

 

Figure 3. The process of evaluating drug responses in both disk diffusion and liquid broth microdilution assays. In the diskImageR 
analysis (A), pixel intensity is measured to gauge cell density by capturing data at 72 radii spaced every 5 degrees originating 
from the antifungal disc. The average radius (RAD) (B) serves as an indicator of susceptibility, with the minimum inhibitory 

concentration (MIC) inversely correlated with RAD. Different levels of growth reduction (20%, 50%, and 80%) relative to the 
maximum radius are denoted by light, medium, and dark blue dots. The fraction of growth within the inhibition zone (FoG) is 

calculated at the RAD threshold, considering the area under the curve in pink, divided by the maximum area. An illustration of 
MIC and supra-MIC growth (SMG) computations (C) is provided. MIC50, indicating the concentration at which 50% growth is 
inhibited, is calculated at 24 hours relative to growth without the drug, in this case, fluconazole (FLC). SMG is determined by 

assessing the average growth per well above the MIC and dividing it by the level of growth without FLC. This figure was adapted 
from Rosenberg 2020, CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/). 

 

https://creativecommons.org/licenses/by/4.0/
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1.11 Drug Diffusion in Disk Diffusion Assay 

One method of susceptibility assessment is disk diffusion assay. Simulation assay will help 

to understand more about how drug diffuses within agar media. It will help us to explain the 

growth behavior of antifungal resistant subpopulations on agar.  

1.11.1 Diffusion 

Robert Brown's discovery of Brownian motion in the 19th century contributed to the 

development of diffusion theory and provided evidence for the existence of atoms 

[113,124]. The constant movement of particles due to thermal energy leads to their random 

motion and collisions, causing them to disperse from high to low concentration areas. This 

phenomenon, known as Brownian motion, is essential for diffusion. Diffusion plays a 

crucial role in biological processes like passive molecular transport and substance exchange 

across cell membranes [125]. The Einstein relation and Stokes' law provide insights into 

how temperature, particle size, and fluid viscosity affect diffusion. Higher temperatures and 

smaller particle sizes increase the diffusion coefficient and reduce drag forces, respectively, 

resulting in faster diffusion. Stokes' formula is given by: 

ζ = 6πηR  

 

(1)     

Where ζ is viscosity friction coefficient, η is viscosity, R is radius of the particle, and the 

coefficient 6π is obtained experimentally for the context of viscous drag experienced by a 

particle moving through a fluid. The force of viscosity on a small sphere moving through a 

viscous fluid is given by: 

𝐹𝑑 = 6πη𝑅𝑣  

 

(2)  

Where Fd is the drag force – known as Stokes' drag, η is viscosity and ν is the flow velocity 

relative to the particle. As the viscosity of the fluid increases, the drag force also increases, 
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resulting in a decrease in the speed of the particle through the fluid. Similarly, larger 

particles experience higher drag forces, which impede their motion. Finally, the velocity of 

the particle relative to the fluid affects the magnitude of the drag force, faster-moving 

particles experience a greater drag. 

Then Einstein relation is as follow: 

ζD = 𝑘𝐵𝑇  

 

(3) 

 

from which we obtain the Stokes-Einstein formula: 

𝐷 =
𝑘𝐵𝑇

6πηR 
 

 

(4) 

This equation shows that as temperature (T) increases the diffusion coefficient (D) also 

increases, leading to faster diffusion. A smaller particle radius (R) will result in higher 

diffusion coefficient and faster diffusion. 

1.11.2 Diffusion Equation 

The diffusion equation provides a mathematical description of how a diffusing substance's 

concentration varies over time and space. It is formulated as a partial differential equation 

(equation 5), establishing a relationship between the rate of concentration change, the 

diffusion coefficient, and the Laplacian of the concentration field [125–129]. 

𝜕𝐶

𝜕𝑡
= 𝐷𝛻2𝐶 

 

 

(5) 

Where  
𝜕𝐶

𝜕𝑡
 is the rate of change of concentration with respect to time. 
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D is the diffusion coefficient, which depends on the properties of the diffusing substance 

and the medium it's moving through. 

𝛻2  is the Laplacian operator, which represents the spatial variation in concentration. 

1.11.3 Steady-State Diffusion 

The concentration profile doesn't change over time in steady-state diffusion. The steady-

state diffusion equation describes the steady-state behaviour of diffusion [129–132]. 

𝑑2𝑐

𝑑𝑥2
= 0 

(6) 

 

1.11.4 Fick's First Law of Diffusion 

Mathematical descriptions of diffusion can be found in Fick's laws of diffusion [129], which 

consist of two distinct principles that elucidate various aspects of the diffusion process 

[125–128,133]: 

Fick's first law describes the rate of diffusion by considering the concentration gradient and 

the diffusivity of the medium. The concentration gradient is determined by the change in 

concentration over a specified distance. This law states that, the rate of diffusion is directly 

proportional to the concentration gradient: 

J = −D (
dc

dx
) 

(7) 

 

Where J is the diffusion flux, or the amount of material that flows per unit time and area, D 

is the diffusion coefficient, depending on the properties of the material and the environment, 

and 
𝑑𝑐

𝑑𝑥
 is the rate of change of the concentration gradient. 

The equation indicates that the diffusion flux is directly proportional to the concentration 

gradient, where the diffusion coefficient serves as a constant related to the rate of diffusion. 

The negative sign in the equation signifies that diffusion consistently occurs from regions 

of high concentration to those of low concentration, down the gradient. 



 

20 
 

Fick's second law offers an explanation to how the concentration of a diffusing substance 

alters over time. It asserts that the rate at which the concentration changes is directly 

proportional to the second derivative of the concentration with respect to distance: 

Where 
𝑑𝑐

𝑑𝑡
 is the rate of change of concentration with respect to time, and 

𝜕2𝑐

𝜕𝑥2
 is the second 

derivative of the concentration with respect to distance: 

𝜕𝑐

𝜕𝑡
= 𝐷 (

𝜕2𝑐

𝜕𝑥2
) 

(8) 

 

Both Fick's laws of diffusion find wide applications in calculating diffusion across diverse 

systems encompassing gases, liquids, and solids.  

These laws can be used to effectively model a variety of scenarios involving diffusion, 

including the dispersion of gases in the atmosphere, the movement of water and nutrients 

within soil, the diffusion of impurities within semiconductor materials, and the diffusion of 

antifungal agents on the surface of solid media. 

To solve these equations, the goal is to identify the concentration profile c(x,t) that satisfies 

the equation, along with any required initial and boundary conditions. 

Various approaches exist for solving this equation, encompassing both analytical and 

numerical methods. 

Analytical solutions are achievable for straightforward scenarios characterized by simple 

initial and boundary conditions, as well as a constant diffusion coefficient. In such cases, 

the solution often adopts a Gaussian function of the following form [125,126,128,133–135] 

(Figure 4): 

c(x, t) =
1

√4πDt
⋅ 𝑒𝑥𝑝 (−

x2

4Dt
) 

(9) 
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This equation represents the concentration profile, where c(x,t) denotes the concentration at 

position x and time t, D represents the diffusion coefficient, and √4𝜋𝐷𝑡 is a normalization 

factor. The exponential term, 𝑒𝑥𝑝 (−
𝑥2

4𝐷𝑡
) accounts for the spatial and temporal 

characteristics of the diffusion process. The mathematical constant π represents the ratio of 

a circle's circumference to its diameter. The exponential function, represented by exp, 

calculates the value of e raised to a given power. According to the formula, the concentration 

of the diffusing substance diminishes exponentially both as time passes (t increases) and as 

one moves away from the origin (x = 0). 

 

Figure 4. Illustration of the Gaussian concentration profile, a common analytical solution to Fick's laws of diffusion. This figure is 

generated using BioRender (2023). 

This solution describes the spread of a concentration pulse with a Gaussian shape over time. 

The standard deviation of the Gaussian distribution increases with the square root of time, 

indicating that the diffusion process causes the concentration profile to spread out over time. 

Numerical methods are commonly employed to solve the diffusion equation in more 

involved scenarios characterized by variable diffusion coefficients or complex initial and 

boundary conditions. These methods involve discretizing the spatial and temporal domains 

and utilizing numerical algorithms to estimate the solution at discrete points in space and 

time [136]. A popular numerical method for resolving Fick's second law is the finite 

difference approach. In this approach, a difference quotient is used to estimate the second 

derivative, and the resulting set of linear equations is then solved. Additional numerical 

techniques available for solving the diffusion equation include the finite element method 
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and the spectral method. These techniques present various approaches for approximating 

the concentration profile properly in systems with intricate initial boundary conditions, 

changing diffusion coefficients, or both [131,133,134,137]. 

Fick's second law can be extended to two dimensions to describe diffusion in two-

dimensional systems. The equation becomes: 

𝜕𝑐

𝜕𝑡
= 𝐷 (

𝜕2𝑐

𝜕𝑥2
+

𝜕2𝑐

𝜕𝑦2
) 

(10) 

Solving this equation involves finding the concentration profile c (x,y,t) that satisfies the 

equation and any given initial and boundary conditions. This can be done using numerical 

methods such as finite difference or finite element methods [134,136]. 

To model disk diffusion assay in chapter 3, I employ Include an explanation to support the 

validity of the 2D assumption comprising a drug circular diffusing source located at the 

center of a square domain, where the concentration remains zero at the boundaries. The 

initial distribution of the drug concentration can be described by the following profile: 

c(x,y,0) = 0  for x2 + y2 > r2 (11) 

c(x,y,0) = c0  for x2 + y2 ≤ r2 (12) 

where r is the radius of the circular source and c0 is the initial concentration within the 

source. 

This equation specifies that at time t = 0, the concentration c at any point (x, y) in the two-

dimensional system is determined based on the conditions: if the point lies outside the 

circular region with a radius of r (given by x2 + y2 > r2), the concentration is 0; if the point 

lies inside or on the circular region (given by x2 + y2 ≤ r2), the concentration is c0. Using 

finite difference methods, the concentration profile can be calculated at each time step by 

approximating the second derivatives with difference quotients. The resulting system of 

linear equations can be solved using iterative methods such as Gauss-Seidel or Jacobi. The 

concentration profile will evolve over time, spreading out from the circular source and 

diffusing through the domain. The exact form of the concentration profile will depend on 

the specific initial and boundary conditions of the problem, as well as the diffusion 
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coefficient [128,138,139]. 

1.11.5 Solving Fick's Second Law Using a Finite Difference Approximation  

We can discretize the domain of interest into a grid of points with spacing x and y in the x 

and y directions, respectively, before applying the finite difference method to Fick's second 

law. We also discretize the time into discrete time steps with spacing Δt. Then, we can 

approximate the second partial derivatives of the concentration with respect to x and y 

(c(i,j))  using central differences: 

 

𝜕2𝑐

𝜕𝑥2
≈

𝑐(𝑖 + 1, 𝑗) − 2𝑐(𝑖, 𝑗) + 𝑐(𝑖 − 1, 𝑗)

Δ𝑥2
 

 

(13) 

𝜕2𝑐

𝜕𝑦2
≈

𝑐(𝑖, 𝑗 + 1) − 2𝑐(𝑖, 𝑗) + 𝑐(𝑖, 𝑗 − 1)

Δ𝑦2
 

 

(14) 

where c(i,j) represents the concentration at the grid point (i,j). 

We can substitute these approximations into Fick's second law [equation (10)] to obtain a 

finite difference equation: 

  

 

This equation relates the concentration at each grid point (i,j) at time t+Δt to the 

concentration at the same point at time t, as well as the concentrations at neighboring points 

𝑐(𝑖, 𝑗, 𝑡 + Δ𝑡) + 𝑐(𝑖, 𝑗, 𝑡)

Δ𝑡
= 𝐷

∙ [
𝑐(𝑖 + 1, 𝑗, 𝑡) − 2𝑐(𝑖, 𝑗, 𝑡) + 𝑐(𝑖 − 1, 𝑗, 𝑡)

Δ𝑥2

+
𝑐(𝑖, 𝑗 + 1, 𝑡) − 2𝑐(𝑖, 𝑗, 𝑡) + 𝑐(𝑖, 𝑗 − 1, 𝑡)

Δ𝑦2
] 

(15) 



 

24 
 

at time t. D is assumed to be constant in this equation. 

The equation 15 can be rearranged to solve for the concentration at time t+Δt at each grid 

point [129,132,139]: 

 

 

 

The above equation enables the calculation of concentration values at each grid point and 

time step by iteratively considering the concentrations from the previous time step and 

neighboring grid points. This iterative process can be repeated until the concentration profile 

reaches a steady state or until a specific time criterion is met. By performing these 

computations, the evolving concentration distribution can be accurately determined over 

time. 

In summary, Fick's second law can be solved using difference approximation, where the 

partial derivatives are approximated using central differences and the finite difference 

equation is solved iteratively to obtain the concentration profile at each time step. 

1.11.6 Estimation of diffusion coefficient D 

The diffusion coefficient characterizes the rate at which a substance diffuses through a 

medium. This intrinsic property of the material can be determined through experimental 

measurements specific to the substance and medium under consideration. Robbins et al. set 

up an experiment and measurement technique to develop visualize and quantify diffusion 

in model foods, specifically gels made of agar [140]. The researchers tracked the diffusion 

of aqueous solutions containing different concentrations of two dyes (rhodamine 6G and 

methylene blue) within agar gels at three different temperatures (30°C, 50°C, and 70°C) 

until equilibrium was reached. Using image analysis techniques, they examined the nature 

𝑐(i, j, t + Δt) = 𝑐(i, j, t) + D
Δt

Δ𝑥2
∙ (c(i + 1, j, t) − 2c(i, j, t) +  c(i − 1, j, t)) + D

Δt

Δ𝑦2

∙ (c(i, j + 1, t) − 2c(i, j, t) +  c(i, j − 1, t)) 

 

(16) 



 

25 
 

of the diffusion process, specifically the amount of dye that diffused into the gel. The 

diffusion coefficient, D, was estimated using Fick's second law of diffusion [140]. 

Alternatively, theoretical models can be utilized to estimate the diffusion coefficient in 

situations where experimental data may be limited or unavailable [141–143]. 

One way to estimate the diffusion coefficient is by using the Stokes-Einstein equation 

(Equation (4))[125,133,143,144]: 

𝐷 =
kT

6πηr
 

 

 

However, we first need to determine the effective radius of the antifungal molecule we 

assume that it is spherical. To estimate the radius, we can use the molecular weight and 

assume the molecule has a density similar to water. The formula to calculate the radius (r) 

is:  

𝑟 = (
3𝑚

4πρ
)

1
3⁄

 
(17) 

 

Once the diffusion coefficient has been estimated, it can be used in the finite difference 

approximation of Fick's second law, as shown previously. It is important to note that the 

choice of the diffusion coefficient can have a significant impact on the behavior of the 

system being modeled. Therefore, it is important to choose an appropriate value based on 

the specific situation being studied. 
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Chapter 2 

2 Identification and Elimination of Antifungal Tolerance 
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Chapter 3 

3 Diffusion 

3.1 Objectives 

The objective of this chapter is to investigate the diffusion of antifungal agents within agar 

media, specifically focusing on the observations made during the antifungal tolerance 

experiments on C. auris in Chapter 2. Specifically, when conducting the disk diffusion 

assays, it was observed that within the inhibition zone, colonies exhibiting tolerance to the 

antifungal agent have a higher intensity in the region near the outer boundary of the 

inhibition zone. This prompted further inquiry into the underlying factors contributing to 

this spatial distribution of tolerant colonies. We hypothesized that within the 48 hours, the 

drug concentration is lower compared to the central region around disc, and that tolerance 

may be a drug concentration dependent phenomenon governed by diffusion in the agar 

medium (Figure 5). 
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Figure 5. The DDA results. In some cases, it showed a higher intensity of tolerant colonies in the region near the outer boundary 
of the inhibition zone. (A) C.auris isolate 1 after 24 hours, (B) C.auris isolate 1 after 48 hours, (C) C.parapsilosis after 24 hours, 

(A) C.parapsilosis after 48 hours. 

While there is no direct precedent for the specific research I am undertaking, I found two 

studies that explored related aspects. The first employed a diffusion approximation method 

to calculate MIC based on the Assay DDA [118]. The second utilized a finite element 

computational model based on Fick’s second law of diffusion in a two-temperature agar 

diffusion bioassay to quantify nisin concentration [143]. 

3.2 Method 

3.2.1 Diffusion Coefficient Estimation 

The diffusion coefficient was calculated using the Stokes-Einstein equation [equation (4), 

chapter 1] which takes into account the physicochemical properties of the antifungals such 

as temperature and viscosity and radius which were calculated using molecular weight, 

density and viscosity. Information regarding these properties can be obtained from the 

PubChem database [145]. If the antifungal drug shape is a sphere, the radius will be 

calculated by [equation (17) chapter 1]. Furthermore, viscosity measurements were 

conducted using an Anton Paar viscometer. For measuring viscosity of the agar media, a 

shear rate of 1000 s-1 was applied, and it measures 10 times every minute at 35°C. The 

Python code is available in Code S1. 

3.2.2 Modeling Antifungals Diffusion in the Disk Diffusion Method: Finite Difference 

Approximation Method  

To model the diffusion of antifungal in the agar using the finite difference method, we can 

discretize the agar plate into a grid of points and approximate the diffusion equation 

[equation (10) chapter 1] using finite differences [132–134,136,138].  

To solve this equation (15) in chapter 1, we can initialize a two-dimensional array to 

represent the concentration of antibiotic at each grid point and set the initial concentration 

at the center of the grid to the concentration of the antibiotic in the disk. We then iterate over 
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each time step, and for each time step, we can iterate over each grid point, using the values 

of the neighboring grid points at the previous time step to update the concentration at the 

current grid point [131,132,134,136,137]. 

The Python code to solve the finite difference equation for a circular disk of antifungal in 

the center of a square grid is available in Code S2 and S3.  

3.2.3 Geometry and Initial conditions 

In this study, a controlled experimental setup was assumed to examine the diffusion 

behavior of caspofungin, an antifungal agent. A well with a diameter of 35 mm was centrally 

positioned on an 85 mm diameter agar plate, and it was filled with a predetermined 

concentration of 1 microgram per ml of caspofungin. To investigate the diffusion process, 

a grid-based analysis was employed, with grid sizes of 0.1 mm in both the x and y directions. 

The initial condition was established such that at time t = 0, the concentration inside the 

well was equivalent to the initial concentration, while the concentration at all other locations 

on the plate was set to zero. Notably, a no-flux boundary condition was imposed on all plate 

boundaries, ensuring that there is no net flux of caspofungin across the plate boundaries. 

This boundary condition can be mathematically expressed [143] as shown in equation (5): 

enabling a quantitative representation of the diffusion process within the experimental 

system. 

−𝑛(−𝐷∇c) = 0 

 

(7) 

 

The diffusion of the antifungal can be affected by many factors, such as the size of the disk, 

the concentration of the antifungal in the disk and the diffusion coefficient of the antifungal 

in the medium. These factors were optimized to ensure that the assay is sensitive and 

specific, and that the results are reproducible. 

The diffusion coefficient of the drug in the agar medium is dependent on the physical 

properties of the drug and the medium, such as the size and shape of the drug molecule, the 

viscosity of the medium, and the temperature [125,126,128,143]. The diffusion coefficient 
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can be measured experimentally or calculated theoretically. The diffusion of a drug within 

the agar medium during the disk diffusion assay gives rise to a concentration gradient 

surrounding the disk. This gradient is influenced by the drug's concentration within the disk, 

its diffusion coefficient, and the distance from the disc. Numerical methods, such as finite 

difference or finite element methods [131,137], can be employed to calculate the drug 

concentration at any spatial location and time within the medium (see Chapter 1, 1.11.5). 

Understanding the physics of diffusion in this assay is crucial for elucidating drug diffusion 

mechanisms and determining factors that impact the size of the inhibition zone surrounding 

the disk. By optimizing assay conditions based on diffusion, it becomes possible to enhance 

the sensitivity, specificity, and reproducibility of the assay results [130]. In our experiment, 

we established the presence of a central well on the agar plate (we assumed a square with 

85 mm length), which the well was identical in size to the antifungal disc used in our 

previous experiment detailed in Chapter 2. The antifungal drug we employed for this study 

was caspofungin, and we maintained the same concentration as in the previous experiment, 

which was 5 μg/ml. The plate has square mesh size of 0.1 mm.  

3.3 Drug Diffusion Simulation Results 

The simulation aimed to explore the diffusion behavior of the drug over a 48-hour period 

and investigate the relationship between drug concentration and the radius of inhibition. 

Figure 5 illustrates the diffusion pattern of the drug within the agar plate over time. The 

diffusion constant was calculated as 9.942 × 10-12 m2/s (Appendix S16). The viscosity which 

was measured for this experiment was 0.03 ± 0.003 Pa.s and the density of water was 

consider of the drug solvent. The simulation results confirmed our initial assumption that 

within the first 48 hours, the concentration at the center of the plate was consistently higher 

compared to the concentration at the border of inhibition (Figure 6). This finding supports 

the hypothesis that the higher concentration at the center contributes to the inhibition of 

microbial growth in that region. The simulation was repeated by different diffusion 

constants (Figure S10-15) to show that the difference in diffusion constant has no effect on 

this conclusion. 
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To quantitatively analyze the diffusion process, we plotted the radius of inhibition against 

the drug concentration over time, as shown in Figure 7. The plot demonstrates that as the 

drug concentration increases, the radius of inhibition expands, indicating a greater area of 

microbial growth inhibition. This correlation confirms the effectiveness of the disk diffusion 

method in evaluating the susceptibility of microorganisms to antifungal drugs. 

While our simulation provides valuable insights into the diffusion behavior of the drug 

within the 2D environment and supports the hypothesis regarding the distribution of 

colonies in the border area, several factors must be considered. First, the 2D nature of our 

simulation does not account for the full 3D diffusion characteristics of the drug diffusion in 

experimental method. Furthermore, the drug release mechanism of the antifungal disc in a 

time-dependent manner, a key variable in reality, remains undefined in our model. These 

complexities, in combination with the lack of depth considerations in the agar medium, 

introduce uncertainty when directly comparing our simulation results to experimental data. 

Overall, my drug diffusion simulations model the diffusion dynamics of antifungal in the 

disc diffusion method. It also highlights the importance of considering experimental 

conditions and limitations when interpreting simulation results and emphasizes the need for 

further experimental validation to enhance the predictive capabilities of such simulations. 
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Figure 6. Temporal and spatial evolution of caspofungin diffusion in disk diffusion assay (D =9.94 × 10-12 m2/s). Diffusion of 5 
μg/ml caspofungin (same concentration used in experimental test) in disk diffusion assay in x and y direction (mm) at (A)1 h, (B) 

6 h, (C)12 h, (D) 24 h, (E) 36 h and (F) 48h with diffusion constant equal to 9.94 × 10-12 m2/s. Red color shows the highest 
concentration and dark blue shows the lowest concentration. During diffusion always the concentration of caspofungin in high 

at the center and lower at the outer edge of the inhibition zone.  
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Figure 7. Temporal Variation of Caspofungin Concentration in the Zone of Inhibition (D = 9.94 × 10-12 m2/s). The concentration 
gradient (μg/ml) of caspofungin in zone of inhibition (mm) at (A) 1h, (B) 6 h, (C) 12 h, (D) 24 h, (E) 36 h and (F) 48 h with 

diffusion constant equal to 9.947 × 10-12 m2/s. The initial concentration of caspofungin was assumed to be 5 μg/ml (same 
concentration used in experimental test).  
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Chapter 4 

4  Conclusion 

This thesis addresses the significant challenges posed by Candida auris. This pathogen 

causes invasive infections, is resistant to crucial antifungal drugs, and contributes to 

healthcare-related outbreaks [36,37,45,51]. The broader issue of antimicrobial resistance 

affects human and veterinary medicine and has substantial socioeconomic implications. 

Antifungal tolerance further complicates the treatment landscape. Investigating the causes 

of recurrent infections and treatment failures becomes paramount. 

Chapter 2 of my thesis focuses on identifying and eliminating antifungal tolerance in clinical 

Candida auris isolates. The innovative diskImageR tool [117,118] played a pivotal role, 

facilitating the measurement of the fraction of growth (FoG) inside the zone of inhibition 

(ZoI) and the calculation of Supra-MIC Growth (SMG) at both 24 and 48 hours. However, 

a significant challenge appeared during our analysis. In certain cases, before the 48-hour, 

when the ZoI was fully covered with colonies, diskImageR faced limitations in measuring 

FoG accurately. To overcome this limitation, I have reverted to use ImageJ software [120] 

to manually measure FoG, ensuring precise data collection. Our findings revealed that these 

colonies inside the ZoI exhibited slow growth patterns, often becoming evident within the 

24 to 48-hour window. Traditional diagnostic laboratory practices entail examining agar 

plates within 24 hours [146], potentially overlooking the presence of tolerant 

subpopulations during this critical timeframe. This oversight could contribute to recurrent 

infections and treatment failures, highlighting the pressing need for their timely detection. 

Investigating the nature of tolerance as either a genetic or non-genetic trait, I conducted sub-

culturing experiments on colonies within and outside the Zone of Inhibition (ZOI). 

Subsequently, I repeated DDA, MIC, and SMG tests. Surprisingly, the isolates from both 

areas showed no alterations in terms of RAD, MIC, or SMG. These results suggest that 

tolerance in C. auris may be attributed to a non-genetic mechanism. However, further 

verification through genetic sequencing in future research is required to confirm this 

hypothesis. It is essential to acknowledge several limitations that warrant consideration in 
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the interpretation of our findings. Firstly, it is important to note that our study serves as a 

preliminary proof-of-concept investigation, carried out with a relatively small sample size 

of just five isolates. This sample size restriction may impact the generalizability of our 

results and underscores the need for broader studies in the future. Secondly, a lack of 

comprehensive patient treatment history data is another limitation. Understanding the prior 

treatments administered to these patients could have provided valuable context for the 

observed outcomes. Lastly, it's vital to emphasize that our research was conducted in vitro, 

within a controlled laboratory environment. As such, we cannot directly extrapolate our 

findings to in vivo conditions, where additional variables and complexities may come into 

play, including the potential presence or absence of tolerance. Therefore, while our study 

offers valuable insights, further research, encompassing larger sample sizes, comprehensive 

patient histories, and in vivo studies, is imperative to gain a more complete understanding 

of the implications of our findings in real-world clinical scenarios. 

Chapter 3 of my research thesis explore the intricate world of drug diffusion through 

simulation. This chapter aims to explore the dynamics of antifungal agents within agar 

media, with a particular focus on the intriguing observations made during the disk diffusion 

assay. Specifically, I observed that colonies demonstrating tolerance to antifungal agents 

exhibited heightened intensity in the region near the outer boundary of the inhibition zone. 

This observation spurred our hypothesis that, within the 48-hour window, drug 

concentration might be relatively lower in the border area compared to the central region, 

suggesting that tolerance could be a drug concentration-dependent phenomenon influenced 

by diffusion within the agar medium that this finding is in agreement with Rosenberg et al. 

research finding [147].  

I, calculated the diffusion coefficient, a critical parameter for our simulations, using the 

Stokes-Einstein equation, which considers the diffusive properties of the antifungal drugs. 

Viscosity measurements, conducted using an Anton Paar viscometer, played a pivotal role 

in my calculations. My modeling approach utilized the finite difference approximation 

method in Python to simulate antifungal drug diffusion over a 48-hour period and 

investigate the correlation between drug concentration and the radius of inhibition. My 

simulation results confirmed that within the first 48 hours, the concentration near the plate's 
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center consistently exceeds that at the border of inhibition, supporting our proposition that 

heightened drug concentration at the center contributes to microbial growth inhibition in 

that region. Nonetheless, it is vital to acknowledge certain limitations within our simulation 

approach. Notably, our model is two-dimensional and does not account for the three-

dimensional diffusion of the drug within the agar medium. These considerations may 

introduce variances between simulated outcomes and experimental observations. However, 

I expect these errors to be minimal as our C. auris isolates grew on the surface of the agar 

medium, which was the same surface on to which I constrained my drug diffusion 

simulations. 

In conclusion, my thesis research provides valuable insights into the intricate issues of 

antifungal tolerance and drug diffusion dynamics. It highlights the need to consider 

experimental conditions and limitations when interpreting simulation results and highlights 

the importance of adapting and optimizing tools like diskImageR for more accurate 

measurements. my research not only contributes to a deeper understanding of these crucial 

aspects but also lays the groundwork for future investigations and potential breakthroughs 

in the study of fungal infections and antimicrobial resistance. Collaborative efforts and 

sustained exploration are essential as we strive to effectively combat these formidable global 

health challenges. 

As we conclude this phase of our research, we eagerly anticipate the promising 

opportunities of future work that lie ahead. Building upon the valuable insights gained from 

our current study, we recognize several crucial areas for further exploration and 

investigation. 

1. Mechanisms of Tolerance: One of the key directions for our future research perspective 

will be to delve deep into unraveling the mechanisms underlying antifungal tolerance in 

Candida auris. Our preliminary findings from chapter 2, which showcased the repeatability 

and reversibility of the tolerance trait across generations, have laid a strong foundation for 

this pursuit. Understanding the intricacies of how tolerance is conferred, we can uncover 

new targets for therapeutic interventions and develop innovative strategies to combat C. 

auris infections more effectively. 
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2. Gene Expression Analysis: Investigating gene expression profiles will be a pivotal 

component of our future work. A comprehensive exploration of gene expression patterns in 

both tolerant and susceptible subpopulations can provide invaluable insights into the 

regulatory pathways that govern tolerance. This analysis will shed light on the specific genes 

and molecular pathways that are upregulated or downregulated in the presence of antifungal 

drugs. Such knowledge can pave the way for the development of targeted therapies that 

disrupt these pathways, ultimately rendering C. auris more susceptible to conventional 

antifungal agents. 

3. Exploring Pharmacokinetics for a Comprehensive Understanding: While the current 

study successfully identifies tolerant subpopulations in Candida auris under various 

antifungal treatments, an exciting avenue for future research involves exploring the 

pharmacokinetics of these drugs. Investigating drug absorption, distribution, metabolism, 

and excretion could refine interpretations of observed concentration gradients, enhancing 

our understanding of drug-fungus interactions. This future work is crucial for translating 

laboratory findings into clinically relevant interventions, optimizing treatment strategies, 

and bridging the gap between research and real-world healthcare scenarios. The study sets 

the stage for subsequent research that aims to provide a comprehensive understanding of 

the complex dynamics between antifungal drugs and Candida auris. 

4. Development of New Diagnostic Techniques: The identification of tolerant 

subpopulations is a critical factor in preventing recurrent infections and treatment failures 

highlighting the need for improved diagnostic techniques. In our future research, we aim to 

develop innovative diagnostic methods that can detect the presence of tolerant 

subpopulations more accurately and rapidly. These enhanced diagnostic tools will bridge 

the gap between research findings and clinical practice, enabling healthcare providers to 

make more informed treatment decisions and tailor therapies to individual patient needs. 

The studies using machine learning and image processing are currently underway in our 

group [148] and may lead to future developments in this direction.   

4. Exploration of New Antifungal Strategies: Equipped with a better comprehension 

understanding of tolerance mechanisms and gene expression profiles, we aim to investigate 
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and create new antifungal techniques. These strategies may include the development of 

novel antifungal compounds that directly target pathways related to tolerance, potentially 

making use of combination therapies that work when combined with antifungal medications 

already on the market, or the repurposing of current pharmaceuticals with recognized effects 

on tolerance. Our objective will be to increase the antifungal therapy options available and 

their effectiveness against Candida auris. We have employed chloroquine as an adjuvant 

component alongside antifungal treatments, and our findings demonstrate its potential 

impact on reducing tolerance in certain instances. This combination approach has revealed 

promising results in addressing and mitigating tolerance issues. 

As we embark on the path of future work, our focus will remain steadfast on unraveling the 

mechanisms that govern tolerance, understanding gene expression patterns, and innovating 

in the realm of diagnostics and antifungal therapies. By forging ahead in these directions, 

we aim to make meaningful contributions to the field of medical mycology, ultimately 

improving patient outcomes and addressing the global challenge posed by Candida auris 

infections. 
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5 Appendices 

5.1 Supplementary Tables 

Table S1. Candida isolates and strains. Candida auris and Candida reference strains Issatchenkia 
orientalis and Candida parapsilosis used in our study to investigate antifungal tolerance and 
resistance. Issatchenkia orientalis is also known by the binomial names Candida krusei and Pichia 
kudriavzevii. 

Strain/Isolate Number Genus Species 

1 Candida auris 

2 Candida auris 

3 Candida auris 

4 Candida auris 

5 Candida auris 

6 Issatchenkia  orientalis  

7 Candida parapsilosis  

 

Table S2. Minimum inhibitory concentrations (MICs) of C. auris isolates. Mean MICs were 
measured in µg/mL after 24 and 48 h for a range of fungistatic and fungicidal drugs. 

Antifungal drug 

Hours of  

incubation 

C. auris 1 C. auris 2 C. auris 3 C. auris 4 C. auris 5 

Fluconazole 

24 2 64 2 2 64 

48 2 64 2 2 64 

Voriconazole 

24 0.03 0.25 0.03 0.03 8 

48 0.03 0.25 0.03 0.03 8 

Itraconazole 

24 0.03 0.25 0.03 0.03 0.5 

48 0.03 0.25 0.03 0.03 0.5 

Posaconazole 

24 0.03 0.25 0.03 0.03 0.5 

48 0.03 0.25 0.03 0.03 0.5 
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Amphotericin B 

24 0.5 1 0.5 1 2 

48 1 2 0.5 1 2 

Caspofungin 

24 1 0.5 0.5 0.5 4 

48 1 0.5 0.5 0.5 4 

Anidulafungin 

24 0.03 0.25 0.03 0.06 2 

48 0.03 0.25 0.03 0.06 2 

Micafungin 

24 0.12 0.06 0.06 0.12 0.5 

48 0.12 0.06 0.06 0.06 0.5 

 

 

Table S3. Mean MIC, SMG, FoG20, and RAD for reference strains Issatchenkia orientalis and C. 
parapsilosis measured at 24 and 48 h for different antifungal drugs. MIC: minimum inhibitory 
concentration; SMG: supra-MIC growth; FoG: fraction of growth; RAD: radius of the zone of 
inhibition; NA: not available. 

  
MIC 

(µg/mL) 

SMG  

at 24 h 

SMG  

at 48 h 

FoG20  

at 24 h 

FoG20 at 

48 h 

RAD at 

24 h 

(mm) 

RAD at 

48 h 

(mm) 

I. orientalis 

ATCC 6258 

Fluconazole 32 NA NA 0 0 0 0 

Itraconazole 0.12 0.62 0.62 0.09 0.09 14 14 

Voriconazole  0.25 0.65 0.25 0.09 0.1 12 12 

Posaconazole 0.06 0.16 0.5 0.09 0.11 12 12 

Amphotericin B 1 0.31 0.25 0.2 0.06 6 3 

Caspofungin 0.5 0.62 0.5 0.13 0.22 11 11 

C. parapsilosis 

ATCC 22019 

Fluconazole 2 0.41 0.47 0.13 0.13 15 13 

Itraconazole 0.03 0.53 0.45 0.1 0.1 14 14 

Voriconazole  0.03 0.34 0.66 0.13 0.16 18 18 

Posaconazole 0.03 0.5 0.5 0.08 0.07 16 16 

Amphotericin B 0.5 0.24 0.24 0.17 0.17 9 8 

Caspofungin 1 0.76 0.1 0.19 0.18 7 6 

 

Table S4. Reversibility of tolerance phenotype among tolerant Candida auris isolates against 
different antifungal agents. Mean radius of the zone of inhibition (RAD), mean fraction of growth 
(FoG) in the zone of inhibition (ZOI), mean minimum inhibitory concentration (MIC), and mean 
supra-MIC growth (SMG) values obtained for C. auris isolates sub-cultured from inside and outside 
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the ZOI, and treated with the azole, polyene, and echinocandin antifungal drugs. MIC, RAD, FoG20, 
and SMG, obtained from C. auris colonies isolated from inside and outside the ZOI, also did not 
show any statistically significant differences (Independent t-test, p > 0.05 for all values). 

Drug–isolate 

combination 

Origin of the 

colonies tested 

MIC in 

µg/ml 

RAD20 at  

24 h (mm) 

RAD20 at  

48 h (mm) 

FoG20 at 24 

h 

FoG20 at 48 

h 

SMG at 24 

h 

SMG at  

48 h 

Fluconazole-C. auris 

1 

Original  2 13 10 0.14 0.21 0.38 0.57 

Inside ZOI 2 15 7 0.13 0.22 0.54 0.66 

Outside ZOI 2 14 8 0.15 0.43 0.62 0.64 

Fluconazole- C. 

auris 3 

Original  2 14 8 0.11 0.29 0.26 0.33 

Inside ZOI 2 10 10 0.20 0.83 0.20 0.77 

Outside ZOI 2 12 9 0.21 0.71 0.50 0.78 

Fluconazole-C. auris 

4 

Original  2 14 10 0.12 0.24 0.30 0.45 

Inside ZOI 2 16 13 0.19 0.34 0.33 0.40 

Outside ZOI 2 13 11 0.08 0.20 0.46 0.55 

Itraconazole-C. auris 

1 

Original  0.03 17 17 0.09 0.12 0.30 0.50 

Inside ZOI 0.03 17 17 0.06 0.09 0.26 0.48 

Outside ZOI 0.03 17 17 0.09 0.09 0.29 0.50 

Itraconazole-C. auris 

2 

Original 0.25 10 0 0.09 NA 0.06 0.65 

Inside ZOI 0.25 15 0 0.13 NA 0.05 0.60 

Outside ZOI 0.25 15 0 0.09 NA 0.06 0.80 

Itraconazole-C. auris 

3 

Original  0.03 11 0 0.11 NA 0.22 0.40 

Inside ZOI 0.03 12 0 0.08 NA 0.32 0.45 

Outside ZOI 0.03 15 0 0.14 NA 0.40 0.59 

Itraconazole-C. auris 

5 

Original  0.5 16 0 0.13 0.11 0.44 0.57 

Inside ZOI 0.5 8 6 0.12 0.22 0.40 0.44 

Outside ZOI 0.5 9 8 0.11 0.25 0.58 0.61 

Voriconazole-C. 

auris 1 

Original  0.03 20 20 0.07 0.10 0.32 0.40 

Inside ZOI 0.03 23 18 0.11 0.18 0.37 0.40 

Outside ZOI 0.03 20 10 0.12 0.10 0.43 0.44 

Voriconazole-C. 

auris 2 

Original  0.25 9 0 0.15 NA 0.41 0.9 

Inside ZOI 0.25 11 0 0.20 NA 0.27 1.0 

Outside ZOI 0.25 10 0 0.31 NA 0.26 1.3 

Voriconazole-C. 

auris 3 

Original  0.03 23 17 0.06 0.25 0.28 0.50 

Inside ZOI 0.03 19 14 0.10 0.36 0.28 0.51 

Outside ZOI 0.03 19 17 0.11 0.38 0.30 0.60 

Voriconazole-C. 

auris 4 

Original  0.03 21 18 0.07 0.12 0.26 0.39 

Inside ZOI 0.03 21 19 0.09 0.12 0.21 0.28 

Outside ZOI 0.03 23 23 0.08 0.09 0.32 0.35 

Posaconazole-C. 

auris 1 

Original  0.03 19 19 0.09 0.08 0.36 0.50 

Inside ZOI 0.03 19 21 0.05 0.08 0.34 0.64 

Outside ZOI 0.03 20 20 0.10 0.07 0.32 0.67 

Posaconazole-C. 

auris 2 

Original  0.25 13 7 0.07 0.80 0.30 0.78 

Inside ZOI 0.25 14 8 0.09 0.64 0.28 0.67 

Outside ZOI 0.25 14 7 0.10 0.70 0.28 0.85 

Posaconazole-C. 

auris 3 

Original  0.03 16 15 0.07 0.16 0.22 0.40 

Inside ZOI 0.03 18 15 0.07 0.26 0.24 0.70 

Outside ZOI 0.03 17 18 0.07 0.19 0.25 0.87 

Posaconazole-C. 

auris 4 

Original  0.03 13 14 0.07 0.12 0.30 0.32 

Inside ZOI 0.03 20 20 0.07 0.09 0.30 0.42 

Outside ZOI 0.03 20 21 0.1 0.08 0.25 0.36 

Posaconazole-C. 

auris 5 

Original  0.5 12 12 0.07 0.09 0.33 0.37 

Inside ZOI 0.5 12 11 0.14 0.12 0.23 0.32 

Outside ZOI 0.5 11 10 0.12 0.12 0.30 0.35 

Original  0.5 11 12 0.13 0.15 0.2 0.25 
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Amphotericin B- C. 

auris 1 

Inside ZOI 0.5 7 6 0.12 0.15 0.2 0.6 

Outside ZOI 0.5 10 7 0.11 0.2 0.2 0.53 

Caspofungin- C. 

auris 2 

Original  0.5 8 0 0.22 NA 0.2 1 

Inside ZOI 0.5 8 0 0.26 NA 0.30 1 

Outside ZOI 0.5 8 0 0.25 NA 0.29 1 

 

 

 

 

 

 

Table S5. Effect of chloroquine (CLQ) on Issatchenkia orientalis and Candida parapsilosis 
reference strains. Mean FoG20: fraction of growth; Mean RAD: radius of the zone of inhibition. The 
p-value was obtained by comparing RAD at 48 h with and without chloroquine. 

  
Without  

CLQ 
With CLQ Without CLQ With CLQ 

Paired  

t-test 

  
FoG20 

at 48 h 

FoG20  

at 48 h 

RAD (mm) at 

48 h 

RAD (mm) at 

48 h 
 

C. parapsilosis 

ATCC 22019 

Fluconazole 0.14 0.08 14 9 p = 0.195 

Posaconazole 0.07 0.06 17 16 p = 0.272 

 

I. orientalis  

ATCC 6258 

 

Fluconazole 
NA 0.11 0 7 

p = 0.032 
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5.2 Supplementary Figures 

 

Figure S1. Quantification of antifungal tolerance in a disk diffusion assay using the image 

analysis program diskImageR. Pixel intensity corresponds to the cell density, and its average is 

measured for 72 radii every 5° from the center of the disk (grey dots). The radius of the zone of 

inhibition and fraction of growth are measured in three areas where 20%, 50%, and 80% of the 

growth is inhibited (light blue, blue, and dark blue circles, respectively) after (A) 24 h of 

incubation and (B) 48 h of incubation. The representative data in this figure was obtained from 

images of a disk diffusion assays for C. auris (isolate 2) exposed to posaconazole (insets of (A) 

and (B)). 
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Figure S2. Detecting tolerance in Candida auris from disk diffusion assays (DDAs) using 

diskImageR. (A) Representative DDA image of C. auris (isolate 1) after 24 h of exposure to 

amphotericin B (AMB). (B) Representative DDA image of C. auris (isolate 1) after 24 h of 

exposure to fluconazole (FLU). (C) Quantification tolerance (shown in the pink zone) from the 

DDA shown to FLU in (A) using diskImageR. (D) Quantification tolerance from the DDA shown 

to AMB in (B) using diskimageR. 
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Figure S3. Representative disk diffusion assays (DDA) images of fluconazole (FLU) tolerance in 

Candida auris and Candida parapsilosis. (A) DDA of C. auris (isolate 1) after 24 h of exposure to 

FLU. (B) DDA of C. auris (isolate 1) after 48 h of exposure to FLU. (C) DDA of C. parapsilosis 

after 24 h of exposure to FLU. (D) DDA of C. parapsilosis after 48 h of exposure to FLU.
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Figure S4. Comparison between diskImageR and manual radius of the zone of inhibition (RAD) 

measurements. (A-E) Mean RAD: radius of the zone of inhibition measured by diskImageR [29], 

and manually (see Section 2.5) at 24 h and (F-J) at 48 h. 
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Figure S5. Azole tolerance in Candida auris. Disk diffusion assay (DDA) of fluconazole for C. 

auris (isolate 1) after (A) 24 h of growth and (B) 48 h of growth. DDA of posaconazole for C. 

auris isolate 2 after (C) 24 h of growth and (D) 48 h of growth.  

 

 

 

Figure S6. Azole tolerance in the Candida parapsilosis reference strain. Tolerant C. parapsilosis 

colonies in the zone of inhibition (ZOI) after (A) 24 h and (B) 48 h of fluconazole treatment. 

Tolerant C. parapsilosis colonies in the ZOI after (C) 24 h and (D) 48 h of voriconazole treatment. 
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Figure S7. Reversibility of tolerance in a representative Candida auris isolate 2 against 

voriconazole. Disk diffusion assays after 24 and 48 h for (A) C. auris original isolate 2, (B) 

colonies isolated and sub-cultured from inside the zone of inhibition (ZOI) of the original plate, 

and (C) colonies isolated and sub-cultured from outside the ZOI of the original plate. 
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Figure S8. Disk diffusion assays (DDAs) of antifungal adjuvant treatment in Candida auris 

isolates and Issatchenkia orientalis and Candida parapsilosis reference strains. DDAs with 

fluconazole (FLU; 1st column) and with FLU combined with chloroquine (2nd column) against 

five C. auris isolates and two reference strains after 24 h (left) and 48 h (right). 
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Figure S9. Candida auris isolates and Candida parapsilosis and Issatchenkia orientalis reference 

strains growing on Mueller–Hinton agar (MHA) media with chloroquine. Images of C. auris 

isolates 1-5 (A-E), I. orientalis (F), and C. parapsilosis (G) grown on MHA plus glucose 

methylene blue agar plates with 1031.8 µg/mL chloroquine diphosphate salt. 
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Figure S10. Temporal and spatial evolution of caspofungin diffusion in disk diffusion assay (D =9.94 × 

10-10 m2/s).  Diffusion of 5 μg/ml caspofungin (same concentration used in experimental test) in disk 

diffusion assay in x and y direction (mm) at (A) 1 h, (B) 6 h, (C)12 h, (D) 24 h, (E) 36 h and (F) 48h with 

diffusion constant equal to 9.94 × 10-10 m2/s. Red color shows the highest concentration and dark blue 

shows the lowest concentration. During diffusion always the concentration of caspofungin in high at the 

center and lower at the outer edge of the inhibition zone.  
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Figure S11. Temporal variation of caspofungin concentration in the zone of inhibition (D = 9.94 × 10-10 

m2/s).  The concentration gradient (μg/ml) of caspofungin in zone of inhibition (mm) at (A) 1 h, (B) 6 h, 

(C) 12 h, (D) 24 h, (E) 36 h and (F) 48 h with diffusion constant equal to 9.94 × 10 -10 m2/s. The initial 

concentration of caspofungin was assumed to be 5 μg/ml (same concentration used in experimental test). 
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Figure S12. Temporal and Spatial Evolution of Caspofungin Diffusion in Disk Diffusion Assay (D 

=9.947 × 10 -11 m2/s). Diffusion of 5 μg/ml caspofungin (same concentration used in experimental test) in 

disk diffusion assay in x and y direction (mm) at (A)1 h, (B) 6 h, (C)12 h, (D) 24 h, (E) 36 h and (F) 48 h 

with diffusion constant equal to 9.94 × 10 -11 m2/s. Red color shows the highest concentration and dark 

blue shows the lowest concentration. During diffusion always the concentration of caspofungin in high at 

the center and lower at the outer edge of the inhibition zone.  
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Figure S13. Temporal Variation of Caspofungin Concentration in the Zone of Inhibition (D = 9.947 ×10-11 

m2/s). The concentration gradient (μg/ml) of caspofungin in zone of inhibition (mm) at (A) 1h, (B) 6 h, 

(C) 12 h, (D) 24 h, (E) 36 h and (F) 48 h with diffusion constant equal to 9.94 × 10 -11 m2/s. The initial 

concentration of caspofungin was assumed to be 5 μg/ml (same concentration used in experimental test). 
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Figure S14. Temporal and Spatial Evolution of Caspofungin Diffusion in Disk Diffusion Assay (D =9.94 

× 10 -13 m2/s). Diffusion of 5 μg/ml caspofungin (same concentration used in experimental test) in disk 

diffusion assay in x and y direction (mm) at (A)1 h, (B) 6 h, (C)12 h, (D) 24 h, (E) 36 h and (F) 48h with 

diffusion constant equal to 9.94 × 10 -13 m2/s. Red color shows the highest concentration and dark blue 

shows the lowest concentration. During diffusion always the concentration of caspofungin in high at the 

center and lower at the outer edge of the inhibition zone.  



 

74 
 

 

 

Figure S15. Temporal Variation of Caspofungin Concentration in the Zone of Inhibition (D = 9.94 × 10 -13 

m2/s). The concentration gradient (μg/ml) of caspofungin in zone of inhibition (mm) at (A) 1h, (B) 6 h, 

(C) 12 h, (D) 24 h, (E) 36 h and (F) 48 h with diffusion constant equal to 9.94 × 10 -13 m2/s. The initial 

concentration of caspofungin was assumed to be 5 μg/ml (same concentration used in experimental test). 

 

 



 

75 
 

5.3 Python Codes 

Code S1. Code for diffusion constant calculation: 

pi=3.14159 

m=1.815e-24 

T=308.15 

rho=1000 

k=1.380649e-23 

eta=0.03 

r=(3*m/(4*pi*rho))**(1/3) 

D=(k*T)/(6*pi*eta*r) 

 

print (D) 

 

Codes S2. Temporal and Spatial Evolution of Caspofungin Diffusion in Disk Diffusion Assay  

import numpy as np 

import matplotlib.pyplot as plt 

 

 

path = "Path" 

 

# plate size, mm 

w = h = 85. 

# intervals in x-, y- directions, mm 

dx = dy = 0.1 

# Diffusion constant, mm2.s-1 

D = 9.954e-6 

 

minall, c0 = 0, 5 

 

nx, ny = int(w/dx), int(h/dy) 

 

dx2, dy2 = dx*dx, dy*dy 

dt = dx2 * dy2 / (2 * D * (dx2 + dy2)) 

 

u0 = minall * np.ones((nx, ny)) 

u = u0.copy() 

 

# Initial conditions - circle of radius r centred at (cx,cy) (mm) 

r, cx, cy = 3.5, 42.5, 42.5 

r2 = r**2 

for i in range(nx): 

    for j in range(ny): 

        p2 = (i*dx-cx)**2 + (j*dy-cy)**2 

        if p2 < r2: 

            u0[i,j] = c0 
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def do_timestep(u0, u): 

    # Propagate with forward-difference in time, central-difference in space 

    u[1:-1, 1:-1] = u0[1:-1, 1:-1] + D * dt * ( 

          (u0[2:, 1:-1] - 2*u0[1:-1, 1:-1] + u0[:-2, 1:-1])/dx2 

          + (u0[1:-1, 2:] - 2*u0[1:-1, 1:-1] + u0[1:-1, :-2])/dy2 ) 

 

    u0 = u.copy() 

    return u0, u 

 

# Number of timesteps 

nsteps = int((48*3600)/dt)+2 

 

# Output 

mfig = np.linspace(0, nsteps, 49) 

for i in range(len(mfig)): 

    mfig[i]=int(mfig[i]) 

 

 

fignum = 0 

print(mfig) 

print(nsteps) 

for m in range(nsteps): 

 

    u0, u = do_timestep(u0, u) 

     

    if m in mfig: 

        print("here") 

        flag=0 

        rp = 10 

        r2p = rp**2 

        for i in range(nx): 

            for j in range(ny): 

                p2 = (i*dx-cx)**2 + (j*dy-cy)**2 

                if int(p2) == r2p: 

                    if u0[i,j] < 2 and u0[i,j]!=0: 

                        flag=1 

 

 

        fig, ax = plt.subplots() 

        im = ax.imshow(u.copy(), cmap="jet", vmin=minall,vmax=c0) 

        ax.set_xlabel("x (mm)") 

        ax.set_ylabel("y (mm)") 

        ax.set_title('{} hour'.format(int(m*dt/3600)+1)) 

        cbar_ax = fig.add_axes([0.9, 0.15, 0.03, 0.7]) 

        cbar = fig.colorbar(im, cax=cbar_ax) 

        cbar.set_label(r"Concentration($\frac{\mu g}{ml})$") 

         

        plt.savefig(path + "{}.png".format(int(m*dt/3600)), dpi = 400) 
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Code S3. Temporal Variation of Caspofungin Concentration in the Zone of Inhibition 

import numpy as np 

import matplotlib.pyplot as plt 

 

 

path = "Path" 

# plate size, mm 

w = h = 85. 

# intervals in x-, y- directions, mm 

dx = dy = 0.1 

# Diffusion constant, mm2.s-1 

D = 9.94e-6 

 

radius = np.linspace(0,14,140) 

 

minall, c0 = 0, 5 

 

nx, ny = int(w/dx), int(h/dy) 

 

dx2, dy2 = dx*dx, dy*dy 

dt = dx2 * dy2 / (2 * D * (dx2 + dy2)) 

 

u0 = minall * np.ones((nx, ny)) 

u = u0.copy() 

 

# Initial conditions - circle of radius r centred at (cx,cy) (mm) 

r, cx, cy = 3.5, 42.5, 42.5 

r2 = r**2 

for i in range(nx): 

    for j in range(ny): 

        p2 = (i*dx-cx)**2 + (j*dy-cy)**2 

        if p2 < r2: 

            u0[i,j] = c0 

 

def do_timestep(u0, u): 

    # Propagate with forward-difference in time, central-difference in space 

    u[1:-1, 1:-1] = u0[1:-1, 1:-1] + D * dt * ( 

          (u0[2:, 1:-1] - 2*u0[1:-1, 1:-1] + u0[:-2, 1:-1])/dx2 

          + (u0[1:-1, 2:] - 2*u0[1:-1, 1:-1] + u0[1:-1, :-2])/dy2 ) 

 

    u0 = u.copy() 

    return u0, u 

 

# Number of timesteps 

nsteps = int((48*3600)/dt) 

# print(nsteps) 

# Output 

mfig_list = np.linspace(0, nsteps, 48) 

 

mfig = [int(mfig_list[0]), int(mfig_list[5])+1,  int(mfig_list[11])+1,  

int(mfig_list[23])+1,  int(mfig_list[35])+1, int(mfig_list[46])+1] 
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fignum = 0 

for m in range(nsteps): 

    u0, u = do_timestep(u0, u) 

    if m in mfig: 

        fignum += 1 

        print(m, fignum) 

        fig, ax = plt.subplots() 

        ax.plot(radius, u[425, 425:565]) 

        ax.set_xlabel("Radius (mm)", fontsize = 16) 

        ax.set_ylabel(r"Concentration ($\frac{\mu g}{ml})$" , fontsize = 16) 

        ax.set_ylim([0, c0+0.05*c0]) 

        ax.set_title('{} hour'.format(int(m*dt/3600)+1) , fontsize = 18 ) 

 

        plt.savefig(path + "{}_his.png".format(int(m*dt/3600)), dpi = 400) 
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