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Abstract 
 

We demonstrate the development of a real-time cell analysis (RTCA) 

platform for studying nanoparticle- and arsenic-induced cytotoxicity with 

potential applications to risk assessment, environmental toxicity monitoring, and 

drug development. RTCA is an impedance-based in vitro detection system 

capable of simultaneously performing 96 cytotoxicity tests. To develop a RTCA 

method for nanoparticle-mediated cytotoxicity testing, we examined two well-

characterized nanoparticles, titanium dioxide and silver nanoparticles, and used 

three cell lines, A549, SK-MES-1, and CHO-K1. Continuous real-time sensing 

provided qualitative and quantitative data, revealing concentration-, particle-, 

time-, and cell-dependent toxicological relationships. We further applied our 

RTCA method to evaluate cytotoxicity of air particulate matter (PM), including 

coal fly ash (CFA) and PM2.5 collected on air monitoring filters, using two 

human lung cell lines, A549 and SK-MES-1. The RTCA method was able to 

overcome the interference commonly encountered in colorimetric toxicity assays, 

making the RTCA approach potentially useful in air quality monitoring.  

Real-time cell sensing also enabled toxicity ranking of thirteen arsenic 

species in two human cancer cell lines, A549 and T24, and revealed unique 

kinetic information about cellular responses to the various arsenic species. Testing 

of a newly synthesized arsenical, Arsenicin A, showed that it was more toxic than 

the inorganic arsenic species. Analysis of cell accumulation of arsenic species 

suggests that a higher intracellular accumulation of Arsenicin A compared to 

inorganic arsenic is a major contributor to its higher toxicity. Determination of the 



chemical conversion of arsenic species in cell culture media over time provided 

insights into understanding the unique RTCA profiles of cells responding to some 

arsenic species.  

Co-treatment of a human cancer cell line, A549, with arsenic species and 

oxidized single-walled carbon nanotubes (SWCNT) showed that the SWCNT 

altered the toxicity of the arsenic species to the cancer cells. SWCNT reduced the 

cytotoxicity of a highly toxic trivalent phenylarsenical, but enhanced the 

cytotoxicity of a less toxic pentavalent phenylarsenical. The changes in arsenic 

toxicity were dependent on the dose of SWCNT in combination with the dose of 

arsenic species. These results suggest a potential application of RTCA to research 

on drug development.       
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Chapter 1: Introduction∗ 

1.1 Cell-Based Biosensors  

An important class of bioassays for detection, identification, and toxicity 

analysis of chemicals and particulates are cell-based biosensors (CBBs). CBBs 

are special analytical devices that utilize living cells as sensing elements 

combined with a detector to convert cellular responses and other parameters into 

qualitative and/or quantitative signals. In other words, CBBs can detect chemical 

or physical changes that are a direct result of the biological response of the cells 

due to the presence of an introduced substance. CBBs have been utilized in a 

variety of environmental and pharmaceutical applications, including identification 

of chemical and biological toxins, environmental monitoring of pollution, 

pharmaceutical drug screening, cell physiology analysis, and various other 

commercial applications [1-3]. 

CBBs are distinguished from other types of biosensors in that whole cells 

are used as the sensing element. For example, molecular-based biosensors 

(MBBs) use the specificity of interaction between biological molecules, such as 

purified antibodies, nucleic acids, or enzymes, which serve as the primary sensing 

component, and the analyte of interest. Readily recognized “household” MBBs 

include pregnancy test strips (antibody-based) and glucose meters (enzyme-based) 

[4]. MBBs have also been proven extremely valuable in environmental 

monitoring, particularly when identifying a specific contaminant or class of 

                                                 
∗ A version of this chapter has been accepted for publication. Moe et al. July 15, 2013. 
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contaminants or when a specific biological response is examined [5-10]. 

However, while the specificity of MBBs make them an excellent choice for the 

detection of a specific analyte of interest, this limits their effectiveness in general 

toxicity screening of environmental samples, which can contain a number of 

unknown toxic compounds. In addition, MBBs also require that the sensing 

biomolecules be purified prior to use, a process that is often extensive and costly. 

The use of whole cells by CBBs overcomes these limitations. Whole cells express 

and maintain a diverse number of native biomolecules on their cell membrane 

which can respond to a number of different, physiologically-active substances in a 

mixture. This allows for the determination of the bioavailability of chemicals in 

the mixture, which is essential to understanding the potential exposure risk [1, 

11]. 

CBBs are most often categorized based on the cell types used for sensing 

and/or the detector used to convert the cellular responses into detectable signals. 

Both prokaryotic (bacteria and archea) and eukaryotic cells (all other single and 

multicellular organisms) have been used [12]. CBBs incorporating prokaryotic 

cells are well established in the field of environmental monitoring [13]. A recent 

trend has been the incorporation of genetically-engineered microbes (GEMs) into 

CBBs, which, like MBBs, demonstrate high specificity and simple detection when 

identifying a known analyte in a sample or when a specific biological response is 

examined [5, 10, 14, 15]. While these CBBs may be beneficial for environmental 

detection, the specificity of these sensors may not be applicable to complex 

mixtures, and they are not as physiologically-relevant to human health effects as 
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eukaryotic cell biosensors. Hence, there has been renewed interest in 

incorporating eukaryotic cells (mammalian, fish, insect, plant, and yeast) into 

CBBs [16, 17].  

Similar to the incorporation of different types of whole cells as sensing 

elements, CBBs also incorporate various types of methods to convert the 

physiologic signals or other parameters of the cell to detectable signals. The most 

commonly used techniques are optical and electrochemical transduction [1, 2]. 

Optically-based systems often measure fluorescence, absorbance, 

chemiluminescence, surface plasmon resonance (SPR), or changes in light 

reflectivity [2]. Electrochemical systems measure the transfer of electrons 

between the electrodes and molecules or ions present in the solution in which the 

electrodes are immersed. Based on the means of detection to measure those 

electron transfers, these CBBs are classified as amperometric (changes in current 

flow), potentiometric (changes in potential or the measured voltage between a 

sensing electrode and a reference electrode), conductometric (changes in ability to 

conduct an electric charge), or impedimetric (changes in the opposition to current 

flow). While electrochemical and optical methods are most commonly used, 

piezoelectric, thermal, and mechanical methods have also been reported [18]. 

1.2 Impedance-based Cell-electronic Sensing 

Initial development of an impedance-based cell monitoring system was 

conducted by Giaever and Keese (1984) [19]. In this seminal work, the authors 

described the continuous detection of the behaviour of fibroblast cells adhered to 

gold planar electrodes after the application of an externally applied alternating 
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electric field (0.1V; 4000 Hz). This study demonstrated that the measured changes 

in impedance over time reflected changes in cell: 1) morphology, 2) density 

(number of cells adhered to the electrodes), and 3) motion (cell movement on the 

electrodes). Hence, Giaever and Keese (1984) pioneered a non-invasive 

monitoring technique for examining cell behaviour in vitro based on the 

measurement of impedance resulting from the capacitive nature of the cell 

membrane of adherent cell lines on gold-plated electrodes. The basic concept of 

the technology, as described by Atienza and colleagues, is as follows: adherent 

cells are cultured into specialized multi-well plates with electrodes embedded on 

the bottom surface of each culture well [20, 21]. The cells attach to the surface of 

the embedded electrodes. The plates are interfaced with a system capable of 

generating a low voltage alternating current (AC) and measuring any electrical 

impedance across the electrodes. The electric field is applied at user-defined 

intervals over the entire course of the experiment both before and after the testing 

substance is applied, allowing for continuous measurement of changes in 

impedance. Increases in impedance are associated with increased cell proliferation 

and cell surface binding to the electrodes, as these phenomena increase the 

number of cells and the degree of cell contact with the electrodes. Conversely, 

cell death, reduced proliferation, and detachment will result in decreased 

impedance due to the decreased cell-electrode contact. 

Giaever and Keese’s device has been trademarked and commercialized by 

the company they founded, Applied Biophysics Inc., and is widely known as 

electrical cell-substrate impedance sensing (ECIS). In the first device that Giaever 
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and Keese developed in 1984, the array consisted of a single 60 mm culture dish 

containing four small gold working electrodes (≈3x10-4 cm2 in size) and one large 

gold reference (counter) electrode (≈2 cm2) (1984) [19]. Modifications over time 

have resulted in the most well-known ECIS array which consists of 8-wells (now 

also available in 96-wells) with one small 250 µm gold working electrode and a 

common large reference electrode per well. Figure 1.1A illustrates a single well 

from this array, where the small working electrode and reference electrode are 

marked with an arrow and bracket, respectively. This type of arrangement of 

electrodes is referred to as a monopolar system [22]. Because the ratio of the 

reference to the sensing electrode area is <1/100, the total measured impedance of 

the well is dominated by the impedance at the interface of the small sensing 

electrode and the cell culture media. The advantage of this simple design makes 

fabrication of these arrays less technically challenging, and as such, this 

monopolar array is still available from Applied BioPhysics. However, because the 

sensing electrodes only cover a small portion of the surface of the plate (<0.1%) 

[23], this specific ECIS array measures a limited number of the cells attached to 

the surface of the plate, only about 50-100 cells [24]. This can lead to potentially 

large inter-experiment variability and limits sensitivity [25].  
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Figure 1.1: Examples of electrode arrangements found in various impedace-
based CBB arrays. (a) The electrode arrangement of a single well found in 
the monopolar system available in some 8-well and 96-well ECIS arrays. The 
arrow points to the small sensing electrode, while the bracket indicates the 
large reference (counter) electrode. (b) This electrode arrangement 
represents the ‘circle-on-line’ IDE system available in the 16-well or 96-well 
RTCA arrays. The electrode arrangements in (c) and (d) represent 
interdigitated electrode (IDE) systems available in some 8-well and 96-well 
ECIS arrays. Drawings are not to scale. 

 
To increase sensitivity and reproducibility, another electrode design for 

use in impedance-based CBBs, composed of interdigitated electrodes (IDEs), was 

developed [26]. IDEs are branched, formed by independently operating IDE units 

connected to a terminal strip [22]. The use of IDEs in commercially available 

impedance-based CBBs was developed by ACEA Biosciences Inc. for 

implementation into their real-time cell analyzer (RTCA) system. The RTCA 

system has also been known as real-time cell electronic sensing (RT-CES) or the 

xCELLigenceTM system marketed by Roche Applied Science between 2009-

2011. The IDE arrangement employed in each well of the 16-well and 96-well 

RTCA arrays is made up of approximately 2000 gold microelectrodes arranged in 

a ‘circle-on-line’ configuration that covers about 80% of the well surface area 

(Figure 1.1B) [20]. Because the IDEs cover a greater surface area than the 

electrode arrangement of monopolar systems, inter-well signal variability is 

reduced, and the RTCA system has an approximately two-log linear dynamic 

A B C D 
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range [25]. While the use of either the monopolar or IDE systems has distinct 

advantages, as each system has specific applications for which they are more 

suited, IDEs are being implemented more often into commercially available 

impedance-based CBBs. Both the CellKeyTM platform from Molecular Devices, 

LLC (96-well and 384-well arrays) and the Bionas DiscoveryTM adcon reader 

system from Bionas GmbH (96-well array) use IDEs. Applied BioPhysics has 

also developed several 8-well and 96-well ECIS arrays with various designs of 

interdigitated finger electrodes (Figures 1.1C,D) [24]. This increase in popularity 

of IDE arrays is largely a result of the pharmaceutical industry’s demand for high-

throughput screening (HTS) of compounds for potential pharmaceutical 

application [27-29].  

1.2.1 Monitoring Cellular Responses in Impedance-based CBBs 

As mentioned briefly above (Section 1.2), monitoring cellular responses 

via impedance is based on monitoring current as ions diffuse down their 

concentration gradient from the electrode into the surrounding electrolyte-filled 

cell culture medium after the application of an electric field. Due to the capacitive 

nature of the cell membrane, cells that attach to an electrode change the local 

ionic environment at the interface of the electrode and culture medium, resulting 

in increased impedance [21, 30]. Impedance is therefore dictated by the ion 

environment in both the bulk solution (culture medium) and at the 

electrode/solution interface. An adhered cell will cause the current to travel in one 

of two paths in order to reach the bulk electrolyte, either around the cell (through 

the substrate-cell spaces) or through the cell membrane. That path is largely 
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determined by the applied frequency, with high frequencies causing the current to 

penetrate cell membranes, and low frequencies (or DC current) causing current to 

flow beneath and between cells [28, 31]. Hence, different cellular responses can 

be analyzed by changing the frequency of the current in order to monitor cell-to-

cell separation, cell-to-substrate separation, and cell membrane capacitance. Cell 

adhesion, spreading, proliferation, wounding and healing, invasion and 

extravasation, barrier function, and signal transduction are only some of the many 

cellular responses that have successfully been examined using impedance-based 

CBBs, demonstrating the versatility of this technique [24, 32-34].  

1.2.2 Qualitative and Quantitative Analysis 

Most impedance-based CBBs report resistance and impedance as the 

functional values for measuring cellular responses. The only exception is the 

RTCA system, which uses a unitless parameter termed “cell index” (CI) to 

describe the interaction of the cells with the electrodes. CI is calculated based on 

equation (1.1), built-in to the RTCA software: 
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where N refers to the number of frequencies at which impedance is measured 

(N=3, representing 10, 25, and 50 kHz), Rcell(fi) is the resistance of the electrodes 

at a given frequency when cells are present in the well, and Rb(fi) is the resistance 

of the electrodes at a given frequency when no cells are present [23]. As with 

measurements of impedance used in other systems, an increased CI indicates 

greater cell-electrode contact via cell adhesion, spreading, and proliferation; a 
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decreased CI indicates reduced cell-electrode contact via cell death, detachment, 

or induction of a cytostatic state [25].  

Data from impedance-based CBBs are represented as 

resistance/impedance/CI over time, producing unique cellular kinetic response 

profiles. Data can be generated during both the cells’ logarithmic growth phase 

and after a confluent monolayer has formed (stationary growth phase), although 

the data collected during the different phases may be analyzed and interpreted 

differently. This corresponds to the different cellular responses that are monitored 

during these distinct cellular growth phases. For either phase, when cells are 

seeded into the CBBs and allowed to proliferate (prior to treatment), different cell 

lines have distinct growth profiles (i.e. the rate in change of impedance over 

time), showing cell-specific growth profiles [35]. Hence impedance-based CBBs 

not only monitor cellular responses caused by a toxicant after treatment, but they 

also allow for the quantitative assessment of the overall health of the cell 

population tested both before (all cells) and after treatment (non-treated control 

cells). This provides an internal control that is not available in traditional dye-

based assays, where a qualitative inspection of cell health using microscopy 

techniques is the only means to monitor cell status. This highlights the benefit of 

dynamic monitoring as a means of regularly checking cell status throughout an 

experiment [36, 37]. 

Figure 1.2 presents an example of a kinetic cellular response profile, or 

cytotoxicity profile, generated using data from RTCA testing. The profile shows 

the normalized CI values over time of CHO-K1 cells in their logarithmic growth 
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phase (i.e. prior to reaching confluency) after treatment with silver nanoparticles 

(nAg). The normalized CI values correlate to cell density on the electrodes, which 

is supported by the images taken using traditional microscopy techniques (Fig. 

1.2A-D). It has been proposed that the shape of these cellular response profiles 

may indicate the specific mechanism of toxicity caused by the introduced 

compound [21]. A similar observation was made by Xia et al. (2008) who found 

that known DNA-damaging agents had similar “kinetic signatures” (i.e. similarly-

shaped cell index curves), and that this property could be used to generate 

rationale hypotheses for further studies into the mechanism of toxicity [38].
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Figure 1.2: Cell index (CI) over time (normalized at time of cell treatment) for CHO-K1 cells exposed to silver 
nanoparticles determined using RTCA. Digital imaging microscopy images correspond to the marked time points on 
the cytotoxicity profile and show (a) untreated CHO-K1 control cells and CHO-K1 cells exposed to (b) 10 μg mL-1,     
(c) 20 μg mL-1, and (d) 40 μg mL-1 silver nanoparticles.
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Quantitative analysis of data generated during the logarithmic growth 

phase of cells is most often used to determine IC50 values. In impedance-based 

CBBs, IC50 values are defined as the treatment concentration that results in a 50% 

reduction in the impedance/resistance/CI as compared to a non-treated control at a 

specific timepoint. For risk assessment purposes, IC50 values generated using in 

vitro assays have been found to be an accurate measure for ranking the 

cytotoxicity of a compound. In addition, in vitro IC50 values determined using 

some traditional colorimetric cytotoxicity assays have been found to correlate 

with in vivo LD50 values (the dose resulting in 50% lethality of the test 

population) determined from acute toxicity tests in mammals [39]. Acute toxicity 

is often defined as the adverse effects that result almost immediately from either a 

single exposure or multiple exposures over a short period of time (<24 h) to an 

introduced compound [40]. This is in contrast to chronic toxicity, which is defined 

as the adverse effects associated with multiple exposures over a long period of 

time (months, years) [41]. Chronic toxicity testing is often performed to evaluate 

the potential oncogenecity of an introduced compound [41]. Hence, data obtained 

in vitro using impedance-based CBBs is more closely associated with acute 

toxicity, which is an important data measure for the areas of hazard identification 

and risk management.      

Because IC50 values are a standard quantitative value determined in 

traditional colorimetric assays, many impedance-based CBB cytotoxicity studies 

also report IC50 values as ECIS50 or EC50 to avoid confusion. Figure 1.3 shows a 

cytotoxicity profile and the resulting IC50 histogram generated using the data 
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from the RTCA system. Here, hourly IC50 values were determined using the CI 

values over time for each concentration of toxicant. For each timepoint, CI values 

for each treatment concentration, as seen in the cytotoxicity profile in Figure 1.3, 

were first transformed to a percent response scale (0-100%) relative to the CI of 

the untreated controls, which was defined as 100%. A sigmoidal dose-response 

curve was then generated at each timepoint after exposure, presenting percent 

response as a function of the logarithm of the treatment concentration. From these 

dose-response curves, IC50 values were derived. These values were then plotted 

over the exposure period to generate IC50 histograms, as seen in Figure 1.3.     

 

 
 
 

 
 
 
 

Figure 1.3: Cytotoxicity profile of the cell index (CI) over time (normalized at 
time of cell treatment) for an introduced toxicant generated using data from 
the RTCA system. Hourly dose-response data from the cytotoxicity profile 
was used to produce a temporal IC50 histogram, representing the hourly 
concentrations causing a 50% reduction in normalized CI compared to the 
untreated controls. 

 

1.2.3 Advantages of Impedance-based CBBs 

In vitro cytotoxicity is most commonly assessed using endpoint assays that 

rely on dye- or label-based detection of cellular responses. Most often, these 

assays measure changes in cell metabolism or cell membrane integrity through the 

addition of dyes or labels that interact with the cells or a cellular product. The 
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presence or absence of the dye or label is then quantified using colorimetric or 

fluorometric analysis. Impedance-based CBBs offer three distinct advantages over 

these traditional cytotoxicity assays, including real-time analysis, improved 

sensitivity, and dye- and label- free sample processing.  

1.2.3.1 Real-time Analysis     

Perhaps the greatest advantage of impedance-based CBBs over traditional 

cytotoxicity assays is the monitoring of cellular responses to an introduced 

toxicant in real-time. Impedance-based CBBs will monitor impedance as often as 

set by the user, on a scale of hours, minutes, or even seconds. Thus, real-time 

analysis generates far more data than traditional assays, which are limited to the 

number of pre-determined timepoints for analysis (which must be co-prepared for 

separate analysis). Furthermore, as discussed in Section 1.2.2, the real-time 

kinetic data generated is both qualitative and quantitative.  

The utility of qualitative data generated with impedance-based CBBs is 

highlighted in two separate studies, one testing sodium arsenite [As(III)] and 

another studying metal oxide nanoparticles [25, 42]. In the first study, Xing et al. 

(2005) observed a unique RTCA cytotoxicity profile for NIH 3T3 cells treated 

with As(III) that was characterized by a rapid increase in CI in the first 5 h of 

exposure, followed by a decrease in CI. This produced a characteristic ‘bump’ in 

the treatment profiles that was higher than the CI of the untreated control cells. 

Further examination allowed the authors to conclude that the rapid increase in CI 

was due to individual cells fusing together to form multinuclear cell bodies. These 

cell bodies then dissociated, producing the decrease in CI observed after 5 h 
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exposure, consistent with the induction of apoptosis. Likewise, Seiffert et al. 

(2012) observed a similarly shaped RTCA cytotoxicity profile for A549 cells 

treated with either zinc oxide or copper oxide nanoparticles. They also observed a 

transient increase in impedance above the level of the untreated control cells, 

which was then followed by a dose-dependent decrease in impedance, producing 

a similar ‘bump’ that peaked at 3 h of exposure and returned to the control 

baseline by 5.5 h exposure. The authors speculated that the transient increase in 

CI was also due to membrane changes occurring as a result of the induction of 

apoptosis. Using a traditional assay that only provides a “snap-shot” of 

cytotoxicity at discrete timepoints, such a cellular response as described in these 

studies may have been easily missed, as it only occurred for a short period of time 

(<10 h) and at the very beginning of the exposure period. This highlights the 

advantages of real-time analysis due to the mechanistic information that can be 

ascertained from dynamic response profiles of impedance over time. 

In addition to qualitative data generated from monitoring impedance over 

time, real-time quantitative data is also generated, as represented by the IC50 

histograms produced by determining hourly IC50 values over the exposure period 

(Fig. 1.3). The production of IC50 histograms using the same cells throughout the 

exposure period is a unique benefit of impedance-based CBBs over traditional 

dye-based assays, and provides the user with information that is both quantitative 

(IC50 values) and kinetic (change in IC50 values over time). Unlike traditional 

dye-based assays, where a separate cell plate must be prepared and then most 

likely destroyed for analysis at each timepoint, hourly IC50 values can easily be 



 

16 

determined with impedance-based assays without the need to sacrifice the cell 

cultures. Not only does this reduce the variability of the quantitative data 

generated, but it also provides additional information to assist in prioritization of 

compounds, such as the time at which the greatest cytotoxicity is exerted (lowest 

IC50 value) to provide dynamic cytotoxicity information. Many authors have 

reported reduced variability amongst replicates generated with impedance-based 

CBBs over traditional dye-based assays. Chen et al. (2012) found a reduced 

coefficient of variation (CV) amongst six replicate IC50 values determined using 

the RTCA for five different cigarette smoke condensates compared to replicate 

values determined using the neutral red uptake (NRU) assay [37]. Huang et al. 

(2008) also reported smaller standard deviations for IC50 values determined using 

the RTCA compared to those values determined using the dye-based acid 

phosphatase assay for quartz microparticles [43]. 

Furthermore, quantitative IC50 histograms can also be used to infer 

qualitative information regarding cytotoxicity. For example, Tarantola et al. 

(2009) examined the effects of colloidal semiconductor quantum dots (QDs) with 

a multishell coating on epithelial MDCK (type II) cells using a custom-made 

ECIS platform [44]. IC50 histograms demonstrated the biphasic nature of QD 

cytotoxicity on this cell line, as the IC50 values decreased rapidly over the first 20 

h of exposure and then plateaued for the remainder of the exposure period (20-50 

h). The authors speculated this was due to the quick uptake of the QDs by the 

cells followed by the slow release of the toxic Cd ions from the multishell 

coating. This demonstrates that both qualitative kinetic response profiles and 



 

17 

quantitative IC50 histograms generated through real-time cell analysis provide 

multiple benefits for in vitro cytotoxicity assessment.  

1.2.3.2 Sensitivity 

 The sensitivity of a cytotoxicity assay is often defined as the ability of the 

assay to detect cellular responses at low treatment doses. Sensitivity is therefore 

greatly affected by the type of cellular response the assay detects. As mentioned 

in Section 1.2.3, traditional dye- or label-based cytotoxicity assays measure 

changes in cell metabolism or cell membrane integrity. For example, the MTT or 

MTS, NRU, and trypan blue assays are all measures of cell viability, but measure 

the activity of mitochondrial dehydrogenase, lysosomal function, and the integrity 

of the cell membrane, respectively [45-47]. Hence, quantitative analysis of 

different assays can produce differing cytotoxicity values, as they measure the 

impact of a toxicant on different cellular attributes [42]. Not only does this affect 

data comparability, but it also changes the sensitivity of an assay, as it is limited 

to the examination of only a specific cellular response that the toxicant under 

investigation may not even affect [48]. Therefore, an assay that can monitor a 

wide range of cellular responses will be more likely to produce a cytotoxic ‘hit,’ 

demonstrating higher sensitivity. This is extremely important when prioritizing 

chemicals or particulates for further toxicity testing. Impedance-based CBBs have 

the distinct advantage of measuring the integrated effects of several cellular 

processes at once, such as cell adhesion, spreading, and proliferation. In turn, 

these specific cellular processes can often be influenced by other cellular 

responses, such as a loss in cell viability reducing cell proliferation.  
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The sensitivity of different assays is often compared quantitatively with 

IC50 values, as lower IC50 values indicate that cytotoxic responses were observed 

at a lower range of toxicant concentrations. Several cytotoxicity studies using 

impedance-based assays have shown comparable, if not greater, sensitivity 

compared to traditional cytotoxicity assays, as determined by IC50 values 

recorded at the same timepoint after exposure. Table 1.1 shows IC50 values 

determined using impedance-based CBBs compared with traditional cytotoxicity 

assays for various toxicants, including nanoparticles and arsenicals, reported in 

the same studies. As seen here, the impedance-based CBBs produce comparable, 

if not lower, IC50 values for the toxicants tested using traditional cytotoxicity 

assays. Chen et al. (2012) reported a linear correlation coefficient of R2=0.9878 

between IC50 values determined using the RTCA and those determined using the 

NRU assay for five different cigarette smoke condensates [37]. Likewise, Tran et 

al. (2013) reported a coefficient of R2=0.905 between the viability results they 

obtained using a custom-made ECIS platform and the MTS assay when 

examining silica nanoparticles and silica nanotubes [49]. In two separate studies, 

Tarantola and colleagues (2009, 2011) found the sensitivity of their custom-made 

ECIS platform to be either comparable to or more sensitive to the MTS assay 

when examining gold NPs and multishell coated QDs , with IC50 values 2- to 4-

fold lower when determined using ECIS [44, 50]. In their examination of gold 

NPs, they also found ECIS to be more sensitive than another label-free sensing 

platform: the quartz crystal microbalance (QCM) [50]. 
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Table 1.1: Comparative IC50 Values Between Impedance-based CBBs and Traditional Cytotoxicity Assays 

Cell Line Toxicant Time System/Assay IC50 Value Reference 
      

V79  Yellow Quantum Dots 10-20 h ECIS  5.1 µM [51] 
(fibroblastic)   NRU  1.7 µM 
      

 Green Quantum Dots 10-20 h ECIS  6.0 µM  
   NRU  2.31 µM  
      

 Orange Quantum Dots 10-20 h ECIS  3.2 µM  
   NRU  1 µM  
            
      

MDCK type II  Quantum Dots (dia = 5-6 nm) 24 h ECIS  2x1014 particles mL-1 [44] 
(epithelial) (CdSe/CdS/ZnCd/ZnS multishell)  MTS  Non-toxic to 4x1014 particles mL-1 

      

  48 h ECIS  1x1014 particles mL-1  
   MTS  190x1014 particles mL-1  
      

 Au Nanorods 24 h ECIS  1.20x1011 particles mL-1  
 (cetyl triammonium bromide-coated)  MTS  Non-toxic to 2.30x1011 particles mL-1  
      

  48 h ECIS  8.5x1010 particles mL-1  
   MTS  8.75x1010 particles mL-1  
            
      

MDCK type II Rod-shaped Au Nanoparticles 24 h ECIS  16.3 ± 0.15 µM (±SD) [50] 
   MTS  Non-toxic with tested dose-range 
   QCM  16.0 ± 0.5 µM (±SD)  
      

  48 h ECIS  1.1 ± 0.15 µM (±SD)  
   MTS  1.8 ± 0.1 µM (±SD)  
   QCM  12.0 ± 0.5 µM (±SD)  
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 Spherical Au Nanoparticles 24 h ECIS  0.2 ± 0.15 µM (±SD)  
   MTS  0.3 ± 0.1 µM (±SD)  
   QCM  1.5 ± 0.5 µM (±SD)  
      

  48 h ECIS  0.1 ± 0.15 µM (±SD)  
   MTS  0.3 ± 0.1 µM (±SD)  
   QCM  2.3 ± 0.5 µM (±SD)  
            
      

V79 CdCl2 14-24 h ECIS 3.9 ± 0.4 µM (±SD) [52] 
   NRU 3.0 ± 0.4 µM (±SD) 
      

 Na2HAsO4 14-24 h ECIS 51.0 ± 6.7 µM (±SD)  

   NRU 52.2 ± 7.7 µM (±SD)  
      

 Benzalkonium chloride 14-24 h ECIS 13.8 ± 0.5 µM (±SD)  

   NRU 15.3 ± 0.9 µM (±SD)  
            
      

SK-MES-1 Q66 (0.35-3.5 µm quartz SRM) 24 h RTCA  0.06 ± 0.01 mg mL-1 (±SD) [43] 
(lung carcinoma)   AP  0.08 ± 0.03 mg mL-1 (±SD) 
           
      

CHO-K1 Cigarette Smoke Condensate 24 h  RTCA  154.440 ± 6.641 µg mL-1 (±SD) [37] 
(non-carcinoma) A  NRU  157.875 ± 11.841 µg mL-1 (±SD) 
      

 B 24 h  RTCA  150.250 ± 8.114 µg mL-1 (±SD)  

   NRU  150.425 ± 11.131 µg mL-1 (±SD)  
      

 C 24 h  RTCA  110.630 ± 7.523 µg mL-1 (±SD)  
   NRU  120.273 ± 12.388 µg mL-1 (±SD)  
      

 D 24 h  RTCA  99.183 ± 6.050 µg mL-1 (±SD)  
   NRU  103.489 ± 11.384 µg mL-1 (±SD)  
      

 E 24 h  RTCA  91.016 ± 5.188 µg mL-1 (±SD)  
   NRU  90.746 ± 7.804 µg mL-1 (±SD)  
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SMMC-7721 CdTe Quantum Dots 24 h RTCA 51.4 nM [53] 
(human hepatocellular 
carcinoma) 

(cysteamine-capped)  MTT 35.9 nM 
     

  48 h RTCA 11.4 nM  

   MTT 17.9 nM  
      

  72 h RTCA 5.5 nM  
   MTT 11.0 nM  
      
      

NIH 3T3 Sodium Arsenite [As(III)] 24 h RTCA 8.22 ± 0.43 µM (±SD) [25] 
(mouse fibroblast)   MTT 10.51 ± 0.72 µM (±SD)  
   NRU 8.96 ± 0.37 µM (±SD)  
      

BALB/c 3T3 Sodium Arsenite [As(III)] 24 h RTCA 7.71 ± 0.27 µM (±SD)  
(mouse fibroblast)   MTT 24.6 ± 0.63 µM (±SD)  
   LDH 38.66 ± 0.87 µM (±SD)  
   NRU 7.96 ± 0.54 µM (±SD)  
      

CHO-K1 Sodium Arsenite [As(III)] 24 h RTCA 9.19 ± 0.54 µM (±SD)  
(hamster ovary)   MTT 19.02 ± 0.58 µM (±SD)  
   LDH 56.9 ± 1.15 µM (±SD)  
   NRU 11.7 ± 0.43 µM (±SD)  
      
      

BALB/3T3 Co-Micron 24 h Adcon Reader  218 ± 18 µM (±SD) [54] 
(clone A31-1-1)   MTT  220 µM  
   CFE  7 µM  
      

 Co-Nano 24 h Adcon Reader  303 ± 30 µM (±SD)  
   MTT  140 µM  
   CFE  8 µM  
      

CBBs = Cell-based Biosensors; ECIS = Electrical Cell-substrate Impedance Sensing; NRU = Neutral Red Uptake; MTS = Tetrazolium Salt Assay; QCM = Quartz Crystal 
Microbalance; SRM = Standard Reference Material; RTCA = Real-Time Cell Analysis; AP = Acid Phosphatase; MTT = Tetrazolium Salt Assay; LDH = Lactate Dehydrogenase; 
CFE = Colony Forming Efficiency  
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1.2.3.3 Dye- and Label-free Data Processing 

Dye- and label-free data processing is an important advantage over 

traditional cytotoxicity assays, as impedance-based detection is far less invasive 

to the cell itself. The addition of dyes or labels can affect the cell, possibly 

preventing accurate analysis. Furthermore, in the absence of labeling, assays also 

have the potential to be multiplexed. Once the impedance-based assay is 

complete, the cells can be further analyzed with another assay, as the cells are still 

intact with no additional chemicals present [55].  

With respect to cytotoxicity testing of nanomaterials, the dye- and label-

free analysis provided by impedance-based CBBs is particularly advantageous. 

Traditional colorimetric or fluorometric assays are often impaired by the optical 

properties of the nanomaterials, such as their ability to autofluoresce, or their light 

scattering or fluorescence quenching abilities [44]. This interference has been 

reported in several studies. Braydich-Stolle et al. (2005) found aluminum 

nanoparticles formed light-scattering cytoplasmic aggregates at low 

concentrations, preventing analysis using a spectrophotometer needed for the 

MTS assay [56]. Likewise, AshaRani et al. (2009) found that starch coated silver 

nanoparticles had high absorbance readings in the spectrophotometer even in the 

absence of cells, preventing the use of the MTS assay for cell viability analysis 

[57]. Some studies have also shown that nanomaterials can interact directly or 

indirectly with the dyes themselves, further complicating analysis. Single-walled 

carbon nanotubes have been shown to interact with dyes used in the MTT and 

WST-1 cytotoxicity assays [58, 59]. Fisichella et al. (2009) also reported that 
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mesoporous silica nanoparticles were able to accelerate the exocytosis of 

formazan crystals from HeLa cells and astrocytes, thereby interfering with the 

MTT assay [60].  

While many studies have reported particle-interference with traditional 

dye-based cytotoxicity assays, to our knowledge, no interference with impedance-

based CBBs caused by particles have been reported in the literature. Some studies 

have even shown that impedance-based CBBs have generated quantitative 

cytotoxicity data when dye-based assays failed to do so. Huang et al. (2008) 

reported that quartz microparticles interfered with the acid phosphatase (AP) 

cytotoxicity assay, particularly in the higher doses, while no interference was 

detected when using the 16-well RTCA system [43]. Likewise, Otero-Gonzalez et 

al. (2012) reported that cells had to be washed extra times prior to the addition of 

the MTT solution before an accurate spectrophotometric measurement could be 

made when analyzing ZnO nanoparticles. They reported no issues when using 

RTCA to examine cytotoxicity [61]. 

1.2.4 Limitations of Impedance-based CBBs  

Although impedance-based CBBs present many advantages over 

traditional cytotoxicity assays, there are some notable limitations of these 

techniques for routine in vitro cytotoxicity analysis. One of the main limitations 

of these assays is the cost of the instrumentation itself, and particularly the cost of 

replacing the single-use electronic plates. For example, the cost of one 96-well E-

plate purchased in a bulk package for RTCA testing is roughly 25 times the cost 

of a single standard 96-well plastic cell culture plate also purchased in bulk. 
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However, while a standard 96-well plastic cell culture plate can usually only be 

used for analysis at a single timepoint, numerous timepoints can be collected with 

a single 96-well E-plate depending on the user’s requirements.  Thus, impedance-

based CBBs can be cost effective if the data collected at multiple timepoints is 

properly utilized. 

Another significant limitation of impedance-based CBBs is the limitation 

of these assays to adherent monolayers of cells or cell lines. Although most 

vertebrate cells cultured in vitro grow as adherent monolayers, some cell types are 

nonadhesive [62]. These include many cells derived from hematopoietic stem 

cells, such as red and white blood cells, as well as leukemic, human small-cell 

lung cancer, and murine ascites tumor cells [62]. As many of these cell types 

represent important models for studying human disease, their incompatibility with 

most impedance-based CBB platforms is a significant drawback. In addition, 

some commonly used adherent cell lines, such as HepG2 cells, grow as clumps 

and rarely form a perfect monolayer [63]. Hence, not all of the cells present would 

be in direct contact with the electrodes, affecting the accurate quantitative analysis 

of the cellular response [23, 64].   

An additional potential drawback of impedance-based CBBs is the 

blended measurement of cell adhesion, spreading, and proliferation. Although this 

combined measurement can also be an advantage, as discussed previously 

(Section 1.2.3.2), impedance-based CBBs cannot distinguish the individual effects 

of each of these cellular responses on the overall measured change in 

impedance/resistance/CI. Therefore, additional assays must be performed to 
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determine the contribution of an individual effect if a specific process is under 

examination. In other words, the exact changes in impedance/resistance/CI 

measured by impedance-based CBBs cannot be correlated to specific cellular 

changes unless supporting assays are performed to reveal the contributions of 

each of those responses.   

1.3 Particle Toxicology  

Particle toxicology examines the hazards associated with particle 

exposure. Particle contaminants are distinguished as physical contaminants, as 

they have distinct toxicological properties from the often more well-studied 

chemical contaminants. Historically, particle toxicology emerged through the 

gradual examination and identification of an association between industrial 

activities and adverse human health effects caused by exposure to commercially 

important materials such as coal, asbestos, silica, and other minerals [65]. Most 

often, the people examined were those exposed occupationally, particularly in the 

mining industries. More recently, however, as industrial exposure to particles has 

been reduced due to exposure control, particle toxicology has focused on the 

study of ambient particulate matter (PM). PM is a complex mixture of organic and 

inorganic matter that is ubiquitous in our environment due to formation from both 

natural and synthetic sources. PM is classified by regulatory agencies by size, 

which is one of the most significant factors in the determination of a particles’ 

ability to penetrate the human respiratory system [66]. Epidemiological studies 

have shown a clear association between long-term and short-term exposures to 
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PM air pollution and increased mortality, with long-term exposures showing 

stronger association with mortality and greater relative risks [67]. 

Currently, interest in particle toxicology is undergoing a resurgence due to 

the increased use of nanoparticles. Nanotechnology is generally defined as the 

manipulation and application of structures, devices, or systems, on a scale ranging 

from 100 nm down to the atomic scale of approximately 0.2 nm [68]. 

Nanomaterials often exhibit novel properties compared to the same material on a 

larger scale, properties which are a direct result of their small size and/or unique 

surface chemistry. These novel properties are often what make them valuable for 

use in consumer products. The unintentional creation of nanosized particles has 

been a known by-product of anthropogenic thermo-degradation processes, such as 

combustion and automobile use, and until recently, has been the only significant 

source of human exposure to nanosized particles [69]. However, with the recent 

and rapid development of nanotechnology, nanoparticles have already been 

incorporated into thousands of consumer products [70], and have found 

applications in pharmaceuticals, personal care products, and electronics [71]. 

Furthermore, as nanomaterials are capable of being released into the environment 

throughout their lifecycle, from production to use to disposal, several studies have 

sought to not only model their release into different spheres of the environment, 

including water, soil, and air, but they have also directly measured engineered-

nanoparticles in the environment. Table 1.2 shows the various studies that have 

either estimated or calculated known concentrations of engineered nanoparticles 

in the environment. Other studies have also shown the direct environmental 
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release of nanoparticles from consumer goods, including the leaching of titanium 

dioxide nanoparticles from exterior paint on building facades into surface waters 

[72], and the release of silver nanoparticles from socks into wash water during 

laundering [73]. 
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Table 1.2: Estimated and Measured Concentrations of Nanomaterials in the Environment 

Nanomaterial Location of Study Estimated/Measured Concentrations                       Reference 
    

Carbon Nanotubes Switzerland   1.5x10-3 µg m-3 air    (Estimated) [74] 
  5x10-4 µg L-1 water   
  1x10-2 µg kg-1 soil     
    

 United Statesa
    0.5 µg kg-1 sediments    (Estimated) [75]  

  <0.5 µg kg-1 sludge treated soil   
    

 Aquatic Sediments 1.2-2000 µg kg-1 aquatic sediments   (Estimated) [76] 
     (varying parameters)   
    

 Kitchens (US) 104-105 particles m-3   (Measured) [77] 

     (Exhaust from propane and natural gas cooking stoves)   
    
    

Gold Nanoparticles United Kingdomb 0.14 µg L-1 water    (Estimated) [78]  
     (from face cream) 4.07 mg kg-1 sludge  
  5.99 µg kg-1 soil  
    

 Las Vegas, NV, USA 10 particles mL-1 wash water    (Measured) [79]  
      (Surface water consisting of urban runoff)    
        
    

Silver Nanoparticles United Kingdomb 0.010 µg L-1 water    (Estimated) [78]  
     (from biocidal coatings, shampoo, soap, toothpaste) 0.29 mg kg-1 sludge  
  0.43 µg kg-1 soil  
    

 Switzerland 1.7x10-3 µg m-3 air    (Estimated) [74]  
  0.03 µg L-1 water  
  0.02 µg kg-1 soil  
    

 United Statesa 2.1 µg kg-1 sediments    (Estimated) [75]  
  7.5 µg kg-1 sludge treated soil  
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(50 nm diameter) Las Vegas, NV 200 particles mL-1 wash water    (Measured) [79]  
      (Surface water consisting of urban runoff)    
        
    

Titanium Dioxide  United Kingdomb 24.5 µg L-1 water    (Estimated) [78]  
     (from paint and sunscreen) 701 mg kg-1 sludge  
  1030 µg kg-1 soil  
    

 Switzerland 1.5x10-3 µg m-3 air    (Estimated) [74] 
  0.7 µg L-1 water  
  0.4 µg kg-1 soil  
    

 United Statesa 0.6 mg kg-1 sediments    (Estimated) [75]  
  0.47 mg kg-1 sludge treated soil  
    

 Rhine River  ng L-1 range in water (108 particle m-3)    (Estimated) [80]  
    (Switzerland and the Netherlands) mg kg-1 range in sediment (1013 particles m-3)  
    

 Arizona (1 wastewater plant) 36 µg Ti L-1 wastewater effluent    (Measured) [81]  
 CA, CO, IA, MY, NY (8 wastewater plants) 8 - 31 µg Ti L-1 wastewater effluent  
             (average 16 ± 7 µg Ti L-1)   
    

(60 nm diameter)  Las Vegas, NV, USA 400 particles mL-1 wash water    (Measured) [79]  
(< 400 nm)      (Surface water consisting of urban runoff)    

        
    

Zinc Oxide United Kingdomb 76 µg L-1 water    (Estimated) [78]  
     (from paint, scratch resistant coatings, sunscreen) 2172 mg kg-1 sludge  
  3194 µg kg-1 soil  
    

 United Statesa 5.7 µg kg-1 sediments    (Estimated) [75] 
  22 µg kg-1 sludge treated soil  
      
    

a = predicted values for the year 2012; b = model assumes 10% market penetration 
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With such a variety of applications and a known environmental presence, 

exposure to these ultrafine particles (PM < 0.1 µm) may therefore occur via 

several routes, including inhalation, ingestion, dermal exposure, and injection 

[82]. Hence, human exposure to nanomaterials has the potential to increase 

rapidly in the near future, placing a priority on the development of high-

throughput in vitro screening tools for the safe use and development of 

nanotechnology [83]. Cytotoxicity testing of particulates is currently done using 

the traditional colorimetric or fluorometric cytotoxicity assays described 

previously (Section 1.2.3) [84]. However, as many nanomaterials have been found 

to interfere with the dyes or absorbance measurements requisite for many of these 

traditional assays [56-60], they cannot provide reliable assessment of 

nanoparticle-mediated cytotoxicity, leading to recommendations that multiple 

assays be performed to overcome any erroneous results [85]. These 

recommendations limit the utility of these assays for high-throughput assessment, 

highlighting the need to develop new technology for more efficient and reliable 

measurement of nanomaterial-mediated toxicity.  

Because of their demonstrated use in high-throughput chemical 

cytotoxicity screening to produce both qualitative and quantitative data, 

impedance-based CBBs show great promise to be implemented for in vitro 

cytotoxicity analysis of nanomaterials as well. The development of impedance-

based CBBs for use in in vitro cytotoxicity analysis will not only provide tools for 

use in the risk assessment of nanomaterials developed for consumer use, but they 

will also provide tools in environmental toxicity monitoring to assess nanoparticle 
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exposure risks as well as in pharmaceutical research to examine the utility of 

nanomaterial-altered cytotoxicity.  

1.4 Arsenic Toxicity 

Arsenic is a metalloid that occurs naturally throughout the geosphere and 

is thus ubiquitous in the environment [86]. Arsenic contamination of groundwater 

that serves as human drinking water sources is a serious public health concern, as 

chronic consumption of inorganic arsenic has been associated with skin, bladder, 

and lung cancers [87, 88], as well as several non-carcinogenic ailments such as 

skin lesions and reproductive, cardiovascular, and neurological diseases [89]. In 

humans, inorganic arsenic is enzymatically oxidized and reduced to promote 

elimination, resulting in the formation of several methylated intermediates and 

metabolites. The metabolism of inorganic arsenic is generally accepted to follow 

the pathway of As(V)  As(III)  MMA(V)  MMA(III)  DMA(V)  

DMA(III) [89-91], although alternative pathways have been proposed [92]. Figure 

1.4 shows the pathway of oxidative methylation proposed by Challenger in 1945 

[93], in comparison to the alternative pathway of non-oxidative methylation 

proposed by Hayakawa et al. in 2005 that includes the formation of glutathione-

conjugated intermediates [92]. 
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Figure 1.4: Proposed pathways of inorganic arsenic methylation in humans. The top pathway is that of oxidative 
methylation proposed by Challenger (1945) [88]. The boxed pathway below is that of non-oxidative methylation 
proposed by Hayakawa et al. (2005) [92]. 
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While it is known that the toxicity of arsenic is dependent upon the 

specific chemical species, the roles of those species in the mechanisms underlying 

observed arsenic-induced cytotoxic effects are not well understood. Several 

studies have sought to understand the cytotoxicity-induced by different species of 

arsenic. In general, MMA(III) and DMA(III) have been found to be more 

cytotoxic than the inorganic arsenicals, As(III) and As(V), which in turn are more 

cytotoxic than DMA(V) and MMA(V) [94-98]. Hence, toxicity is dependent on 

the oxidation state (trivalent vs. pentavalent) and on the degree of methylation 

(inorganic vs. monomethyl- vs. dimethyl-). Although many studies have shown 

that trivalent arsenicals are generally much more toxic than the pentavalent 

species, cytotoxicity analysis of pentavalent thiolated arsenicals has suggested the 

importance of thiol conjugation to arsenic toxicity. DMMTA(V) is a pentavalent 

thiolated arsenical that has been demonstrated to be as toxic as the trivalent 

species, As(III) and DMA(III), in human cancer cell lines [99, 100]. The trivalent 

glutathione conjugated arsenical, DMAG(III) (Fig. 1.4), has also been shown to 

be a potent cytotoxicant, with IC50 values equal to or less than those of As(III) 

[95, 101]. Hence, in addition to oxidation state and degree of methylation, recent 

research has also revealed another factor influencing arsenic cytotoxicity: thiol 

conjugation.  

Even though there is much data surrounding the cytotoxicity of individual 

arsenicals, these data were generated throughout a number of studies. These 

studies not only tested different sets of arsenic species on different cell lines, but 
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also used different assays for cytotoxicity assessment. This makes the comparison 

of the relative cytotoxicity of arsenicals very difficult. However, the application 

of new methods for analysis of arsenic-induced cytotoxicity may provide a more 

comprehensive study of and toxicity ranking for biologically significant 

arsenicals.  

Impedance-based CBBs have had demonstrated use in high-throughput 

screening of chemical cytotoxicity. As mentioned in Section 1.2, these techniques 

are popular in the pharmaceutical industry for rapid cytotoxicity analysis of 

compounds with potential pharmacologic activity [102]. Furthermore, these 

techniques are also being utilized by government regulatory agencies. For 

example, RTCA is one of the cell-based in vitro assay technologies currently 

being implemented in Tox21, a joint collaboration between US government 

agencies: the National Toxicology Program (NTP), National Institutes of Health 

Chemical Genomics Center (NCGC), and the United States Environmental 

Protection Agency (USEPA), to prioritize the vast number of environmental 

chemicals, many of which are already under heavy commercial use, for further 

toxicological testing through the development of predictive in vitro assays [38, 

103]. Hence, with their demonstrated use in HTS of chemicals within the 

pharmaceutical industry and regulatory agencies, impedance-based CBBs may be 

useful techniques for more accurate cytotoxicity ranking of biologically 

significant arsenicals.  
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1.5 Rationale and Scope of Thesis 

With the demonstrated need to develop analytical methods for use in in 

vitro cytotoxicity analysis of nanomaterials and arsenic species, my research 

objectives for this thesis were: 

1. To develop and validate a RTCA method to examine the cytotoxicity 

of nanomaterials using two well-characterized engineered 

nanoparticles, nano-silver and nano-titanium dioxide (Chapter 2); 

2. To demonstrate the application of the developed RTCA method 

toward environmental air quality monitoring by screening 

environmentally-sampled air particulates (Chapter 3); 

3. To rank the cytotoxicity of thirteen arsenic species in two human 

carcinoma cell lines using RTCA testing for a comprehensive study 

of species- and cell-dependent cytotoxicity (Chapter 4); 

4. To examine cellular uptake and arsenic conversion over time to 

identify mechanisms responsible for the observed cytotoxicity of the 

tested arsenic species (Chapter 5); and 

5. To demonstrate the application of the developed RTCA method 

toward the investigation of nanoparticle-altered cytotoxicity by 

testing the cytotoxicity of the tested arsenic species in the presence 

of oxidized single-walled carbon nanotubes (Chapter 6). 

In the final chapter of this thesis (Chapter 7), I will summarize all findings and 

discuss their significance. Future research objectives and studies will also be 

proposed. 
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Chapter 2: Development of a Real-Time Cell-electronic Sensing 
Method for Analysis of Nanoparticle-Induced Cytotoxicity∗ 

2.1 Introduction 

There are currently over 1000 nanotechnology-based consumer products 

available on the market [1]. Within the next decade, yearly global production rates 

of nanomaterials are estimated to increase over 25 times to nearly 60,000 metric 

tonnes per year [2, 3]. This dramatic increase in production and application of 

nanomaterials raises concerns about human exposure and health risks. Hence, 

developing in vitro screening tools has become a priority for the safe use and 

development of nanotechnology [4]. Current methods for assessment of 

nanoparticle cytotoxicity are dominated by end-point colorimetric assays, such as 

the MTT (3-[4,5-dimethylthiazol-2-yl]-2,5-diphenyltetrazolium bromide) and 

LDH (lactate dehydrogenase) assays [5, 6]. Although these colorimetric assays 

have been extensively validated for use in traditional cytotoxicity studies and are 

often inexpensive to perform, they are also time-consuming, requiring the 

preparation of multiple replicates for repeated analysis at each time point under 

investigation. Not only does this extra preparation limit the number of time points 

that can be examined, but it also makes high-throughput screening of numerous 

emerging materials difficult. In addition, many nanoparticles have also been 

found to cause serious interference within traditional assays, ultimately limiting 

their use in nanotoxicity testing [7-10]. This has led to the recommendation that 

more than one assay be performed to compensate for any potential interference 

                                                 
∗ A version of this chapter has been published. Moe et al. 2013. Analytica Chimica Acta. 
789: 83-90. 
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[11], further complicating the high-throughput screening potential of end-point, 

dye-based assays for nanomaterial cytotoxicity testing. 

Cell-impedance sensing techniques, such as real-time cell analysis 

(RTCA), are one possible solution to the issues encountered with the use of 

colorimetric assays for nanoparticle cytotoxicity testing. These in vitro techniques 

are based on monitoring changes in impedance generated by the adherence of cell 

lines to microelectrodes covering the bottom of microelectronic wells. This 

enables real-time monitoring of changes in cellular status without the use of labels 

or dyes, as impedance changes represent a blended measurement of changes in 

cell adhesion, proliferation, or morphology caused by exposure to an introduced 

toxicant over time. RTCA has been shown to be highly effective in the 

determination of chemical cytotoxicity [12-14], and is also one of the cell-based 

in vitro assay technologies currently being implemented by several US 

government interagency programs, including the National Toxicology Program 

(NTP), the National Institutes of Health Chemical Genomics Center (NCGC), and 

the US Environmental Protection Agency (EPA), to assess the cytotoxicity of 

environmental chemicals [15, 16]. 

A few studies have used RTCA systems to test the effects of nanoparticles 

on the anti-proliferative efficiency of chemotherapeutics [17-19], the effects of 

microscale and nanoscale silica on a murine macrophage cell line [20], the effects 

of carbon nanotubes on a human kidney epithelial cell line [21], and the effects of 

quantum dots on the viability of a human hepatocarcinoma cell line [22]. These 

studies demonstrated the use of one cell line to test a single nanomaterial. In the 
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present study, we aim to develop a 96x-RTCA method to profile two 

nanoparticles on a panel of cell lines to demonstrate cell-specific and 

nanoparticle-specific cytotoxicity. These results will provide a better 

understanding of the differential cytotoxicity of nanoparticles, which can be used 

for comparative analysis and toxicity ranking. In addition, it is important to 

demonstrate the potential advantages of the 96x-RTCA technique over traditional 

assays for screening nanoparticle cytotoxicity.  

To develop a 96x-RTCA method to quantitatively and qualitatively assess 

the cytotoxicity of nanoparticles, we used a panel of three continuous cell lines, 

including two human lung carcinoma cell lines (A549 and SK-MES-1) and a non-

tumor derived Chinese hamster ovary cell line (CHO-K1). The use of continuous 

cell lines will reduce response variability between generations of cells used for 

testing [23]. Two well-characterized nanoparticles, nano-titanium dioxide (nTiO2) 

and nano-silver (nAg) were used to assess the 96x-RTCA method. This study will 

demonstrate the potential of the 96x-RTCA platform for comprehensive testing of 

emerging nanomaterials through the determination of concentration-, time-, 

particle-, and cell-dependent toxicological relationships. Because of its real-time 

analysis capabilities, the RTCA platform provides dynamic results for the 

differentiation of cytotoxicity that traditional assays cannot provide. Taking 

advantage of the impedance-based detection of the 96x-RTCA system that 

requires limited user manipulations, we will also demonstrate its potential to 

overcome many of the difficulties encountered in nanotoxicity testing when using 

traditional dye-based assays. This developed 96x-RTCA method will assist in the 



 

 46 

prioritization of nanomaterials for further toxicological testing, which is essential 

for the protection of human health.  

2.2 Materials and Methods 

2.2.1 Cell Culture Conditions 

The A549 (CCL-185; American Type Culture Collection (ATCC), 

Manassas, VA) and SK-MES-1 (HTB-58; ATCC) cell lines were cultured in 

RPMI 1640 media (Gibco (Invitrogen), Burlington, ON, Canada). The CHO-K1 

(CCL-61; ATCC) cell line was cultured in (1:1) DMEM:F12 media (Gibco). Both 

media were supplemented with 10% fetal bovine serum (Sigma-Aldrich, Oakville, 

ON, Canada) and 1% penicillin-streptomycin (Invitrogen, Burlington, ON, 

Canada). The incubation conditions were maintained at 37 °C, 5.5% CO2, and 

90% humidity. During the study, the cells were sub-cultured twice weekly into 

standard 10 cm x 20 mm cell culture dishes (Corning Incorporated, Corning, NY) 

containing fresh media, using 0.05% trypsin-EDTA (Invitrogen) for cell 

detachment. 

2.2.2 Nanoparticles and Characterization  

Rutile titanium dioxide nanoparticles (nTiO2) were specified by the 

manufacturer as having a particle size of 10 nm x 40 nm, surface area of 130-190 

m2 g-1, and containing up to 5% (by weight) silicon dioxide as a surface coating 

[Sigma-Aldrich (637262)]. The silver nanoparticles (nAg) used were specified as 

organically-coated with a particle size of less than 100 nm and a surface area of 

5.0 m2 g-1 [Sigma-Aldrich (576832)]. The organic coating was reported to 

promote dispersion of the nAg in polar solvents.  
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To further characterize the nanoparticles, x-ray photoelectron 

spectroscopy (XPS) (Axis 165 XPS system, Kratos Analytical) was used to 

determine the elemental and functional surface composition of both nanoparticles. 

Transmission electron microscopy (TEM) was performed to confirm the shape 

and size of the nanoparticles. The nanoparticles were applied to formvar-coated 

copper TEM grids and negatively-stained with 1% phosphotungstic acid (Sigma-

Aldrich) in distilled water (pH = 7). The samples were examined with a Philips 

410 transmission electron microscope. 

To characterize the agglomeration of the nanoparticles as administered to 

the cells, the Z-average size of the nanoparticle agglomerates, at the highest 

concentration used to treat the cells, were determined using a Zetasizer (Nano-S, 

Malvern Instruments Ltd., UK). The nanoparticles were prepared as described 

below for the RTCA experiments for both DMEM:F12 and RPMI 1640 media at 

a final concentration of 160 µg mL-1 nanoparticles and 1% (v/v) dimethyl-

sulfoxide (DMSO) (Sigma-Aldrich) in media. Samples containing only 1% (v/v) 

DMSO in media were also examined to confirm there was no background 

interference caused by components within the media or solvent.  

2.2.3 RTCA Analysis  

The principles of the RTCA system (ACEA Biosciences, San Diego, CA) 

have been thoroughly described previously [12, 24]. Briefly, this platform 

consists of three main parts: the 96-well E-plate, the device station, and the 

system analyzer. The 96-well E-plate is electronically connected with the device 

station located in the CO2 incubator, which in turn is connected to the system 
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analyzer outside of the incubator. A constant electric current is applied to the 

individual microwells on the E-plate, and the change in impedance of each 

microwell at the electrode-solution interface is individually monitored in real time 

by the system analyzer at three different frequencies: 10 kHz, 25 kHz, and 50 

kHz. The measured impedance (Z) is automatically converted to its analogous 

parameter, resistance (R), via the following the equation: 

Z = R + jX     (2.1) 

where X is the reactance and j is the imaginary component. The resistance is then 

automatically converted by the RTCA software provided with the platform to the 

unitless parameter defined as Cell Index (CI), which is the signal directly 

measured using this platform. CI is calculated via the following equation: 


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where Rcell(fi) is the frequency-dependent resistance of the microelectrode when 

cells are bound and Rb(fi) is the same parameter with no cells bound, and N is the 

number of frequency points where impedance is measured (N = 3), selected by the 

instrument to maximize signal. Hence, Rcell(fi) and CI are positively correlated, so 

an increase in Rcell(fi) results in a higher CI, and a decrease in Rcell(fi) results in a 

lower CI. Increases in CI result from an increase in the number of cells adhered to 

the microelectrodes (via cell proliferation), an increase in cell adhesion, or an 

increase in cell spreading. Decreases in CI occur when the number of cells 

adhered to the microelectrodes decrease due to cell detachment, usually caused by 

cell death, or the cells adhere to the microelectrodes less fully due to 
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morphological changes. Therefore, changes in CI can represent multiple 

cytological responses to the introduced compound.  

For the RTCA experiments, cells were sub-cultured after 24 h growth and 

seeded into the wells of the 96-well E-plate at concentrations that had previously 

been calibrated to allow the cells to reach a CI of 1, indicating a confluency of 50-

60%, after 18-24 h growth. This provides a real-time control of cell status, as the 

rate of normal cell proliferation is distinct for all three cell lines. A549 cells were 

seeded at 5000 cells well-1, CHO-K1 at 6000 cells well-1, and SK-MES-1 at 

12,500 cells well-1. To determine the cytotoxicity of the nanoparticles, nTiO2 and 

nAg were dispersed in DMSO and vortexed for 2 min using a Vortex Genie 2 

(Scientific Industries, Bohemia, NY). The dispersions were then diluted with the 

respective cell culture media for each cell line to a range of nanoparticle 

concentrations between 0.078 – 160 µg mL-1. The maximum concentration of 

DMSO used was 1% (v/v) in cell culture media. Each treatment concentration of 

nAg or nTiO2 was added at a volume of 200 µL to triplicate wells after vortexing 

for 1 min. Solvent controls and non-treated controls (cell culture media) were run 

concurrently with the nanoparticle-treated cells and were also added at a volume 

of 200 µL to triplicate wells. The highest concentration of nanoparticle-treatment 

was also placed in duplicate wells with no cells present to ensure that there was 

no interference of the nanoparticles with CI measurements. After treatment, CI 

was measured at hourly intervals until the CI of non-treated control wells 

plateaued. The CI values over time of the untreated control cells were used to 

determine cell doubling times. The correlation between CI values and the number 
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of cells in a well has been reported previously, indicating its suitability for use in 

the quantitation of cell number and growth [12, 24, 25]. 

Three separate experimental runs with all corresponding negative, solvent, 

and blank controls were performed for each nanoparticle on each cell line (n = 3).  

2.2.4 Neutral Red Uptake (NRU) Assay and Cell Cycle Analysis 

To validate this RTCA method for use in IC50 determinations and for the 

examination of cellular response kinetics, we examined cell viability using the 

neutral red uptake (NRU) assay and performed cell cycle analysis using flow 

cytometry with propidium iodide staining. For the NRU assay, all three cell lines 

were seeded, grown, and treated with nTiO2 or nAg under the same conditions as 

those described above for the RTCA experiments. Cells were analyzed at 24 h and 

48 h post-exposure using a previously described protocol [26]; however, 

modifications to this protocol were made to correspond to the same conditions 

used in the RTCA assays. Namely, cells were sub-cultured from standard 10 cm x 

20 mm cell culture dishes instead of flasks before seeding into 96-well cell culture 

plates (Corning), and cells were seeded at a volume of 150 µL instead of 200 µL, 

with the same final concentrations of cells per well as seeded into the RTCA. In 

addition, a dual wavelength measurement was taken instead of a single 

wavelength measurement, with a reference wavelength of 690 nm subtracted from 

the 540 nm reference wavelength, using a microplate reader (Bio-Rad, 

Mississauga, ON, Canada).  

Cell cycle analysis of CHO-K1 cells using propidium iodide staining and 

flow cytometry was performed to corroborate a brief cytostatic response observed 
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in the sensing profiles. CHO-K1 cells were seeded into standard 10 cm x 20 mm 

cell culture dishes at concentrations that allowed for the proper confluency to be 

reached in 24 h. At that time, cells were treated with 40 µg mL-1 nTiO2 or its 

corresponding solvent control of 0.25% DMSO, so that triplicate plates were 

prepared for each treatment. After 24 h exposure, cells were washed twice with 

phosphate buffered saline (PBS; Gibco), detached using 0.05% trypsin-EDTA, 

and suspended in fresh media. Cells were twice pelleted by centrifugation at 1700 

rpm for 3 min and washed with ice-cold PBS. After pelleting again, the cells were 

gently resuspended in 1 mL ice-cold PBS. An aliquot of 0.5 mL each was 

transferred into 4.5 mL of ice-cold 70% ethanol (Commercial Alcohols, 

Brampton, ON, Canada). These cells were stored at 4 °C overnight. The next day, 

cells were twice pelleted by centrifugation at 1000 rpm for 10 min to completely 

remove all ethanol and resuspended via gentle vortexing in ice-cold PBS. The 

cells were then counted using a hemocytometer, and 1x106 – 2x106 cells were 

transferred to 12 mm x 75 mm vials (BD Biosciences; Mississauga, ON, Canada) 

containing 1 mL of propidium iodide (PI) staining solution. The PI staining 

solution was prepared fresh and consisted of 0.2 mg mL-1 RNase A (Sigma-

Aldrich), 0.1% Triton X-100 (v/v) (VWR, Edmonton, AB, Canada), and 3.3% 

(v/v) of 1 mg mL-1 PI (Sigma-Aldrich) in water, all in PBS. The cells were kept in 

the dark at room temperature for at least 30 min prior to analysis and were 

analyzed using a Becton and Dickinson FACScanTM (Mountain View, CA) and its 

accompanying CellQuestTM software. Data analysis was performed using ModFit 

LTTM software (Verity Software House, Topsham, ME).    
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2.2.5 Data Analysis 

 Analysis of data to determine viability curves, IC50 values, Mann-Whitney 

u-tests, t-tests, analysis of variance (ANOVA), and nonlinear regressions was 

performed using Prism 5.0 (Graph Pad Software Inc., San Diego, CA). IC50 

values were defined as the concentration of nanoparticle that resulted in a 50% 

reduction in normalized CI as compared to the normalized CI of non-treated 

control cells at a given time point. The nonlinear regressions of the CI values of 

the untreated control cells over time were determined by the exponential growth 

model provided by Prism 5.0, with the cell doubling time computed as the ln(2) 

over the rate constant. 

2.3 Results and Discussion 

2.3.1 Characterization of nAg and nTiO2  

Characterization of nanomaterials used for toxicity testing is essential as 

changes in size or surface characteristics can greatly affect toxicity, even for 

particles of the same chemical composition [27]. We characterized the elemental 

and functional surface composition, the shape and size, as well as agglomeration 

of nTiO2 and nAg. 

X-ray photoelectron spectroscopy (XPS) analysis of nTiO2 revealed the 

elemental surface composition consisted of Ti, O, and Si, with small amounts of 

adventitious C and N. The peaks detected in the O1s region included a main peak 

at 530.1 eV, indicating surface O atoms, and a small peak at 531.8 eV, supporting 

the presence of chemisorbed –OH group. This observation is consistent with 

previous findings of surface –OH groups in laboratory-made and in commercially 
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available nTiO2 samples [28-30]. Similarly, we used XPS to analyze the 

elemental surface composition of nAg. Our XPS analysis confirmed the elemental 

composition of the nAg as Ag, C, and O. We did not observe any signals in the 

O1s region of 528 – 530 eV, where distinct peaks are associated with silver 

oxides [31, 32]. Our analysis confirms that the surface of nAg has no detectable 

silver oxides. These results support that our sample preparation methods did not 

unintentionally oxidize the nAg surface. This protection is likely due to the 

organic surface coating of the nAg prepared by the manufacturer.    

The shapes and sizes of nTiO2 and nAg were imaged using transmission 

electron microscopy (TEM) (Figure 2.1). These images demonstrate that the 

nTiO2 are spindle-shaped, consistent with the rutile crystal form, while the 

individual particles of nAg are round in shape. The particle sizes of both 

nanoparticles were confirmed to be less than 100 nm, consistent with the 

description of the manufacturer.  

 

 

Figure 2.1: Transmission electron microscopy (TEM) images of A) nAg and 
B) nTiO2 magnified 20,000 times with a 2.85 enlargement factor. The scale 
bar is composed of five 100 nm segments (500 nm total). 
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The agglomeration of nanoparticles in cell culture media is a common 

phenomenon and the size of the agglomerates is largely dependent on the specific 

media and dispersion conditions used. The Z-average size and polydispersity 

index (PDI) for nTiO2 and nAg in the cell culture media used in our study was 

determined using a Zetasizer (Table 1.1). The Z-average size, or cumulants mean, 

is the intensity-weighted average size of particles in solution measured using 

dynamic light scattering (DLS). The PDI is a dimensionless value that quantifies 

the width of the particle size distribution and is measured on a scale of 0 

(monodisperse) to 1 (polydisperse) [33, 34]. The results in Table 2.1 clearly show 

that both nAg and nTiO2 can form agglomerates in water and in cell culture 

media with greater agglomeration in culture media than in water. These results 

also show nTiO2 having greater agglomeration than nAg. Our measurements of 

the agglomeration of both nanoparticles are comparable to the reported values in 

other studies using similar nanoparticles and dispersion techniques [34, 35].  

 

Table 2.1: Agglomeration of nAg and nTiO2 in Water and Cell Culture Media 

Dispersion Z-Average size PDI 
   

nAg   
     Distilled H2O 160 nm 0.279 
     RPMI-1640 Media with 10% FBS 410 nm 0.433 
     DMEM/F12 Media with 10% FBS 370 nm 0.730 
   
   

nTiO2   
     Distilled H2O 240 nm 0.389 
     RPMI-1640 Media with 10% FBS 650 nm 0.364 
     DMEM/F12 Media with 10% FBS 700 nm 0.313 
   

N.B. All samples contained 1% (v/v) DMSO.  
PDI = Polydispersity Index. FBS = Fetal Bovine Serum 
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2.3.2 RTCA Method Development 

 Figure 2.2 illustrates a set of typical results obtained using the 96x-RTCA 

method with CHO-K1 cells exposed to nTiO2 as an example. Figure 2.2A 

presents a real-time sensing profile representing the dynamic changes in CI 

(normalized at the time of cell treatment) for each concentration of nTiO2. At any 

given time point, as the nTiO2 concentration increases, the normalized CI 

decreases, demonstrating a concentration-dependent cytotoxic effect on CHO-K1 

cells. To quantitatively present this concentration-response effect, IC50 values 

were determined at each time point over the entire exposure period to generate a 

temporal IC50 histogram (Figure 2.2B). Dynamic changes in the IC50 values over 

time are clearly observed. During the first 12 h of exposure, the IC50 values for 

nTiO2 remain relatively high (IC50 > 200 µg mL-1) and are clearly outside of the 

tested concentration range. Although estimated, these values are included to show 

the trend of IC50 values as the cells grow. We determined the cell doubling time 

of CHO-K1 cells to be 12.8±0.8 h. Therefore, the initial 12 h of exposure is 

within the first generation of CHO-K1 cells and the cells would likely generate 

limited responses during this period. The IC50 values then decrease rapidly from 

12-24 h, reaching a plateau for the remainder of the exposure period. This is 

where the maximal cytotoxicity (lowest IC50 value) is observed. Hence, temporal 

IC50 histograms can provide quantitative “fingerprinting” of dynamic changes in 

cell responses during exposure. This is an obvious advantage over traditional 

assays. 
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Figure 2.2: Determination of nTiO2 cytotoxicity in CHO-K1 cells using RTCA: A) RTCA sensing profile of the 
normalized cell index (CI) over time for CHO-K1 cells exposed to nTiO2; B) Temporal IC50 histogram of the IC50 
values determined at each hour over the exposure period; C) RTCA sensing profile of CHO-K1 cells exposed to the 
solvent control, DMSO; D) RTCA sensing profile of nTiO2 suspensions in culture media without CHO-K1 cells present.  
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In addition to quantitative IC50 values, the RTCA real-time sensing 

profiles can provide qualitative information about dynamic cell responses to 

nTiO2. For example, during the first approximately 20 h of CHO-K1 treatment 

with nTiO2, the cytotoxic effects appear to be delayed (Figure 2.2A, Section I). 

During this section of the exposure period, the normalized CI values of all 

concentrations of nTiO2 continue to increase, albeit at different rates. However, 

after 20 h exposure (Figure 2.2A, section II), the normalized CI values begin to 

diverge, depending on the concentrations of nTiO2. The cells treated with the 

higher nTiO2
 concentrations (60, 80, and 120 µg mL-1) have decreasing 

normalized CI values over time, while the cells treated with the lower 

concentrations (5, 10, and 20 µg mL-1) have increasing normalized CI values or 

normalized CI values that plateau (40 µg mL-1) (Figure 2.2A, Section II). This 

pattern of delayed cytotoxicity is likely due to the fact that TiO2 nanoparticles do 

not produce toxic metal ions in solution [36], and so may require uptake into the 

cell prior to initiating the observed cytotoxic response. Thus, the time period in 

Section I of Figure 2.2A likely reflects the period of time needed for the nTiO2 to 

enter the cells through various endocytic pathways, which is consistent with 

previous observations [37, 38].  

The plateau in normalized CI observed for the 40 µg mL-1 nTiO2 

concentration indicates a possible cytostatic response of the CHO-K1 cells 

(Figure 2.2A, Section II). A possible explanation of this effect may be the 

induction of cell cycle arrest by nTiO2. To confirm this, we performed cell cycle 

analysis of CHO-K1 cells treated with 40 µg mL-1 nTiO2 for 24 h. Cell cycle 
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analysis using flow cytometry showed a statistically significant increase (p<0.01) 

in the number of cells in S-phase along with a statistically significant decrease 

(p<0.05) in the number of cells in the G2/M-phase in comparison to control cells 

without nanoparticle treatment (Figure 2.3). This suggests that nTiO2 induces S-

phase cell cycle arrest in CHO-K1 cells, a non-carcinogenic mammalian cell line. 

Our cell cycle arrest findings correspond with those of Wang and colleagues that 

nano-titanium dioxide caused cell cycle arrest in human lymphoblastoid cells, 

although they did not determine which phase was arrested [39]. These results also 

correspond with those of Xia and colleagues, who reported that chemicals with 

different mechanisms of cytotoxicity produce distinct kinetic profiles in the 

RTCA system [15]. Our results and those of Xia and colleagues suggest that 

RTCA profiles may provide evidence for generating rational hypotheses to direct 

further investigation of cytotoxicity mechanisms of chemicals and nanoparticles 

[15]. This technique can be a powerful tool to generate useful information as part 

of comprehensive screening projects for the environmental and human health risk 

assessment of nanomaterials. 

 
 
 

 

 
 
 
 

Figure 2.3: Percentage of CHO-K1 cells in each phase of the cell cycle after 
24 h exposure to 40 µg mL-1 nTiO2. Statistical analysis was performed using 
a two-tailed Mann-Whitney test with 95% confidence (*p<0.01, **p<0.05). 
Values are the mean ± SEM (n=9). 
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A set of controls were included in each experiment performed to support 

that the observed cytotoxic effects were nanoparticle-mediated. Because DMSO 

was used to disperse the nanoparticles in cell culture media, DMSO controls were 

included in each RTCA run. Figure 2.2C shows a typical RTCA sensing profile of 

CHO-K1 cells exposed to 0.031% to 0.75% (v/v) DMSO in cell culture media. 

The color of each DMSO concentration profile corresponds with the same color 

profile in Figure 2.2A, representing the concentration of nTiO2 and DMSO used. 

No statistically significant cytotoxic effects were observed for any DMSO 

concentration, as was confirmed by comparing the normalized CI values of the 

solvent control cells and untreated control cells at 24 h and 48 h exposure using a 

one-way ANOVA with a Dunnett’s post-test. Interactions between the particles 

and the microelectrodes (in the absence of cells) were also investigated (Figure 

2.2D). Analysis of the two highest nTiO2 concentrations did not generate a signal, 

as the CI readings of these wells remained at 0 throughout the exposure period. 

This confirms that nTiO2 and DMSO do not interfere with RTCA measurements, 

and the effects observed in Figure 2.2A are indeed nanoparticle-mediated.  

2.3.3 RTCA Screening of nTiO2 and nAg on Three Cell Lines 

Having demonstrated the application of our 96x-RTCA method toward the 

understanding of nTiO2-mediated cytotoxicity in CHO-K1 cells, we expanded the 

method to include an additional nanoparticle (nAg) and two more cell lines (A549 

and SK-MES-1). Figure 2.4 shows typical RTCA sensing profiles of nTiO2 and 

nAg in all three cell lines. The profiles clearly show both nanoparticle-dependent 

and cell-dependent cytotoxicity.
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A. nAg on A549    B. nAg on CHO-K1    C. nAg on SK-MES-1 

 

 

 

 

 

 
D. nTiO2 on A549    E. nTiO2 on CHO-K1   F. nTiO2 on SK-MES-1 

 

 
 
 
 
 

 
Figure 2.4: RTCA sensing profiles of nAg in A) A549 (x2), B) CHO-K1 (x1), and C) SK-MES-1 (x1.43) cells and nTiO2 
in D) A549 (x1.25), E) CHO-K1 (x1.67), and F) SK-MES-1 (x2.5). The cell index (CI) scales were normalized using the 
corresponding multiplication factor (in parentheses) to allow for easier visual analysis.  
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To quantitatively illustrate these relationships, we calculated the IC50 

values over the exposure period for each nanoparticle on each cell line (Figure 

2.5). Figure 2.5 clearly shows cell-dependent cytotoxicity for both nanoparticles. 

At all time points, Figures 2.5A and 2.5B show that the IC50 values for nAg are 

lower than those for nTiO2 in both the CHO-K1 and A549 cell lines, indicating 

nAg is more cytotoxic than nTiO2 to these two cell lines. This is consistent with 

previous studies, where lower IC50 values were reported for nAg than nTiO2 in 

the A549 cell line [40], the murine alveolar macrophage cell lines RAW 267.9 

[41] and RAW 267.4 [40], the human alveolar macrophage cell line THB-1 [40], 

and the rat liver cell line BRL3A [42]. Interestingly, Figure 2.5C shows that SK-

MES-1 cells have a similar sensitivity to exposure to both nAg and nTiO2, 

particularly during the first 30 h exposure. The IC50 values for SK-MES-1 cells 

exposed to nTiO2 then begin to increase over time after 30 h exposure (Figure 

2.5C), indicating that SK-MES-1 cells may be able to recover from the stress of 

nTiO2 exposure compared to A549 and CHO-K1 cells. The recovery of SK-MES-

1 cells exposed to nTiO2 may be explained by the cell doubling times we 

determined for each cell line. During the first 1-30 h exposure, the cell doubling 

time for SK-MES-1 cells was 19.6 ± 2.4 h, while the doubling times for A549 and 

CHO-K1 cells were determined to be nearly twice as fast at 11.7± 0.6 h and 12.8 

± 0.8 h, respectively. However, for the exposure period from 31-50 h, while the 

doubling time for SK-MES-1 cells remained the same at 18.6 ± 1.6 h, the 

doubling times for A549 and CHO-K1 were dramatically reduced to 46.5 ± 3.8 h 

and 52.2 ± 2.7 h, respectively. While the SK-MES-1 cells are still in their 
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logarithmic growth phase after 30 h exposure, the A549 and CHO-K1 cells appear 

to be exiting their logarithmic growth phase and may not be able to recover from 

the exposure.  

 

 
Figure 2.5: Temporal IC50 histograms for nAg and nTiO2 in A) A549, B) 
CHO-K1, and C) SK-MES-1 cells. Values are the mean ± SEM (n=3).    

 
We also observed that SK-MES-1 cells are more sensitive to both nAg and 

nTiO2 than A549 cells, as supported by the IC50 values we determined for each 

cell line. The results in Figure 2.5 demonstrate that our 96x-RTCA method can 

      

0 10 20 30 40 50
0

50

100

150

200

250
400
800

1200

nTiO2
nAg

Time (h)

IC
50

 ( µ
g 

m
L-1

)

B.   CHO-K1 

C.            SK-MES-1 

0 10 20 30 40 50
0

75
150
225
300
375
400
800

1200

nTiO2
nAg

Time (h)

IC
50

 ( µ
g 

m
L-1

)

      

0 10 20 30 40 50
0

15
30
45
60
75

100
175
250

nTiO2
nAg

Time (h)

IC
50

 ( µ
g 

m
L-1

)

A.      A549 



 

 63 

sensitively differentiate cell-dependent responses, even amongst cell lines (A549 

and SK-MES-1) derived from carcinomas of the same organ. This has 

implications for the safe use of nTiO2 in different applications, as we have 

observed that different human lung cell lines can have different sensitivities to the 

same nanomaterials. In addition, the greater sensitivity of the SK-MES-1 cell line 

to nanoparticles may serve as a more sensitive model for screening nanomaterial 

cytotoxicity. 

The establishment of concentration-, time-, particle-, and cell-dependent 

relationships using a single platform demonstrates the screening potential of 

RTCA toward the cytotoxicity evaluation of emerging nanomaterials. The 

identification of these relationships facilitates the determination of which 

nanomaterials pose the greater human health hazard and should be prioritized for 

further toxicological testing, particularly in in vivo systems.  

2.3.4 IC50 Validation using the Neutral Red Uptake (NRU) Assay 

To validate the IC50 values determined using our 96x-RTCA method, we 

also determined IC50 values of nTiO2 and nAg using the neutral red update 

(NRU) assay, as the NRU assay is one of the recommended assays by the 

National Institutes of Health (NIH) and the National Institute of Environmental 

Health Sciences (NIEHS) for determining the basal cytotoxicity of substances 

with unknown toxicity when used with the NIH:3T3 cell line [43]. The NRU 

assay has also been shown to achieve good correlation with IC50 values 

determined using RTCA in chemical cytotoxicity studies [12, 13]. Table 2.2 

presents the IC50 values of nAg and nTiO2 determined using both assays for the 
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three cell lines at 24 h and 48 h exposure. At the same time points, the IC50 values 

of nAg obtained using the RTCA method were not statistically different from 

those obtained using the NRU assay, as determined using a two-tailed t-test with 

95% confidence. The 24 h IC50 value for nAg in the A549 cell line determined by 

RTCA (67 ± 16 µg mL-1 in Table 2.2) is also in agreement with a reported value 

of 106 µg mL-1 determined using a formazan dye assay with a similarly-sized 

silver nanoparticle [44].  

 

Table 2.2: IC50 Values at 24 h and 48 h Post-exposure Determined Using the 
RTCA and NRU Assays for nAg and nTiO2 in Three Cell Lines 

  nAg  nTiO2 
Cell line  RTCA*            NRU*                         RTCA                                   NRU              

A549 
24 h 67 ± 16 67 ± 18  195 ± 60 AI 
48 h 39 ± 10 30 ± 7  179 ± 60 AI 

CHO-K1 
24 h 14 ± 5 5 ± 1  53 ± 8 AI 
48 h 18 ± 3 9 ± 2  32 ± 1 AI 

SK-MES-1 
24 h 12 ± 3 17 ± 2  15 ± 2 AI 
48 h 7 ± 1 10 ± 1  21 ± 3 AI 

Values are the mean ± SEM in µg mL-1 (n=3) 
* = values not statistically different (two-tailed t-test with 95% confidence)  
AI = assay interference  

 
 

This 96x-RTCA method easily determined IC50 values for the three cell 

lines exposed to nTiO2 at a given time (Figure 2.5). The NRU assay, however, 

could not determine IC50 values for nTiO2 (Table 2.2) because of interference 

with the absorbance measurements. We observed that suspensions of nTiO2 in 

lysis buffer in the absence of cells had strong absorbance at 540 nm, regardless of 

whether neutral red dye was present or not (data not shown). Interference of 

nanoparticles with traditional dye-based assays is often observed. Studies have 
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reported interference caused by aluminum nanoparticles [7] and starch-coated 

silver nanoparticles [10]. Single-walled carbon nanotubes have been shown to 

interfere with the dyes requisite to the MTT, NRU, adenylate kinase (AK) release, 

and interleukin-8 (IL-8) measurement assays [8, 9]. These results further 

demonstrate the advantages of our 96x-RTCA method over traditional 

colorimetric assays in the examination of nanoparticle-mediated cytotoxicity.  

2.4 Conclusions 

This study has developed and demonstrated the application of a 96x-

RTCA method for testing of nanoparticles on three cell lines, showing the 

promise of this technique for implementation in high-throughput screening of 

nanoparticle-mediated cytotoxicity. Real-time analysis provided multiple data 

showing concentration-, time-, particle-, and cell-dependent nanoparticle-

mediated cytotoxicity, as represented qualitatively with RTCA sensing profiles 

and quantitatively with temporal IC50 histograms. The dynamic results 

differentiate the particle-dependent and cell-dependent sensitivity of nAg and 

nTiO2. In the present study, the results clearly show that the CHO-K1 cell line is 

less sensitive to nTiO2 than the SK-MES-1 cell line, but there is little difference 

in the sensitivity of the two cell lines to nAg. The A549 cell line was the least 

sensitive to either nanoparticle. The cytostatic response visible in the RTCA 

sensing profile of CHO-K1 cells was correlated with the effect of nTiO2 on the 

cell cycle: nTiO2-induced cell cycle arrest at S-phase in CHO-K1 cells. This 

indicates that RTCA profiles can reveal different cellular responses, directing 

further studies into mode of action of a nanoparticle using other cell biology tools. 
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The 96x-RTCA method does not suffer inferences from nTiO2 and can determine 

IC50 values for this nanoparticle, whereas the traditional NRU assay cannot 

measure these values due to severe interference from these nanoparticles. This is a 

unique advantage of RTCA over colorimetric assays. Although this study used a 

panel of three cell lines using nAg and nTiO2 as examples, the method can be 

used for different adherent cell lines and other nanomaterials. This technique will 

be useful as a screening tool for initial assessment of the potential cytotoxic 

effects of nanomaterials to direct further toxicological testing. 
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Chapter 3: Application of Developed RTCA Method for 
Environmental Air Quality Monitoring∗ 

3.1 Introduction 

While humans may be able to survive days without food or water, most 

humans would survive no longer than a few minutes without air. The average 

person breathes around 11 m3 of air each day, or about 115 L every 15 min [1]. 

Thus, the inhalation pathway has historically played an important role in the 

uptake of chemical and physical environmental contaminants, and the need to 

monitor potential human health hazards in air has become an important issue in 

environmental toxicity monitoring. Traditionally, the assessment of 

environmental air pollution has been done via two complementary approaches: 1) 

physicochemical analysis and 2) bioassay-based analysis [2].  

Physicochemical analysis is often based on extensive analytical testing 

using a suite of analytical techniques that can sensitively and accurately identify 

the specific components within an environmentally-sampled air sample (mixture) 

to determine potential human health hazards. Not only is this process necessary 

for regulatory compliance monitoring, but it is also useful for providing 

information needed to establish environmental remediation measures. While it has 

demonstrated advantages, physicochemical analyses are often tedious, expensive, 

and inefficient. This inefficiency is highlighted when it comes to identifying the 

human health hazards associated with exposure to the mixture, as it produces little 

information on the bioavailability of the sample or the toxicity of the whole 
                                                 
∗ A version of this chapter has been accepted for publication. Moe et al. July 15, 2013. 
Encyclopedia of Analytical Chemistry. 
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sample due to the focus on the component parts. Therefore, the complementary 

approach of bioassay-based analysis is important for overcoming these limitations 

[2]. Using a bioassay, such as real-time cell analysis (RTCA), allows for the 

analysis of the toxicity of the sample as a whole, gaining a better understanding of 

any potential toxic effects of any components in the sample. Furthermore, it also 

allows for the evaluation of the bioavailable fraction of the sample, which is the 

most important from a human health perspective for understanding the hazards 

associated with exposure to particulate matter (PM). 

Concerns over the human health and environmental impacts of PM have 

long been recognized. As such, PM has been under surveillance and/or regulation 

in the US and Canada for over 40 years [3, 4]. PM10 and PM2.5 are the two size 

fractions of particulates currently regulated in North America (Table 3.1). The 

coarse fraction, PM10, is defined as particles with an aerodynamic diameter 

between 2.5 and 10 µm, and corresponds to the fraction that penetrates beyond the 

larynx into the thoracic region [5, 6]. The fine fraction, PM2.5, consists of 

particles with an aerodynamic diameter of 2.5 µm or less, and corresponds to the 

fraction that can penetrate the unciliated airways of the alveolar region [5, 6]. 

Hence, the regulatory distinction between the two classes is significant because 

PM2.5 poses the greater human health hazard due to its ability to penetrate the 

gas-exchange region of the lungs. This distinction is further supported by 

epidemiological studies [7-9]. A third fraction of particulates that is relevant from 

a human health perspective is PM0.1, which is defined as particulates less than 

0.1 µm (100 nm) in size, termed ultrafine particles (or nanoparticles). While they 
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are not regulated as a separate class (but are regulated within PM2.5), ultrafine 

particles have been demonstrated to have high biological activity [10]. In rodent 

models, these particles are capable of not only penetrating the gas-exchange 

region of the lungs and entering the cardiovascular system, but they were also 

shown to enter directly into the brain by trans-synaptic transport after inhalation 

[11]. Thus, with increasing use and release of engineered nanomaterials into the 

environment, enviornmental toxicity monitoring of ultrafine particles (PM0.1) is 

an important task in the near future for the protection of human health. 

 

Table 3.1: Ambient Air Quality Standards for PM in North America 

  Annuala 24 hb Reference 
     

Existing Standards     
     

     United States     
 NAAQS PM10 - 150 µg m-3 * [12] 

 PM2.5 12 µg m-3 35 µg m-3  
     

     Canada     
CWS PM2.5 - 30 µg m-3 [13] 

       

     

Proposed Standards     
     

     Canada     
CAAQS for 2015 PM2.5 10 µg m-3 28 µg m-3 [14] 

     

CAAQS for 2020 PM2.5 8.8 µg m-3 27 µg m-3 [14] 
          

NAAQS = National Ambient Air Quality Standard; CWS = Canada-wide 
Standard; CAAQS=Canadian Ambient Air Quality Standard 
a = Annual average concentration, averaged over three years; b = Annual 98th percentile of the 
daily 24 h average concentrations, averaged over three years (for PM2.5); * = Not to be 
exceeded more than once per year, averaged over three years 

 

Several studies have investigated the use of cell-based biosensors (CBBs) 

that rely on impedance detection for use in bioassay-based analysis of 

environmental particulate samples, demonstrating the usefulness of these 
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techniques for analysis of environmental particulates. In Huang et al., the 16-x 

RTCA system was used to screen and rank the cytotoxicity of four different 

particulate standard reference materials (SRMs), including two quartz SRMs (Q66 

and Q70), a SRM for urban dust (SRM 1649a), and a SRM for diesel exhaust 

particles (DEP) (SRM 2975) (2008) [15]. Likewise, Chen et al. used the 96-x 

RTCA system to rank the cytotoxicity of cigarette smoke condensate (CSC) 

collected from five different cigarettes in a single cell line (2012) [16]. CSC is the 

particulate fraction of cigarette smoke, and is a highly complex mixture consisting 

of nicotine, tar, PAHs, and numerous other chemicals. While these studies 

demonstrated the efficacy of RTCA platforms as tools for toxicity ranking of 

environmentally-relevant particulates, they did not demonstrate the ability of the 

platform for use in cytotoxicity screening of particulate samples collected directly 

from the environment (environmentally-sampled particulates). The examination 

of environmentally-sampled PM has been demonstrated in two studies from Wang 

et al., who examined the cytotoxicity of PM collected from the Ft. McHenry 

Tunnel (Baltimore, MD) on a human pulmonary artery endothelial cell line using 

an electrical cell-substrate impedance sensing (ECIS) platform [17, 18]. Although 

these two studies demonstrated the use of impedance-based CBBs for cytotoxicity 

analysis of environmentally-sampled PM, the authors here only used the ECIS 

system to look specifically at the effects of the single PM sample to 

transendothelial electrical resistance (TER), not as a cytotoxicity ranking tool. 

Hence, this chapter will demonstrate the use of our 96-x RTCA method developed 
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in Chapter 2 for use as a cytotoxicity ranking tool for PM sampled directly from 

the environment.   

To develop our 96x-RTCA method to quantitatively and qualitatively 

assess the cytotoxicity of environmentally-sampled particulates, we screened two 

different samples of PM: 1) size-fractionated coal fly ash (CFA) and 2) air 

particulates extracted from PM2.5 air quality monitoring filters. Because the lungs 

are a target organ for PM toxicity, we chose the two human lung carcinoma cell 

lines, A549 and SK-MES-1, as sensing probes. These two cell lines demonstrated 

adequate sensitivity to particle exposure with low experimental variability, as 

determined using our 96x-RTCA method developed in Chapter 2. This study will 

expand the method developed in Chapter 2 to further demonstrate its potential 

application to air quality monitoring. I will use this method to demonstrate the 

determination of concentration-, time-, particle-, and cell-dependent toxicological 

relationships for comprehensive cytotoxicity screening and prioritization of PM 

for in vivo and mechanistic toxicological studies.  

3.2 Materials and Methods 

3.2.1 Cell Culture Conditions 

The A549 (CCL-185; American Type Culture Collection (ATCC), 

Manassas, VA) and SK-MES-1 (HTB-58; ATCC) cell lines were cultured in 

RPMI 1640 media (Gibco (Invitrogen), Burlington, ON, Canada). Media was 

supplemented with 10% fetal bovine serum (Sigma-Aldrich, Oakville, ON, 

Canada) and 1% penicillin-streptomycin (Invitrogen, Burlington, ON, Canada). 

The incubation conditions were maintained at 37 °C, 5.5% CO2, and 90% 
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humidity. During the study, the cells were sub-cultured twice weekly into 

standard 10 cm x 20 mm cell culture dishes (Corning Incorporated, Corning, NY) 

containing fresh media, using 0.05% trypsin-EDTA (Invitrogen) for cell 

detachment. 

3.2.2 Particulate Matter (PM) Preparation 

3.2.2.1 Coal Fly Ash (CFA) 

Coal fly ash (CFA) that was collected from a coal burning power plant in 

China and size-fractionated into three different size fractions was kindly provided 

by Dr. Chungang Yuan of the School of Environmental Sciences and 

Engineering, North China Electric Power University. Particles greater than 10 µm 

in size were designated as PM10, those between 10 µm and 2.5 µm in size as 

PM10-2.5, and particles less than 2.5 µm were designated as PM2.5. The CFA 

was massed and sterilized with 70% ethanol (Commercial Alcohols, Brampton, 

ON, Canada) using methods previously published in the literature to prevent the 

loss of significant amounts of the ethanol soluble fraction [19]. For every 1.5 mg 

of PM, 10 µL of 70% ethanol was added to each sample. Samples were then dried 

in a vacuum dessicator (Desi-VacTM, Fisher Scientific, Nepean, ON, Canada), 

allowing the ethanol soluble fraction to settle back into the sample tube.  

3.2.2.2 Concentrated Air Particulates (CAPs)  

 PM2.5 teflo membrane air filters [47 mm, 2 µm] (Pall Life Sciences, Port 

Washington, NY) used to collect PM over a 24 h period in Essex, Ontario were 

kindly provided by Dr. Ewa Dabek-Zlotorzynska of the Air Quality Research 

Division at Environment Canada (EC). The filters were massed pre- and post-
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collection by EC, and we assumed a 100% mass recovery after extraction (1056 

µg). Using methods described in the literature [20, 21], the filters were cut into 

small pieces and placed directly into cell culture media. The filter pieces were 

then sonicated for 20 min in a water sonicator (Fisher Scientific, Nepean, ON, 

Canada) to release the PM from the filter. Post-sonication, the filter pieces were 

removed with forceps and the extracted particulates in media were referred to as 

concentrated air particulates (CAPs). The CAPs were then ready for immediate 

use in RTCA analysis. Blank filters, identical to the ones used for collection, were 

prepared in the same manner and at the same time as the sample filter and were 

used as the negative controls.  

3.2.3 RTCA Analysis 

For the RTCA experiments, cells were sub-cultured after 24 h growth and 

seeded into the wells of the 96-well E-plate at concentrations that had previously 

been calibrated to allow the cells to reach a CI of 1, indicating a confluency of 50-

60%, after 18-24 h growth. A549 cells were seeded at 5000 cells well-1 and SK-

MES-1 at 12,500 cells well-1. The day of treatment, the sterile CFA PM samples 

were suspended in culture media (stock). These CFA stock solutions were then 

placed into a water sonicator (Fisher Scientific) for 20 min to disperse the 

particles in the media. CFA stock solutions were then serially-diluted in cell 

culture media to produce a concentration range from 1 µg mL-1 to 20 mg mL-1.  

Freshly extracted CAPs in culture media were serially-diluted to produce a 

treatment range of 3.13-400 µg mL-1. To compare the cytotoxicity of the CAPs to 

well-characterized particulates, two standard reference materials (SRMs) were 
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selected to run concurrently with the CAPs: 1) SRM Q66 (BCR® certified 

Reference Material), quartz particles with average particle diameter of 0.35-3.5 

µm (Sigma-Aldrich, Oakville, ON, Canada) and 2) SRM1649a, an urban dust 

standard reference material (National Institute of Standards and Technology, 

Gaithersburg, MD). SRM1649a was suspended in methanol prior to dilution in 

cell culture media resulting in a final concentration of 0.1% (v/v) methanol in 

media (stock). Q66 was suspended directly into cell culture media (stock). These 

stock solutions of SRM1649a and Q66 were then sonicated in the water sonicator 

for 20 min before being serially-diluted in culture media to produce a treatment 

range of 6.25-200 µg mL-1.   

Each treatment concentration of PM was added at a volume of 200 µL to 

triplicate wells after vortexing for 1 min. Solvent controls (for SRM1649a) and 

non-treated controls (cell culture media) were run concurrently with the PM-

treated cells and were also added at a volume of 200 µL to triplicate wells. 

Another 200 µL of each treatment concentration of PM was also placed into a 

single well with no cells present to ensure that there was no interference of the 

particulates with CI measurements. After treatment, CI was measured at hourly 

intervals until the CI of non-treated control wells plateaued.  

3.2.4 Neutral Red Uptake (NRU) Assay 

To confirm our IC50 values determined using our RTCA method, we 

examined cell viability using the neutral red uptake (NRU) assay. For this assay, 

both cell lines were seeded, grown, and treated with one of the three CFA PM 

fractions under the same conditions as those described above for the RTCA 
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experiments. Cells were analyzed at 24 h post-exposure using a previously 

described protocol [22]; however, modifications to this protocol were made to 

correspond to the same conditions used in the RTCA assays. Namely, cells were 

sub-cultured from standard 10 cm x 20 mm cell culture dishes instead of flasks 

before seeding into 96-well cell culture plates (Corning), and cells were seeded at 

a volume of 150 µL instead of 200 µL, with the same final concentrations of cells 

per well as seeded into the RTCA. In addition, a dual wavelength measurement 

was taken instead of a single wavelength measurement, with a reference 

wavelength of 690 nm subtracted from the 540 nm reference wavelength, using a 

microplate reader (Bio-Rad, Mississauga, ON, Canada).  

3.2.5 Data Analysis 

Analysis of data to determine viability curves, IC50 values, and t-tests was 

performed using Prism 5.0 (Graph Pad Software Inc., San Diego, CA). IC50 

values were defined as the concentration of PM that resulted in a 50% reduction 

in normalized CI as compared to the normalized CI of non-treated control cells at 

a given timepoint.  

3.3 Results and Discussion 

3.3.1 RTCA Analysis of Size-fractionated Coal Fly Ash (CFA) 

CFA is a by-product of coal combustion resulting from the incomplete 

conversion of coal to gas during the combustion process. CFA is one of several 

solid byproducts that remain after combustion, which are collectively referred to 

as coal combustion residues (CCRs) [23]. CFA is the predominant component of 

CCRs formed (62%), while other significant components include flue gas 
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desulfurization materials (19%) and bottom ash and boiler slag (18%) (Figure 3.1) 

[23]. While the specific composition of CFA depends on the type of coal that is 

burned, the principle components of CFA are silica, alumina, ferrous oxide, and 

calcium oxide [24], but CFA also contains several trace elements, of which As, B, 

Cr, Mo, and Se are of greatest concern from an environmental perspective [25]. 
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Figure 3.1: Production of coal combustion residues (CCRs) in a coal-powered plant. The CCRs are depicted in gray 
boxes. Adapted from the USGS Fact Sheet 076-01 (2001) [26].  
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Figure 3.2 shows the cytotoxicity profiles of A549 cells exposed to PM10 

(Fig. 3.2A), PM10-2.5 (Fig. 3.2B), and PM2.5 (Fig. 3.2C). There is a clear dose-

response in each profile, supported by the increase in normalized CI that occurs as 

the concentration of PM decreases. This is observed in the cells treated with each 

fraction of PM CFA.  
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Figure 3.2: RTCA cytotoxicity profiles of the normalized cell index (CI) over 
time for A549 cells exposed to A) PM10, B) PM10-2.5 (x1.5), and C) PM2.5 
(x1.5) coal fly ash (CFA). The CI scales were normalized using the 
multiplication factor (in parentheses) for easier visual analysis. 
 

Figure 3.3 shows the RTCA cytotoxicity profiles for SK-MES-1 cells 

exposed to the three size fractions of CFA PM. Similar to the A549 profiles in 
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Figure 3.2, there is also a clear dose-response in the profiles for all three fractions 

of CFA PM.  

   A.  
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Figure 3.3: RTCA cytotoxicity profiles of the normalized cell index (CI) over 
time for SK-MES-1 cells exposed to A) PM10 (x1.2), B) PM10-2.5, and C) 
PM2.5 coal fly ash (CFA). The CI scales were normalized using the 
multiplication factor (in parentheses) for easier visual analysis. 
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electrodes. This interference is constant, and produces low CI readings (<0.5) 

throughout the exposure period in wells without cells present. The ACEA 

software built-in to the RTCA system calculates the normalized CI via the 

following equation:  

N

X

X
t

t
t CI

CI
NCI =           (1)   

where NCItx is the normalized cell index at a given time (denoted as time tX), CItx 

is the cell index at time tX, and CItN is the cell index at the normalization time tN 

(the time of cell treatment), all defined within a single well. To compensate for 

the interference of the PM on the electrodes, corrected normalized CI values were 

recalculated by subtracting the CI generated by the PM in the blank wells from 

the CI generated in the treated wells of the same PM concentration at the same 

time point via the following equation: 

N

XX

X
t

tt
t CI

CIBlankCI
NCICorrected

−
=        (2) 

where Blank CItx is the cell index generated by the PM in blank wells without 

cells present at time tx. The corrected normalized CI values were then used to 

determine the IC50 values for each fraction of CFA PM on each cell line over the 

entire exposure period. To the best of our knowledge, this is the first report to 

demonstrate background correction can be used to reduce interference of any type 

of material with the RTCA system, based on a thorough search of the literature. 

Here I have demonstrated the means to overcome the interference to generate 

more accurate data by including blanks and subtracting out the background CI 
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readings. This can be used to reduce the background in the RTCA method for PM 

analysis.   

A. 
 
 
 
 
 
 
 
 
 
B.                

 
 
 
 
 
 
 
 
 
 
Figure 3.4: RTCA profiles of the cell index over time showing the 
interference of high concentrations of A) PM10 and B) PM10-2.5 and PM2.5 
coal fly ash (CFA) on the RTCA electrodes in the absence of cells. 
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A.                    B.  

 
 
 
 
 
 
 
 

 

Figure 3.5: Temporal IC50 histograms of the hourly IC50 values (µg mL-1 ± 
SEM) over the exposure period for A) A549 and B) SK-MES-1 cells exposed 
to the three size fractions of CFA: PM10, PM10-2.5, and PM2.5. 
 

While the IC50 values for the PM10-2.5 and PM2.5 fractions are clearly 

lower than the values determined for the PM10 fraction, Figure 3.6 shows that the 
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1, while a concentration of only 1 mg mL-1 of PM2.5 was needed to cause the 

same loss of normalized CI (Fig. 3.2). A similar trend in SK-MES-1 cells is also 

visible, with a complete loss of normalized CI (zero) caused by 1 mg mL-1 of 

PM10-2.5 compared to only 150 µg mL-1 of PM2.5 necessary to produce the same 

response (Fig. 3.3). It is hypothesized that this observation is due to the number of 
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particles present in each treatment concentration. The three fractions of CFA are 

compared on a mass per volume basis, not a particle per volume basis. Hence, 

wells treated with 1 mg mL-1 PM2.5 would contain many more particles than a 

well treated with the same concentration of PM10-2.5, which would in turn have 

more particles than wells treated with 1 mg mL-1 PM10. Thus, it is likely that the 

number of particles present in each well is responsible for the observed 

differences in dose kinetics at the higher treatment concentrations. The smaller the 

size fraction of CFA, the lower the concentration needed to overwhelm the cells 

and their ability to maintain homeostasis.   

 
 
 
 
 
 
 
 
 
 
 

Figure 3.6: Temporal IC50 histograms of the hourly IC50 values (µg mL-1 ± 
SEM) over the entire exposure period for A) A549 and B) SK-MES-1 cells 
exposed to the two smaller size fractions of CFA: PM10-2.5 and PM2.5. 
 

3.3.2 NRU Analysis of Size-fractionated CFA 

The NRU assay was once again attempted to corroborate the IC50 values 

determined using our RTCA method, but interference of the PM with the assay 

made it unsuitable for IC50 determinations. We found that the large concentrations 

of CFA PM made the accurate determination of these values impossible. As the 

NRU assay requires the cells to be washed prior to lysing and analysis in order to 
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remove any extracellular neutral red dye from the wells, we found that washing 

could not remove all the excess PM from the wells without causing the loss of the 

adherent cells, particularly in wells treated with concentrations of CFA greater 

than 1 mg mL-1. The presence of the excess PM in the wells then interfered with 

spectrophotometric analysis by generating false absorbance readings.  

This demonstrates another benefit of our RTCA method for the 

cytotoxicity analysis of particulates, as no washing steps or absorbance 

measurements are required for analysis. While we have shown that these 

particulates can cause some interference with our RTCA method, we also found 

that this interference could easily be corrected for with proper blanks controls. 

This could potentially also be done with the NRU assay to subtract out the 

background interference, but the loss of cells due to excess washing cannot be 

corrected for. 

3.3.3 RTCA Analysis of Filter-collected Particulate Matter 

  Due to the limited sample size of the PM2.5 air quality monitoring filters 

and the subsequent extracted CAPs, we chose to screen only a single cell line, 

SK-MES-1, as it has been shown previously to be highly sensitive to particulate 

exposure [15]. In addition to the CAPs, we also screened the two particulate 

standard reference materials, Q66 and SRM1649a, in the same experiments. Q66 

is certified to contain quartz particles with an average size distribution between 

0.35-3.5 µm. SRM 1649a is certified for 120 chemicals, including 44+ PAHs, 29 

PCB congeners, chlorinated pesticides, and inorganic constituents. Both are well-

characterized and their toxicological properties have been studied extensively. 



 

 88 

Thus, they will serve as excellent comparisons for the cytotoxicity ranking of the 

CAPs. Figure 3.7 shows the RTCA cytotoxicity profiles for SK-MES-1 cells 

treated with CAPs (Fig. 3.7A), Q66 (Fig. 3.7B), and SRM1649a (Fig. 3.7C). 

There is a clear concentration-dependent response of these cells to all three types 

of PM.  
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Figure 3.7: RTCA cytotoxicity profiles of the normalized cell index over time 
for SK-MES-1 cells exposed to A) concentrated air particulates (CAPs) 
extracted from a PM2.5 air quality monitoring filter (a 100% mass recovery 
was assumed), B) quartz standard reference material, Q66, and C) urban 
dust standard reference material, SRM 1649a. 
 

We also determined the hourly IC50 values over the exposure period of the 

CAPs, as seen in Figure 3.8. These values are compared to the hourly IC50 values 

over time determined for Q66 and SRM1649a, with values for 24 h, 48 h, and 72 

h exposure for all three PM included for easier comparison. The IC50 values for 

the CAPs were clearly higher than the values for the two SRMs over the entire 
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exposure period, indicating that the CAPs extracted from the PM2.5 filter were 

less cytotoxic to the SK-MES-1 cells. 

    

 
 

 
 
 
 
 
 
 
 
 

IC50 Values: 24 h 48 h 72 h 
CAPs 102 µg mL-1 60 µg mL-1 83 µg mL-1 

Q66 26 µg mL-1 25 µg mL-1 35 µg mL-1 

SRM1649a 8 µg mL-1 11 µg mL-1 34 µg mL-1 

 

Figure 3.8: Temporal IC50 histograms of the hourly IC50 values (in µg mL-1) 
over the exposure period for SK-MES-1 cells exposed to CAPs, quartz 
standard reference material, Q66, and an urban dust standard reference 
material, SRM1649a. Values are the mean ± SEM. The tabulated 24, 48, and 
72 h IC50 values for all three PM are included. 

 

3.4 Conclusions 

This demonstrates the ability of our 96-x RTCA method to examine the 

cytotoxicity of complex mixtures of particulate matter collected directly from the 

environment. While the PM selected for this study were not exclusively ultrafine, 

our method was able to distinguish size-dependent cytotoxicity, which is an 

important factor when assessing nanoparticles. Furthermore, it also overcame 

interference due to large concentrations of particulates on the RTCA electrodes, a 

problem that could not be overcome in the NRU assay. It also shows the utility of 
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this instrumentation to be used for environmental toxicity monitoring, as the 

RTCA was able to rank the toxicity of the CAPs sample compared to two well-

studied and characterized SRMs. Using this technique, the hazards associated 

with exposure to the air in the area in which these PM were collected can be 

identified and prioritized for further testing. Hence, our RTCA method is a 

valuable tool for use in environmental toxicity monitoring for the protection of 

human health. 
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Chapter 4: Profiling Cytotoxicity of Thirteen Arsenic Species for 
Toxicity Ranking 

4.1 Introduction 

In humans, inorganic arsenic is enzymatically oxidized and reduced to 

promote elimination, resulting in the formation of several methylated 

intermediates and metabolites. The metabolism of inorganic arsenic is generally 

accepted to follow the pathway of As(V)  As(III)  MMA(V)  MMA(III)  

DMA(V)  DMA(III) [1-3], although alternative pathways have been proposed 

[4]. Previously, the process of inorganic arsenic methylation was thought to be a 

detoxifying pathway. However, as toxicity testing of trivalent arsenic metabolites 

was conducted, it was found that these species were much more toxic than any of 

the pentavalent species and were either equally or more cytotoxic than As(III) [5-

7]. Furthermore, these trivalent species were then discovered in human urine as a 

direct metabolite resulting from ingestion of inorganic arsenic, further 

demonstrating that this pathway is not a detoxifying one [1, 8].  

Four As metabolites, MMA(III), DMA(III), MMA(V), and DMA(V) have 

been repeatedly identified in human urine, and their toxicities have been studied 

using different assays. These are methylated arsenic metabolites containing 

oxygen. Several thio-arsenic metabolites have also been proposed or identified 

using improved analytical techniques. One of the S-arsenic metabolites that has 

been proposed is dimethylarsenic glutathione [DMAG(III)] [4]. It has been 

hypothesized that DMAG(III) plays a key role in the transport of methylated 

arsenic species from the liver to the bloodstream [9]. Another class of thiol-
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containing arsenicals has been discovered in human urine [10] after first being 

identified as a metabolite in seaweed-fed sheep [11]. These pentavalent S-arsenic 

species include dimethylmonothioarsinate [DMMTA(V)], dimethyldithioarsinate 

[DMDTA(V)], and monomethylmonothioarsonate [MMMTA(V)], which have all 

been detected as metabolites in human or animal urine [10-12]. 

Monomethyltrithioarsonate [MMTTA(V)] is another thiol-containing pentavalent 

metabolite, but it has only been found as a metabolite of anaerobic microbiota in 

vitro [13].  

While inorganic arsenic and its metabolites are often considered the most 

important from a human health perspective, other organoarsenic species (that are 

either naturally occurring or synthesized in a laboratory for industrial/consumer 

use) have become topics of recent research interest. One naturally occurring 

organoarsenic species that has recently been discovered is Arsenicin A. Isolated 

from the organic extract of a marine sponge, Arsenicin A is the first polyarsenical 

found in nature [14, 15]. While it has previously been shown to be a potent 

fungicide and bactericide in human pathogenic strains [14], the cytotoxicity of 

this novel arsenic species in human cell lines has not been demonstrated.  

Two pentavalent arsenic species that have become heavily used in the 

poultry production industry are roxarsone (3-nitro-4-hydroxyphenylarsonic acid) 

and p-arsanilic acid (4-aminobenzenearsenic acid). As feed additives for broiler 

chickens, roxarsone and p-arsanilic acid not only improve feed efficiency, 

allowing for faster weight gain, but also help control intestinal coccidial parasites, 

preventing coccidiosis [16, 17]. However, while roxarsone has been approved for 
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use by the US Food and Drug Administration (FDA) since 1944 [17], little is 

known about the toxicity of these species of arsenic, not only in poultry, but in 

humans as well.  

Another arsenic species that is used heavily in laboratory research as a 

known inhibitor in various biochemical reactions to elucidate toxicity 

mechanisms is phenylarsine oxide [PAO(III)]. This trivalent organoarsenic 

species is not naturally-occurring, but it is found in the environment at sites 

contaminated with chemical warfare agents, as it is a degradation product of the 

chemical warfare agent, diphenylarsine dichloride (also known as Pfiffikus) [18]. 

Studies have shown PAO(III) to be a potent cytotoxicant [19].  

The toxicity of arsenic is dependent upon its chemical species, however, 

the mechanism of action and toxicity and the roles of specific metabolites or 

intermediates are poorly understood. The available toxicity data has been obtained 

using various assays on different cell lines. The species-dependent toxicity and 

variations in different assays make it difficult to compare the toxicity of different 

arsenic species. To address this issue, we propose to develop a real-time cell 

analysis (RTCA) method for uniform testing of the cytotoxicity of thirteen 

different arsenic species. RTCA is an impedance-based detection technique that 

can simultaneously perform 96 in vitro tests of cytotoxicity. This technique has 

been used by the US National Toxicology Program, the US EPA, and other 

regulatory agencies for high-throughput screening of chemical cytotoxicity [20, 

21]. The RTCA technique is label- and dye-free, resulting in less interference. It 

provides continuous monitoring, revealing more dynamic and complete cytotoxic 
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response information. The features of high-throughput and accurate cytotoxicity 

data make RTCA a desirable tool for prioritizing chemicals for surveillance and 

regulatory consideration. In addition, as some arsenicals do have therapeutic uses, 

as with the treatment of acute promyelocytic leukemia (APL) with arsenic 

trioxide [19] and refractory solid tumors with DMAG(III) (alternate names: S-

dimethylarsino-glutathione, ZIO-101, and darinaparsin) , understanding the 

cytotoxicity of various arsenic species may direct its exploitation for further 

therapeutic investigation. This will be of particular importance in later chapters of 

this thesis, as we will investigate the changes in cytotoxicity of these species due 

to the presence of nanoparticles (Chapter 6).  

4.2 Materials and Methods 

4.2.1 Cell Culture Conditions 

Because our objective is to quantitatively rank the cytotoxicity of thirteen 

arsenic species, we chose to use continuous cell lines in order to reduce response 

variability between generations of cells used for testing. We selected a human 

lung carcinoma cell line and a human bladder cancer cell line for testing, as the 

lungs and bladder are target organs for arsenic toxicity. The human lung 

carcinoma cell line, A549, (CCL-185; American Type Culture Collection 

(ATCC), Manassas, VA) was cultured in RPMI 1640 media (Gibco (Invitrogen), 

Burlington, ON, Canada). The human bladder carcinoma cell line, T24, (HTB-4; 

ATCC) was cultured in McCoy’s 5A modified media (ATCC). The human 

hepatocellular carcinoma cell line, HepG2, (HB-8065; ATCC) was cultured in 

EMEM (ATCC). All media were supplemented with 10% fetal bovine serum 
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(Sigma-Aldrich, Oakville, ON, Canada) and 1% penicillin-streptomycin 

(Invitrogen, Burlington, ON, Canada). The incubation conditions were maintained 

at 37 °C, 5% CO2, and 90% humidity. During the study, the cells were sub-

cultured twice weekly into standard 10 cm x 20 mm cell culture dishes (Corning 

Incorporated, Corning, NY) containing fresh media, using 0.05% trypsin-EDTA 

(Invitrogen) for cell detachment. 

4.2.2 Arsenic Solution Preparation 

Solutions of As(III) and As(V) in deionized (DI) water were prepared 

from commercially available sodium arsenite and sodium arsenate (Sigma 

Chemical Co., St. Louis, MO). Solutions of MMA(III) in DI water were prepared 

from synthesized standards of methyldiiodoarsine [MMA(III)] [22, 23] and 

methylarsine oxide [MAO(III)] [24], and the solution of DMA(III) in DI water 

was prepared from a synthesized standard of dimethyliodoarsine [25]. Solutions 

of DMAG(III), DMMTA(V), MMTTA(V), and DMDTA(V) in DI water were 

also prepared from synthesized standards prepared in our laboratory. DMAG(III) 

solutions also contained 2% methanol (Fisher Scientific, Nepean, ON, Canada). 

Synthesized Arsenicin A stock was graciously provided by Dr. William Cullen at 

the University of British Columbia and contained 4% methanol. Solutions of 

PAO(III), roxarsone, and p-arsanilic acid in DI water were also prepared from 

commercially available standards (Sigma Chemical Co.). PAO(III) solutions 

contained 2% methanol, and p-arsanilic acid solutions contained up to 10% 

methanol (Fisher Scientific). Table 4.1 presents a list of all the above arsenic 

species, along with their chemical structure. Solutions were sterilized via filtration 
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(0.22 µm) and the final concentration of arsenic in each solution was calibrated 

using HPLC coupled with ICP-MS (Agilent Technologies, Japan). As(III), As(V), 

Arsenicin A, and PAO(III) solutions were stored at 4 °C until use. Roxarsone and 

p-arsanilic acid solutions re-precipitate in DI water at 4 °C over time and had to 

be used within a week of preparation. All remaining arsenic solutions are unstable 

at 4 °C and had to be prepared fresh the day of treatment. 
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Table 4.1: Structures of Thirteen Arsenic Species Profiled 

Arsenic Species Abbrev. Structure 

Arsenite As(III) 
 

Methylarsine oxide MAO(III)  

Dimethylarsenic glutathione DMAG(III) 
 

Phenylarsine oxide PAO(III) 
 

Monomethylarsonous acid MMA(III) 
 

Dimethylarsinous acid DMA(III) 
 

Arsenicin A AA  

Arsenate As(V) 
 

Monomethyltrithioarsonate MMTTA(V) 
 

Dimethylmonothioarsinate DMMTA(V) 
 

Dimethyldithioarsinate DMDTA(V) 
 

3-nitro-4-
hydroxyphenylarsonic acid Roxarsone 

 

4-aminobenzenearsenic acid p-Arsanilic Acid 
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4.2.3 RTCA Analysis   

Cells were seeded into 96-well or 16-well E-plates of the 96x- or 16x-

RTCA systems (ACEA Biosciences, San Diego, CA) at pre-calibrated 

concentrations that allowed for a Cell Index (CI) of 1, indicating 50-60% 

confluency, to be reached between 18-24 h after seeding. A549 cells were seeded 

at 4000-4500 cells well-1, T24 cells at 3500-4000 cells well-1, and HepG2 cells at 

17,500-20,000 cells well-1. When a CI of 1 was reached, the arsenic solutions 

described above were serially diluted in the respective media of the A549 and T24 

cell lines to achieve the proper dose range for quantitative analysis. The HepG2 

cell line was treated with As(III) and Arsenicin A only. 200 µL of each treatment 

concentration was added to triplicate wells. Negative controls (untreated media) 

and solvent controls (methanol) were also added when necessary at a volume of 

200 µL to triplicate wells. After treatment, CI was measured at hourly intervals 

for at least 72 h post-exposure. At least three separate experimental runs with all 

corresponding negative and solvent controls were performed for each arsenic 

species on each cell line (n ≥ 3).  

4.2.4 Data Analysis 

Analysis of data to determine IC50 values over time was performed using 

Prism 5.0 (Graph Pad Software Inc., San Diego, CA). IC50 values were defined as 

the concentration of arsenic species that resulted in a 50% reduction in normalized 

CI as compared to the normalized CI of non-treated control cells at a given 

timepoint. 
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4.3 Results and Discussion 

4.3.1 Inorganic Arsenicals 

We first demonstrate the RTCA method for profiling the inorganic 

arsenicals, As(V) and As(III). Figure 4.1 shows the RTCA profiles of A549 cells 

(Fig. 4.1A) and T24 cells (Fig. 4.1B) responding to the exposure of As(V). Figure 

4.1 clearly shows the dose-dependent and cell-dependent cytotoxicity of As(V). 

As the dose response for As(V) in T24 cells was in the µM range (20-500 µM) 

and in the mM range (1-5 mM) for A549 cells, it is clear that T24 cells are more 

sensitive to As(V) than A549. 

 

A. 
 
 
 

 
 
 
 
 
 
B. 

 
 

 

 
 
 
 
 
Figure 4.1: RTCA cytotoxicity profiles of the normalized cell index (CI) over 
time for A) A549 and B) T24 (x1.67) cells exposed to As(V). The CI scales 
were normalized using the multiplication factor (in parentheses) for easier 
visual analysis.  
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When treated with As(III), the A549 and T24 cells responded with the 

same trend as As(V), as shown in Figure 4.2. Dose-dependent cytotoxicity was 

observed for A549 cells between 40-250 µM (Fig. 4.2A) and for T24 cells 

between 1-75 µM (Fig. 4.2B). To further demonstrate cell-dependent cytotoxic 

response, Figure 4.2 also shows the RTCA cytotoxicity profile of HepG2 cells 

responding to As(III) (Fig. 4.2C). Comparing the shapes of the profiles in each of 

the three cell lines, HepG2 cells are clearly different from those of the A549 and 

T24 cells. This indicates that HepG2 cells respond to As(III) through different 

processes. Xing et al. reported a similarly-shaped RTCA profile for NIH 3T3 cells 

treated with As(III). They found As(III)-induced cell fusion resulted in an 

increase in CI at the beginning of exposure and was followed by cell dissociation 

resulting in the complete loss of CI, consistent with the induction of apoptosis 

[26]. Thus, Figure 4.2 also demonstrates the need for testing different cell lines 

for comprehensive profiling of arsenic toxicity, as cellular responses can vary 

significantly across cell lines. 
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Figure 4.2: RTCA cytotoxicity profiles of the normalized cell index (CI) over 
time for A) A549, B) T24 (x1.11), and C) HepG2 (x2) cells exposed to As(III). 
The CI scales were normalized using the multiplication factor (in 
parentheses) for easier visual analysis.  
 

 
To quantitatively compare the cytotoxicity of As(III) and As(V), we 

generated IC50 histograms (in µM ± SEM) (Figure 4.3) from the data shown in 

Figures 4.1 and 4.2. This is a unique feature of RTCA cytotoxicity profiling, as it 

provides real-time response and high-throughput generation of cytotoxicity data 

for comparison. Figure 4.3 clearly shows that As(III) is much more cytotoxic than 

As(V) in both cell lines. This is consistent with the results reported in the previous 
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studies that As(III) was more cytotoxic than As(V) when examined in the same 

cell line [7, 19, 27, 28]. Tables 4.2 and 4.3 present the IC50 values for As(III) and 

As(V) in both cell lines after 24 h and 48 h exposure. Our 24 h IC50 value of 74.2 

± 4.1 µM for As(III) in the A549 cell line was in good agreement with reported 

literature values of around 100 µM for the same cell line, as determined using 

MTT and cell counting assays [29, 30]. 

 
A.  B. 
   
   
          
 
 
 
 
 
 
 
 
 

Figure 4.3: Temporal IC50 histograms of the hourly IC50 values (µM ± SEM) 
for A) A549 and B) T24 cells exposed to the inorganic arsenicals, As(V) and 
As(III). 
 

The examination of the inorganic arsenicals highlights the benefits of real-

time analysis provided by the RTCA assay. The RTCA cytotoxicity profiles 

provide qualitative kinetic information that indicates differences in cell-response 

patterns across cell lines and quantitative IC50 values over the exposure period. In 

addition, the high-throughput capabilities of this assay allow for simultaneous 

examination of several cell lines. 
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Table 4.2: IC50 Values (µM ± SEM) for all Arsenic Species on A549 

  24 h 48 h 

PAO(III) 0.70 ± 0.09 0.87 ± 0.11 

Arsenicin A  7.3 ± 0.43 8.5 ± 0.25 

MAO(III) 12.0 ± 1.7 14.5 ± 2.2 

MMA(III) 13.6 ± 2.5 16.6 ± 2.9 

DMA(III) 14.1 ± 2.2 17.1 ± 3.3 

DMAG(III) 23.0 ± 1.3 29.2 ± 3.4 

DMMTA(V) 20.5 ± 4.5 21.0 ± 6.6 

As(III) 74.2 ± 4.1 67.1 ± 3.1 

MMTTA(V) 600 ± 79 280 ± 22 

As(V) 1400 ± 130 1100 ± 93 

DMDTA(V) 4300 ± 3000 230 ± 74 

Roxarsone 9300 ± 1600 9300 ± 1200 

p-Arsanilic Acid Not Toxic Not Toxic 
 
 
 

Table 4.3: IC50 Values (µM ± SEM) for all Arsenic Species on T24 

  24 h 48 h 

PAO(III) 0.076 ± 0.0038 0.11 ± 0.0063 

MAO(III) 1.2 ± 0.36 1.1 ± 0.19 

MMA(III) 1.9 ± 0.10 2.2 ± 0.17 

Arsenicin A  3.6 ± 0.24 3.6 ± 0.36 

DMAG(III) 5.2 ± 1.1 4.8 ± 1.1 

DMA(III) 5.2 ± 1.3 4.9 ± 1.4 

DMMTA(V) 6.4 ± 1.4 7.6 ± 1.7 

As(III) 6.9 ± 0.52 5.2 ± 1.0 

MMTTA(V) 24.6 ± 2.5 28.8 ± 4.9 

As(V) 85.0 ± 6.5 80.1 ± 7.7 

DMDTA(V) 342 ± 95 63 ± 13 

p-Arsanilic Acid 6300 ± 3200 7200 ± 1900 

Roxarsone 6800 ± 740 6400 ± 620 
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4.3.2 Arsenic Metabolites 

Having demonstrated the RTCA assay for profiling the cytotoxicity of the 

inorganic arsenicals, As(V) and As(III), we then examined the methylated As(III) 

metabolites, MAO(III), MMA(III), and DMA(III). Figure 4.4 shows the real-time 

response profiles of A549 (A-C) and T24 (D-F) cells generated using data from 

RTCA. MAO(III) and MMA(III) both dissociate to form the same 

monomethylarsonous acid species in solution. Hence, their effects on cells are 

expected to be similar. This is clearly observed in the RTCA profiles of MAO(III) 

(Fig. 4.4A and D) and MMA(III) (Fig. 4.4B and E), where both the curve shape 

and the slopes of initial responses are similar in both cell lines. Both A549 and 

T24 cells exposed to DMA(III) show similar response profiles (Fig. 4.4C and F). 

However, the response profiles of both cell lines to DMA(III) are noticeably 

different from those of MAO(III) and MMA(III). In Figure 4.4C, when A549 

cells are exposed to DMA(III) at the doses of 7.5 µM and 10 µM, the response 

curves have a step-wise shape. The step-wise shape is also apparent in Figure 

4.4F when T24 cells are exposed to DMA(III) at doses between 5-7 µM. The 

step-wise shape is not observed in the response profiles of A549 and T24 cells 

exposed to MAO(III) or MMA(III). The step-wise response may be explained by 

a chemical response caused by the conversion of DMA(III) in solution over time. 

Further research is warranted to elucidate the mechanisms of the step-wise 

cellular response observed, as it could be due to chemical (e.g. species conversion 

over time) or biological effects (e.g. cell cycle arrest). 
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A. MAO(III) on A549     B. MMA(III) on A549     C. DMA(III) on A549 

 

 

 

 

 
D. MAO(III) on T24      E. MMA(III) on T24     F. DMA(III) on T24 

 

 

 
 
 

 
 

Figure 4.4: RTCA cytotoxicity profiles of the normalized cell index over time for A549 cells exposed to A) MAO(III),  
B) MMA(III), and C) DMA(III), and T24 cells exposed to D) MAO(III) (x1.56), E) MMA(III) (x2.33), and F) DMA(III) 
(x1.56). The CI scales were normalized using the multiplication factor (in parentheses) for easier visual analysis.  

 
 

    

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14 Control

20 µM
17.5 µM
15 µM
13.5 µM
11 µM
10 µM
1 µM

Time (h)

N
or

m
al

iz
ed

 C
el

l I
nd

ex

    

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14
Control

30 µM
18 µM
15 µM
12 µM
10 µM
8 µM
1 µM

Time (h)

N
or

m
al

iz
ed

 C
el

l I
nd

ex

    

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14
Control

30 µM
25 µM
20 µM
15 µM
10 µM
7.5 µM
1 µM

Time (h)

N
or

m
al

iz
ed

 C
el

l I
nd

ex

          

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14
Control

5 µM
3.5 µM
3 µM
2.5 µM
2 µM
1.5 µM
0.25 µM

Time (h)

N
o

rm
al

iz
ed

 C
el

l I
n

d
ex

          

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14
Control

4 µM
2.5 µM
2.2 µM
2 µM
1.8 µM
1.6 µM
0.5 µM

Time (h)

N
or

m
al

iz
ed

 C
el

l I
nd

ex

          

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14
Control

15 µM
8 µM
7 µM
6.5 µM
6 µM
5 µM
1 µM

Time (h)

N
or

m
al

iz
ed

 C
el

l I
nd

ex



 

109 

To quantitatively compare the toxicity of these three trivalent arsenic 

metabolites with that of the inorganic arsenicals, we generated the temporal IC50 

histograms from the response profiles. Figure 4.5 shows the hourly IC50 values 

over the exposure period for the three metabolites, MAO(III), MMA(III), and 

DMA(III), and the inorganic arsenicals, As(III) and As(V). In A549 cells (Fig. 

4.5A), the IC50 values of MAO(III), MMA(III), and DMA(III) over time have 

similar toxicity. The 24 h and 48 h IC50 values for these species (Table 4.2) 

support this. However, T24 cells responding to these arsenic metabolites (Fig. 

4.5B) show a difference in temporal IC50 histograms. The IC50 values for 

MAO(III) and MMA(III) are similar, but they are significantly lower than those 

of DMA(III). The temporal IC50 values of DMA(III) begin to overlap with those 

of the inorganic arsenical, As(III), after 24 h exposure. Table 4.3 presents the 24 h 

and 48 h IC50 values of these species on T24 cells. Our data rank the toxicity of 

these species as MAO(III) ≈ MMA(III) ≈ DMA(III) > As(III) >> As(V) in A549 

cells and MAO(III) > MMA(III) > DMA(III) ≥ As(III) >> As(V) in T24 cells. 

Our results support the trend reported in the literature that trivalent methylated 

arsenic metabolites are more cytotoxic than the inorganic species in human cells 

[5-7]. 
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A.               B. 

 

 

 

 
 
 

Figure 4.5: Temporal IC50 histograms of the hourly IC50 values (µM ± SEM) 
for A) A549 and B) T24 cells exposed to the inorganic arsenicals, As(V) and 
As(III), in comparison to the trivalent arsenic metabolites, MAO(III), 
MMA(III), and DMA(III). 
 
 
4.3.3 Thiolated Arsenic Metabolites 

Figure 4.6 shows RTCA cytotoxicity profiles for A549 (Fig. 4.6A) and 

T24 cells (Fig. 4.6B) exposed to the thiolated trivalent arsenic species, 

DMAG(III). Interestingly, the profile shape for this species in both cell lines is 

very similar to the profile shapes of DMA(III) in both cell lines (Fig. 4.4C and F). 

Here, that step-wise profile shape is again clearly visible in the doses between 10-

25 µM in A549 cells and 2.5-5 µM in T24 cells. These profiles suggest that either 

DMAG(III) may convert to DMA(III) in media, or that dimethylated trivalent 

arsenicals may have a similar mode of action in these two cell lines which is 

specific to the dimethylated nature of the arsenic species. 
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A. 

 

 

 

 
 
 
B. 

 
 
 
 
 
 
 
 
 
 

Figure 4.6: RTCA cytotoxicity profiles of the normalized cell index over time 
for A) A549 (x1.5) and B) T24 cells exposed to the trivalent thiolated arsenic 
species, DMAG (III). The CI scales were normalized using the multiplication 
factor (in parentheses) for easier visual analysis.  
 

Figure 4.7 compares temporal IC50 values of the two dimethylated 

trivalent arsenicals, DMAG(III) and DMA(III), with those of As(III). In A549 

cells (Fig. 4.7A), the cytotoxicity of these species clearly rank as DMA(III) > 

DMAG(III) > As(III). However, in T24 cells, the temporal IC50 values for 

DMA(III) and DMAG(III) almost fully overlap, supporting that DMAG(III) and 

DMA(III) have similar cytotoxicity to T24 cells. In A549 cells, the dimethylated 

trivalent metabolites are much more toxic than As(III), but in T24 cells, the three 

trivalent species are equally cytotoxic. This trend is consistent with the previous 

report that the cytotoxicity of DMAG(III) was similar to that of As(III) in most of 

the tested cell lines [7].  
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A.                    B. 

 

 

 

 
 
 

 
Figure 4.7: Temporal IC50 histograms showing the hourly IC50 values (µM ± 
SEM) over the exposure period for A) A549 and B) T24 cells exposed to the 
trivalent inorganic arsenical, As(III), in comparison to the dimethylated 
trivalent arsenic species, DMA(III) and DMAG(III). 

 
Figure 4.8 presents the RTCA cytotoxicity profiles for the pentavalent 

thiolated arsenic metabolites, MMTTA(V), DMMTA(V), and DMDTA(V) in 

A549 (A-C) and T24 (D-F) cells. Here, several interesting compound-dependent 

cellular responses are clearly visible. When examining the MMTTA(V) RTCA 

profiles (Fig. 4.8A and D), a similar profile shape characterized by an increasing 

CI that rapidly drops to zero can be seen in most of the concentrations tested in 

both cell lines. The time of CI drop is inversely correlated with dose, so as the 

dose increases, the time for the CI drop becomes earlier. 
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A. MMTTA(V) on A549     B. DMMTA(V) on A549     C. DMDTA(V) on A549 

 

 

 

 

 
D. MMTTA(V) on T24      E. DMMTA(V) on T24      F. DMDTA(V) on T24 

 

 

 
 
 
 

 
Figure 4.8: RTCA cytotoxicity profiles of the normalized cell index over time for A549 cells exposed to A) MMTTA(V),                    
B) DMMTA(V), and C) DMDTA(V) (x1.43) and T24 cells exposed to D) MMTTA(V) (x1.33), E) DMMTA(V) (x2), and 
F)DMDTA(V) (x2.5). The CI scales were normalized using the multiplication factor (in parentheses) for easier visual analysis.  
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For both cell lines exposed to the dimethlyated pentavalent arsenical, 

DMMTA(V) (Fig. 4.8B and E), we again see the step-wise profile shape that we 

saw earlier in the trivalent dimethylated arsenic metabolites (Fig. 4.4C, 4.4F, 4.6). 

In A549 cells (Fig. 4.8B), this step-wise profile shape is clearly seen with the 

doses between 25-30 µM, while in T24 cells, it is seen with doses between 5-7 

µM (Fig. 4.8E). Thus, our hypothesis from above regarding a unique mode of 

action of dimethylated arsenicals must be modified to not only include trivalent 

dimethylated arsenic species, but also pentavelent dimethylated arsenic species as 

well. However, when examining the profile shapes for DMDTA(V) in A549 cells 

(Fig. 4.8C), this trend does not seem as clear. While the other dimethylated 

arsenic metabolites appeared to have an ascending step-wise pattern in A549 

cells, DMDTA(V) appears to have a descending step-wise pattern in this cell line, 

as is most clearly visible in the treatment dose of 7.5 mM DMDTA(V). Again, 

while these unique profile shapes may be the result of a specific biological effect, 

they may also be a result of a change in the chemical speciation of arsenic present 

over time, or even a combination of both.  

To quantitatively assess the relationship between these pentavalent 

arsenicals, we generated IC50 histograms, as can be found in Figure 4.9. 

DMMTA(V) is clearly the most cytotoxic of the pentavalent species examined, 

and this result has been shown in the literature [31]. Another interesting result 

from Figure 4.9 is the noticeable decrease in IC50 values that occurs over time for 

both MMTTA(V) and DMDTA(V). This corresponds with what was seen in the 

RTCA cytotoxicity profiles for these species (Fig. 4.8), but the significance of the 
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decrease appears to point more toward a chemical conversion of the arsenic 

present in solution or within the cell. These species may convert to the less toxic 

pentavalent arsenicals, MMA(V) and DMA(V), which in turn can be reduced 

within the cell to the more toxic trivalent arsenicals, MMA(III) and DMA(III). 

This further supports the necessity to test arsenic conversion over time using 

HPLC-ICP-MS analysis. 

 
A.                   B. 
 

 

 

 
 
 
 
 

Figure 4.9: Temporal IC50 histograms of the hourly IC50 values (µM ± SEM) 
for A) A549 and B) T24 cells exposed to the pentavalent inorganic arsenical, 
As(V), in comparison to the pentavalent arsenic metabolites, MMTTA(V), 
DMMTA(V), and DMDTA(V). 
 

4.3.4 Non-metabolite Organoarsenicals 

Figure 4.10 shows the RTCA cytotoxicity profiles for A549 (Fig. 4.10A), 

T24 (Fig. 4.10B), and HepG2 (Fig. 4.10C) cells exposed to the non-metabolite 

polyarsenical, Arsenicin A. This data presents the first known in vitro human 

toxicity data collected on this unique arsenical. It is interesting to note that the 

profile shapes seen here in Figure 4.10 appear to mimic the profile shapes for 

each cell line exposed to As(III), as seen in Figure 4.2. This is particularly clear 

for HepG2 cells, where the profile shape for many of the concentrations in Figure 
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4.10C exhibit the same transient increase in CI during the initial hours of 

exposure, which is then followed by a decrease in CI, producing a characteristic 

“bump” in the profiles. Further investigation is needed to characterize this 

response.   

A. 
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Figure 4.10: RTCA cytotoxicity profiles of the normalized cell index over 
time for A) A549, B) T24, and C) HepG2 cells exposed to Arsenicin A. 
 

To quantify the concentration-response observed in Figure 4.10, IC50 

histograms were generated, as seen in Figure 4.11. Arsenicin A had significantly 

lower IC50 values in the A549 and HepG2 cell lines compared to As(III) over the 
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entire exposure period, indicating that Arsenicin A (Fig. 4.11A) is considerably 

more cytotoxic than As(III) (Fig. 4.11B) in these cell lines. However, in the T24 

cell line, the IC50 values for Arsenicin A were only slightly lower than those for 

As(III). Of the cell lines, T24 was the most sensitive to As(III), while HepG2 was 

slightly more sensitive to Arsenicin A than T24. A549 was the least sensitive to 

both species. The enhanced cytotoxicity of Arsenicin A in comparison to As(III) 

indicates it may have potential use in cancer therapy, as it was highly cytotoxic to 

a broad range of human carcinoma cell lines. Thus, further investigation into the 

mechanisms of biological activity of this novel arsenic species is warranted.   

 

A.                 B. 
 

 

 

 
 
 
Figure 4.11: Temporal IC50 histograms showing the hourly IC50 values (µM 
± SEM) over the exposure period for A549, T24, and HepG2 cells exposed to 
A) Arsenicin A and B) the trivalent inorganic arsenical, As(III). 
 

 
Figure 4.12 show the RTCA cytotoxicity profiles for A549 and T24 cells 

exposed to the pentavalent organoarsenicals, roxarsone and p-arsanilic acid. The 

profiles for A549 (Fig. 4.12A) and T24 (Fig. 4.12C) cells exposed to roxarsone 

show a unique pattern that is characterized by increasing CI over time (albeit at 

different rates for each concentration), followed by an abrupt crash in CI to 0, 

where the higher the concentration, the earlier the time at which the crash occurs. 

However, the crash observed in A549 cells (Fig. 4.12A) appears to be much more 
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abrupt than in T24 cells (Fig. 4.12B). This seems to indicate a change in 

speciation of the two pentavalent organoarsenicals over time, again indicating the 

necessity of testing arsenic conversion over time using HPLC-ICP-MS analysis. 

T24 cells also appear to have a similar response to p-arsanilic acid (Fig. 4.12D), 

with the same wide curve of increasing and then decreasing CI. A549 cells, 

however, exhibited little response to the tested concentration range of p-arsanilic 

acid (Fig. 4.12B). 
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A. Roxarsone on A549      B. p-Arsanilic Acid on A549 
 
 
 
 
 
 
 
 
 
 
C. Roxarsone on T24      D. p-Arsanilic Acid on T24 
 
 
 
 
 
 

 

 
Figure 4.12: RTCA cytotoxicity profiles of the normalized cell index over time for A549 cells exposed to A) roxarsone (x1.5) and  
B) p-arsanilic acid (x1.2) and T24 cells exposed to C) roxarsone and D) p-arsanilic acid. The CI scales were normalized using the 
multiplication factor (in parentheses) for easier visual analysis.  
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The final arsenic species we investigated was the trivalent 

organoarsenical, PAO(III). Figure 4.13 shows the RTCA cytotoxicity profiles for 

A549 (Fig. 4.13A) and T24 (Fig. 4.13B) cells exposed to PAO(III). 

 
A. 
 
 
 

 
     
 
 
 

 
 
 B. 

 
 
 
 
 
 
 
 
 

 
Figure 4.13: RTCA cytotoxicity profiles of the normalized cell index over 
time for A) A549 and B) T24 (x1.43) cells exposed to the trivalent 
organoarsenical, PAO(III). The CI scales were normalized using the 
multiplication factor (in parentheses) for easier visual analysis.  
  

As is clear from the concentration range screened in each cell line, 

PAO(III) is a highly potent cytotoxicant, with a clear dose-response in the nM 

range. To quantitate this response, IC50 values over time were determined using 

the data in Figure 4.13. To illustrate the significant gap in IC50 values that were 

determined amongst the thirteen screened species of arsenic, Figure 4.14 shows 

the IC50 values over time for the most potent cytotoxicant tested, PAO(III), 
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compared with inorganic As(III), and the low toxicity pentavalent 

organoarsenical, roxarsone, in both the A549 (Fig. 4.14A) and T24 (Fig. 4.14B) 

cell lines. Figure 4.14A in particular demonstrates this range, as the IC50 values 

for roxarsone are in the mM range, while the values for As(III) are in the µM, and 

the values for PAO(III) are in the nM range. Hence, Figure 4.14 clearly 

demonstrates that arsenic toxicity is strongly dependent upon the chemical 

species. This is further supported by the 24 h and 48 h IC50 values we determined 

for all thirteen species in A549 (Table 4.2) and T24 (Table 4.3) cells. The species 

are listed in each table based on increasing 24 h IC50 values.  

 
A.              B. 
 
 
 
 
 
 
 
 
 

 
 

Figure 4.14: Temporal IC50 histograms of the hourly IC50 values (µM ± 
SEM) for A) A549 and B) T24 cells exposed to PAO(III), inorganic As(III), 
and roxarsone. 
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4.4 Conclusions 

RTCA cytotoxicity profiling has been demonstrated to be highly effective 

in arsenic cytotoxicity studies, as it is high-throughput (multiple cell lines 

screened with limited user manipulation), it revealed important kinetic 

information about cellular response, and allowed for the toxicity ranking of 

thirteen arsenic species to provide a comprehensive study on the cytotoxicity of 

key inorganic and organic arsenic species. 

Using our IC50 histograms generated through RTCA cytotoxicity 

profiling, we can accurately rank the cytotoxicity of all thirteen arsenicals tested 

in each of the cell lines examined. In the A549 cell line, PAO(III) > Arsenicin A 

> MAO(III) ≈ MMA(III) ≈ DMA(III) > DMAG ≈ DMMTA > As(III) > MMTTA 

> DMDTA ≥ As(V) > Roxarsone > p-Arsanilic Acid. In the T24 cell line, 

PAO(III) > MAO(III) > MMA(III) > Arsenicin A > DMAG ≈ DMA(III) ≥ 

DMMTA ≥ As(III) > MMTTA > As(V) ≥ DMDTA > p-Arsanilic Acid ≈ 

Roxarsone. 
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Chapter 5:  Cellular Accumulation of Arsenic Species in Human 
Cell Lines and Conversion of Arsenic Species in Culture Media 

5.1 Introduction 

 The toxic effects of arsenic both in vivo and in vitro are well-documented 

[1-4]. However, the exact mechanisms by which arsenic induces those observed 

effects are still under debate. Figure 5.1 presents some of the known interactions 

of arsenic with cellular components or processes resulting in toxicity [3]. As can 

be seen from this figure, the cellular interactions of arsenic are extensive. This can 

make the determination of the causes of observed cytotoxic responses very 

difficult. Nevertheless, one cellular process that is a key precondition for the 

induction of any cytotoxic effect by arsenic is cellular uptake. Hence, the 

examination of cellular uptake and accumulation is an important starting point for 

understanding arsenic-induced cytotoxic effects. 

 

 

 

 

 

 

 

 
 
 

Figure 5.1: Proposed modes of action for arsenic. Adapted from Hughes et al. 
(2011) [3].  
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The cellular uptake of arsenic is a complex process that is dependent on 

cell type as well as the species of arsenic [5]. The difference in uptake of trivalent 

versus pentavalent species has long been known, and much of this difference is 

due to the ionization of these species at physiological pH (7.2) [4, 6]. The pKa 

value for inorganic arsenite [As(III)] is 9.2 and is therefore neutral at 

physiological pH. Conversely, as the pKa values for inorganic arsenate [As(V)] 

are 2.3, 6.7, and 11.6, As(V) is negatively charged at physiological pH. Neutral 

molecules easily penetrate cell membranes, and As(III) is readily taken up 

through aquaporins (AQP) 7/9, which transport neutral solutes [4, 7, 8]. As(V) is 

most likely taken up through phosphate transporters, which has also led to the 

suggestion that slower uptake of As(V) compared to As(III) is due to competition 

between As(V) and other oxyanions (such as phosphate) for transport, reducing 

As(V) uptake [4, 6]. Nevertheless, several studies have shown that trivalent 

arsenicals are much more efficiently taken up than (non-thiolated) pentavalent 

species into cells, and this difference in uptake is believed to be one of the major 

factors contributing to the observed differences in cytotoxicity between these 

species [5, 6, 9-11].  

In Chapter 4, real-time cell analysis (RTCA) of the cytotoxicity of thirteen 

arsenic species revealed several interesting arsenic-induced cellular responses. 

One of these findings was the relative toxicity of Arsenicin A, the first known 

naturally-occurring polyarsenical. In three human cell lines, laboratory 

synthesized Arsenicin A produced significantly lower IC50 values than inorganic 

As(III). Based on studies that have shown that cell uptake and retention play an 
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important role in the cytotoxicity of arsenic species, I hypothesize that the 

difference in cytotoxicity between Arsenicin A and As(III) may be due to 

differences in intracellular accumulation. Accumulation may also play an 

important role in the observed cell-dependent cytotoxicity of trivalent arsenicals 

in Chapter 4. In A549 cells, 24 h IC50 values rank the cytotoxicity of As(III), 

MMA(III), and DMA(III) as MMA(III) ≈ DMA(III) > As(III). In T24 cells, these 

species rank as MMA(III) > DMA(III) ≈ As(III). I hypothesize that these 

differences are also influenced by intracellular accumulation.  

Another interesting finding from Chapter 4 was the identification of a 

unique step-wise profile shape in the RTCA cytotoxicity profiles for several 

dimethylated arsenicals. One of the hypotheses for the cause of this unique profile 

shape observed in cells treated with DMA(III), DMAG(III), or DMMTA(V) was 

the chemical conversion of these species in cell culture media over time. The 

conversion of dimethylated trivalent species to the dimethylated pentavalent 

species in culture media would result in reduced cellular uptake and, hence, 

cytotoxicity. Thus, I hypothesize that the changes in cell index (CI) observed in 

Chapter 4 for the dimethylated arsenicals is due to the conversion of these arsenic 

species over time in culture media.                         

5.2 Materials and Methods 

5.2.1 Cell Culture Conditions 

The human lung carcinoma cell line, A549, (CCL-185; American Type 

Culture Collection (ATCC), Manassas, VA) was cultured in RPMI 1640 media 

(Gibco (Invitrogen), Burlington, ON, Canada). The human bladder carcinoma cell 
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line, T24, (HTB-4; ATCC) was cultured in McCoy’s 5A modified media (ATCC). 

Media was supplemented with 10% fetal bovine serum (Sigma-Aldrich, Oakville, 

ON, Canada) and 1% penicillin-streptomycin (Invitrogen, Burlington, ON, 

Canada). The incubation conditions were maintained at 37 °C, 5% CO2, and 90% 

humidity. During the study, the cells were sub-cultured twice weekly into 

standard 10 cm x 20 mm cell culture dishes (Corning Incorporated, Corning, NY) 

containing fresh media, using 0.05% trypsin-EDTA (Invitrogen) for cell 

detachment. 

5.2.2 Arsenic Solution Preparation 

Solutions of As(III) and As(V) in deionized (DI) water were prepared 

from commercially available sodium arsenite and sodium arsenate (Sigma 

Chemical Co., St. Louis, MO). Solutions of MMA(III) and DMA(III) in DI water 

were prepared from synthesized standards of methyldiiodoarsine and 

dimethyliodoarsine, respectively [12-14]. Solutions of DMAG(III), DMMTA(V), 

and DMDTA(V) in DI water were also prepared from synthesized standards 

prepared in our laboratory. The solution of DMAG(III) in DI water also contained 

2% methanol. Synthesized Arsenicin A stock was graciously provided by Dr. 

William Cullen at the University of British Columbia and contained 4% methanol. 

Table 5.1 presents a list of the above arsenic species, along with their chemical 

structure. Solutions were sterilized via filtration (0.22 µm) and the final 

concentration of arsenic in each solution was calibrated using HPLC coupled with 

ICP-MS (Agilent Technologies, Japan). As(III) and Arsenicin A solutions were 
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stored at 4 °C until use. All remaining arsenic solutions are unstable at 4 °C and 

had to be prepared fresh the day of treatment. 

 

Table 5.1: Structures of Arsenic Species Studied in this Chapter 

Arsenic Species Abbrev. Structure 

Arsenite As(III) 
 

Dimethylarsenic glutathione DMAG(III) 
 

Monomethylarsonous acid MMA(III) 
 

Dimethylarsinous acid DMA(III) 
 

Arsenicin A AA 

 

Arsenate As(V) 
 

Dimethylmonothioarsinate DMMTA(V) 
 

Dimethyldithioarsinate DMDTA(V) 
 

 

5.2.3 Cellular Accumulation of Arsenic 

Cells were seeded into standard 6-well culture dishes (Greiner BioOne, 

Oakville, ON, Canada) at concentrations that had previously been determined to 

allow the cells to reach 50-60% confluency after 18-24 h growth. A549 cells were 
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seeded at a density of 4.5x104 cells mL-1 and T24 cells at 4.0x104 cells mL-1. 

When the cells had reached the proper confluency, the As(III), Arsenicin A, 

MMA(III), and DMA(III) solutions described above were serially diluted in 

media to produce the desired treatment concentrations based on the 24 h IC50 

determinations described in Chapter 4 (Tables 4.2 and 4.3). The 24 h IC50 value 

determined using RTCA analysis for As(III) was 76.6 µM, while the 24 h IC50 

value determine using RTCA analysis for this specific solution of Arsenicin A 

standard was 3.5 µM [N.B. this solution is not the same Arsenicin A standard 

solution as in Chapter 4]. The following concentration treatments were prepared 

for Arsenicin A and As(III) in A549 cells: IC50, ½ IC50, and ¼ IC50. The 

following concentrations were prepared for MMA(III) and DMA(III) in A549 

cells and for As(III), MMA(III), and DMA(III) in T24 cells: IC50 and ½ IC50. The 

old media in each well was aspirated and replaced with the treated media, with 

triplicate wells prepared for each concentration. Non-treated control wells 

(without arsenic treatment) were also prepared in triplicate. Cells were incubated 

for 24 h. 

After 24 h exposure, cells were washed twice with phosphate buffered 

saline (PBS; Gibco), detached using 0.05% trypsin-EDTA, and suspended in fresh 

media. Cells were pelleted by centrifugation at 1700 rpm for 3 min and washed 

with ice-cold PBS. The cells were then counted using a hemocytometer. After 

pelleting again at 1000 rpm for 10 min, the PBS was carefully aspirated to avoid 

disturbing the pellet. The cell pellets were then resuspended in 2% HNO3 (Fisher 

Scientific, Nepean, ON, Canada) and sonicated in a water sonicator (Fisher 
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Scientific) for 30 min for lysis. After pelleting the now lysed cells at 2500 rpm for 

30 min, the supernatant (containing the intracellular components) was carefully 

collected to avoid disturbing the pellet and placed into a fresh 0.5 mL 

microcentrifuge tube (Fisher Scientific). Because these samples were prepared for 

total arsenic analysis, samples were parafilmed and stored at 4 °C until analysis 

by ICP-MS.  

5.2.4 Conversion of Arsenic over Time in Culture Media 

 Cells were seeded into standard 96-well culture dishes (Corning) at 

concentrations that had previously been determined to allow the cells to reach 50-

60% confluency after 18-24 h growth. A549 cells were seeded at a density of 

4.5x104 cells mL-1. When the cells had reached the proper confluency (60-70%), 

the As(III), DMAG(III), MMA(III), DMA(III), As(V), DMMTA(V), and 

DMDTA(V) solutions described above were serially diluted in media to produce 

the desired treatment concentrations based on the 24 h IC50 values for A549 cells 

that have been described in Chapter 4 (Table 4.2). The 24 h IC50 values 

determined using RTCA analysis were: 74.2 µM for As(III), 23 µM for DMAG, 

13.6 µM for MMA(III), 14.1 µM for DMA(III), 1.4 mM for As(V), 20.5 µM for 

DMMTA(V), and 4.3 mM for DMDTA(V). Due to the available quantity of 

DMDTA(V) standard, a treatment concentration of only ¼ IC50 (1.05 mM) was 

prepared. An aliquot of 326 µL of each treatment concentration was added to 24 

wells so that 150 µL could be separately collected from 3 wells at each of the 8 

post-exposure timepoints. Similarly, an aliquot of 326 µL of each treatment 

concentration was added to 8 control wells that contained no cells so that an 
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aliquot of 150 µL could be collected from one well at each of 8 post-exposure 

timepoints. The selected timepoints for analysis were at the time of treatment (0 

h) and at 3, 6, 9, 12, 24, 26, 48, and 56 h post-exposure.     

High-performance liquid chromatography (HPLC) (Agilent 1100 series; 

Agilent Technologies, Germany) separation of arsenic species was performed on 

a Prodigy™ ODS-3 column (3 µm particle size, 100 Å, 100 x 4.6 mm; 

Phenomenex, USA). The mobile phase was prepared as follows: 5 mM 

tetrabutylammonium hydroxide (TBA), 200 mM malonic acid (MA), and 5% 

methanol, with the pH adjusted to 5.85. The flow rate was maintained at 1.2 mL 

min-1 for the entire 6 min. The column temperature was maintained at 50 oC. The 

injection volume was 30 μL. An Agilent 7500cs ICP-MS was used as the 

detector, and arsenic was measured at 75 m/z. 

5.3 Results and Discussion 

5.3.1 Cellular Accumulation of Arsenic 

5.3.1.1 Arsenicin A and As(III) in A549 Cells 

One of the key findings in Chapter 4 was the identification of the high 

cytotoxicity of the novel synthesized polyarsenical, Arsenicin A. The toxicity of 

this compound in human cell lines was previously unknown. Table 5.2 shows the 

24 and 48 h IC50 values for Arsenicin A and As(III) determined for the three cell 

lines screened, A549, T24, and HepG2. The IC50 values for Arsenicin A are 

significantly lower than the IC50 values for As(III), particularly in the A549 and 

HepG2 cell lines. Here, the IC50 values are an order of magnitude lower. We 

suspect this difference in cytotoxicity may be due to a difference in arsenic 
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accumulation. In addition, because the amount of data regarding the toxicological 

properties of Arsenicin A is poor, this information will be of particular 

importance in future toxicity studies. 

 

Table 5.2: IC50 Values for Human Cell Lines Exposed to As(III) and Arsenicin A 
    

  As(III) Arsenicin A 
    
    

A549 24 h 74.2 ± 4.1 7.3 ± 0.43 
48 h 67.1 ± 3.1 8.5 ± 0.25 

    
    

T24 24 h 6.9 ± 0.52 3.6 ± 0.24 
48 h 5.2 ± 1.0 3.6 ± 0.36 

    
    

HepG2 24 h 91.9 ± 2.4 3.5 ± 0.23 
48 h 51.5 ± 12.7 2.9 ± 0.14 

    

N.B. Values expressed as µM ± SEM 

  
 

 Due to the large difference in dose range in which Arsenicin A (1-15 µM) 

and As(III) (40-250 µM) exert their cytotoxicity in A549 cells (Fig. 4.10), it was 

determined that a comparison of arsenic accumulation should be based on IC50 

values, and not on equal concentration, as an equal concentration of Arsenicin A 

or As(III) would either result in unacceptable levels of cell death (Arsenicin A) or 

intracellular concentrations of arsenic below the level of detection with ICP-MS 

[As(III)]. Hence, the concentrations determined for dosing were based on the 24 h 

IC50 values (cell survival ≥ 50%). Table 5.3 shows the concentration of total 

intracellular arsenic determined by ICP-MS analysis in the cell lysate of A549 

cells exposed to Arsenicin A for 24 h. To normalize the data by the number of 

cells contributing to the total intracellular arsenic, the data has been expressed as 

arsenic (As) atoms cell-1. It is clear that as the concentration of Arsenicin A in the 

treatment media increases, so does the concentration of As atoms cell-1.  
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Table 5.3: Concentrations of Total Arsenic in A549 Cells after 24 h Arsenicin A (AA) 
Exposure 

 [AA] Equivalent [As] Number of cells As atoms cell-1 
     

Control 0.3 µM 1.2 µM 26.3 ± 3.6 x 104 0.6 ± 0.1 x 106 

     
     

¼ IC50 0.9 µM 3.5 µM 24.4 ± 3.4 x 104 77 ± 5 x 106 

     
     

½ IC50 1.8 µM 7.1 µM 19.2 ± 2.1 x 104 313 ± 23 x 106 

     
     

IC50 3.5 µM 14.1 µM 13.6 ± 4.0 x 104 986 ± 150 x 106 

     

 
 
Table 5.4 shows the concentration of total intracellular arsenic determined 

by ICP-MS analysis in the cell lysate of A549 cells exposed to As(III) for 24 h. 

Again, to normalize the data by the number of cells contributing to the total 

intracellular arsenic, the data has been expressed as As atoms cell-1. Compared to 

the data in Table 5.3, it is clear that at the respective IC50 values (and fractions 

there of) for each species, there were more As atoms cell-1 present in A549 cells 

exposed to Arsenicin A than As(III).  

 
Table 5.4: Concentrations of Total Arsenic in A549 Cells after 24 h As(III) Exposure 

 [As(III)] Number of cells As atoms cell-1 
    

Control 1 µM 26.4 ± 3.5 x 104 0.4 ± 0.1 x 106 

    
    

¼ IC50 19.2 µM 22.0 ± 4.4 x 104 3 ± 1 x 106 

    
    

½ IC50 38.3 µM 19.3 ± 1.3 x 104 59 ± 21 x 106 

    
    

IC50 76.6 µM 12.7 ± 2.8 x 104 255 ± 9 x 106 

    

 

To better compare the differences in intracellular accumulation of these 

species, Table 5.5 shows the concentration of total intracellular arsenic 

determined by ICP-MS analysis of A549 cells exposed to either Arsenicin A or 
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As(III) for 24 h. Here, the data is also expressed as the number of arsenic 

molecules cell-1. Although A549 cells were treated with concentrations of As(III) 

nearly 20 times larger than the concentrations of Arsenicin A, the same number of 

molecules of each species were detected on a per cell basis. However, as a single 

molecule of Arsenicin A contains four arsenic atoms compared to the one arsenic 

atom present in each molecule of As(III) (Table 5.1), it is clear that A549 cells 

treated with Arsenicin A accumulate four times as many arsenic atoms per cell 

than A549 cells treated with As(III) even when treated with a fraction of the 

concentration (e.g. 3.5 µM vs. 76.6 µM). Thus, these results suggest that 

intracellular accumulation of arsenic plays a key role in the observed difference in 

cytotoxicity of Arsenicin A compared to As(III) in human cell lines. The observed 

increase in cytotoxicity of Arsenicin A is likely due to the higher intracellular 

concentration of arsenic atoms present, although it is unknown why Arsenicin A 

is more readily taken up and/or retained.   

 
Table 5.5: Concentrations of Total Arsenic in A549 cells after 24 h Exposure 

 Arsenic (µM) Molecules cell-1 (×106) As atoms cell-1 (×106) 
     

¼ IC50 AA 0.9 19 ± 1 77 ± 5 
     

 AsIII 19.2 3 ± 1 3 ± 1 
     
     

½ IC50 AA 1.8 78 ± 6 313 ± 23 
     

 AsIII 38.3 59 ± 21 59 ± 21 
     
     

IC50 AA 3.5 247 ± 38 986 ± 150 
     

 AsIII 76.6 255 ± 9 255 ± 9 
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5.3.1.2 As(III), MMA(III), and DMA(III) in A549 and T24 Cells 

Cytotoxicity ranking of the trivalent arsenicals by 24 h IC50 values 

determined using RTCA analysis in Chapter 4 indicated cell-dependent 

cytotoxicity for A549 and T24 cells. While the cytotoxicity of MMA(III) [13.6 

µM] ≈ DMA(III) [14.1 µM] > As(III) [76.6 µM] in A549 cells, the cytotoxicity  

of MMA(III) [1.9 µM] > DMA(III) [6.4 µM] ≈ As(III) [6.9 µM] in T24 cells. 

Methylated trivalent arsenicals are generally considered to be more cytotoxic than 

inorganic arsenic, which is what was observed in the A549 cell line. However, it 

was interesting that in T24 cells, As(III) was equally as cytotoxic as DMA(III). 

Hence, the determination of differences in intracellular accumulation may help 

explain the difference in observed cytotoxicity between A549 and T24 cells. 

Table 5.6 shows the concentration of total intracellular arsenic determined 

by ICP-MS analysis of A549 and T24 cells exposed to MMA(III), DMA(III), or 

As(III) for 24 h. Here, the data is expressed as the number of arsenic (As) atoms 

cell-1. The data suggests that A549 and T24 cells are capable of accumulating 

equal concentrations of MMA(III), as the concentrations of intracellular arsenic 

were similar in each cell line at around 40x106 As atoms cell-`1. However, the 

concentration of MMA(III) present in the cell culture media of the A549 cells was 

nearly seven times higher than the media of the T24 cells. This suggests that T24 

cells are capable of more efficient uptake and/or retention of MMA(III). This is 

consistent with the lower IC50 values for MMA(III) in T24 cells (1.9 µM) 

compared to A549 cells (13.6 µM) determined with RTCA analysis. Enhanced 

uptake and/or retention of MMA(III) would result in increased cytotoxicity.  
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Table 5.6: Concentrations of Total Arsenic in A549 and T24 Cells after 24 h Arsenical Exposure 

  A549 T24 
      

  [As] As atoms cell-1 (x 106) [As] As atoms cell-1 (x 106) 
      

      
Control --- --- 2.2 ± 0.7  --- 1.5 ± 0.6 
      
      

MMA(III) IC50 13.6 µM 36 ± 3 1.9 µM 40 ± 5 
½ IC50 6.8 µM 6.8 ± 0.6 0.95 µM 5.3 ± 0.4 

      
      

DMA(III) IC50 14.1 µM 80 ± 7 6.4 µM 44 ± 15 
½ IC50 7.05 µM 23 ± 4 3.2 µM 22 ± 6 

      
      

As(III) IC50 76.6 µM 255 ± 9 6.9 µM 435 ± 43 
½ IC50 38.3 µM 59 ± 21 3.45 µM 114 ± 9.3 

      

N.B. [As] represents the treatment concentrations for each cell line (IC50 and ½ IC50 Values) 
Values represented as ± SEM (n=3)  
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While the concentration of As atoms cell-1 for cells treated with MMA(III) 

were similar in both cell lines, the concentration of As atoms cell-1 for cells 

treated with DMA(III) were not. A549 cells contained nearly 80x106 As atoms 

cell-1 after 24 h treatment with DMA(III), while T24 cells contained roughly half 

that concentration at 44x106 As atoms cell-1 (Table 5.6). However, this is 

consistent with the concentration of DMA(III) present in the respective culture 

media, as T24 cells (6.4 µM) were treated with roughly half the concentration of 

DMA(III) used to treat A549 cells (14.1 µM). Hence, accumulation of DMA(III) 

in these two cell lines appears to correlate with the concentration of DMA(III) 

present in the media at the time of treatment, indicating similar accumulation of 

DMA(III) in A549 and T24 cells.   

Table 5.6 also shows the concentrations of As atoms cell-1 for A549 and 

T24 cells treated with As(III) for 24 h. The concentration of As atoms cell-1 in 

treated T24 cells (435x106 As atoms cell-1) was almost twice the concentration 

cell-1 found in treated A549 cells (255x106 As atoms cell-1). Hence, the 

accumulation of As(III) appears to be higher in T24 cells than in A549 cells. This 

difference becomes even more apparent when the concentration of As(III) present 

in the respective media used to treat the cells is considered. A549 cells were 

treated with 76.6 µM, which is 10 times the concentration of As(III) used to treat 

T24 cells (6.9 µM). Thus, T24 cells are capable of much more efficient uptake 

and/or retention of As(III) than A549 cells, as the concentration of As atoms cell-1 

was significantly higher. This is consistent with the observed difference in 

cytotoxicity of As(III) in A549 and T24 cells, where the 24 h IC50 value for 
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As(III) in T24 cells is an order of magnitude less than the corresponding value in 

A549. The enhanced uptake and/or retention of As(III) in T24 cells also helps to 

explain the observed similarity in cytotoxicity of inorganic As(III) compared to 

the methylated trivalent arsenicals, particularly DMA(III). 

While our intracellular accumulation findings are consistent with the 

observed cell-dependent cytotoxicity in A549 and T24 cells exposed to trivalent 

arsenicals, an important distinction must be made concerning the ability of these 

cells to methylate inorganic arsenic. Studies have shown that methylation of 

inorganic arsenic is an important step in arsenic metabolism to promote 

detoxification and/or elimination, as observed in the proposed pathways of 

inorganic arsenic methylation discussed in Chapter 1 (Figure 1.5) [15, 16]. A549 

cells, derived from a human alveolar adenocarcinoma, have been shown to 

express arsenic(+3 oxidation state)-methyltransferase (As3MT), which catalyzes 

the oxidative methylation of As(III) [17]. T24 cells, derived from a human urinary 

bladder carcinoma, on the other hand, lack the ability to methylate inorganic 

As(III) [18]. Hence, the difference in observed cytotoxicity of As(III) in T24 and 

A549 cells may also be influenced by the inability of T24 cells to methylate 

As(III), resulting in the higher cytotoxicity observed for the trivalent arsenicals in 

this cell line.     

5.3.2 Conversion of Arsenic over Time in Culture Media 

 Another important finding from Chapter 4 of this thesis was the unique 

step-wise profiles of the dimethylated arsenicals (Figs. 4.4, 4.6, 4.8). We 

hypothesized this may be due to the conversion of the trivalent species to 
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pentavalent species. An increasing presence of pentavalent species in the culture 

media would affect the uptake of arsenic into cells, reducing the observed 

cytotoxicity. In addition to the dimethylated trivalent arsenicals, DMA(III) and 

DMAG(III), we also examined the trivalent arsenicals As(III) and MMA(III) for 

comparison. Likewise, in addition to the dimethylated pentavalent arsenicals, 

DMMTA(V) and DMDTA(V), we also examined the pentavalent inorganic 

arsenical, As(V). Figure 5.2 shows the chromatograms from the HPLC-ICP-MS 

analyses of As(III) in cell culture media at all nine timepoints investigated. From 

this data, it is clear that As(III) is fairly stable in cell culture media, as there is 

little conversion of trivalent As(III) to pentavalent As(V). However, by 24 h, there 

is a small As(V) peak present in the chromatogram, indicating that there is some 

conversion of As(III) over time. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.2: Chromatograms showing the speciation analysis for the As(III) 
samples collected at all nine timepoints. By 24 h, there is a small As(V) peak 
present, indicating some conversion of As(III) to As(V) in culture media.  
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Figure 5.3A shows the concentrations of As(III) and As(V) present in the 

As(III) treated culture media over time determined from HPLC-ICP-MS analyses. 

As(III) is fairly stable in cell culture media, as the concentration of As(III) present 

in the media changes little over time. This is consistent with the RTCA 

cytotoxicity profile for A549 cells exposed to As(III), as seen in Figure 5.3B. 

Here, the changes in CI over time vary little over the exposure period, particularly 

for the concentrations around the 24 h IC50 value (70 µM and 80 µM), where the 

values almost appear static. Hence, with little conversion of As(III) to As(V), 

there should be little change in observed cytotoxicity, as the same concentration 

of As(III) is capable of exerting the same effects over the exposure period. 

 

A.                    B. 

 

 

 

 
 

 
 
Figure 5.3: A) Concentrations of As(III) and As(V) detected in cell culture 
media over time by HPLC-ICP-MS analyses. B) RTCA profile of the 
normalized CI over time for A549 cells treated with As(III).  
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exposure period, as there is a distinct peak for MMA(V) present at all timepoints 

except for time 0 h.  

 

 
 

 

 

 

 
 
 
 
 
Figure 5.4: Chromatograms showing the speciation analysis for the 
MMA(III) samples collected at all nine timepoints. By 3 h, there is a small 
MMA(V) peak present, indicating conversion of MMA(III) to MMA(V) in 
culture media. The MMA(V) peak continues to increase in area over the 
exposure period, as the peak area for MMA(III) decreases. 
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values begin to increase over time, indicating reduced cytotoxicity. As MMA(V) 

is known to be far less cytotoxic than MMA(III), the increase in CI values is 

consistent with the decreasing presence of MMA(III) and the concomitant 

increase in MMA(V) present in the culture media. 

 
A.             B. 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.5: A) Concentrations of MMA(III) and MMA(V) detected in cell 
culture media over time by HPLC-ICP-MS analyses. B) RTCA profile of the 
normalized CI over time for A549 cells treated with MMA(III). 

 

Figure 5.6 shows the chromatograms from the HPLC-ICP-MS analyses of 

DMA(III) in cell culture media at the first five timepoints investigated. It is clear 

that DMA(III) is highly unstable in cell culture media, as the peak for DMA(III) 

is gone by 9 h, with complete conversion of DMA(III) to DMA(V) by this point. 

The only clearly visible peak for DMA(III) is present at 0 h. 
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Figure 5.6: Chromatograms showing the speciation analysis for the 
DMA(III) samples collected at the first five timepoints. There is clear, rapid 
conversion of DMA(III) to DMA(V) in culture media, as the DMA(III) peak 
is not visible by 9 h.   
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values begins to increase more visibly over time, indicating reduced cytotoxicity. 
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A.          B. 

 
 
 
 
 
 
 
 
 
 

Figure 5.7: A) Concentrations of DMA(III) and DMA(V) detected in cell 
culture media over time by HPLC-ICP-MS analyses. B) RTCA profile of the 
normalized CI over time for A549 cells treated with DMA(III). 
 

The chromatograms from the HPLC-ICP-MS analyses of DMAG(III) in 

cell culture media at all nine timepoints investigated are found in Figure 5.8. 

DMAG(III) conversion to DMA(V) in the culture media occurs throughout the 

exposure period, as there is a distinct peak for DMA(V) present at all timepoints, 

with the complete conversion of DMAG(III) to DMA(V) by 36 h. Interestingly, 

this trend is more consistent with the chromatograms in Figure 5.4 for the 

monomethylated trivalent species, MMA(III), than the chromatograms in Figure 

5.6 for the dimethylated trivalent species, DMA(III). As DMA(III) and 

DMAG(III) are both dimethylated trivalent arsenic species, it was assumed that 

they would have a similar trend in conversion to DMA(V). Hence, the presence of 

the glutathione group must stabilize this species in culture media compared to 

DMA(III). 

 

 

 

    

0 10 20 30 40 50 60 70
0

2

4

6

8

10

12

14
Control

30 µM
25 µM
20 µM
15 µM
10 µM
7.5 µM
1 µM

Time (h)

N
or

m
al

iz
ed

 C
el

l I
nd

ex

0 10 20 30 40 50 60

0

2

4

6

8

10

12

14

16

 

 DMAV

 DMAIII

C
on

ce
nt

ra
tio

n 
(µ

M
) 

    

Time (h)

 
 



 

 146 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.8: Chromatograms showing the speciation analysis for the 
DMAG(III) samples collected at all nine timepoints. At 0 h, there is a small 
DMA(V) peak present, indicating conversion of DMAG(III) to DMA(V) in 
culture media. The DMA(V) peak continues to increase in area over the 
exposure period, as the peak area for DMAG(III) decreases.  
 

The concentrations of DMAG(III) and DMA(V) present in the DMAG(III) 

treated culture media over time determined from HPLC-ICP-MS analyses can be 

seen in Figure 5.9A. As was also observed in Figure 5.8, DMAG(III) conversion 

to DMA(V) occurs throughout the exposure period, with a small concentration of 

DMA(V) present at 0 h and complete conversion by 36 h. This rate of conversion 

is faster than that observed in the MMA(III) culture media, where complete 

conversion to MMA(V) occurred by 56 h. This is consistent with the RTCA 

cytotoxicity profile for A549 cells exposed to DMAG(III), as seen in Figure 5.9B. 

The concentrations around the 24 h IC50 value (20-30 µM) initially exhibit little 

change in CI for the first 10-20 h exposure, but then the CI values begin to 

increase over time, indicating reduced cytotoxicity. Hence, the increase in CI 

DMA(V) 

DMAG(III) 

0 1 2 3 4 5 6

0

1000

2000

3000

4000

5000

Time (min)

 0 hour
 3 hour
 6 hour
 9 hour
 12 hour
 24 hour
 36 hour
 48 hour
 56 hour

In
te

ns
ity

 (C
PS

) 



 

 147 

values is consistent with the decreasing presence of DMAG(III) and the 

increasing presence of DMA(V), as DMA(V) is less cytotoxic than DMAG(III). 

 

A.          B. 

 

 
 
 
 
 
 
 
 
Figure 5.9: A) Concentrations of DMAG(III) and DMA(V) detected in cell 
culture media over time by HPLC-ICP-MS analyses. B) RTCA profile of the 
normalized CI over time for A549 cells treated with DMAG(III). 
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Figure 5.10: HPLC-ICP-MS chromatogram showing the speciation analysis 
for the As(V) samples collected at the final timepoint, 48 h, indicating that 
As(V) is highly stable in cell culture media. 
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A.          B. 

 

 

 

 

 

Figure 5.11: A) Concentration of As(V) detected in cell culture media over 
time by HPLC-ICP-MS analyses. B) RTCA profile of the normalized CI over 
time for A549 cells treated with As(V). 
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DMDTA(V). Hence, peak 2 is most likely that of the DMMTA(V). Peaks 1, 2, 

and 4 were present at every timepoint over the exposure period. Peak 3 was 

highest at time 0 h, but was gone by 9 h, consistent with the presence of the 

unstable arsenical, DMA(III), in the culture media.    

 

 
 
 
 
 
 
 
 
 
 
Figure 5.12: HPLC-ICP-MS chromatograms showing the speciation analysis 
for the DMMTA(V) samples collected at eight timepoints. The impurity of 
the DMMTA(V) standard as well as the lack of an HPLC-ICP-MS standard 
for retention time comparison made analysis of this data difficult. 
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in peak 3 decreases. If the identity of the arsenical in peak 1 is indeed DMA(V), 

while the arsenical in peak 3 is DMA(III), then these results would correlate with 

our previous findings of DMA(III) conversion in media. This would also correlate 

with step-wise profile for DMMTA(V) in A549 cells, as see in Figure 5.13B. 

Similar to the profiles for DMA(III) and DMAG(III), the presence of DMA(V) 

over time in culture media would indicate that the step-wise profile is DMA(V)-

mediated.   

A.         B. 

 

 

 

 

 

 
Figure 5.13: A) Concentrations of four arsenicals detected in cell culture 
media treated with DMMTA(V) over time by HPLC-ICP-MS analyses. B) 
RTCA profile of the normalized CI over time for A549 cells treated with 
DMMTA(V). 
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dimethylated arsenicals, DMA(III), DMAG(III), and DMMTA(V), is mediated by 

the presence of DMA(V). 

 

 

 

 

 

 

 

 

Figure 5.14: HPLC-ICP-MS chromatogram showing the speciation analysis 
for DMDTA(V) samples collected at the last of eight timepoints at 48 h. 
DMDTA(V) is highly stable in cell culture media. 
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 Using HPLC-ICP-MS analysis, we were also able to demonstrate the 

conversion of arsenic species over time in cell culture media. While As(III) 

demonstrated little conversion to As(V) over the 56 h exposure period, the 

trivalent methylated arsenicals, MMA(III), DMA(III), and DMAG(III) all 

exhibited significant conversion over time. The fastest rate of conversion was 

determined for DMA(III), where a complete conversion to DMA(V) occurred in 

less than 9 h. DMAG conversion to DMA(V) was also rapid, with complete 

conversion by 36 h. MMA(III) was the slowest of the three methylated arsenicals, 

with complete conversion by the end of the exposure period at 56 h. All three 

methylated species demonstrated much more rapid and complete conversion than 

inorganic As(III). As(V) and DMDTA(V) did not convert at all in cell culture 

media over the 48 h exposure period, while DMMTA(V) did exhibit some 

conversion, although the identities of the arsenicals present cannot be confirmed. 

These findings are consistent with the cytotoxicity results obtained in Chapter 4, 

where the conversion of the trivalent methylated arsenicals to the less toxic 

pentavalent methylated arsenicals over time corresponds with the increase in cell 

index (CI) observed in the RTCA cytotoxicity profiles, indicating reduced 

cytotoxicity. Furthermore, the step-wise profile shapes observed in Chapter 4 are 

likely due to the decrease in DMA(III) over time in solutions of DMA(III), 

DMAG(III), and DMMTA(V) in culture media.    
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Chapter 6:  Altered Cytotoxicity of Arsenic Species by Carbon 
Nanotubes in Human Cancer Cell Lines 

6.1 Introduction 

One of the more promising applications of nanomaterials has been the 

development of nanoparticle-based drug delivery systems [1, 2]. Targeted drug 

delivery using nanoparticles is often used in order to improve the bioavailability 

of the drug, to improve the uptake of drugs with poor solubility, or to target the 

delivery of drugs to a specific site [1]. Of the nanomaterials used to this end, one 

of the most important classes of transporters are single-walled carbon nanotubes 

(SWCNT). SWCNT are cylindrical in shape and composed entirely of carbon (a 

graphite sheet rolled into a seamless cylinder) [3]. This unique structure is one of 

the characteristics that make SWCNT desirable for drug delivery, as they have an 

ultrahigh surface area available for functionalization (addition of functional 

groups) and, hence, for drug (cargo) loading [4]. Because pure SWCNT are 

composed only of carbon, they are completely insoluble in any type of solvent. 

Hence, functionalization is an important facet of SWCNT utilization, as it is 

needed to make SWCNT compatible with biological systems [5]. Furthermore, it 

is often utilized to improve interactions between the SWCNT and its delivery 

cargo, promoting both its delivery into target cells and intracellular release [6, 7].  

Several studies have shown the capability of specially-designed 

functionalized SWCNT to enhance the observed cytotoxic effects of 

antineoplastic drugs in human cancer cells. Feazell et al. used amine-

functionalized soluble SWCNT to significantly enhance the cytotoxicity of a 
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platinum (IV) complex to testicular cancer cells, in which the drug complex alone 

is nearly nontoxic [8]. Likewise, Zhang et al. used SWCNT functionalized with 

two polysaccharides to attach folic acid, a targeting agent, and doxorubicin, an 

anticancer drug, for targeted delivery of doxorubicin into human cervical 

carcinoma cells (HeLa), dramatically enhancing the observed cytotoxicity [7]. In 

another example, Liu et al. functionalized SWCNT with phospholipid-branched 

polyethylene glycol (PEG) to conjugate the cancer chemotheraphy drug, 

paclitaxel, onto the surface. These functionalized SWCNT were then used both in 

vitro and in vivo to demonstrate the enhanced toxicity of paclitaxel when used as 

part of a SWCNT-drug delivery system [4].    

Arsenic species as therapeutics have been in use for over 2,400 years. 

Fowler’s solution, a potassium bicarbonate-based solution of arsenic trioxide 

(As2O3), was used extensively in the 18th, 19th, and 20th centuries to treat a variety 

of ailments including leukemia, pernicious anemia, asthma, and psoriasis [9, 10]. 

Salvarsan, the first organoarsenical used therapeutically, was developed in 1910 

and used to treat syphilis and trypanosomiasis (African sleeping sickness) [9, 10]. 

The use of arsenic as a therapeutic rapidly declined in the 20th century, as the 

carcinogenic effects of arsenic became more widely understood [10]. However, in 

the 1970’s, As2O3 was found to be an effective treatment for acute promyelocytic 

leukemia (APL), and further studies have shown it is highly effective in relapsed 

cases of APL [11], leading the US Food and Drug Administration (FDA) to 

approve it for treatment of relapsed or refractory APL in 2000 [9]. The approval 

of As2O3 as a cancer therapeutic has led to renewed interest in the development 
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of arsenic-based drugs for cancer treatment, and several studies have sought to 

examine the efficacy of other arsenic species as well, including dimethylarsinic 

acid [DMA(V)], 4-(N-(S-glutathionylacetyl)amino) phenylarsonous acid (GSAO), 

and dimethylarsenic glutathione (alternate names: S-dimethylarsino-glutathione, 

ZIO-101, and darinaparsin) [10, 12]. While As2O3 has shown promise in the 

treatment of other hematological malignancies [10, 13], As2O3 treatment for other 

types of cancers has had limited efficacy due to its non-selectivity and resulting 

higher general toxicity and side effects [14].  

Thus, with the known limitations of current applications of arsenic-based 

treatments, I propose to investigate the ability of functionalized SWCNT to alter 

the cytotoxicity of arsenic species in the human lung cancer cell line, A549. 

Having examined the cytotoxicity of thirteen different arsenic species in Chapter 

4, I propose to investigate the species with the highest observed cytotoxicity 

[PAO(III)], a PAO(III) derivative [PAPAO(III)], and a species with low observed 

cytotoxicity (roxarsone). I will examine the change in cytotoxicity of these 

species during co-treatment with oxidized SWCNT (o-SWCNT) using RTCA 

methods developed in Chapters 2 and 4 for the examination of nanoparticle- and 

arsenic-mediated cytotoxicity. The development of these RTCA methods for the 

measurement of nanoparticle-altered cytotoxicity will provide an important tool 

for use in drug discovery and development. 
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6.2 Materials and Methods 

6.2.1 Cell Culture Conditions 

The human lung carcinoma cell line, A549, (CCL-185; American Type 

Culture Collection (ATCC), Manassas, VA) was cultured in RPMI 1640 media 

(Gibco (Invitrogen), Burlington, ON, Canada). Media was supplemented with 

10% fetal bovine serum (Sigma-Aldrich, Oakville, ON, Canada) and 1% 

penicillin-streptomycin (Invitrogen, Burlington, ON, Canada). The incubation 

conditions were maintained at 37 °C, 5% CO2, and 90% humidity. During the 

study, the cells were sub-cultured twice weekly into standard 10 cm x 20 mm cell 

culture dishes (Corning Incorporated, Corning, NY) containing fresh media, using 

0.05% trypsin-EDTA (Invitrogen) for cell detachment. 

6.2.2 Arsenic Solution Preparation 

Solutions of phenylarsine oxide [PAO(III)] and roxarsone in deionized 

(DI) water were prepared from commercially available standards (Sigma 

Chemical Co., St. Louis, MO). The solution of PAO(III) contained 2% methanol 

(Fisher Scientific, Nepean, ON, Canada), and the solution of roxarsone contained 

4% DMSO (Sigma). p-Amino-phenylarsine oxide [PAPAO(III)] in DI water was 

prepared from a synthesized standard. Table 6.1 presents the chemical structure of 

each arsenic species. Solutions were sterilized via filtration (0.22 µm) and the 

final concentration of arsenic in each solution was calibrated using HPLC coupled 

with ICP-MS (Agilent Technologies, Japan). PAO(III) and PAPAO(III) solutions 

were stored at 4 °C until use. Roxarsone solutions re-precipitate in DI water at 

4 °C over time and had to be used within a week of preparation.  
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Table 6.1: Structures of Arsenic Species Studied in this Chapter 

Arsenic Species Abbrev. Structure 

Phenylarsine oxide PAO(III) 
 

p-Amino-phenylarsine oxide PAPAO(III) 

 

Roxarsone - 

 

6.2.3 o-SWCNT Preparation 

o-SWCNT were kindly provided by Professor Hanfa Zou from the Dalian 

Institute of Chemical Physics, Chinese Academy of Sciences and were prepared 

as follows: 200 mg of carbon nanotubes (CNTs) (Sino-nano Company, Beijing, 

China) were suspended in 30 mL of 3:1 concentrated H2SO4:HNO3 by stirring 

and refluxing at 120 °C for 30 min. After cooling to room temperature, the CNT 

solution was diluted with water to a volume of 1 L, filtrated (45 µm), and rinsed 

with water until a pH of 7 was reached. To release the now oxidized-CNT (o-

SWCNT) from the membrane filter, the membranes were placed into 50 mL of 

water, sonicated for 15 min, and the membrane was removed. This solution was 

then centrifuged for 10 min at 10,000 g to remove large agglomerates. The 

supernatant was re-filtered, collected, hydrolyzed, and stored at 4 °C until use. We 

received the o-SWCNT as dried samples, and the average diameter of the o-

SWCNT was reported to be 30-50 nm. To prevent exposure, the dry o-SWCNT 

As O

OH

As

O

OH

NO2

OH

As O

NH2
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were massed in a glovebox and placed into glass vials with a syringe cap. A 

syringe was then used to suspend the massed o-SWCNT in DI H2O. This 

technique prevented the release of dry o-SWCNT into the air. The caps on each 

vial were removed, and the o-SWCNT solutions were autoclaved for 20 min at 

120 °C.  

6.2.4 RTCA Analysis  

Cells were seeded into 96-well E-plates of the 96x-RTCA systems (ACEA 

Biosciences, San Diego, CA) at pre-calibrated concentrations that allowed for a 

Cell Index (CI) of 1, indicating 50-60% confluency, to be reached between 18-24 

h after seeding. A549 cells were seeded at 4000-5000 cells well-1. When a CI of 1 

was reached, the arsenic solutions described above were serially diluted in media 

to produce double the desired treatment concentration. Sterile o-SWCNT in DI 

H2O were sonicated in a water sonicator for 30 min and were then diluted in 

media to produce double the desired treatment concentration. Arsenic solutions in 

media and o-SWCNT in media were then mixed at 1:1 ratios to produce the 

desired treatment concentrations. Each treatment concentration of arsenic, o-

SWCNT, and arsenic + o-SWCNT was added at a volume of 200 µL to triplicate 

wells after vortexing for 1 min. Solvent controls and non-treated controls (cell 

culture media) were run concurrently with the nanoparticle-treated cells and were 

also added at a volume of 200 µL to triplicate wells. The highest concentration of 

o-SWCNT-treatment was also placed in duplicate wells with no cells present to 

ensure that there was no interference of the nanoparticles with CI measurements. 

CI was measured at hourly intervals for at least 72 h post-exposure. 
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6.2.5 ICP-MS 

An Agilent 7500ce octopole reaction system ICP-MS (Agilent 

Technologies, Japan) was used as the detector. The ICP was operating at a radio 

frequency power of 1550 W and the argon carrier gas flow rate was 0.9-1.0 L 

min-1. ICP-MS was operated with a helium mode, and the use of helium (3.5 mL 

min-1) in the octopole reaction cells aimed to reduce isobaric and polyatomic 

interference. Arsenic was monitored at m/z 75. HPLC separation was performed 

on a Phenomenex column (BioSep-SEC-S 2000, 300 x 4.6 mm, 5 µm particle 

size) with a mobile phase consisting of 10 mM ammonium bicarbonate and 5% 

methanol (2 mL min-1). Chromatograms from HPLC separation and ICP-MS 

detection were recorded by ICP-MS ChemStation (Agilent Techonologies, Santa 

Clara, CA).  

6.3 Results and Discussion 

6.3.1 PAO(III) 

Unmodified PAO(III) is often precluded from investigation as an 

antineoplastic agent due to its high toxicity in vivo and its non-selectivity for 

cancer cells, having demonstrated high toxicity to both cancer and normal cells in 

the same concentration range [13]. However, this cell selectivity issue could be 

improved through use of a SWCNT delivery system to allow for targeted delivery 

of PAO(III) into the desired cells. Furthermore, studies have shown that 

nanomaterials can be modified to improve the delivery of their cargo to cancer 

cells through the addition of biomolecules to the structure that are recognized by 

cancer cells and promote their uptake [7]. For example, folic acid is a commonly 
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used targeting biomolecule, as it has a high binding affinity to folate receptors, 

which are highly overexpressed on the surface of tumors of epithelial origin 

compared to normal tissues [14]. Chen et al. even utilized this biomolecule 

(folate) on the surface of 100-nm-scale liposomes encapsulating As2O3 for 

delivery into cancer cells [14]. Hence, because of the potent cytotoxicity we 

observed for PAO(III) in Chapter 4 and the recognized need to increase its 

selectivity for cancer cells, it was believed that PAO(III) would be an excellent 

candidate for targeted delivery, as the use of highly toxic arsenic species would 

also reduce the overall body burden of arsenic during treatment. In addition, 

because PAO(III) is stable, it would reduce the probability of arsenic conversion 

in vivo, allowing for a better understanding of any potential pharmacokinetic 

effects.   

Figure 6.1A shows an RTCA cytotoxicity profile of A549 cells treated 

with 1 µM PAO(III) in the presence and absence of varying concentrations of o-

SWCNT, from 5-100 µg mL-1. Here, a very interesting dose-response was 

observed. Figure 6.1A clearly shows that during this experiment, the 

concentration of 1 µM PAO(III) resulted in a complete loss of cell viability, 

supported by the fact that the normalized cell index (CI) is 0 throughout the entire 

exposure period. However, as the concentration of o-SWCNT increases in the 

presence of the 1 µM PAO(III) treatment, the normalized CI also increases, 

indicating an increase in cell viability. Hence, the o-SWCNT may be preventing 

or reducing the toxicity of PAO(III) in solution by unknown mechanisms. As 

shown in Figure 6.1B, the same concentrations of o-SWCNT alone without 



 

 164 

PAO(III) are not cytotoxic, as the CI values over time do not differ from the CI 

values of the untreated control cells. The o-SWCNT also do not interfere with 

RTCA detection, as the presence of o-SWCNT in wells without cells generated no 

CI values over the exposure period (CI = 0). 

  
 A. 
 
 
 
 
 
 
 
 
 
 
 
B. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.1: A) RTCA profile of the CI over time for A549 cells treated with 1 
µM PAO(III) and 0-50 µg mL-1 o-SWCNT. B) RTCA profile of the CI over 
time for A549 cells treated with 0-50 µg mL-1 o-SWCNT (as in Fig. 6.1A) and 
the CI over time for wells without cells present to show the effects of o-
SWCNT on the RTCA electrodes (CI = 0).  
 

The results of Figure 6.1 indicate that the interactions of o-SWCNT with 

PAO(III) may contribute to the reduced cytotoxicity of PAO(III) observed in 

Figure 6.1A. We hypothesize that PAO(III), when mixed with o-SWCNT, may 

generate complexes of o-SWCNT-PAO(III), resulting in reduced free PAO(III). 
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To test this hypothesis, we examined the interactions of PAO(III) with o-SWCNT 

using size exclusion LC-ICP-MS. The size exclusion LC will separate the o-

SWCNT-PAO(III) complex from the free PAO(III). In the first set of 

experiments, 0.8 µM PAO(III) was prepared with o-SWCNT at varying 

concentrations from 0 to 50 µg mL-1. These solutions were analyzed using the 

size exclusion LC-ICP-MS after two different incubation times. A complex peak 

was eluted before the free PAO(III). Therefore, both the complex and the free 

PAO(III) in solution were determined. The results of the samples at time 0 and 

after storage for 1 week at room temperature are summarized in Table 6.2. 

Analysis of these samples reveals the formation of an o-SWCNT-PAO(III) 

complex. It is clear that as the concentration of o-SWCNT increases (left to right), 

the peak area of PAO(III) (representing the free PAO(III) in solution) decreases in 

both the freshly prepared and week old solutions. Furthermore, the area of the 

peak representing the o-SWCNT-PAO(III) complex also increases with increasing 

o-SWCNT concentration in both the freshly prepared and week old solutions. In 

fact, after 1 week at room temperature, 50 µg mL-1 o-SWCNT reduces the 

concentration of free PAO(III) in solution to levels that are below the detection 

limit of the ICP-MS. This demonstrates that o-SWCNT are capable of fully 

capturing PAO(III) after a one week incubation. Hence, the increased viability of 

the A549 cells in the presence of increasing concentrations of o-SWCNT in 

solution observed in Figure 6.1 is due to the formation of the o-SWCNT-PAO(III) 

complex. The formation of this complex reduces the free PAO(III) in solution, 

thereby reducing the observed cytotoxic effects (Fig. 6.1). These results suggest 
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that using o-SWCNT can modify the toxicity of PAO(III) through the formation 

of a complex. Further research is needed to develop a method for delivery of this 

low toxicity o-SWCNT-PAO(III) complex to the treatment site and enhance 

uptake, and also to release free PAO(III) at the site once it is taken up. 

  
Table 6.2: o-SWCNT-PAO(III) Complex Formation in 0.8 µM PAO(III) 

o-SWCNT (µg mL-1): 0 0.5 5 50 
     

Freshly prepared:     
Free PAO(III) 547009 525335 519606 471575 

Complex 11398 19074 21785 83961 
     
     

After 1 week at RT:     
Free PAO(III) 813406 744725 441771 N.D. 

Complex 27317 73473 411986 956017 
     

N.B. Complex and Free PAO(III) measured as Peak Area; RT = Room Temperature 

6.3.2 PAPAO(III) 

 Having determined that PAO(III) forms a complex with o-SWCNT, we 

decided to examine a second species of arsenic to exploit the carboxylic acid 

functionalization present on the oxidized SWCNT surface. p-Amino-phenylarsine 

oxide [PAPAO(III)] contains the same structure as PAO(III), but contains an 

amino group (-NH2) on the para-location of the phenyl- group (Table 6.1). 

SWCNT have been shown previously to easily penetrate mammalian cells 

through clathrin-dependent endocytosis [8, 15, 16]. During this process, the 

SWCNT interact with receptors on the surface of the cell membrane, which 

prompts the recruitment of the clathrin adaptor protein 2 and clathrin to the 

plasma membrane. A clathrin-coated pit is formed and accessory proteins pinch 

off the clathrin-coated domain to form a vesicle around the SWCNT. As the 



 

 167 

vesicles fuse and proteins (e.g. clathrin) are recycled, the vesicle becomes an early 

endosome with pH around 5.9-6.0, which then matures into a late endosome with 

pH around 5.0-6.0 (Figure 6.2). The late endosome will then progress to a 

lysosome to drop the pH to 5.0-5.5 to attempt to process the SWCNT present 

[17]. Because amide bonds are cleaved during a pH drop from 7 to 5, we 

hypothesized that if PAPAO(III) formed an amide bond with the carboxylic acid 

groups present on the surface of o-SWCNT, we could then use o-SWCNT to 

deliver low concentrations of PAPAO(III) into A549 cells and release the 

PAPAO(III) into the endosomes/lysosomes after uptake.    

 

Figure 6.2: Change in pH during various stages of clathrin-dependent 
endocytosis. 
 

Figure 6.3A shows the RTCA cytotoxicity profile of A549 cells exposed 

to 12 µM PAPAO(III) with o-SWCNT at varying concentrations from 0-50 µg 

mL-1. Figure 6.3B shows the RTCA cytotoxicity profile of A549 cells exposed to 

o-SWCNT alone, at the same concentrations used in Figure 6.3A. The o-SWCNT 

solutions alone are not cytotoxic and they do not interfere with RTCA 

measurements. In Figure 6.3A, there appears to be a dose-response with the 

Clathrin-coated pit 

Early Endosome 

pH = 5.9 – 6.0 Late Endosome 
pH = 5.0 – 6.0 

Lysosome 
pH = 5.0 – 5.5 

Cell Membrane 
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higher concentrations of o-SWCNT in the presence of 12 µM PAPAO(III) (blue, 

orange, and pink profiles in Fig. 6.3A). The CI decreases when the concentration 

of o-SWCNT present in the PAPAO(III) solution increases from 5 to 50 µg mL-1. 

This toxic response is observed at 36 h after treatment with 12 µM PAPAO(III) + 

50 µg mL-1 o-SWCNT (Fig. 6.3A). This delay may be due to the slow 

intracellular accumulation of the complex. Studies have shown that cellular 

uptake and expulsion/recycling of SWCNT occur simultaneously, and the rate of 

uptake is faster than the rate of expulsion [18, 19]. Hence, the delayed effect 

observed in Figure 6.3A could be caused by the time required for the intracellular 

concentration of o-SWCNT + PAPAO(III), and thus, free PAPAO(III) as well, to 

increase to a level where cytotoxicity is observed. As this is merely a hypothesis, 

more research is needed to confirm this delay in observed cytotoxicity for o-

SWCNT and PAPAO(III).     
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A. 
 
 
 
 
 
 
 
 
 
B. 

 
 
 
 
 
 
 
 

 
Figure 6.3: A) RTCA profile of the CI over time for A549 cells treated with 
12 µM PAPAO(III) and 0-50 µg mL-1 o-SWCNT. B) RTCA profile of the CI 
over time for A549 cells treated with 0-50 µg mL-1 o-SWCNT (as in Fig. 
6.3A) and the CI over time for wells without cells present to show the effects 
of o-SWCNT on the RTCA electrodes (CI = 0).  

6.3.3 Roxarsone 

Uptake of pentavalent arsenic species [e.g., As(V) , DMA(V)] has been 

shown to be much slower and the species less efficiently retained than the uptake 

of trivalent species [DMA(III), MMA(III), As(III)] [20-22]. While it is generally 

accepted that trivalent species are taken up more readily into cells than 

pentavalent species, it is a source of contention if the more efficient uptake of 

trivalent over pentavalent species is a cause of the observed increase in 

cytotoxicity of trivalent over pentavalent species. Hence, the examination of o-

SWCNT-altered cytotoxicity of the low toxicity pentavalent species, roxarsone, 

will provide evidence to support the potential effect of enhanced uptake of 
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pentavalent species. To this end, we examined the cytotoxicity of the pentavalent 

species, roxarsone, in the presence of o-SWCNT, as roxarsone showed little 

cytotoxicity in A549 cells (Chapter 4). 

Figure 6.4 shows the RTCA cytotoxicity profiles of A549 cells exposed to 

A) 7.5 mM or B) 5 mM roxarsone with o-SWCNT concentrations from 0 to 400 

µg mL-1. Both sets of results show a clear dose-response. In the presence of 5 or 

7.5 mM roxarsone, as the concentration of o-SWCNT increases, the treated A549 

cells show toxic effects, demonstrated by the decreasing CI values. The observed 

decrease in CI, however, is different from what was observed in Figure 6.3A 

when A549 cells were treated with o-SWCNT and PAPAO(III). In Figure 6.3A, 

the cytotoxicity (or reduction in CI) was observed after 36 h exposure, while the 

decrease of CI observed in Figure 6.4 occurs much earlier in the exposure period 

(approximately 12 h after exposure). It should be noted that a comparison 

between the profiles of the two species in the presence of o-SWCNT is difficult to 

make as the range of tested concentrations for both the species and the o-SWCNT 

tested vary significantly. The concentration of 5 mM roxarsone is over 400 times 

larger than the concentration of 12 µM PAPAO(III) that was screened. Although 

both of these concentrations had little quantifiable cytotoxicity, the sheer 

difference in concentration (and total number of As molecules present) makes this 

analysis, based on RTCA screening alone, difficult. Furthermore, a higher 

concentration range of o-SWCNT was screened with roxarsone. Nevertheless, the 

findings in Figure 6.4 are very promising for future research, as it appears that the 

presence of o-SWCNT significantly increases the cytotoxicity of this pentavalent 
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arsenic species. The examination of total intracellular arsenic uptake using ICP-

MS in the presence and absence of o-SWCNT would be of great benefit to 

discerning the observed increase in cytotoxicity.   

 
A. 
 
 
 
 
 
 
 
 
 
 
B. 
 
 
 
 
 
 
 
 
 
 
 
Figure 6.4: RTCA profile of the CI over time for A549 cells treated with A) 
7.5mM Roxarsone and 0-400 µg mL-1 o-SWCNT and B) 5mM Roxarsone and 
0-400 µg mL-1 o-SWCNT. 
 

To confirm that the observed changes in CI observed in Figure 6.4 were 

not caused by the o-SWCNT, Figure 6.5A shows the RTCA cytotoxicity profile 

for A549 cells exposed to o-SWCNT at the same concentrations found in Figure 

6.4. This demonstrates that the o-SWCNT alone are not significantly cytotoxic 

and they do not interfere with RTCA measurements. Figure 6.5B shows the 

RTCA cytotoxicity profile for A549 cells exposed to the solvent controls for both 
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concentrations of roxarsone (Fig. 6.4), supporting that the effects observed in 

Figure 6.4 are mediated by the presence of o-SWCNT and roxarsone.  

 
A. 
 
 
 
 
 
 
 
 
 
B. 
 
 
 
 
 
 
 
 
 
 
Figure 6.5: A) RTCA profile of the CI over time for A549 cells treated with 
0-400 µg mL-1 o-SWCNT (as in Fig. 6.4) and the CI over time for wells 
without cells present to show the effects of o-SWCNT on the RTCA 
electrodes (CI = 0). B) RTCA profile of the CI over time for A549 cells 
treated with the solvent controls present in 7.5 mM (0.62% DMSO, 15.5% 
H2O) and 5 mM (0.46% DMSO, 11.6% H2O) roxarsone.  
 

6.4 Conclusions 

This chapter demonstrates another application of our developed 96-x 

RTCA method for analysis of nanoparticles for use in drug discovery and 

development. Here, our RTCA method was used to examine the potential 

therapeutic application of three different arsenic species (selected based on RTCA 

cytotoxicity analysis in Chapter 4) when co-administered with o-SWCNT. These 
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three species, PAO(III), PAPAO(III), and roxarsone, each demonstrated unique 

interactions with o-SWCNT, which were easily observed in real-time due to the 

high-throughput and dye-free analysis provided by our method. A unique o-

SWCNT-PAO(III) complex was identified, while both PAPAO(III) and roxarsone 

warrant further investigation due to the enhanced cytotoxicity of these species 

when treated with o-SWCNT.   

The dye-free aspect of our RTCA method is of particular importance in 

the analysis of SWCNT toxicity, as several studies have reported interference of 

SWCNT with traditional dye-based assays for cytotoxicity analysis. Monteiro-

Riviere et al. found severe interference of SWCNT with the neutral red (NR) 

uptake assay, the MTT assay, and the Alamar Blue assay [23]. MTT interference 

was also reported by Wörle-Knirsch et al. [24]. Furthermore, Davoren et al. 

reported interference of SWCNT with dyes used in the NR, adenylate kinase 

(AK), and the interleukin-8 (IL-8) cytokine assays, which they attributed to the 

adsorbing properties of the nanotubes affecting the dyes [25]. As we observed no 

interference in any of our RTCA analyses with o-SWCNT, our RTCA method 

will be of considerable use in future studies of SWCNT drug delivery systems.  
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Chapter 7: Conclusions and Future Prospects 

7.1 Introduction 

Current methods for assessment of nanoparticle-mediated cytotoxicity are 

dominated by end-point colorimetric assays, which require the use of labels or 

dyes to monitor cellular responses [1, 2]. Many nanomaterials have been found to 

interfere with the dyes or absorbance measurements requisite to these assays [3-

7]. Thus, these traditional cytotoxicity assays cannot provide reliable assessment 

of nanoparticle-mediated cytotoxicity, resulting in the requirement that multiple 

assays be performed to avoid any erroneous results [8]. This is time-consuming 

and makes high-throughput assessment difficult to achieve. Therefore, the 

development of new analytical tools for more efficient, high-throughput, and 

reliable measurement of nanomaterial-mediated toxicity is needed.  

Our group has developed impedance-based real-time cell-electronic 

sensing techniques for high-throughput testing of chemical toxicity. We have 

demonstrated the techniques for the profiling of chemical- and microparticle-

induced cytotoxicity in real-time [9, 10]. My Ph.D. research aimed to develop this 

cell-electronic sensing technology for testing nanoparticle-mediated toxicity with 

applications to environmental studies and drug development. This included the 

development of RTCA methods for high-throughput testing of engineered 

nanoparticles (Chapter 2) and environmentally-sampled air particulates (Chapter 

3). In Chapter 4, I applied the chemical cytotoxicity testing methods to examine 

the cytotoxicity of thirteen arsenic species on the same platform, using the same 

cell lines and experimental conditions, enabling for the first time a comparison of 
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the relative cytotoxicity of thirteen arsenicals. The unique cytotoxicity of a newly 

synthesized arsenical, Arsenicin A, identified in Chapter 4 led to further 

investigation into intracellular accumulation as a key factor contributing to its 

potent cytotoxicity in Chapter 5. Chapters 2-4 demonstrated the unique capability 

of RTCA for testing cytotoxicity of nanoparticles and arsenicals to generate 

multiple data. This provided a basis for further exploration into the potential use 

of nanoparticle-altered arsenic toxicity for therapeutic use (Chapter 6).  

This chapter will summarize the findings of each of these previous 

chapters and discuss their significance. Future research objectives and studies will 

also be proposed. 

7.2 Chapter Summaries 

7.2.1 Chapter 2: Development of a Real-Time Cell-electronic Sensing Method 
for Analysis of Nanoparticle-Induced Cytotoxicity 

The recent increase in production and application of nanomaterials raises 

concerns of human exposure and health risks. Hence, developing high-throughput 

in vitro testing tools has become one of the priorities for both the safe use and 

development of nanotechnology [11]. Due to the extensive reports of interference 

of nanomaterials with traditional dye-based cytotoxicity assays, I hypothesized 

that an impedance-based cell-electronic sensing technique could overcome these 

problems to provide accurate measurements of nanoparticle-mediated 

cytotoxicity. I tested two well-characterized engineered nanoparticles, nTiO2 and 

nAg, and selected three human cell lines as sensing probes. Real-time analysis 

provided both qualitative and quantitative data in the form of cytotoxicity profiles 

(cell index over time) and unique IC50 histograms (IC50 values over time). I was 
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able to confirm cytostatic responses on cytotoxicity profiles of CHO-K1 cells (a 

non-tumor derived mammalian cell line) using flow cytometric analysis to 

demonstrate S-phase cell cycle arrest due to nTiO2 exposure. I also confirmed 

that the IC50 values determined using the RTCA method were acceptable, as IC50 

values determined using the neutral red uptake (NRU) assay for nAg were not 

statistically different. IC50 values for nTiO2, however, could not be determined 

due to severe interference with the NRU method. This further confirmed the 

utility of my developed RTCA method, as it suffered no interferences from either 

nanoparticle, and provided concentration-, time-, particle-, and cell-dependent 

toxicological relationships.   

7.2.2 Chapter 3: Application of Developed RTCA Method for Environmental 
Air Quality Monitoring 

 Nanosized air particulates have been a known by-product of 

anthropogenic thermo-degradation processes, such as combustion and automobile 

use, and until recently, have been the only significant source of human exposure 

to nanosized particles (PM0.1) [12]. With rapid development of nanotechnology 

leading to incorporation of nanomaterials into thousands of consumer products 

[13], engineered-nanoparticles in the environment have become a concern [14-

16]. Therefore, it is required to develop new techniques and methods for 

enviornmental toxicity monitoring of ultrafine particles (PM0.1). I hypothesized 

that our RTCA method developed in Chapter 2 could be applied to accurately 

measure nanoparticle-mediated cytotoxicity of environmentally-sampled 

particulates. Using my RTCA method, I demonstrated its application in air quality 

monitoring through the evaluation of the cytotoxicity of two forms of particulate 
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matter (PM) collected from the field. The first set of PM was size-fractionated 

coal fly ash (CFA) collected from a coal burning power plant in China. The size 

fractions of CFA were PM10 (>10 µm), PM10-2.5 (2.5 µm<x<10 µm), and 

PM2.5 (<2.5 µm). After correcting cell index values due to mild interference of 

the high doses of PM with RTCA measurements, RTCA analysis provided both 

qualitative and quantitative analysis of the CFA PM on two human lung 

carcinoma cell lines, A549 and SK-MES-1. Cytotoxicity was size-dependent 

(PM10 < PM10-2.5 ≈ PM2.5) and cell-dependent (A549 < SK-MES-1). The 

second set of PM was PM2.5 extracted from air quality monitoring filters. After 

extracting the concentrated air particulates (CAPs) from the filters, CAPs were 

screened with two particulate standard reference materials (SRMs). RTCA 

analysis determined that the cytotoxicity of the CAPs was dose-dependent, but 

was less than that of the two SRMs. Cytotoxicity ranking of the PM samples 

indicates the utility of the RTCA method for prioritization of environmental 

samples for further testing for air quality monitoring applications.   

7.2.3 Chapter 4: Profiling Cytotoxicity of Thirteen Arsenic Species for Toxicity 
Ranking 

 The toxicity of arsenic is dependent upon its chemical species; however, 

the roles of specific metabolites or intermediates in toxicity mechanisms are 

poorly understood [17]. The available toxicity data has been obtained using 

various assays on different cell lines. The species-dependent toxicity and 

variations in different assays make it difficult to compare the toxicity of different 

arsenic species. To address this issue, I hypothesized that RTCA methods for 

chemical cytotoxicity testing developed in our lab can be used for uniform testing 



 

 180 

of the cytotoxicity of arsenic species [9]. I examined thirteen different species of 

arsenic, including inorganic species [As(III), As(V)], methylated metabolites 

[MMA(III), MAO(III), DMA(III)], thiolated metabolites [DMAG(III), 

DMMTA(V), MMTTA(V), DMDTA(V)], and non-metabolite organoarsenicals 

(Arsenicin A, PAO(III), roxarsone, p-arsanilic acid). I selected two human 

carcinoma cell lines as sensing probes, A549 and T24. Real-time analysis 

provided both quantitative and qualitative data. Quantitative IC50 values were 

determined at every hour over the exposure period, indicating cell-dependent and 

chemical species-dependent cytotoxicity. T24 was more sensitive to all arsenic 

species than A549. In A549 cells, the toxicity of the species was ranked as 

PAO(III) > Arsenicin A > MAO(III) ≈ MMA(III) ≈ DMA(III) > DMAG ≈ 

DMMTA > As(III) > MMTTA > DMDTA ≥ As(V) > Roxarsone > p-Arsanilic 

Acid. In T24 cells, PAO(III) > MAO(III) > MMA(III) > Arsenicin A > DMAG ≈ 

DMA(III) ≥ DMMTA ≥ As(III) > MMTTA > As(V) ≥ DMDTA > p-Arsanilic 

Acid ≈ Roxarsone. Qualitative analysis of the cytotoxicity profiles (cell index 

over time) demonstrated unique profile shapes for several of the arsenic species. 

The dimethylated arsenic species, DMA(III), DMAG(III), and DMMTA(V) all 

presented unique step-wise profile shapes, which were hypothesized to be due to 

either chemical conversion of arsenic in media over time or due to a common 

biological response. Hence, RTCA analysis provided important kinetic 

information about cellular responses and multiple data enabling the toxicity 

ranking for thirteen species of arsenic and providing a comprehensive study of 

arsenic toxicity.   
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7.2.4 Chapter 5: Accumulation of Arsenic Species in Human Cell Lines and 
Conversion of Arsenic Species in Culture Media 

 The known cellular interactions of arsenic are extensive [17], making the 

determination of the causes of observed cytotoxic responses very difficult. 

However, a key precondition for the induction of any cytotoxic effect by arsenic 

is cellular uptake. Thus, the examination of intracellular accumulation is an 

important starting point for understanding arsenic-induced cytotoxic effects. 

Three interesting findings of arsenic-induced cytotoxic effects in Chapter 4 were 

the potent cytotoxicity of Arsenicin A, the cell-dependent cytotoxicity of the 

trivalent arsenicals, and the unique step-wise shape of the cytotoxicity profiles for 

the dimethylated arsenicals [DMA(III), DMAG(III), DMMTA(V)]. I 

hypothesized that the higher cytotoxicity of Arsenicin A in comparison to the 

inorganic arsenical As(III) is in part due to increased intracellular accumulation of 

Arsenicin A. To confirm this, we treated A549 cells with IC50 concentrations of 

As(III) and Arsenicin A for 24 h and then collected the cell lysate. The cell lysate 

was analyzed for total arsenic using ICP-MS. ICP-MS analysis revealed that 

A549 cells exposed to Arsenicin A had four times as many arsenic atoms per cell 

than the A549 cells treated with As(III), even though the concentration of As(III) 

used was 76.6 µM, which was twenty times larger than the concentration of 

Arsenicin A used (3.5 µM). These results suggest that intracellular accumulation 

of arsenic plays a key role in the observed difference in cytotoxicity of Arsenicin 

A compared to As(III), and the high cytotoxicity of Arsenicin A found in Chapter 

4 is likely due to the higher intracellular concentration of arsenic atoms present. 

Likewise, the cell-dependent cytotoxicity of the trivalent arsenicals, As(III), 
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MMA(III), and DMA(III), is also influenced by accumulation in A549 and T24 

cells. Accumulation of total arsenic in T24 cells treated with As(III) was 

significantly higher than in A549 cells, consistent with the increased cytotoxicity 

of As(III) in T24 cells compared to A549 cells observed in Chapter 4.  

To understand potential reasons for the step-wise curves in RTCA profiles 

of some arsenic compounds, my hypothesis was that dimethylated arsenicals, 

DMA(III) and DMAG(III), convert to the less toxic pentavalent species, 

DMA(V), in culture media, resulting in the decrease in cytotoxicity of these 

species over time. The concentrations of As(III), MMA(III), DMA(III), 

DMAG(III), As(V), DMMTA(V), and DMDTA(V) in cell culture media were 

analyzed at up to nine timepoints after exposure using HPLC-ICP-MS. This 

analysis revealed all four trivalent species converted in cell media over time. 

As(III) had the slowest rate of conversion, with a small peak of As(V) appearing 

at 24 h. The conversion of MMA(III) to MMA(V) was complete by 56 h, while 

the conversion of DMAG(III) to DMA(V) was complete by 36 h. DMA(III) had 

the fastest rate of conversion, with complete conversion to DMA(V) by 9 h. As 

DMA(V) and MMA(V) are less cytotoxic than their trivalent counterparts in large 

part due to reduced intracellular uptake, the conversion of the trivalent to 

pentavalent species supports the reduced cytotoxicity of these arsenicals over time 

that was observed in Chapter 4. As(V) and DMDTA(V) exhibited no conversion 

over time in cell culture media at any of the examined timepoints, while arsenicals 

present in the DMMTA(V) solution did exhibit some conversion over time, 

although the identity of the arsenicals cannot be confirmed.  
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7.2.5 Chapter 6: Altered Cytotoxicity of Arsenic Species by Carbon Nanotubes 
in Human Cancer Cell Lines  

A promising application of nanomaterials has been the development of 

nanoparticle-based drug delivery systems [18, 19]. Of those nanomaterials, one of 

the most important classes of transporters is single-walled carbon nanotubes 

(SWCNT) [20, 21]. The US-FDA approval of As2O2 as a cancer therapeutic for 

relapsed or refractory acute promyelocytic leukemia (APL) has led to renewed 

interest in the development of arsenic-based drugs for cancer treatment. However, 

As2O3 treatment for other types of cancers has had limited efficacy due to its non-

selectivity and resulting higher general toxicity and side effects [22]. Thus, with 

the known limitations of current applications of arsenic-based treatments, I 

hypothesized that co-treatment of arsenic species with functionalized SWCNT 

would enhance the observed cytotoxicity of arsenic species in human lung cancer 

cells. Using the RTCA methods developed in Chapters 2 and 4 for nanoparticle- 

and arsenic- cytotoxicity testing, I tested low toxicity concentrations of PAO(III), 

PAPAO(III), and roxarsone with a concentration range of o-SWCNT from 0 to 

400 µg mL-1. RTCA analysis of o-SWCNT-PAO(III) demonstrated reduced 

toxicity as the concentration of o-SWCNT present in the solution of 1 µM 

PAO(III) increased. We used size-exclusion LC-ICP-MS to determine that o-

SWCNT-PAO(III) formed a complex, reducing the free PAO(III) in solution, and 

causing the decrease in cytotoxicity observed with RTCA. RTCA analysis of o-

SWCNT-PAPAO(III) and o-SWCNT-roxarsone demonstrated a dose-dependent 

increase in cytotoxicity as the concentration o-SWCNT increased in the arsenic 
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solution. Further investigation is needed to determine the cause of the enhanced 

cytotoxicity of these species when treated with o-SWCNT.    

7.3 Significance of Thesis Research 

The development of the real-time cell-electronic sensing technique, 

RTCA, for the examination of nanoparticle-mediated cytotoxicity has provided an 

important tool for use in three distinct areas of research. My work with the 

engineered nanoparticles, nTiO2 and nAg, demonstrate the utility of RTCA 

methods for implementation into high-throughput testing strategies for risk 

assessment of nanomaterials. In vitro cytotoxicity is an important data measure 

for risk assessment because it can provide the necessary experimental data for 

prioritizing compounds for further toxicity testing, and helps establish dose-

response ranges used in more advanced in vivo toxicological testing [23]. My 

results demonstrate that RTCA analysis can determine concentration-, particle-, 

time-, and cell-dependent toxicological relationships, providing a wealth of 

information for the prioritization of nanoparticles for further testing. In addition, 

real-time analysis provides qualitative data that can be used to predict the mode of 

action of a nanoparticle, as I demonstrated with the confirmation of a cytostatic 

response visible in cytotoxicity profiles using cell cycle analysis.   

  The second area of research in which this RTCA method can be applied is 

in environmental toxicity testing for air quality monitoring. My work with the two 

samples of particulate matter (PM), coal fly ash (CFA) and concentrated air 

particulates (CAPs), demonstrates the potential environmental application of 

RTCA analysis through the assessment of the cytotoxicity of environmentally-
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sampled fractions. This will assist in the prioritization of samples not only for 

potential toxicity risk, but also for further testing with chemical analysis to 

determine potential causative agents of the observed toxicity. The data collected 

from RTCA analysis of these samples can be used to assess human health risks 

associated with exposure.  

The third area of research demonstrates the application of this RTCA 

method to pharmaceutical research, for example, the examination of nanoparticle-

based drug delivery systems. It has been reported that for every one million drugs 

screened in the pharmaceutical industry, only one of those drugs will become 

marketable [24]. This suggests the need for better techniques for identifying drug 

targets and for high-throughput analysis during drug development. My work with 

RTCA analysis of thirteen arsenicals demonstrates the high-throughput 

capabilities of this method. I have demonstrated the determination of cytotoxicity 

of thirteen different species of arsenic in two cell lines to rank their relative 

toxicity. Hence, chemicals or nanoparticles with desired cytological traits can be 

more rapidly identified and prioritized for further studies. My research on RTCA 

studies of nanoparticles demonstrates the advantages of this technique over 

traditional dye-based assays for testing nanoparticle cytotoxicity. The RTCA 

testing of nanoparticle toxicity is dye free and overcomes the interference with 

dyes encountered in traditional assays. This advantage would reduce the false 

negative and false positive data that can occur because of nanoparticle 

interference. Therefore, RTCA could provide a considerable benefit in drug 

discovery as accuracy of the measured response is crucial. 
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7.4 Future Trends and Studies 

7.4.1 Future Trends 

A current trend in impedance-based cell-based biosensor research is the 

multiplexing of impedance arrays with other cell-based assays for simultaneous 

measurement of several cellular responses. A forerunner in this trend is the 

Bionas DiscoveryTM 2500 system. As opposed to the RTCA platform, which only 

utilizes interdigitated electrodes (IDEs) for sensing, the Bionas 2500 system uses 

unique microfluidic arrays with three distinct sensing areas. The first is composed 

of IDEs for impedance detection, the second of Clark-type electrodes to measure 

O2 consumption (mitochondrial respiration), and the third is composed of ion-

sensitive field-effect transistors (ISFET) to measure pH changes due to 

extracellular acidification (glycolysis) [25, 26]. Hence, this type of multiplexed 

system would be of considerable use when examining a set of chemicals as 

biologically-active and -diverse as arsenic species, as so many factors contribute 

to the observed cellular responses, including species, cell type, conversion, 

uptake, etc. From an air quality monitoring perspective, this Bionas system is 

further distinguished by its ability to screen gas samples, allowing for direct cell 

exposure to airborne contaminants [27, 28]. Thus, this would be a powerful tool 

for use in environmental monitoring of airborne nanoparticles or for more 

accurate in vitro dose-response analysis for inhalation studies. Nevertheless, this 

research promises a bright future for impedance-based detection systems for use 

in cytotoxicity analysis.  
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7.4.2 Future Work 

To take advantage of the RTCA technique in toxicity-based environmental 

testing, future work will further apply this technology to air quality monitoring by 

addressing additional environmental issues; for example, effects of oil sand 

production on air quality or the effects of coal burning power generation on air 

quality. The RTCA can examine the cytotoxicity of different sizes of air 

particulates, ultrafine air particulates (PM0.1), coarse (PM10), and fine (PM2.5) 

fractions (which contain PM0.1). Another potential research is to further develop 

the devices/instruments for field application. Such toxicity-based environmental 

monitoring devices in the field must be portable and stable, providing excellent 

performance even after potentially long storage periods. Hence, there is a 

recognized need for this instrumentation to be evaluated for stability and 

portability, particularly when used for air quality monitoring in the field. 

Further work is also needed to better elucidate the cellular responses 

observed for the thirteen arsenic species we examined. A comparison of cellular 

accumulation and conversion analysis of the species in media for the remaining 

untested arsenicals will be key to providing a more complete picture of arsenic 

toxicity. Also required is the further examination of the unique step-wise profile 

shape exhibited by the dimethylated arsenicals [DMA(III), DMAG(III), and 

DMMTA(V)] in the RTCA cytotoxicity profiles. While it was determined that the 

concentration of DMA(III) present in the DMA(III), DMAG(III), and 

DMMTA(V) treated culture media decreases over time, the identity and 

concentration of intracellular arsenic species over time remains unknown. 
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Because the unique step-wise profile shapes observed are likely due in part to 

cellular responses to arsenicals present within the cell over time, further studies to 

examine the influence of these intracellular arsenicals on the cellular mechanisms 

behind the unique profile shape should be researched. 

Finally, future work for the development of o-SWCNT-arsenic delivery 

systems is needed. As the o-SWCNT-PAO(III) complex was not cytotoxic to the 

A549 cells, methods to identify how the PAO(III) can be released from the o-

SWCNT once delivered inside the cell would be an interesting avenue of pursuit, 

particularly if the complex can be targeted for delivery into cancer cells.     
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