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Abstract 

In the first part of this study, we use an analytical approach and the interpolation-

supplemented lattice Boltzmann method (ISLBM) to quantify convective and diffusive 

transport during CO2 dissolution in the oil bulk phase. In the first step, we use a turbulence 

analogy and the ISLBM to determine the relationship between the Rayleigh number (Ra) and 

the ratio of the pseudo-diffusion coefficient to the molecular diffusion coefficient (
𝐷∗

𝐷
 ). We then 

use experimental data from two oil samples, condensate and crude oils, to validate the obtained 

relationship between 
𝐷∗

𝐷
  and Ra.  We also use the Sherwood number (Sh), total mixing and 

diffusive transport curves to analyze different periods during CO2 dissolution for condensate 

and crude oils. We focus in particular on how Ra affects the characteristics of density-driven 

fingers and the convection field. Our results show that there is a logarithmic trend between 
𝐷∗

𝐷
 

and Ra. Analysis of the total mixing and diffusive curves indicates that the CO2 dissolution 

process can be divided into three distinct periods, namely diffusive transport, early convection, 

and late convection. We find that more than 50% of the ultimate CO2 dissolution occurs in the 

early convection period. We also show that the analytical results obtained for the critical time 

and critical depth at the onset of convection is in good agreement with those of ISLBM.  After 

the onset of convection, the formation of initial fingers leads to enhanced convective transport, 

with marked implications for the concentration variance and mixing rate.        

In the second part of this study, we propose a novel analytical solution to predict the diffusion 

coefficient and depth of gas (C1 and a mixture of C1/C2 with the molar ratio of 70/30) 

penetration during the soaking period of the cyclic gas injection process. 

Our analytical solution is derived from the modeling of gas-phase pressure declines by use of 

mass-balance and continuity equations. We model mass transport during the soaking period 

as a counter-diffusion process, and found that diffusion coefficient and velocity are controlled 

by the pressure gradient at the early soaking times and the concentration gradient when the 

soaking progresses. The estimated diffusion coefficients through our solution for a mixture of 
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gas/oil under tight porous media conditions are in agreement with published literature. We 

calculate the depth of gas penetration in the plug, and show that the gas front reaches the other 

end of the plug at the end of the soaking period in the gas-mixture case. Also, the model is 

capable of predicting swelled oil volume by gas dissolution. A thermodynamic consistency 

check was performed by comparing the amount of leaked-off gas in the experiment and that of 

the model. The results show that these values are in the same range.  
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Preface 

Chapter 2 is published in a peer-reviewed journal as “Doranehgard, M. H., & Dehghanpour, 

H. (2020). Quantification of convective and diffusive transport during CO2 dissolution in oil: a 

numerical and analytical study. Physics of Fluids, 32 (8), 085110”. 

 Chapter 3 is published in a peer-reviewed journal as “Doranehgard, Mohammad Hossein, 

Son Tran, and Hassan Dehghanpour. "Modeling of natural-gas diffusion in oil-saturated tight 

porous media." Fuel  300 (2021): 120999”. 

 This thesis is an original work done by Mohammad Hossein Doranehgard. 
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Chapter 1 : Introduction 

 

1.1. Background 

International Energy Outlook 2020 (Briefing, 2020) predicts that that the global 

consumption of energy increases 50% by 2050. In this report, by 2050, petroleum and other 

liquids will contribute in the total energy sources with a share of 25% (Briefing, 2020). 

Unconventional petroleum resources cover around 80% of the total petroleum sources in 

the world (Zou, 2017). At this point, gas and oil recovery from the unconventional sources 

plays a key role in responding to the ever-increasing demand for energy. The recovery 

factor of the tight and shale formations, however, after injecting billion barrels of facing 

fluids (Figure 1–1), is less than 10% of the original oil in place (Hughes, 2013; Sheng, 2015). 

In this regard, using enhanced oil recovery (EOR) methods in these formations seems to be 

necessary. 

 

Figure 1–1: Recovery factor of tight and shale formations is less than 10% of original oil in 

place after hydraulic fracturing (Yassin, 2019). 
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Nowadays, gas-EOR methods lie in the interest of industries and researchers owning to 

their acceptable efficiency and environmental pollution degradation impacts (Huang et al., 

2019; Kumar and Mandal, 2017). For tight and shale formations with ultra-low 

permeability, gas (CO2, C1, C2) Huff-n-Puff method excels in comparison to the conventional 

gas-injection technique (Carpenter, C., 2018; Thakur, 2019). Generally, Gas HnP method 

includes three steps: (i) gas injection, (ii) soaking period during which the well is shut-in, 

(iii) puff or production period. Figure 1–2 (Yassin, 2019) depicts deferent steps of CO2 HnP 

in a tight formation. In the huff-n-puff process, molecular diffusion which is a slow 

mechanism is responsible for gas dissipation into the low-permeability formation (Tran et 

al. 2021). An important parameter in the molecular diffusion process is diffusion coefficient 

(D).  

 

Figure 1–2: Schematic illustration of CO2-transport and oil-recovery mechanisms during the 

gas HnP process (Yassin, 2019). 
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Most researchers typically conduct bulk-phase gas/oil experiments to estimate diffusion 

coefficient. This experiment is comprised of⁡pressure buildup (gas injection) and soaking 

steps. The pressure data during the soaking process are then analyzed to estimate the 

diffusion coefficient (Guo et al., 2009; Janiga et al., 2020; Li et al., 2017; Sadegh Sharafi et al., 

2020; Zhang, Y.P. et al., 2000; Zheng et al., 2016a; Zheng et al., 2016b). In these research 

studies, the researchers assumed that there is no convection field within the bulk phase. 

However, by CO2 dissolution into oil and water, the⁡mixture’s⁡density⁡increases⁡that⁡may⁡

cause introducing density-driven fingers and subsequent convection field within the liquid 

bulk phase (Farajzadeh et al., 2007). In this content, Yassin et al. (2018) used a light oil 

sample and CO2 to conduct a bulk-phase experiment by using a custom-designed visual cell. 

They visually observed density-driven fingers that act as the convection mechanisms and 

significantly increase the CO2 dissolution rate into the oil phase. Therefore, when we are 

using CO2 as the injected gas, it is important to calculate the molecular diffusion coefficient 

properly in the presence of a (possible) convection field.  

Besides the bulk phase studies, as we deal with the tight formations in HnP process, it is 

necessary to calculate the value of diffusion coefficient in the core-scale. Most researchers 

used different tortuosity models and numerical simulation methods to convert the 

calculated value of diffusion coefficient in the bulk phase to that of core-scale (Kerr et al., 

2020; Li et al., 2018b; Lou et al., 2019; Schopper, 1966). However, the diffusion coefficients 

estimated using these methods have significant errors due to the uncertainties involved in 

quantifying the tortuosity factor (Moldrup et al., 2004). Therefore, the lack of a robust 

analytical model for calculating diffusion coefficient in core-scale is obvious. 

1.2. Research objectives 

In the first part of this research, we investigate the gas-oil interactions in the bulk phase. In 

this content, we first introduce the governing equations and statistical variables, followed 

by their physical description. Using ISLBM and the turbulence analogy, we investigate the 

ratio of the pseudo diffusion coefficient (representing convective transport) to the diffusion 

coefficient (representing diffusive transport). Then, we use experimental data from two oil 
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samples to investigate the different periods and their characteristics during CO2 dissolution. 

After that, we use an analytical approach and scaling analysis to investigate the time and 

depth at the onset of convection. Finally, we investigate the effects of the Rayleigh number 

on the density-driven fingers, mixing rate, dominant physics (diffusive or convective 

transport) and the finger length.   

In the next part, we investigate the gas-oil interactions in the pore-scale. In this regard, we 

propose a novel analytical solution to quantify the diffusion coefficient, oil recovery, and 

pressure profile along the core plug during the soaking period of the gas HnP process. First, 

we model the mass-transport process using pressure-declined data, mass-balance, and 

continuity equations. Second, the model is verified against experimental data previously 

published (Tran et al., 2021). Next, we use the calibrated model to determine the depth of 

gas penetration, gas concentration, velocity, and pressure profiles along the plug. Moreover, 

the effect of injection-gas enrichment (by C2 in this study) on transport properties are also 

investigated.   

1.3. Dissertation outlines 

The dissertation is divided into 4 chapters. Chapters 2 and 3 are published as peer-reviewed 

journal papers.  

Chapter 1 presents the background, objectives of the research, and the dissertation outline.  

Chapter 2 investigates diffusive and convective transport during CO2 dissolution in 

condensate and crude oils. In this part we investigate the effects of convection field on the 

calculated value of the diffusion coefficient. 

Chapter 3 provides a novel model to calculate the diffusion coefficient in the core-scale. In 

this chapter, we study gas-front penetration in the tight core plug as well as the amount of 

oil recovery during the soaking period. 

Chapter 4 includes the conclusions of the previous chapters as well as some 

recommendations for the future works. 
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Chapter 2 : CO2 dissolution in oil bulk phase 

 

This chapter investigates CO2 dissolution process in oil using pseudo-diffusion coefficient, 

dimensionless numbers and statistical parameters including mixing rate and concentration 

variance.  

2.1. Introduction 

CO2 dissolution in liquids, such as saline water and different types of oils, has been gaining 

attention owing to its importance in petroleum and environmental engineering (Damen et 

al., 2005; Song and Yang, 2017). Enhanced oil recovery using the huff-n-puff method and 

CO2 injection into geological formations are just some notable examples (Li et al., 2018a; 

Mohagheghian et al., 2019; Vilarrasa et al., 2010).  

When CO2 is dissolved into oil and water, the density of the solution increases relative to 

that of the baseline liquid (Ashcroft and Isa, 1997; Haas et al., 1973). On initial injection, CO2 

is dissolved at the gas-liquid interface via molecular diffusion (Lindeberg and Wessel-Berg, 

1997). Therefore, the density at the CO2-liquid interface increases, causing the interface to 

become unstable. This instability produces natural convection in the liquid phase, 

enhancing CO2 mass transfer (Farajzadeh et al., 2007; Yang and Gu, 2006).  In this context, 

owing⁡to⁡ the⁡presence⁡of⁡a⁡convection⁡ field,⁡Fick’s⁡ law⁡cannot⁡mathematically model the 

dissolution process.   

Researchers have investigated the existence of natural convection due to CO2 dissolution 

into oil and water.  Lindeberg and Bergmo (2003) investigated the fate of CO2 injected into 

a sealed aquifer with different permeabilities. They found that the long-term fate of 

dissolved CO2 in the aquifers is controlled by the resultant convection field. Hassanzadeh et 

al. (2006; 2005) numerically studied the convection field in geological CO2 storage. Their 

results show that in choosing aquifers for CO2 storage, the existence and strength of 

convective instability is important. Rapaka et al. (2008) investigated the governing 

equations in a 3-D space for geologic sequestration of CO2 using non-modal stability theory. 

They proved that the time at which convection begins strongly depends on the size of the 
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perturbations. Zhang et al. (2007) developed a parallel numerical code to simulate CO2 

sequestration in geological saline aquifers. Lu and Litchtner (2007) used a 3-D parallel code 

to study the effects of Reynolds instabilities on supercritical CO2 dissolution in saline 

aquifers. They concluded that owing to density-driven instabilities, the simulated CO2 

dissolution rate is a strong function of the grid resolution. Nazari Moghaddam et al. (2012) 

evaluated the pseudo-diffusion coefficient (D*) of CO2 injection into water using pressure 

decay theory. Their results reveal that (i) the extracted value of D* is higher than the 

molecular diffusion of CO2 in water (ii) D* is a key parameter in the CO2 sequestration 

process. Nevertheless, the relation between 
𝐷∗

𝐷
 and Ra as well as different periods during 

CO2 dissolution has yet to be fully understood. 

To date, researchers have implemented various numerical methods to simulate transport 

processes such as heat transfer and fluid flow (Karimi et al., 2016; Xiong et al., 2020b). One 

such method is the Lattice Boltzmann Method (LBM). Based on molecular theory, LBM can 

simulate physical phenomena with complex geometries (Guo and Shu, 2013). During the 

last decade, LBM has been used to simulate various fluid flow and heat-transfer phenomena 

(Ahangar et al., 2020; NingguangChen et al., 2020). Kefayati (2020) used an immersed 

boundary-lattice Boltzmann method to study natural and mixed convection in the cavities 

with complex geometries. He showed that the proposed LBM can simulate heat transfer 

process with enough accuracy. Kalteh and Hasani (2014) used LBM to study free convection 

in a L-shape cavity containing a nanofluid. Ghassemi and Siavashi (2017) used the parallel 

LBM to study heat transfer and entropy generation in a cavity with a linear distribution of 

temperature on the side walls. As the origin of the driving force in both heat transfer by 

convection and the density-driven fingers in the CO2 dissolution process is density 

difference, using LBM in this study is viable.  

Nevertheless, researchers implement modifications on the lattice Boltzmann method due 

to the existence of instabilities in the simulation domain (i.e. eddies, boundary layers). 

These modifications on LBM enable the researchers to simulate different problems with 

acceptable precision and lower computational cost. Jami et al. (2016) used a multiple-

relaxation-time (MRT)  LBM to investigate the heat transfer in a 2-D square cavity. They 
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observed that MRT- LBM shows a good performance for capturing laminar and transient 

flow features. Kuznik et al. ( 2007) applied Taylor series expansion – and least square – 

based lattice Boltzmann method (TLLBM) to investigate the laminar and transient natural 

convection. They used a non-uniform mesh to capture the instabilities with a reasonable 

computational cost. Vishnampet et al. (2011) used interpolation supplemented LBM 

(ISLBM) to investigate the natural convection inside a 2-D porous enclosure at high 

Rayleigh numbers. They observed a good match between their results with those of 

previous research works. Dixit and Babu (2006) utilized ISLBM to investigate heat transfer 

by natural convection in a square cavity. They concluded that ISLBM is properly able to 

capture the velocity and temperature gradients.  

In this study, we first introduce the governing equations and statistical variables, followed 

by their physical description. Using ISLBM and the turbulence analogy, we investigate the 

ratio of the pseudo diffusion coefficient (representing convective transport) to the diffusion 

coefficient (representing diffusive transport). Then, we use experimental data from two oil 

samples to investigate the different periods and their characteristics during CO2 dissolution. 

After that, we use an analytical approach and scaling analysis to investigate the time and 

depth at the onset of convection. Finally, we investigate the effects of the Rayleigh number 

on the density-driven fingers, mixing rate, dominant physics (diffusive or convective 

transport) and the finger length.  

2.2. Problem definition 

2.2.1. Experimental observations and pressure-decline data 

 Here we present experimental observations and pressure-decline curves for CO2 

dissolution in condensate and crude oils with the physical properties listed in Table 2–1. 

The aim is to present the problem and our approach for solving it using pressure-decline 

data and LBM. In this context, Yassin et al. (2018) experimentally investigated the CO2 

dissolution process in condensate and crude oils using a visual cell setup (Yassin et al., 

2018). Figure 2–1 shows their observations for CO2 dissolution into condensate oil. It can 

be seen that as time progresses, the dissolved CO2 produces density-driven fingers as well 

as a convection field within the oil phase. In addition, as the CO2 concentration in the oil 
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phase increases, the mixture moves to the bottom of the cell, consistent with the fact that 

the oil density increases with CO2 dissolution.  

Table 2–1: Physical properties of condensate and crude oils at 50 0C (Santos et al., 2017; 

Yassin et al., 2018). 

Oil type Viscosity (cp) 

@ Average pressure 

Density (kg/m3) 

@ Atmospheric pressure 

∆𝝆 (kg/m3) 

@ Maximum pressure difference 

MW (g/mol) 

Condensate oil 1.6 787 15 148.03 

Crude oil 6 835 10 251.78 

 

 

Figure 2–1: Experimental observations of CO2 dissolution in a light oil (modified from 

Yassin et al. (2018)). 

Figure 2–2 (Yassin et al., 2018) shows the pressure-decline curves of this experiment that 

consists of region1 and region 2. Region 1 has a steeper pressure-decline slope than region 

2. Our hypothesis is that regions 1 and 2 are controlled by convective and diffusive 

transport, respectively. In fact, we believe that, for the first region, an appropriate value of 

the diffusion coefficient (i.e. the pseudo-diffusion coefficient) should be used. We assume 

that there should be a relationship between Ra and the ratio of the pseudo-diffusion 
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coefficient (D*) and molecular diffusion. To test our hypothesis, we perform calculations 

using the pressure-decline data of Figure 2–2. Figure 2–3  shows ln⁡(𝑝 − 𝑝𝑒𝑞) as a function 

of time. It can be seen that for condensate and crude oils, the slope of region 1 is, 

respectively, 14.61 and 8.11 times higher than that of region 2.  

Using⁡Zhang’s⁡model⁡(2000) and k-means data clustering method (Berkhin, 2006)  in region 

2 (diffusion dominated), we find that the diffusion coefficient for the CO2 and condensate 

oil sample is around 5×10-9 m2/s. This value for the CO2 and crude oil sample is almost equal 

to 6×10-9 m2/s. Consequently, the associated Ra values for condensate and crude oils are 

around 1.84×107 and 2.725×106, respectively. 

Next, we test our hypothesis and investigate the relationship between Ra and the ratio of 

the pseudo-diffusion coefficient and molecular diffusion (
𝐷∗

𝐷
). We also calculate the onset of 

convection as well as the share of convection and molecular diffusion in the CO2 dissolution 

process for the condensate and crude oils. 

 

(a) 

 

(b) 

Figure 2–2: Pressure-decline curve versus time for (a) condensate and (b) crude oils. Two 

regions, convection dominated and diffusion dominated, are observed. 
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           (a) 

 

                                               (b) 

Figure 2–3: Plot of ln⁡(p − peq) versus time for (a) condensate and (b) crude oils. Using 

Zhang’s⁡model,⁡the⁡diffusion⁡coefficient⁡for⁡two⁡different⁡regions⁡can be calculated. 

2.2.2. Physical description of the computational domain 

 To investigate our hypothesis, we should define a computation domain. In our 

computational domain, CO2 is continuously in contact with the top side of a 2-D square 

whose sides are 0.01 m in length, as shown in Figure 2–4. At t=0, the CO2 concentration in 

the oil phase is zero. We assume that the side and bottom walls are impermeable. There is 

no heat transfer, and the temperature is set at 50 oC that remains constant. The velocity on 

all walls is zero (no slip conditions). 

 

Figure 2–4: Physical description of the problem. For simplicity, we consider a 2-D square 

shape for the computational domain. 
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2.3. Mathematical modeling 

2.3.1. Governing equations 

To model CO2 dissolution in oil, the non-dimensional continuity, x-momentum, y-

momentum, and convection-diffusion equations are solved (for the momentum equations, 

we ignore the inertia effects) (Khosrokhavar, 2015; Siavashi et al., 2015; Yaghoubi Emami 

et al., 2018): 

𝜕�̅�

𝜕𝜏
+
𝜕(�̅�𝑈)

𝜕𝑋
+
𝜕(�̅�𝑉)

𝜕𝑌
= 0 

(2-1) 

𝜕𝑈

𝜕𝜏
+ (𝑈

𝜕𝑈

𝜕𝑋
+ 𝑉

𝜕𝑈

𝜕𝑌
⁡) = ⁡−

𝜕�̅�

𝜕𝑋
 

(2-2) 

𝜕𝑉

𝜕𝜏
+ (𝑈

𝜕𝑉

𝜕𝑋
+ 𝑉

𝜕𝑉

𝜕𝑌
⁡) = ⁡−

𝜕�̅�

𝜕𝑌
− 𝑅𝑎⁡𝑆𝑐⁡𝐶⁡ 

(2-3) 

𝜕𝐶

𝜕𝜏
+ 𝑈

𝜕𝐶

𝜕𝑋
+ 𝑉

𝜕𝐶

𝜕𝑌
=
1

𝑅𝑎
(
𝜕2𝐶

𝜕𝑋2
+
𝜕2𝐶

𝜕𝑌2
) 

(2-4) 

In the above equations, the dimensionless variables are defined as follows (Izadi et al., 2020; 

Yaghoubi Emami et al., 2018): 

𝜏 =
𝐷

𝐻2
𝑡, 𝑋 =

𝑥

𝐻
, 𝑌 =

𝑦

𝐻
, �̅� =

𝜌

𝜌0
, 𝑈 =

𝑢𝐻

𝐷
, 𝑉 =

𝑣𝐻

𝐷
, �̅� =

𝑝𝐻2

𝜌0𝐷
2
, 𝐶 =

𝑐 − 𝑐𝑖
𝑐0 − 𝑐𝑖

 
(2-5) 

In addition, using analogy from the heat transfer, the Schmitt (Sc) and Rayleigh (Ra) 

numbers are defined as (Satbhai and Roy, 2020): 

𝑆𝑐 =
𝜐

𝐷
, 𝑅𝑎 =

𝑔(𝛽∆𝑐)⁡𝐻3

𝐷𝜐
 

(2-6) 

The mixture density (𝜌) is defined via the Boussinesq approximation (Guerrero-Martínez 

et al., 2017): 

𝜌 = 𝜌0(1 + 𝛽(𝑐 − 𝑐0)) (2-7) 

The degree of mixing is defined as: 
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𝜉 = 1 −
𝜎2(𝜏)

𝜎𝑚𝑎𝑥
2  

(2-8) 

where 𝜎2(𝜏) is defined by (Fattahi et al., 2017; Jha et al., 2011) 

𝜎2(𝜏) = 𝑐2̅̅ ̅ − 𝑐̅⁡2 = (𝑐 − 𝑐̅)2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ (2-9) 

Here,⁡”⁡. ̅“⁡represents⁡spatial⁡averaging⁡over⁡the⁡domain.⁡In⁡fact,⁡when⁡𝜎(𝑡)2 = 1 (𝜉 = 0), the 

mixture is fully segregated. However, when 𝜎(𝑡)2 = 0 (𝜉 = 0), the mixture is perfectly 

mixed.  

The Taylor microscale (dissipation scale), where the fluctuations are affected by diffusion, 

is defined by  

𝑠 = ⁡√
𝜎2(𝜏)

𝜖𝑅𝑎
 

(2-10) 

Here ϵ is the dimensionless dissipation rate defined by (Jha et al., 2011) 

𝜖 =
|𝛻𝐶|2̅̅ ̅̅ ̅̅ ̅

𝑅𝑎
 

(2-11) 

Multiplying Eq. (2-4) by C and averaging over the domain, we obtain (Jha et al., 2011) 

𝑑𝜎2(𝜏)

𝑑𝜏
= 2⁡𝜖 

(2-12) 

where 𝜖 can be expressed as the mixing rate or the rate at which the fluctuations are 

dispatched (Jha et al., 2011).  

2.4. Results and discussion 

Here we present the results in five subsections. First, by using the turbulence analogy, we 

find 
𝐷∗

𝐷
 at each value of Ra. Second, using experimental data from the two oil samples, we 

investigate different periods during CO2 dissolution. Third, we investigate the critical time 

and the position of transient Ra (critical depth) at the onset of convection using an analytical 

approach and compare the results with numerical simulations (ISLBM). Fourth, we perform 
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a scaling analysis at the onset of convection. Fifth, we study the effect of Ra on the fingering 

phenomenon at different times in terms of the concentration variation (𝜎2), mixing rate (𝜖), 

iso-concentration and finger length.  

2.4.1. Molecular diffusion coefficient and mixing 

Here we use the turbulence analogy to estimate D* corresponding to the combined effects 

of diffusive and convective transport within the oil phase. In addition, we decouple D* and 

D to compare the effects of convection and diffusion on the CO2 dissolution process. The 

velocity and CO2 concentration can be written as (Ghorbani et al., 2017; Jha et al., 2011) 

{
𝑢𝑗 = 𝑢�̅� + �́�𝑗 ⁡

𝑐 = 𝑐̅ + �́�
 

(2-13) 

Here, 𝑢�̅� and 𝑐̅  represent the spatially-averaged velocity and concentration. �́�𝑗  and �́� denote 

their deviations from the mean values.  

Substituting Eq. (2-13) into the convection-diffusion equation yields 

𝑑𝑐̅

𝑑𝑡
+ 𝑢�̅� ⁡

𝑑𝑐

𝑑𝑥𝑗

̅̅ ̅̅
= 𝐷

𝜕2𝑐̅

𝜕𝑥𝑗
2 −

𝜕

𝜕𝑥𝑗
𝑢�́��́�̅̅ ̅̅  

(2-14) 

Here, 
𝜕

𝜕𝑥𝑗
𝑢�́��́�̅̅ ̅̅  corresponds to the transport of CO2 by turbulent fluctuations (Csanady, 2012; 

Xiong et al., 2020a). The eddy diffusivity coefficient, 𝜀𝑗 , is defined by 

𝑢�́��́�̅̅ ̅̅ = −𝜀𝑗
𝑑𝑐̅

𝑑𝑥
 

(2-15) 

Since 𝜀𝑗  does not depend on the direction, we assume 𝜀𝑥 = 𝜀𝑦=⁡𝜀 and 
𝜕

𝜕𝑥𝑗
𝜀𝑗 = 0. Therefore, 

Eq. (2-14) can be written as 

𝑑𝑐̅

𝑑𝑡
+ 𝑢�̅� ⁡

𝑑𝑐

𝑑𝑥𝑗

̅̅ ̅̅
= (𝐷 + 𝜀)

𝜕2𝑐̅

𝜕𝑥𝑗
2 

(2-16) 

𝑑�̅�

𝑑𝑡
⁡+⁡𝑢𝑗̅̅ ̅⁡

𝑑𝑐

𝑑𝑥𝑗

̅̅ ̅̅ ̅

𝜕2�̅�

𝜕𝑥𝑗
2

= (𝐷 + 𝜀)= 𝐷∗ 
(2-17) 
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Using Eq. (2-17) and ISLBM, we plot 
𝐷∗

𝐷
 versus different values of Ra (Figure 2–5). This figure 

shows that  
𝐷∗

𝐷
 ∝⁡ln⁡(Ra).⁡⁡ 

 

Figure 2–5: Plot of the ratio of pseudo diffusion coefficient to the diffusion coefficient ( 
𝐷∗

𝐷
) 

versus Ra 

To analyze the observed trend between 
𝐷∗

𝐷
 and Ra, we used the data provided in Section 

2.2.1. Table 2–2 shows a good agreement between the 
𝐷∗

𝐷
 values obtained by (i) pressure-

decline data (Figure 2–3) and (ii) the turbulence analogy (Figure 2–5). Therefore, the 

relationship obtained in Figure 2–5 can be considered valid, providing credence to our 

hypothesis regarding the relationship between Ra and  
𝐷∗

𝐷
. 
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Table 2–2: Comparing  
𝐷∗

𝐷
 values obtained by pressure-decline data and the turbulence 

analogy. 

Oil type Ra number 𝑫∗

𝑫
 using pressure decline data (Figure 

2–3) 

𝑫∗

𝑫
 using turbulence analogy and LBM (Figure 

2–5) 

Error 

Condensate oil 1.84×107 14.61 15.72 7.6% 

Crude oil 2.72×106 8.11 7.58 6.5% 

 

2.4.2. Mixing regimes and mechanisms 

Next we investigate the mixing regimes and the associated mass transfer during CO2 

dissolution in condensate and crude oils. Our hypothesis is that convective mixing plays a 

central role in the dissolution process. Nevertheless, to quantify the contribution of 

convective mixing in the dissolution process, we use numerical simulations (ISLBM) and 

the Sherwood number (Sh) representing the ratio of total mixing to the mixing due to pure 

diffusion. 

Figure 2–6 shows the fraction of ultimate dissolution and Sh as a function of dimensionless 

time for (a) condensate and (b) crude oils. For condensate and crude oils, more than 60% 

and 50% of ultimate dissolution occurs within 500s. During this time, molecular diffusion 

contributes to the dissolution process for almost 30% and 39% for condensate and crude 

oils, respectively. Figure 2–6 indicates that the share of convective transport for condensate 

oil is almost 1.4 times higher than that for crude oil. This observation is consistent with the 

existence of heaver components in crude oil and the higher Ra of condensate oil. In Figure 

2–6, we can see that as time progresses, the role of convection increases and then decreases, 

consistent with the experimental results (Figure 2–2). 

To investigate the dissolution mechanisms at earlier times, we show a close-up view of 

Figure 2–6 in Figure 2–7. By comparing the total mixing curve with the diffusive transport 

curve, we can identify three distinct periods, namely periods A, B and C, representing 
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diffusive transport, early convective mixing and late convective mixing, respectively 

(Hassanzadeh et al., 2007).  

In period A, molecular diffusion is the dominant mechanism. During period A, 𝛿𝐷 

(penetration depth) and 𝐽 (mass transferred) ∝ √τ (Einstein, 1905; Hassanzadeh et al., 

2007). The duration of this period depends on Ra such that a lower Ra (higher D) 

corresponds to a longer period. As Ra crude oil < Ra condensate oil, the duration of period A for 

crude oil is almost three times longer. This period continues until the onset of convection, 

which is shown as the separation point in Figure 2–7. Sh = 1 during this period 

(Hassanzadeh et al., 2007). 

At the onset of convection and subsequent instabilities, the separation point arises, marking 

the start of period B. During this period, by drawing a tangent line on the curve at the 

separation point, we observe 𝑑𝑐 ∝ 𝜏 (Hassanzadeh et al., 2007). In other words, 
𝑑𝑐

𝑑𝜏
∝ 𝑅𝑎 

and is independent of time. This period continues until the effects of instabilities reach the 

bottom boundary. Figure 2–7 shows that period B for crude oil is almost two times longer 

than that for condensate oil due to the lower Ra and weaker convection for the case of crude 

oil. During this period, Sh increases and reaches a maximum. For condensate and crude oils, 

period B is responsible for more than 60% and 50% of ultimate dissolution of CO2, 

respectively. 

As the effects of the bottom boundary layer become important, the total mixing curve 

deviates from a straight line, marking the start of period C (Hassanzadeh et al., 2007). 

During this period, Sh starts to decrease and subsequently, the share of convective transport 

decreases as well. In fact, diminishing density gradients leads to a decreasing velocity field 

and a lower rate of CO2 dissolution. 
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(a) 

 

                                              (b) 

Figure 2–6: Fraction of ultimate dissolution and Sh versus dimensionless time for (a) 

condensate and (b) crude oils. The Sh number is almost 1.3 higher for condensate oil. 

 

(a) 

 

(b) 

Figure 2–7: Three different regions identified during CO2 dissolution for (a) condensate and 

(b) crude oils. In the first period, molecular diffusion dominates. In the second period, 
𝑑𝑐

𝑑𝜏
∝

𝑅𝑎. In the third period, the role of convective transport weakens.   
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2.4.3. Onset of convection 

We now determine the time for the onset of convection (tc) using an analytical method. Our 

hypothesis is that tc depends⁡on⁡the⁡system⁡and⁡oil’s⁡parameters.⁡Also,⁡the⁡derived⁡value⁡of⁡

tc should be consistent with the experimental data and simulation results.  

Here, we define the local (transient) Ra as (Tan et al., 2003b) 

𝑅𝑎 =
𝑦4∆𝜌⁡𝑔

𝜇⁡𝐷
⁡
𝜕𝐶

𝜕𝑦
 

(2-18) 

For the system shown in Figure 2–4, the following boundary conditions are imposed: 

{

𝐶(0, 𝑡) = 𝐶𝑒𝑞
𝐶(∞, 𝑡) = 0
𝐶(𝑦, 0) = 0

 

(2-19) 

Here, Ceq represents the concentration of CO2 at the gas/oil interface and at equilibrium 

pressure (Peq).⁡For⁡the⁡above⁡boundary⁡conditions,⁡the⁡solution⁡of⁡Fick’s⁡second⁡law⁡is⁡(Tan 

et al., 2003a):  

𝐶⁡(𝑦, 𝑡) = 𝐶𝑒𝑞 ⁡𝑒𝑟𝑓𝑐⁡(
𝑦

2√𝐷𝑡
)⁡ (2-20) 

According to Eq. (2-18), the transient (local) Ra can be written as (Tan et al., 2003a) 

𝑅𝑎 =
𝑦4∆𝜌⁡𝑔⁡⁡

𝜇⁡𝐷
⁡(

1

√𝜋𝐷𝑡
) 𝑒𝑥𝑝(−

𝑦2

4𝐷𝑡
) 

(2-21) 

By differentiating Eq. (2-21), the maximum transient Ra can be found by solving 

𝜕𝑅𝑎

𝜕𝑦
= [4𝑦3 𝑒𝑥𝑝 (⁡−

𝑦2

4𝐷𝑡
) + (−

2𝑦

4𝐷𝑡
) ⁡𝑦4 𝑒𝑥𝑝 (⁡−

𝑦2

4𝐷𝑡
)] ⁡= 0⁡ 

(2-22) 

That gives ymax (critical depth) where the onset of convection occurs: 

𝑦𝑚𝑎𝑥 = √8⁡𝐷𝑡𝑐 ⁡ (2-23) 

 

 



 

19 
 

Substituting Eq. (2-23) into Eq. (2-21) gives the maximum value of Ra at the onset of 

convection: 

𝑅𝑎𝑚𝑎𝑥 =
64⁡𝐷⁡𝑡𝑐⁡

2⁡⁡∆𝜌⁡𝑔⁡

𝜇⁡𝑒2⁡√𝜋⁡𝐷⁡𝑡𝑐
⁡ 

(2-24) 

Here, the onset of instability at tc and subsequent convection can be estimated using the 

critical Ra value (Rac) based on Rayleigh-Benard instability (Drazin, 2002). Drazin (Drazin, 

2002) estimates Rac ~ 1708 based on Rayleigh-Benard instability within the liquid bulk 

phase. Substituting Ramax=1708 into Eq. (2-24) and simplifying it, gives 

𝑡𝑐 = 10.827⁡ (
𝜇⁡

√𝐷⁡∆𝜌
)

1
1.5

⁡ 

(2-25) 

Using the experimental data provided in the previous section, we can estimate the onset of 

instability and subsequent convective flow. Table 2–3 lists the critical time, dimensionless 

time and critical depth at the onset of convection for condensate and crude oils. For crude 

oil, the critical time and critical depth at the onset of convection are almost three and two 

times higher than those for condensate oil, respectively.  

Table 2–3: Values of Ra, critical time, dimensionless time and critical depth at onset of 

convection for condensate and crude oils. 

Oil type Ra number tc (s) τ yc (mm) 

Condensate oil 1.84×107 14.24 7.12×10-4 0.754 

Crude oil 2.725×106 42.38 2.54×10-3 1.426 

 

To evaluate the obtained values for yc, we use numerical simulations using LBM. Figure 2–

8 shows the yc values at the onset of convection for condensate and crude oils. Figure 2–8 

and Table 2–3 show that the analytical results reasonably agree with numerical results for 

the critical depth (yc) at the onset of convection.                                      
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Figure 2–8: The critical depth (yc) at the onset of convection for (a) condensate and (b) 

crude oils. 

By differentiating Eq. (2-23), the velocity of the introduced fingers at the onset of convection 

can be calculated by 

𝜕𝑦

𝜕𝑡
= √

2𝐷

𝑡
=
𝐷

𝐻
√
2

𝜏
⁡⁡ 

(2-26) 

Since⁡the⁡order⁡of⁡magnitude⁡of⁡D,⁡H⁡and⁡τ⁡are⁡O⁡(10-9), O (10-2) and O (10-4), respectively, 

the approximate velocity of the fingers at the onset of convection is on the order of O (10-5). 

To evaluate the obtained order of magnitude for the velocity, we plot the velocity versus 

dimensionless time for different values of Ra in Figure 2–9 using the LBM simulation results. 

At the onset of convection, we observe good agreement between the analytical and 

numerical results. Moreover, for Ra>105 and⁡ τ>0.002,⁡ the⁡ velocity⁡ plateaus⁡ owing to 

effective mixing of the mixture. Nevertheless, some fluctuations in the velocity curves can 

still be detected. These fluctuations are due to the formation of new fingers. Afterwards, 

such newly formed fingers are dispersed by molecular diffusion, which causes the velocity 

to decrease accordingly. 

 

                     tc= 14.24 s                        tc= 42.38 s 

 

(a) 

 

(b) 
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Figure 2–9: Velocity magnitude versus dimensionless time for different values of Ra. 

2.4.4. Scaling analysis at the onset of convection 

Here, we determine O(Ra) at the onset of convection using scaling analysis. At the onset of 

convection when Rac= 1708 (Costa, 2002), we hypothesis that scale analysis leads to Ra of 

O(1000). Figure 2–10 (a) shows the situation in which Ra < Rac, therefore, due to the 

domination of diffusive transport, the fluid is quiescent and the iso-concentration lines are 

stratified. In Figure 2–10 (b), Ra > Rac. Therefore, in addition to diffusive transport with a 

penetration depth of 𝛿𝐷, we observe fluid moving in rotating rolls with a length of ∆.  

 

Figure 2–10: (a) Quiescent stratified fluid before the onset of convection (b) at the onset of 

convection. 
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In the absence of convective transport, the required time for molecular diffusion across the 

∆ layer scales as 

(𝜏𝐷)∆~
∆2

𝐷
⁡ 

(2-27) 

In the presence of convective transport, the time scale of convective transport across the 

same ∆ layer scales as 

(𝜏𝑐)∆~
∆

𝑣𝑐
⁡ 

(2-28) 

Here, 𝑣𝑐 represents the convective velocity and scales via the momentum balance between 

buoyancy force (𝜌
⁡∆2

2
⁡𝑔𝛽⁡

∆𝐶

𝑛
 ) and shear force (2 (

𝜌𝑣𝑐𝜈

𝛿
)⁡
∆

2
⁡) as (Bejan, 2016) 

𝑣𝑐~
∆𝐶⁡

𝑛
⁡
∆

𝐻
⁡
𝛿𝐷
𝐻
⁡
𝜌⁡𝑔⁡𝛽⁡𝐻2

𝜇
⁡ 

(2-29) 

Here, 
∆𝐶⁡

𝑛
 represents the concentration difference. Also, ∆= 𝐻 − 2𝛿𝐷. By substituting Eq. (2-

29) into Eq. (2-28), (𝜏𝑐)∆ becomes 

(𝜏𝑐)∆~2𝑛⁡(
𝑔𝛽⁡∆𝐶⁡𝐻𝜌

𝜇
)−1⁡(

𝛿𝐷
𝐻
)−1 

(2-30) 

At the onset of convection, the convective time scale is shorter than the diffusive time scale 

(Costa, 2002). Therefore, at the onset of convection 
(𝜏𝑐)∆

(𝜏𝐷)∆
~1: 

𝑅𝑎𝑐~2𝑛⁡[
𝛿𝐷
𝐻
(1 −

2𝛿𝐷
𝐻
)2]−1⁡ 

(2-31) 

Costa (2002) considered 𝑛 = 4 and scales the concentration difference as 
∆𝐶⁡

4
 and 

∆𝐶⁡

2
 in 

the⁡𝛿𝐷 and ∆ layers, respectively, which gives 
𝛿𝐷

𝐻
~

∆𝐶⁡

4
⁡

∆𝐶
=

1⁡

4
.  Therefore, Rac ~ 128 ~O (100). 

This is inconsistent with our first hypothesis: Rac ~O (1000). This error is due to the poor 
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definition of ∆ layer (square rolls). Figure 2–8 shows that at the onset of convection, owing 

to the formation of primary fingers, a fraction of the ∆ layer participates in convective 

transport. Using 
∆

12
 instead of the full length of ∆ (Costa, 2002), we get Rac ~ 1536 that gives 

O(1000). Therefore, using scale analysis and physically representative scales, we are able 

to find O(Ra) which agrees with our hypothesis. 

2.4.5. Effect of Ra on CO2 dissolution 

2.4.5.1. CO2 concentration 

Figure 2–11 shows iso-concentration counters at different Ra and τ.⁡ For Ra<106, the 

concentration changes uniformly, suggesting that the dominant mechanism for transport is 

molecular diffusion. By increasing Ra, the thickness of diffusion layer ( 𝛿𝐷) reduces. This 

observation is consistent with the Einstein relationship (Einstein, 1905) in which 𝛿𝐷 ∝ √𝜏. 

For Ra=106,⁡the⁡fingers⁡start⁡to⁡emerge⁡at⁡τ=0.01⁡(late⁡times).⁡Increasing⁡Ra⁡from⁡106 to 

8×106 leads to finger formation almost 10 times earlier. Increasing Ra increases the source 

term (𝑅𝑎⁡𝑆𝑐⁡𝐶) in Eq. (2-3) and decreases the diffusion term 
1

𝑅𝑎
(
𝜕2𝐶

𝜕𝑋2
+
𝜕2𝐶

𝜕𝑌2
) in Eq. (2-4).  

For⁡Ra≥106, owing to the effects of effective mixing of CO2 in the oil phase, the mixture is 

almost stagnated at the bottom of the square. Figure 2–11 confirms this observation as the 

streamlines near the bottom are relatively horizontal, implying that molecular diffusion is 

the dominant transport mechanism in this region. 

Figure 2–11 shows that as Ra increases from 106 to 108, the fingers become more developed 

that can be explained via the definition of Ra (Squires and Quake, 2005): 

𝑅𝑎~
(𝜏𝑐)∆
(𝜏𝐷)𝛿

⁡~⁡
∆⁡𝑣𝑐
𝐷

 
(2-32) 

By increasing Ra from 106 to 108, ∆ increases suggesting that the fingers can penetrate more 

deeply into the oil phase.  

 



 

24 
 

    τ=0.001 τ=0.005 τ=0.01 

R
a

=
1

0
5

 

   

R
a

=
1

0
6
 

   

R
a

=
1

0
7
 

   

R
a

=
1

0
8
 

   

Figure 2–11: Iso-concentration contours at different values of Ra and dimensionless time. 

Increasing Ra leads to introducing more fingers and further development of fingers. 

Figure 2–12 shows that increasing Ra leads not only to an increase in the number of fingers 

but also to thinner fingers. To investigate this observation, we define the wavenumber of 

the initial convective instabilities as 𝛼 =
2⁡𝜋⁡

𝜆
. Here, 𝜆(𝑚) represents the wavelength of the 

initial convective instabilities. By plotting 𝛼 versus Ra in Figure 2–12, their relationship can 

be obtained as 𝛼 = 6 × 10−4⁡𝑅𝑎. Therefore, 𝜆 = 
𝜋×104⁡⁡

3⁡𝑅𝑎
 (Hassanzadeh et al., 2007). By 
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increasing Ra, the number of fingers increases (𝛼 increases) but they become thinner (𝜆 

decreases). 

 

Figure 2–12: Wavenumber of initial convective instabilities versus Ra. An increasing linear 

trend can be observed, suggesting that increasing Ra leads to more fingers. 

2.4.5.2. Concentration variance and mixing rate 

Here, we study the effects of Ra as well as primary and late introduced fingers on 

concentration variance (𝜎2) and mixing rate (𝜖). Our hypothesis is that increasing Ra 

increases 𝜎2 and decreases 𝜖. We assume that primary fingers can change the trend of 𝜎2 

and 𝜖 versus Ra due to producing natural convection.  

Figure 2–13 (a) shows the variation of 𝜎2 versus dimensionless time for different values of 

Ra. For Ra=105,  𝜎2 increases with time. As with the case for Ra=105, 𝜎2 for Ra>105 also 

increases with time, until the first fingers produce an initial convection field in the oil phase.  

In fact, the existence of a convection field results in better mixing, reducing 𝜎2. In addition, 

for Ra>106, some fluctuations in the 𝜎2 curve can be observed. These fluctuations are due 

to the formation of small fingers. When small fingers are formed, a hump can be observed 

in the 𝜎2 curve. These new fingers are then damped, and the curve declines accordingly.   
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As Ra increases from 106 to 108, the rapid decline in 𝜎2 occurs earlier. This is due to the 

earlier formation of fingers at higher Ra. In addition, as Ra increases, the number of 

fluctuations in the 𝜎2 curve increases (more fingers), while the fluctuation amplitude 

decreases (the fingers become thinner).  

For early times, a close-up view of the curve in Figure 2–13 (a) show that 𝜎2 reaches a 

maximum at Ra=105. This is due to stronger molecular diffusion at Ra=105, increasing the 

concentration variance.  

Figure 2–13 (b) shows the variation of 𝜖 with⁡τ.⁡𝜖 Rapidly decreases at earlier times for all 

Ra. This rapid decay corresponds to the diffusion-dominant region. For Ra> 105, after the 

rapid decline of 𝜖, a hump can be observed, indicating the formation of initial fingers. Figure 

2–13 (b) shows that increasing Ra increases the number of fluctuations and decreases the 

fluctuation amplitude.  

 

(a) 

 

(b) 

 

 

 

Figure 2–13: (a) Concentration variance (𝜎2)⁡versus⁡τ⁡for⁡different⁡values⁡of⁡Ra⁡(b)⁡Mixing⁡

rate (𝜖)⁡versus⁡τ⁡for⁡different⁡values⁡of⁡Ra 
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2.4.5.3. Finger length  

In⁡this⁡part,⁡we⁡aim⁡to⁡investigate⁡the⁡effect⁡of⁡Ra⁡on⁡finger’s⁡length.⁡Our⁡hypothesis⁡is⁡that⁡

introducing⁡primary⁡fingers⁡changes⁡the⁡trend⁡between⁡Ra⁡and⁡fingers’⁡ length⁡measured⁡

from the top boundary.   

Figure 2–14 shows the length of the advancing fingertip versus τ⁡in a log-log plot. For τ<10-

4 and⁡ all⁡ Ra⁡ values⁡ tested,⁡ a⁡ linear⁡ trend⁡ between⁡ the⁡ finger’s⁡ length⁡ and⁡ time⁡ can⁡ be⁡

observed. As the molecular diffusion is the dominant transport mechanism, 𝛿 ∝
√𝐷

𝐻
𝑡. For 

Ra=105, this trend continues, but for Ra>105, a significant deviation occurs. We see that 

increasing Ra results in earlier deviation. In fact, this deviation is due to the formation of 

fingers and subsequent convective transport within the oil phase. After the deviation, a 

linear⁡ trend⁡between⁡the⁡ finger’s⁡ length⁡and⁡time⁡can⁡again⁡be⁡observed.⁡For⁡Ra≥106, to 

mathematically investigate the linear trend associated with convective transport, we model 

each⁡finger⁡as⁡a⁡sinusoidal⁡disturbance⁡with⁡wavelength⁡λ⁡and⁡amplitude⁡𝛿 which grows 

exponentially (Figure 2–14).  

𝛿 = 𝛿0⁡𝑒
𝛽𝜏 (2-33) 

Here, 𝛽⁡is the growth factor of the advanced finger. Calculating the slope of the straight lines 

associated with convective transport and comparing them with Figure 2–12, we find that 

𝛽⁡ ≈ ⁡𝛼 = 6 × 10−4⁡𝑅𝑎. Therefore, Eq. (2-33) can be rewritten as 

𝛿 = 𝛿0⁡𝑒
(6×10−4⁡𝑅𝑎⁡𝜏)  (2-34) 
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Figure 2–14: Advancing finger length versus τ⁡for different values of Ra. Each straight line 

represents the dominance of one mechanism (diffusion or convection).  

The required time for the concentration contour to reach to the bottom versus Ra number, 

is depicted in a log-log plot in Figure 2–15. This figure shows an inverse linear correlation 

between Ra and the required time for the advancing finger to reach the bottom. This is 

mainly due to more effective mixing of CO2 in the liquid phase. 

 

Figure 2–15: The⁡ required⁡ time⁡ for⁡ the⁡ finger’s⁡ tip⁡ to⁡ reach⁡ the⁡bottom⁡ for⁡ different⁡Ra⁡

numbers 
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2.5. Summery  

We have studied convective and diffusive transport and its characteristics in the CO2 

dissolution process. First, we used the turbulence analogy and interpolation-supplemented 

lattice Boltzmann method (ISLBM) to determine the trend between the ratio of the pseudo-

diffusion coefficient to the diffusion coefficient and Rayleigh number. We then used 

pressure-decline data from two oil samples to investigate different periods in the CO2 

dissolution process. After that, we used an analytical approach to study the critical time and 

critical depth at the onset of convection. Finally, the effects of Ra on the concentration 

variance, mixing rate, and the finger length were investigated. 
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Chapter 3 : Modeling of natural-gas diffusion in oil-Saturated 

tight porous media 

In this chapter, we provide a model for calculation the diffusion coefficient in the tight core 

plug. Then, we investigate the depth of gas penetration within the core. Also, the effects of 

adding C2 to C1 on the diffusion coefficient and the gas front will be studied.  

3.1. Introduction 

Most petroleum wells produce oil in commingle with associated gas, depending on the 

reservoir pressure and fluid properties. With the rapid growth in production from 

unconventional resources, managing excess associated gas is a challenge. It is important to 

note that the intensity or heat-trapping capacity of methane (the principal component of 

natural gas) is 25 times higher than CO2 (Dincer and Rosen, 1999). In most cases, operators 

face a lack of pipeline network or it is not economically attractive to install infrastructure 

to effectively gather and transport these excess gas volume to the market. Natural gas 

emission sources include fugitive emissions,  releasing gas to the atmosphere without being 

combusted (venting) and burning of gas at the processing facilities (flaring) (Ritchie and 

Roser, 2016). The loss of associated gas of any form (venting or flaring) is not only an 

economic issue, but also a major source of greenhouse gas emissions. According to Ritchie 

and Roser (2016), the natural gas emissions from oil and gas production account for 5.8% 

of the global greenhouse gas emissions. One way to reduce such emissions is to reinject 

associated gas to oil reservoirs for enhanced oil recovery.  

Cyclic⁡gas⁡injection⁡or⁡huff⁡‘n’⁡puff⁡(HnP)⁡is⁡an⁡emerging⁡technique⁡that⁡has⁡been⁡found⁡as⁡

an effective way to improve oil recovery in tight reservoirs (Chen and Balhoff; Cronin et al., 

2019) and reduce greenhouse gas emissions from gas flaring (Jin et al., 2017). The HnP 

process involves injecting gas to a targeted volume or injection pressure to a depleted oil 

well (huff), shutting in the well for a period of time to allow gas to permeate into the rock 

matrix, and finally producing back from the same well (puff or depressurization) 

(Carpenter, 2018). Field trials of natural-gas HnP provide a mixed picture with promising 

results in Eagle Ford shales (Orozco et al., 2020; Rassenfoss, 2017) and marginal 



 

31 
 

improvements in Bakken shales owing to the reservoir containment and conformance 

control (Kurtoglu, 2013; Rassenfoss, 2017). 

Gas-transport and oil-recovery mechanisms are key factors determining the efficiency of 

HnP processes in tight reservoirs. The oil-recovery mechanisms involved in the process 

comprises oil-viscosity reduction, oil swelling, and vaporization/condensation (Alharthy et 

al., 2018; Baek and Akkutlu, 2019b; Carlsen et al., 2019; Zick, 1986), gas expansion (Baek 

and Akkutlu, 2019a; Tran et al., 2021), and pore-volume compressibility (Davudov and 

Moghanloo, 2019; Davudov and Moghanloo, 2018; Lan et al., 2017). Gas-transport 

mechanisms during injection and soaking periods of a HnP process in tight reservoirs are 

even more complicated and remain a subject of debate. Pressure-driven advective 

transport is expected to be dominant during injection and early soaking periods (Alharthy 

et al., 2018), while diffusive transport dominates during late times of the soaking period 

(Hoteit and Firoozabadi, 2006; Javadpour et al., 2007). The diffusion process in porous 

media is significantly hindered by the tortuous nature of the pores, cross-sectional area 

available for diffusion, and possibly by the pore sizes (Grathwohl, 2012). Li and Emami-

Meybodi (2021) proposed a unified approach to evaluate the degree of nonlinearity of the 

diffusivity coefficient and transmissibility in estimating formation properties from rate 

transient analysis. Several studies (Carlsen et al., 2019; Cronin et al., 2019; Hoteit and 

Firoozabadi, 2006; Lashgari et al., 2019; Olorode et al., 2017; Yu et al., 2015) suggested that 

molecular diffusion is the dominant mechanism responsible for the transport of gas into the 

matrix during the soaking period of the HnP process in tight reservoirs.  

Scaling up lab-scale gas HnP data is essential to predict field-scale response. Moghanloo et 

al. (2014) and Akita et al. (2018) proposed a mechanistic approach that integrates 

stimulated reservoir volume, pore connectivity to upscale the diffusion coefficient and oil 

recovery data from laboratory scale to field scale.  

Several studies have reported that the phase behavior of a gas/oil system in nanopores of 

unconventional reservoirs deviates from the conventional ones. Teklu et al. (2016) 

reported that the reduction in minimum miscibility pressure (MMP) of CO2 and CO2/C1 with 
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Bakken oil caused by confinement is pronounced when the pore size is less than 20 nm. 

This is caused by the critical-temperature and critical-pressure shifts. Moreover, high 

capillary pressure in these confined pores shrinks two-phase regions and affects 

equilibrium liquid/vapor-phase compositions (Nojabaei et al., 2013; Zhang et al., 2017). 

There are limited experimental and analytical modeling studies to systematically 

investigate the diffusive-transport mechanism during the gas HnP process in tight porous 

media. Published studies model the process using conventional gas-transport approaches, 

and thus the results do not capture (i) effects of nanopore confinement on the phase 

behavior (Alharthy et al., 2018; Nojabaei et al., 2013; Zhang et al., 2017), (ii) fluid transport 

in nanometer-sized pores (Freeman et al., 2011; Perez and Devegowda, 2020), and (iii) 

surface chemistry during the HnP process (Baek and Akkutlu, 2019a; Bui and Akkutlu, 

2017). In these works, the diffusion coefficient is estimated through the use of tortuosity 

models (Kerr et al., 2020). In this approach, a bulk-phase experiment should be conducted 

to obtain the gas -diffusion coefficient. Li et al. (2018a) investigated CO2 diffusion process 

in tight rocks under elevated pressure and temperature using⁡Schoppers’⁡tortuosity⁡model⁡

(Schopper, 1966). According to Lou et al. (2020), diffusion coefficients of methane in oil-

saturated limestone and Bakken shale samples are in the order of 10-10 and 10-11 m2/s, 

respectively. The diffusion coefficients estimated using these methods are in a wide range 

due to the different models presented for tortuosity factor (Moldrup et al., 2004). 

According⁡to⁡the⁡best⁡authors’⁡knowledge,⁡there⁡is⁡no⁡published⁡work⁡using⁡an⁡analytical⁡

solution to calculate the gas diffusion coefficient of the gas HnP process in tight rocks. In 

this chapter, we propose a novel analytical solution to quantify the diffusion coefficient, oil 

recovery, and pressure profile along the plug during the soaking period of the gas HnP 

process. First, we model the mass-transport process using pressure-declined data, mass-

balance, and continuity equations. Second, the model is verified against experimental data 

published elsewhere (Tran et al., 2021). Next, we use the calibrated model to determine the 

depth of gas penetration, gas concentration, velocity, and pressure profiles along the plug. 
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Moreover, the effect of injection-gas enrichment (by C2 in this study) on transport 

properties are also investigated.   

3.2. Methodology  

In this section, we first develop an analytical solution to model the gas-diffusion process 

during HnP process on the tight core plug. In addition, we review experimental data 

published in an earlier study for model validation purposes 

3.2.1.  Conceptual model 

We design a conceptual model (Figure 3–1) to calculate the core-scale diffusion coefficient 

using the pressure-decline profiles. According to Figure 3–1, gas and oil transport during 

the HnP process occurs through the open face and other faces are considered impermeable. 

The model is built based on the following assumptions: (i) the soaking process is isothermal, 

(ii) the values of the diffusion coefficient and porosity are constant, (iii) there is no chemical 

reaction between gas and oil, (iv) the concentration of vaporized-oil components is 

negligible, (v) the changes of velocity in the r direction are negligible, and (vi) there is a 

first-contact miscibility process and the effects of the confinement in the nanopores are 

negligible. 

 

Figure 3–1: A conceptual model for modeling the gas transport. The right-hand-side face is 

open for gas and mass transport and other faces are sealed. It should be noted that we 

ignore the changes in the r direction. 
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3.2.2. Governing equations 

For the mixture (gas + oil) shown in Figure 3-1, one can write the mass balance equation as 

(Bird et al., 2007; Meng et al., 2019) 

𝜕(𝜌𝜔𝑠)

𝜕𝑡
+
𝜕(𝜌𝑢𝜔𝑠)

𝜕𝑧
= −

𝜕

𝜕𝑧
(−𝜌

𝐷

∅

𝜕𝜔𝑠

𝜕𝑧
)  (3-1) 

Where, 𝜌, 𝜔𝑠, 𝑢, 𝐷 and ∅ represent⁡mixture’s⁡density,⁡mass⁡fraction⁡of⁡the⁡dissolved⁡gas⁡into⁡

the⁡oil,⁡mixture’s⁡velocity,⁡diffusion⁡coefficient of gas in the core,⁡and⁡plug’s⁡porosity.⁡The⁡

mass continuity equation for the mixture can be written as (Meng et al., 2019) 

𝜕𝜌

𝜕𝑡
= −

𝜕(𝜌𝑢)

𝜕𝑧
  (3-2) 

Based⁡on⁡Raoult’s⁡law,⁡𝜌 can be related to 𝜔𝑠 as (Ott and Boerio-Goates, 2000) 

𝜌 =
𝜌𝑠𝜌𝑜

𝜌𝑠+𝜔𝑠(𝜌𝑜−𝜌𝑠)
  (3-3) 

It should be mentioned that in this study the gas/oil mixture is assumed to be non-volatile. 

This assumption is consistent with the results of our previous study (Tran et al., 2021) in 

which the share of vaporization in oil recovery is less than 5%. 

We⁡can⁡write⁡the⁡mixture’s⁡velocity⁡as⁡follows (Meng et al., 2019): 

𝑢 =
(𝜌𝑜−𝜌𝑠)

𝜌𝑠+𝜔𝑠(𝜌𝑜−𝜌𝑠)

𝐷

∅

𝜕𝜔𝑠

𝜕𝑧
  (3-4) 

Where, 𝜌𝑜 and 𝜌𝑠 represent the density of oil and solvent, respectively. Details of the 

derivation of Eq. (3-4) are provided in Appendix A. Substituting 𝑢 and 𝜌 from Eqs. (3-3) and 

(3-4) into Eq. (3-1), yields (Meng et al., 2019) 

𝜕𝜔𝑠

𝜕𝑡
=

𝐷

∅
[
𝜕2𝜔𝑠

𝜕𝑧2
+ 2(

𝜕𝜔𝑠

𝜕𝑧
)
2 (𝜌𝑠−𝜌𝑜)

𝜌𝑠+𝜔𝑠(𝜌𝑜−𝜌𝑠)
]  

(3-5) 

Eq. (3-5) can be solved to model gas transport into the system shown in Figure 3–1 with the 

following initial and boundary conditions:  
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{
 
 
 

 
 
 
⁡⁡⁡𝜔𝑠 (𝑧,  𝑡 = 0) = 0

𝜔𝑠 (𝑧 = 0,  𝑡) = 𝜔𝑠𝑜

𝜕𝜔𝑠 (𝑧→−∞, 𝑡)

𝜕𝑧
= 0

⁡

  

(3-6) 

Here, 𝜔𝑠𝑜 represents the maximum value of the solvent mass fraction in the oil measured at 

the average pressure during the soaking process (
𝑃𝑒𝑞+𝑃𝑖

2
). The second boundary condition 

shows the instantons establishment of the equilibrium concentration at the core inlet. The 

third boundary condition implies no flow at the end of the core.  The left-hand side (LHS) of 

Eq. (3-5) shows the accumulation of gas in the oil. The first and second terms in the right-

hand sum (RHS) of Eq. (3-5) represent the changes in gas concentration due to the diffusive 

and convective transport, respectively (Atangana, 2018; Meng et al., 2019). 

Solving Eq. (3-5) along with the initial and boundary conditions (Eq. (3-6)), yields (Meng et 

al., 2019) 

𝜔𝑠 =
1

𝛼
 

(

 
 

[
 
 
 

1 −
𝛼𝜔𝑠0

1 + 𝛼𝜔𝑠0
𝑒𝑟𝑓𝑐

(

 −
𝑧

2√
𝐷
∅

 𝑡
)

 

]
 
 
 
−1

− 1

)

 
 

 

(3-7) 

Here, 𝛼 =
(𝜌𝑜−𝜌𝑠)

𝜌𝑠
. The derivation details are presented in Appendix B. Substituting Eq. (3-

7) into Eq. (3-4)⁡gives⁡the⁡mixture’s⁡velocity⁡at⁡the⁡core’s⁡surface⁡(𝑧 = 0) 

𝑢 =
√𝐷⁡𝛼⁡𝜔𝑠0⁡⁡

√𝜋𝑡∅
 

(3-8) 

By Combining Eq. (3-8) and Eq. (3-2) with Darcy law, D can be calculated as 
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𝐷 =
⁡⁡𝑘⁡𝜋

⁡𝜔𝑠0
2𝛼2⁡𝜇⁡

⁡
(𝑝 − 𝑝𝑒𝑞)

𝑙𝑛⁡(
𝑡𝑒𝑞
𝑡
)

 
(3-9) 

Here, 𝑝𝑒𝑞  and 𝑡𝑒𝑞  represent equilibrium pressure and the associated time for that, 

respectively. The detailed derivations can be found in Appendix C. We determine the value 

of 
(𝑝−𝑝𝑒𝑞)

𝑙𝑛⁡(
𝑡𝑒𝑞

𝑡
)

 using the slope of the straight line fitted to the plot of (𝑝 − 𝑝𝑒𝑞) vs. 𝑙𝑛⁡(
𝑡𝑒𝑞

𝑡
).  

During⁡ the⁡ soaking⁡ period,⁡ the⁡ total⁡ produced⁡ oil’s⁡mass⁡ (m) at time t and z=0, can be 

calculated by 

∫ ∅ 𝜌 𝑢 𝐴 𝑑𝑡 = 𝑚
𝑡

0

 
(3-10) 

Solving Eq. (3-10) using Eqs. (3-7), (3-4), and (3-3) gives 

𝑚 =
2𝐴√𝐷∅𝜌𝑜√𝑡

√𝜋
(
𝜔𝑠0 𝛼

1 + 𝜔𝑠0 𝛼
) 

(3-11) 

 

 

The derivation details are presented in Appendix D. Eq. (3-11) reveals that 𝑚 ∝ √𝑡 and 

hence, 
𝑑𝑚

𝑑𝑡
∝

1

√𝑡
. 

The following integral shows the gas mole number that enters the core plug at the end of 

the soaking period: 

𝑚𝑜𝑙𝑒 = 
1

𝑀
∫ 𝜌 𝜔𝑠
0

−𝐿
𝐴 𝑑𝑧  (3-12) 

Using Eq. (3-3) and (3-7), the above equation can be simplified as: 
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𝑚𝑜𝑙𝑒 = 
𝐴𝜌𝑜𝜔𝑠0 

𝑀⁡(1+𝛼𝜔𝑠0 )
∫ 𝑒𝑟𝑓𝑐⁡(

−𝑧

2√
𝐷

∅
𝑡

)
0

−𝐿
 𝑑𝑧  (3-13) 

To find the distribution of 𝜔𝑠 along the plug we use Eq. (3-7). In addition, substituting Eq. 

(3-7) into Eq. (3-4) gives the distribution of 𝑢 along the plug: 

 𝑢 =
(𝜔𝑠0 𝛼)⁡(1+𝜔𝑠 𝛼)⁡√𝐷∅

(1+𝜔𝑠0 𝛼)⁡√𝜋𝑡
 𝑒
−⁡

𝑧2

4⁡
𝐷
∅
⁡𝑡⁡  

(3-14) 

3.2.3. Pressure profile along the plug 

In this subsection, we develop equations to describe the pressure profile along the plug 

during the soaking period. We also want to investigate the effects of adding C2 to C1 on the 

pressure distribution within the plug. First, we find the equation relating pressure at the 

open face to the pressure inside the plug. In this regard, equating Darcy equation with Eq. 

(3-4) yields:  

−
𝑘

𝜇

𝑑𝑝

𝑑𝑧
= 

𝛼𝐷

1+𝜔𝑠𝛼

𝜕𝜔𝑠

𝜕𝑧
⁡  (3-15) 

Rearranging Eq. (3-15) and taking integral yields 

−∫ 𝑑𝑝
𝑝𝑧=−𝐿
𝑝𝑧=0

= ∫
𝛼𝜇𝐷

(1+𝜔𝑠𝛼)𝑘
𝑑𝜔𝑠

𝜔𝑠
𝜔𝑠0

⁡  (3-16) 

The solution of Eq. (3-16) can be written as 

𝑝(𝑧, 𝑡) = 𝑝(𝑧 = 0, 𝑡) −
𝜇𝐷

𝑘
𝑙𝑛⁡(

1+𝛼𝜔𝑠(𝑧,𝑡)

1+𝛼𝜔𝑠0
)⁡  (3-17) 

3.2.4. Experimental data 

The natural-gas HnP tests on an oil-saturated ultralight core plug were conducted using a 

custom-designed visualization cell (Tran et al., 2021). Two sets of HnP tests were conducted 

with⁡different⁡values⁡of⁡initial⁡differential⁡pressure⁡(∆Pi = Pg ‒⁡Po).⁡In⁡one⁡test⁡∆Pi was set to 

approximately zero to model gas transport in the absence of convective gas flow. The 

measured pressure decline during the soaking process of the HnP tests is illustrated in 
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Figure 3–2.  At the end of the HnP experiments, the total amount of oil produced for C1 and 

C1/C2 tests were 0.68 g and 0.82 g, respectively.  

 

Figure 3–2: Pressure-decline profile for C1 and C1/C2 during the soaking process. 

3.3. Results and discussions  

3.3.1. Diffusion coefficient calculation 

Here, we calculate the diffusion coefficient at the core-scale using the analytical solution 

provided in the previous section and the pressure-decline data. Table 3–1 lists the solvent 

mass fraction, oil viscosity, and the density of oil and gas for the HnP tests (Tran et al., 2021). 

Figure 3–3 shows the plot of (𝑝 − 𝑝𝑒𝑞) vs. 𝑙𝑛⁡(
𝑡𝑒𝑞

𝑡
). From the straight lines fitted to the plots, 

we can determine the value of  
(𝑝−𝑝𝑒𝑞)

𝑙𝑛⁡(
𝑡𝑒𝑞

𝑡
)

.  Substituting the data listed in Table 3–1 and the 

slope of the fitted lines into Eq. (3-9), the diffusion coefficients for C1 and C1/C2 tests can be 

calculated as 1.37×10−11 
𝑚2

𝑠
 and 2.74×10−11

𝑚2

𝑠
, respectively. This shows that 

𝐷𝐶1/𝐶2

𝐷𝐶1
≈ 2 

which is consistent with the higher diffusivity of C2 in the oil compared to C1.  
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Table 3–1: Parameters used in Eq. (3-9) for calculating the diffusion coefficients. 

Test 𝛚𝐬𝟎 (-) 𝛍 (Pa.s) 𝛒𝐬 (
𝐊𝐠

𝐦𝟑) 𝛒𝐨 (
𝐊𝐠

𝐦𝟑) 𝛂 (-) 

C1 0.0334 6×10−3  93.91 839 7.93 

C1/C2 0.0665 6×10−3 132.12 839 5.35 

 

 

Figure 3–3: A plot of (𝑝 − 𝑝𝑒𝑞) vs. 𝑙𝑛⁡(
𝑡𝑒𝑞

𝑡
). Higher slope for the C1/C2 curve can be observed, 

suggesting higher solubility of C2 in the oil. 

Table 3–2 presents the estimated D values using Eq. (3-9) and those reported in the 

literature. As can be seen, a discrepancy of one order of magnitude in D  values is observed 

in previous studies, which consider either different tortuosity models or numerical 

methods. On the other hand, the D values obtained in this study can be validated through 

thermodynamic analysis and will be discussed in a later section.  
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Table 3–2: Comparison of the D calculated in this study with the values reported in the 

literature. 

 

Also, we wish to find the value of tortuosity for our study by comparing the calculated value 

of diffusion coefficient in the core scale (D) with that of bulk phase (𝐷0). Lou et al. (2019) 

suggested the following equation for tortuosity (𝜏 ) calculation in the Bakken shale: 

𝜏 =
𝐷0∅

𝐷
D ⁡  (3-18) 

They reported 𝜏 = 12.8 as the tortuosity value for the Bakken shale (Lou et al., 2019)Regarding 

the value of 𝜏 for the current study, Tran et al. (2021) calculated bulk phase diffusion 

Rock Sample 
Porosity (% 

bulk volume) 
Fluid System 

Pressure (bar) 

and 

Temperature 

(oC) 

D (m2/s) Reference 

Montney 

siltstone 
3.5 C1/Montney oil 137.9 and 50 1.37×10-11 This work 

Montney 

siltstone 
3.5 

C1/C2:70/30 

mol% and 

Montney oil 

137.9 and 50 2.74×10-11 This work 

Montney 

siltstone 
3.5 C1/Montney oil 137.9 and 50 1.75×10-10 

Tortuosity model by 

Tran et al. (2021) 

Montney 

siltstone 
3.5 

C1/C2:70/30 

mol% and 

Montney oil 

137.9 and 50 2.28×10-10 
Tortuosity model by 

Tran et al. (2021) 

Indiana 

limestone 
15-18 C1/Bakken oil 137.9 and 21 1.50×10-10 

Tortuosity model by 

Lou et al. (2019) 

Bakken shale 8 C1/Bakken oil 137.9 and 21 2.00×10-11 
Tortuosity model by 

Lou et al. (2020) 

Marine shales - 

C1/C2:72/28 

mol% and black 

oil 

303 and 82 4.50×10-10 

Molecular dynamic 

simulation by Perez 

and Devegowda (2020) 
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coefficients’⁡value⁡of⁡C1 and C1/C2 as 5×10-9 and 6.5 ×10-9 
𝑚2

𝑠
, respectively. Therefore, using 

Eq. (3-18), the tortuosity for our study can be calculated as  
𝐷𝐶1∅⁡

𝐷0𝐶1
= 12.77, which is in the 

good agreement with the reported results in the literature (Lou et al., 2019). 

3.3.2. Oil production during soaking period 

In this subsection, we calculate the oil production during soaking period using our analytical 

model. Using the experimental data, we are able to decouple the amount of produced oil 

during soaking and depressurization periods and determine their relative contribution to 

the total oil recovery. We also evaluate the effects of enriching injection gas by C2 on oil 

production using Eq. (3-11) and diffusion coefficient.  

To plot the produced oil mass (𝑚) versus time for C1 and C1/C2, we substitute the obtained 

values for D  into Eq. (11). Figure 3–4 (a) and (b) show the oil rate and cumulative oil 

production, respectively. It can be seen that, the oil rate production ∝
1

√𝑡
 and cumulative oil 

production ∝ √𝑡. Comparing Figure 3–4  (a) and Figure 3–2 reveals that the maximum oil 

rate production is associated with the maximum pressure drop which occurs at t <10 hrs. 

In addition, increasing the pressure-decline slope improves the oil production rate. Adding 

C2 to C1 results in higher oil rate production and increases the ultimate oil recovery by 46%.  

Table 3–3 lists the calculated and measured values of the produced oil at the end of the 

soaking and depressurization periods, respectively. During the soaking period, adding 30 

mol% C2 to the injection gas increases oil recovery by 3%. In addition, the oil recovery 

during the soaking period is less than 20% of the total recovery. 
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                                                    (a)                                                      (b) 

Figure 3–4: (a) Oil production rate and (b) cumulative oil production versus time for C1 and 

C1/C2. Adding C2 to the C1 increases the oil production rate. 

Table 3–3: Oil recovery by the end of the soaking and puff processes. The share of the 

soaking period in the total oil recovery is less than 20%. 

Test 

Calculated Oil 

recovery at the 

end of soaking (g) 

Total oil recovery 

(measured) (g) 

Share of the soaking in 

the total oil recovery 

C1 0.1029 0.6895 14% 

C1/C2 0.1504 0.8376 17% 

 

3.3.3. Distribution of ωs and u  within the core plug 

We⁡ present⁡ the⁡ results⁡ of⁡ gas⁡ penetration⁡ depth⁡ and⁡ the⁡ distribution⁡ of⁡ the⁡ mixture’s⁡

velocity in the plug for both C1 and C1/C2 tests. The impacts of adding C2 to C1 on the 

penetration⁡depth⁡and⁡the⁡mixture’s⁡velocity⁡are⁡investigated.⁡ 



 

43 
 

Figure 3–5 (a) and (b) show the distribution of 𝜔𝑠 along the core plug for C1 and C1/C2 tests, 

respectively. For the C1 test, the ultimate gas penetration depth is around 4.2 cm (65% of 

the⁡core’s⁡length).⁡By⁡adding⁡C2 to C1, the gas can reach the end of the core. Also, 
𝑑𝜔𝑠⁡

𝑑𝑡
⎸𝐶1/𝐶2 >

𝑑𝜔𝑠⁡

𝑑𝑡
⎸𝐶1 which reveals more gas accumulation during C1/C2 test. This observation is 

consistent with 
𝐷𝐶1/𝐶2

𝐷𝐶1
≈ 2, obtained in the previous part. For both tests, 

𝑑𝜔𝑠⁡

𝑑𝑧
 and 

𝑑𝑝⁡

𝑑𝑡
 decrease 

by increasing time. In fact, decreasing the concentration gradient decreases the pressure 

drop. 

Figure 3–5 (b) and (c) represent the plot of 𝑢 versus distance from the open face for C1 and 

C1/C2 tests, respectively. 𝑢⁡⎸𝐶1/𝐶2 > 𝑢⁡⎸𝐶1, suggesting higher solubility and more oil 

swelling by adding C2 to C1. At early times, we observe a sharp decline in u curves associated 

with the steep decrease in the 𝜔𝑠. As 𝑢 ∝
𝑑𝑝

𝑑𝑧
⁡ ∝ (

𝑑𝑝

𝑑𝑡
)
1

2⁡(see Eq. (D-4)), a sharp decline at early 

times can be observed. By increasing the time, the velocity curves tend to become linear, 

suggesting a more uniform distribution of 𝜔𝑠. By increasing the time, 
𝑑𝑢

𝑑𝑡
 (acceleration term) 

decreases, indicating a lower oil production rate. Comparing 𝜔𝑠 and 𝑢 curves shows that 𝑢 

decreases as 𝜔𝑠 and subsequently concentration gradient reduces (e.g. 𝑢 = 0⁡@⁡𝜔𝑠 = 0). 

This observation endorses the role of molecular diffusion as the dominant mechanism 

during the soaking period.  

  
(a) (b) 
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(c) (d) 

Figure 3–5: Distribution of 𝜔𝑠 along the core plug for (a) C1 and (b) C1/C2 tests. Distribution 

of u along the core plug for the (c) C1 and (d) C1/C2 tests. 

3.3.4. Pressure distribution along the core plug 

Figure 3–6 (a) and (b) represent the pressure distribution along the core plug for C1 and 

C1/C2 tests, respectively. We observe that the pressure within the core increasing by 

increasing the distance from the core face. On the other hand, the reason for gas penetration 

into the core is the gradient in the gas concentration. Comparing Figure 3–6 (a) and (b) 

reveals that adding C2 to C1 results in higher pressure within the core (~0.5 MPa). This 

observation is consistent with higher oil production for C2/C1 test (Table 3). Higher 

pressure within the core yields more oil recovery. Also, the presence of C2 in injection gas 

leads to a faster pressure decline owing to a higher diffusion coefficient (
𝐷𝐶1/𝐶2

𝐷𝐶1
≈ 2) and 

mass transfer rate. 
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          (a)              (b) 

Figure 3–6: Pressure-decline curves versus time at different points within the core plug for 

(a) C1 and (b) C1/C2 tests. 

3.3.5. Thermodynamic consistency checks 

Since the analytical model is calibrated against the measured pressure-decline and oil 

production data, consistency checks should be made to ensure the validity of the calculated 

diffusion coefficient, gas-penetration depth, and pressure profile. Table 3–4 lists the 

pressure, volume, density, and the number of moles before and after the soaking period for 

each test (Tran et al., 2021). The gas density at each pressure is calculated using the Peng-

Robinson equation of state.   

Table 3–4: Thermodynamic properties of C1 and C1/C2 tests during the soaking period 

(Tran et al., 2021) 

Test 

Before the soaking period After the soaking period ∆𝒏 = n2 – n1 

P (bar) V (cc) 𝜌 (gr/cc) 
n1 

(mole) 
P (bar) V (cc) 𝜌 (gr/cc) 

n2 

(mole) 

(mole) 

C1 138.44 326 0.09 1.92 136.65 326 0.09 1.89 0.024 

C1/C2 138.37 326 0.14 2.19 133.62 326 0.13 2.11 0.081 
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Using the calculated diffusion coefficients and the data provided in Table 3–2, Eq. (3-13) 

can be solved analytically. Therefore, the number of moles of leaked-off gas for C1 and C1/C2 

are 0.024 and 0.080, respectively. Comparing the obtained values from Eq. (3-13) with 

experimental values in Table 3–4 (∆𝑛 = 0.026,⁡0.081), the average relative deviation 

(AARD) for the calculated moles of leaked-off gas is 4%. 

3.3.6. Effect of dispersion on diffusion coefficient calculation 

In this subsection, we wish to investigate the effect of dispersion on the calculated values of 

diffusion coefficient in the core-scale. To this end, we can consider the following equation 

which counts the effect of dispersion (Fried and Combarnous, 1971): 

𝐾 =D +⁡ 𝛼(
𝑎2𝑢2

𝐷0
)⁡  (3-19) 

Where, D, K, a and 𝐷0 are diffusion coefficient in the core scale, effective diffusion, 

characteristic dimension of the cross section and the diffusion coefficient in the bulk phase, 

respectively. In fact, term 𝛼(
𝑎2𝑢2

𝐷0
)⁡in the above equation shows the effect of dispersion. Fried 

and Combarnous (1971) considered 𝛼 < 1 and 𝑎 =
1

48
. Also, 𝑢 ~ O (10-10) and 𝐷0 ~ O (10-9) 

for both C1 and C1/C2 tests (Tran et al., 2021). Therefore, 𝛼(
𝑎2𝑢2

𝐷0
)⁡is expected to be from O 

(10-14).  By comparing D ~ O (10-11) and 𝛼(
𝑎2𝑢2

𝐷0
) ~ O (10-14), we conclude that the effect of 

dispersion in our study is negligible. 

3.4. Summery  

In this chapter, we proposed an analytical solution capable of modeling the gas-diffusion 

process, and estimating the diffusion coefficient and depth of gas penetration during the 

soaking period of a cyclic gas injection process in tight porous media. We also investigate 

the effects of adding C2 to C1 on the diffusion coefficient, gas penetration depth and the 

pressure distribution along the core. This analytical solution is a useful method for 

estimating the diffusion coefficient and depth of gas penetration during the soaking period 

of a cyclic gas injection process from experimental or field data. 
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Chapter 4 : Conclusions and future work 

4.1. Conclusions 

This study entails two main parts (i) numerical and analytical study of CO2 dissolution in 

the condensate and crude oils (ii) calculation diffusion coefficient in the pore-scale.  

In the first part, we used turbulence analogy and Interpolation Supplementary Lattice 

Boltzmann Method to find the effects of convection field as well as density driven fingers on 

the diffusive and convective transports. From this part, the following concluding remarks 

are obtained: 

• The ratio of the pseudo-diffusion coefficient to the diffusion coefficient (
𝐷∗

𝐷
 ) 

increases with Ra logarithmically.  

• During the CO2 dissolution process in condensate and crude oils, three distinct 

periods can be identified, corresponding to (i) diffusive transport (ii) early 

convection and (iii) late convection. 

• The early convective period is responsible for more than 50% of ultimate CO2 

dissolution for both condensate and crude oils. 

• The critical time at the onset of convection depends on the diffusion coefficient, 

viscosity and the change in density due to CO2 dissolution. 

• Scale analysis shows that at the onset of convection, Ra ~ O(1000) which is 

consistent with the accepted value for the onset of Rayleigh-Benard convection 

(Ra=1708). 

• The wavenumber of initial convective instabilities increases linearly with increasing 

Ra, suggesting that by increasing Ra the number of fingers increases. 

• The wavenumber of initial convective instabilities is almost equal to the growth 

factor of the advanced finger. 
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In the second part, we presented a novel method to calculate the diffusion coefficient in the 

tight core plug during the soaking process. We were able to find the relationship between 

the produced oil and time during the soaking period. Also, the distribution of pressure and 

the gas front within the core were investigated. Our main conclusions are the followings: 

• The diffusion coefficient and velocity are controlled by pressure gradient at the 

early soaking times and concentration gradient when the soaking progresses. 

• The use of gas mixtures increases the gas difussion rate, owing to the higher 

solubility of C2 in oil compared to C1. 

• The depth of gas penetration in the plug is strongly dependent on the composition 

of injection gas. We found that the gas front reaches the other end of the plug in the 

gas-mixture case after a 7-day soaking period. 

• The proposed model can be used to predict the expanded oil volume by gas 

dissolution during the soaking period. The estimated values are in the range of 

experimental results. 

• The pressure gradient in the core is driven by advective transport at the early times, 

while its direction is reverse due to oil swelling, leading to counter-current oil 

production. 

4.2. Future work 

Modeling puff period and finding the relationship between the produced oil and time is 

recommended. Also, the researchers can find the optimum pressure drop during the puff 

period by proper modeling of depressurization. In this regard, modeling of two phase flow 

(oil and gas) in the porous media is needed. 

In the current work work, assumed that the diffusion coefficient is constant during the 

soaking period. However, diffusion coefficient can be considered as a function of the gas 

concentration in the core plug. Finding an analytical solution for the diffusion coefficient in 

the pore-scale when it depends on the gas saturation, is interesting.   
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Appendices 

 

Appendix A. Mixture velocity derivation 

The mass balance equation for the oil and gas mixture (Figure 3–1) can be written as (Bird 

et al., 2007; Meng et al., 2019) 

𝜕(𝜌𝜔𝑠)

𝜕𝑡
+
𝜕(𝜌𝑢𝜔𝑠)

𝜕𝑧
= −

𝜕

𝜕𝑥
(−𝜌

𝐷

∅

𝜕𝜔𝑠

𝜕𝑧
)⁡  (A-1) 

For the mixture, the continuity equation is as follows: 

𝜕𝜌

𝜕𝑡
= −

𝜕(𝜌𝑢)

𝜕𝑧
 

(A-2) 

Combining Eqs. (A-1) and (A-2), we have (James et al., 2012; Meng et al., 2019) 

𝜌
𝜕𝜔𝑠
𝜕𝑡

+ 𝜌𝑢
𝜕𝜔𝑠
𝜕𝑧

=
𝜕

𝜕𝑥
(𝜌
𝐷

∅

𝜕𝜔𝑠
𝜕𝑧

) 
(A-3) 

Dividing Eq. (A-3) by 
𝜌𝜕𝜔𝑠

𝜕𝜌
, yields 

𝜕𝑢

𝜕𝑧
= −

1

𝜌2
𝜕𝜌

𝜕𝜔𝑠

𝜕

𝜕𝑧
(𝜌
𝐷

∅

𝜕𝜔𝑠
𝜕𝑧

) 
(A-4) 

Integration of Eq. (A-4) from −∞ to z, we have (Meng et al., 2019): 

 𝑢 =
(𝜌𝑜−𝜌𝑠) 

𝜌𝑠𝜌𝑜
∫ 𝑑 (𝜌

𝐷

∅

𝜕𝜔𝑠

𝜕𝑧
) =

(𝜌𝑜−𝜌𝑠) 

𝜌𝑠𝜌𝑜

𝑧

−∞
[𝜌

𝐷

∅

𝜕𝜔𝑠

𝜕𝑧
⎸𝑧 − 𝜌

𝐷

∅

𝜕𝜔𝑠

𝜕𝑧
⎸−∞] 

(A-5) 

According to Eq. (3-6), 
𝜕𝜔𝑠

𝜕𝑧
⎸−∞ = 0, therefore the mixture velocity is written as (James et 

al., 2012; Meng et al., 2019) 

𝑢 =
(𝜌𝑜 − 𝜌𝑠) 

𝜌𝑠𝜌𝑜
𝜌
𝐷

∅

𝜕𝜔𝑠
𝜕𝑧

 
(A-6) 
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Appendix B. Derivation of 𝝎𝒔 equation 
 

𝜕𝜔𝑠
𝜕𝑡

=
𝐷

∅
[
𝜕2𝜔𝑠
𝜕𝑧2

+ 2(
𝜕𝜔𝑠
𝜕𝑧

)
2 (𝜌𝑠 − 𝜌𝑜)

𝜌𝑠 +𝜔𝑠(𝜌𝑜 − 𝜌𝑠)
] 

(B-1) 

Eq. (B-1) is nonlinear; therefore, we linearize it using the following transform (Meng et al., 

2019; Odeh and Babu, 1988): 

𝑛 =
1

1 + 𝜔𝑠𝛼
 

(B-2) 

Using Eq. (B-2), Eq. (B-1) becomes (Meng et al., 2019): 

𝜕𝑛

𝜕𝑡
=
𝐷

∅

𝜕2𝑛

𝜕𝑧2
 

(B-3) 

The new initial and boundary conditions for Eq. (B-3) are as follows: 

{
 
 
 
 

 
 
 
 

⁡⁡⁡𝑛 (𝑧,  𝑡 = 0) = 1

⁡𝑛 (𝑧 = 0,  𝑡) =
1

1 + 𝜔𝑠𝑜𝛼

𝜕𝑛 (𝑧 → −∞,  𝑡)

𝜕𝑧
= 1

⁡

 

(B-4) 

To solve Eq. (C-3), we use the following similarity variable (Meng et al., 2019; van Duyn and 

Peletier, 1977): 

η=
𝑧

2√⁡⁡
𝐷
∅
𝑡

 (B-5) 

Using η, Eq. (B-3) can be written as follows (Meng et al., 2019): 

𝜕2𝑛

𝜕η⁡2
+ η

𝜕𝑛

𝜕η
= 0 

(B-6) 
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The new initial and boundary conditions are: 

{
 
 
 
 

 
 
 
 

⁡⁡⁡𝑛 (η → ∞) = 1

⁡𝑛 (η → −∞) =
1

1 + 𝜔𝑠𝑜𝛼

𝜕𝑛 (η⁡ → 0)

𝜕𝑧
= 1

⁡

 

(B-7) 

Solving Eq. (B-6) with the above initial and boundary conditions yields (Meng et al., 2019): 

𝜔𝑠 =
1

𝛼
 

(

 
 

[
 
 
 

1 −
𝛼𝜔𝑠0

1 + 𝛼𝜔𝑠0
𝑒𝑟𝑓𝑐

(

 −
𝑧

2√⁡
𝐷
∅
⁡𝑡
)

 

]
 
 
 
−1

− 1

)

 
 

 

(B-8) 

Appendix C. Derivation of the diffusion coefficient 
 

Using Darcy velocity (q), the continuity equation for the mixture can be written as: 

−
𝑑(𝜌𝑞)

𝑑𝑧
=
𝑑(𝜌∅)

𝑑𝑡
 

(C-1) 

Considering the constant porosity (𝐶∅ = 0), the right-hand side of the (C-1) equation can be 

written as: 

𝑑(𝜌∅)

𝑑𝑡
= ∅

𝑑𝜌

𝑑𝑝
⁡
𝑑𝑝

𝑑𝑡
= 𝜌⁡∅⁡𝐶𝑓

𝑑𝑝

𝑑𝑡
 

(C-2) 

Here, 𝐶𝑓  is the fluid compressibility and defines as 𝐶𝑓 =
1

𝜌

𝑑𝜌

𝑑𝑝
. Using Darcy law, the LHS of Eq. 

(C-1) can be written as: 

−
𝑑(𝜌𝑞)

𝑑𝑧
=
𝜌𝑘

𝜇
[⁡
𝑑2𝑝

𝑑𝑧2
+ 𝐶𝑓 ⁡(

𝑑𝑝

𝑑𝑧
)
2

] 
(C-3) 

Equating Eqs. (C-2) and (C-3) yields: 
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𝑑2𝑝

𝑑𝑧2
+ 𝐶𝑓 ⁡(

𝑑𝑝

𝑑𝑧
)
2

=
∅⁡𝜇⁡𝐶𝑓

𝑘
⁡
𝑑𝑝

𝑑𝑡
 

(C-4) 

From Eq. (3-8)⁡and⁡Darcy⁡law⁡at⁡the⁡core’s⁡surface⁡(z=0), we have: 

{
 
 

 
 𝑑𝑝

𝑑𝑧
=
𝑘√∅𝐷⁡𝛼⁡𝜔𝑠0⁡⁡

𝜇√𝜋𝑡

𝑑2𝑝

𝑑𝑧2
= 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡

 

(C-5) 

Substituting Eq. (C-5) into Eq. (C-4) and rearrangement, we have (at z=0): 

𝐷
𝑑𝑡

𝑡
=

⁡⁡𝑘⁡𝜋⁡𝑡

⁡𝜔𝑠0
2𝛼2⁡𝜇⁡⁡

⁡𝑑𝑝 
(C-6) 

Integrating from both sides of Eq. (C-6), the diffusion coefficient can be calculated as:  

 ⁡𝐷 =
⁡⁡𝑘⁡𝜋

⁡𝜔𝑠0
2𝛼2⁡𝜇⁡

⁡
(𝑝−𝑝𝑒𝑞)

𝑙𝑛⁡(
𝑡𝑒𝑞

𝑡
)

 (C-7) 

Appendix D. Derivation of oil production in Eq. (3-11) 

Starting from Eq. (3-10), we have:  

∫ ∅ 𝜌 𝑢 𝐴 𝑑𝑡 = 𝑚
𝑡

0

 
(D-1) 

Substituting Eqs. (3-3) and (3-4) into Eq. (D-1), yields: 

  

∫
1

(1 + 𝜔𝑠 𝛼)
2

 
𝑡

0

𝜕𝜔𝑠
𝜕𝑥

 𝑑𝑡 =
𝑚

𝐴𝛼𝐷 𝜌𝑜
 

(D-2) 

Considering 
𝜕𝜔𝑠

𝜕𝑥
=

𝜕𝜔𝑠

𝜕𝑛

𝜕𝑛

𝜕η

𝜕η

𝜕x
 and using Eq. (B-2), Eq. (D-2) can be written as follows: 

∫ 𝑛2
1

𝛼
 
1

𝑛2
2

√𝜋

𝑎𝜔𝑠0
1 + 𝑎𝜔𝑠0

𝑡

0

1

2√
𝐷
∅
𝑡

𝑑𝑡 =
𝑚

𝐴𝛼𝐷 𝜌𝑜
 

(D-3) 
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Taking integral from Eq. (D-3) and doing some simplifications, we have: 

𝑚 =
2𝐴√𝐷∅𝜌𝑜√𝑡

√𝜋
(
𝜔𝑠0 𝛼

1 + 𝜔𝑠0 𝛼
) 

(D-4) 

 

 


