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ABSTRACT 
 

 

        The hydrogen-bonded complex between hydrogen peroxide and formic acid was studied by 

rotational spectroscopy and ab initio calculations. Because of the simplicity, chemical activity, and 

importance of hydrogen peroxide, it is a prototypical molecule to study intermolecular interactions, 

in particular hydrogen bonding. This work provides microscopic descriptions of the hydrogen 

peroxide–formic acid binary complex, which potentially could benefit much future work. Details 

of theories and experimental principles, including the setup of the cavity-based and chirped-pulse 

Fourier-transform spectrometers, are described. Also, a background of hydrogen peroxide and the 

reasons for studying its complex with formic acid are discussed. The results indicate that the most 

stable geometry of the hydrogen peroxide – formic acid binary complex includes a 7-membered 

ring-like hydrogen bonded structure, which is the only conformer found in the experimental work. 

In the spectrum of the complex a splitting of rotational transitions is observed, which is attributed 

to a tunneling motion of the non-hydrogen bonded hydrogen atom of hydrogen peroxide. Analyses 

of the electron density topology show that the complex is held together by two strong hydrogen 

bonds, where hydrogen peroxide slightly favors being a proton acceptor than a donor. 
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1.1 Motivation 

        Many physical processes or properties, such as the condensation of gaseous molecules, the 

formation and aggregation of rain clouds [1], or the exceptionally high boiling point of water, can 

be explained if one knows how molecules or atoms attract one another, i.e. by knowing their 

intermolecular interactions. Intermolecular interactions play important roles in living systems. 

These interactions dictate, for example, the activities of enzymes or the structure of the DNA 

double helix. These examples indicate the importance of weak interactions present in the 

microscopic world. 

        An elegant way to learn about intermolecular interactions is through studies of van der Waals 

complexes [2]. A group of molecules or atoms that are weakly bound together by intermolecular 

interactions is called a van der Waals complex. Unlike traditional chemical bonds, where electrons 

are shared between atoms, these intermolecular interactions in a complex are established mainly 

through van der Waals forces [3], such as dispersion, induction, or permanent electric multipole–

multipole interactions. Hydrogen bonding is a result mainly of dipole-dipole interactions, but other 

forces also play a role. Compared with the energy of a chemical bond, the binding energy of a van 

der Waals complex typically is at least a hundred times weaker; therefore, van der Waals 

complexes are unstable at room temperature. At low temperatures, van der Waals complexes can 

be formed in the gas phase by ternary collisions, where the third collision partner carries away the 

excess binding energy [2]. 

        Hydrogen bonding is a relatively strong intermolecular interaction. Because of its importance 

in many fields of science, complexes held together by hydrogen bonding have been studied by 

various spectroscopic techniques, including Fourier-transform infrared (FTIR) spectroscopy [4-6], 

laser induced fluorescence spectroscopy [7-9], nuclear magnetic resonance (NMR) spectroscopy 

[10-12], etc. A particularly useful method to study hydrogen bonding is to probe rotational spectra 
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of van der Waals complexes that can be prepared in a pulsed molecular beam expansion. Fourier 

transform microwave spectrometers have very high-resolution capabilities so that fine- and 

hyperfine-structures of rotational transitions can be resolved. The resulting splitting contain 

copious information about molecular dynamics, e.g. tunnelling motions, and molecular structure. 

        Although van der Waals complexes have been studied by rotational spectroscopy for several 

decades, there remain still many unstudied systems. Hydrogen peroxide, an unstable but important 

small-sized molecule, is one such system whose complexes have not been studied in the gas phase. 

A main motivation for this study is to provide the first gas-phase high resolution rotational 

spectroscopic investigation of a complex that is based on a hydrogen peroxide subunit. 
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1.2 Outline of Present Work 

        The present work is divided into four chapters. In Chapter 2, details of the theories and 

experimental principles are reviewed. First, the theoretical framework of rotational spectroscopy 

and transition dynamics that will be used throughout the rest of document are given in Section 2.1, 

followed by the concept of the supersonic jet expansion in Section 2.2. The design details and 

operational principles of two types of instruments used in this study, including the cavity-based 

and chirped-pulse Fourier-transform microwave spectrometers, are presented in Section 2.3. In 

Section 2.4, the theoretical calculation methods used in this work are summarized. Several 

scientific software packages that were used for simulating or analyzing the experimental data are 

provided in the last part of this chapter, Section 2.5. The major focus of this work is concentrated 

in Chapter 3. An introduction to hydrogen peroxide and the reasons for studying it with formic 

acid as binding partner are discussed in Section 3.1. Preliminary studies in finding the optimized 

geometries of the complex and the sample preparation are covered in Section 3.2 and Section 3.3, 

respectively. In Section 3.4 to Section 3.7, spectroscopic assignments, data analyses, and 

interpretation of results are presented. A short summary of this project is given in Section 3.8. 

Finally, the concluding remarks of this work are stated in Chapter 4. 

  



 5 

 

 

 

 

 

 

 

 

CHAPTER 2 
 

 

Details of 

the Theories and Experimental Principles 

 
  



 6 

2.1 Rotational Spectroscopy 

         Rotational spectroscopy is one of the high-resolution spectroscopic techniques where 

rotational transitions are targeted. A typical rotational transition is driven by microwave radiation, 

which is characterized by its wavelength from approximately 1 to 10-4 m (0.01 to 100 cm-1; 

0.3 to 3000 GHz); therefore, rotational spectroscopy is also well-known as microwave 

spectroscopy. Much physical information of a molecule, such as its molecular structure and 

dynamics, can be obtained by measuring and analyzing its pure rotational spectrum [13]. The ‘pure’ 

rotational spectra are recorded by measuring only the transitions within the same vibrational and 

electronic state but between two different rotational states. In order to understand a specific 

application, as in the next chapter, some underlying principles of rotational spectroscopy are 

required. The following is merely a brief overview and by no means comprehensive. For 

significantly more detailed descriptions, the reader is encouraged to consult the references with 

that particular content. 

 

2.1.1 Semi-rigid Rotor Model 

        In most cases, rotational spectra of molecules can be well-described by the semi-rigid rotor 

model [14], in which centrifugal distortions are considered on top of the rigid rotor model. The 

rigid rotor model of a diatomic molecule considers the end-over-end rotation of two-point masses, 

separated by a fixed distance, about their center of mass. Based on the postulates of quantum theory 

[15], rotational energy levels for a such system can be obtained by solving its time-independent 

Schrödinger equation: ̂ܪɗሺݍሻ =  ሻݍɗሺܧ
(Equation 2.1.1). 
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ɗሺݍሻ in Equation 2.1.1 is the spatial, time-independent wavefunction of the system. By choosing 

the rotational energy operator ̂ܪ  (Hamiltonian) in spherical coordinates, for its simplicity of 

representation, the form for a rigid rotor is: ℏʹ̂ܫ [ ͳsin� ߲߲� ቆsin� ߲ɗሺݍሻ߲� ቇ + ͳsinଶ � ߲ଶɗሺݍሻ߲�ଶ ] + ሻݍɗሺܧ = Ͳ 

(Equation 2.1.2). ̂ܫ in Equation 2.1.2 is the moment of inertia, a measurement of the resistance of a body to be rotated, 

whereas ɗ stands for the rotational wavefunction and can be expressed as a function of two 

different angular coordinates, � and �; so ɗ can be rewritten as: ɗ = Θሺ�ሻ ∙ Φሺ�ሻ 
(Equation 2.1.3). 

By using the method of separation of variables, Equation 2.1.2 can be solved to yield: ɗ = Yெሺ�, �ሻ = ܰ� ∙ ܲ|ெ| ∙ cos � ∙ exp[�ܯ�] , where ܬ = Ͳ, ͳ, ʹ,⋯ ܯ; = Ͳ,±ͳ, ±ʹ,⋯  ܬ ±,
(Equation 2.1.4). Yெሺ�, �ሻ are known as spherical harmonics and are the set of rotational eigenfunctions with 

rotational quantum number ܬ and magnetic quantum number M, in which ܰெ are normalization 

coefficients and ܲ|ெ| are the associated Legendre polynomials [16]. The corresponding energies 

for a rigid rotor are given by: 

ܧ = ℏʹ̂ܫ ܬሺܬ  + ͳሻ = Bܬሺܬ + ͳሻ 
 (Equation 2.1.5). 

In the above equation, B is the rotational constant, and ܧ is the energy for the rotational level with 

rotational quantum number ܬ. In other words, the energy for an arbitrary rotational level in the 
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rigid rotor model is independent of the magnetic quantum number ܯ in the field-free case but only 

depends on the moment of inertia and the rotational quantum number ܬ. Each rotational energy 

level, consequently, is (ʹ1+ ܬ)-fold degenerate. The degeneracy can be removed by an external 

electric or magnetic field, i.e. by the Stark or Zeeman effect [17], respectively. 

        In almost all cases, the chemical bond, however, is not perfectly rigid so that a rotating 

molecule would experience centrifugal forces that pull the atoms apart, increasing the moment of 

inertia I, and decreasing the rotational constant B. To consider the effect of centrifugal distortions, 

correction terms can be added: ܧ = Bܬሺܬ + ͳሻ − Dܬଶሺܬ + ͳሻଶ + Hܬଷሺܬ + ͳሻଷ +⋯ 

(Equation 2.1.6). 

In Equation 2.1.6, D, H, or even higher order terms are centrifugal distortion constants. Notably, 

the inverse of D is proportional to the harmonic vibration frequency of the molecule. 

 

2.1.2 Non-linear Rotors 

        In rotational spectroscopy, a set of principal axes (denoted by a, b, and c) of the moment of 

inertia tensor is conventionally chosen so that ܫ ≤ ܫ ≤  େ is satisfied. Based on their principalܫ

moments of inertia, molecules are categorized into five classes: 

• linear tops (ܫ = Ͳ, ܫ =  .େ), e.g. HCNܫ

• spherical tops (ܫ = ܫ =  .େ), e.g. CH4ܫ

• oblate symmetric tops (ܫ = ܫ ≤  .େ), e.g. NH3ܫ

• prolate symmetric tops (ܫ ≤ ܫ =  .େ), e.g. CH3Clܫ

• asymmetric tops (ܫ ≤ ܫ ≤  .(େܫ
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        The energy levels for linear-top and spherical-top molecules can be described by using 

Equation 2.1.5, but for symmetric-top rotors, an additional rotational quantum number ܭ needs to 

be introduced, and the energy levels are: ܧ = Bܬሺܬ + ͳሻ + ሺC − Bሻܭଶ  for an oblate top 

(Equation 2.1.7); ܧ = Bܬሺܬ + ͳሻ + ሺA − Bሻܭଶ  for a prolate top 

(Equation 2.1.8). 

Similar to the case in linear top rotors, the rotational constants A, B, and C used in Equation 2.1.7 

and Equation 2.1.8 are defined as: 

A = ℎଶ8ܫߨ ; 
B = ℎଶ8ܫߨ ; 
C = ℎଶ8ܫߨେ   

(Equation 2.1.9). 

        Most molecules fall into the asymmetric top category. The Schrödinger Equation for the 

rotation of an asymmetric top molecule can, in general, no longer be solved analytically, and matrix 

diagonalization techniques are used instead. The rotational wavefunctions are written as linear 

combinations of symmetric-top wavefunctions. The energy levels for asymmetric-tops can be 

denoted as ܬac  where ܬ  is a good quantum number, which corresponds to the total angular 

momentum, but ܭୟ, ܭୡ are not good quantum numbers, since there is no component of the angular 

momentum along a molecule fixed axis that is a constant of the motion [14]. 
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2.1.3 Rotational Transitions 

        A rotational transition is observed only if the molecule itself possesses a permanent electric 

dipole moment, ⃑⃑⃑. In an asymmetric top molecule, the dipole moment may have components 

ୟ,ୠ ,ୡ along any of the principal inertial axes a, b, c. Rotational transitions can then be labelled 

according to which dipole moment component drives them as a-, b- or c-type. Additionally, the 

following selection rules apply: 

• for linear molecules: ∆ 0 = ܯ∆ ,1± = ܬ or ±1; 

• for symmetric top molecules: ∆ 0 = ܯ∆ ,1± = ܬ or ±1, ∆0 = ܭ; 

• and for asymmetric top molecules: ∆ 0 = ܯ∆ ,0 ,1± = ܬ or ±1; 

▪ for a-type transitions: ∆ܭୟ = 0 and ∆ܭୡ = ±1; 

▪ for b-type transitions ∆ܭୟ = ±1 and ∆ܭୡ = ±1;  

▪ for c-type transitions: ∆ܭୟ = ±1 and ∆ܭୡ = 0. 

        Aside from these selection rules, the population difference between the two states is also an 

important factor that affects the intensity of the transition. A larger population difference results 

in a larger intensity of a transition. The population of rotational energy levels can be described by 

a Boltzmann distribution [ 18 ], which expresses the population of states as a function of 

temperature, �, and gives the ratio of populations of two adjacent rotational states, N+ଵ/N, to be: N+ଵN = �+ଵ�  exp �௧Rܧ∆−] ] 
(Equation 2.1.10). 

Here, ܰ is the population of the ܬ-th rotational level, ∆ܧ௧ is the energy difference between two 

states, and g is the degeneracy of ܬ-th rotational level. 
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2.1.4 Superposition States 

        Equation 2.1.1 only describes stationary eigenstates whose probability densities, Ψ∗Ψ, are a 

constant over time. To understand the dynamics of a spectroscopic transition, one has to consider 

non-stationary states, or superposition states, whose wavefunctions can be represented as linear 

combinations of wavefunctions of the stationary eigenstates. 

        Consider an isolated two-level non-degenerate quantum system with stationary states Ψଵand Ψଶ. A superposition state Ψ௦ can then be written as follows: Ψ௦ሺݍ, ሻݐ = ܿଵሺݐሻΨଵሺݍሻ + ܿଶሺݐሻΨଶሺݍሻ 
(Equation 2.1.11), 

where ܿଵሺݐሻ and ܿଶሺݐሻ are the time-dependent probability amplitudes, which are constant in the 

absence of external radiation. The absolute square of the probability amplitudes, |ܿ�|ଶ, represents 

the likelihood of observing the system in its eigenstate Ψ�, and the sum of all |ܿ�|ଶ must be in unity. 

Below, the probability density of this superposition state: |Ψ௦|ଶ = Ψ௦∗Ψ௦ = |ܿଵ|ଶ|Ψଵ|ଶ + |ܿଶ|ଶ|Ψଶ|ଶ + ʹ��{ܿଵ∗ܿଶΨଵ∗Ψଶ} 
(Equation 2.1.12), 

Ψଵ∗Ψଶ =  ɗଵ∗ሺݍሻ ɗଶሺݍሻ exp[−�߱ଶଵݐ] , where ߱ଶଵ = ଶܧ − ଵℏܧ  

(Equation 2.1.13). 

From this derivation, it is clear that the probability density, even without the presence of external 

radiation, has an explicit time-dependence and is oscillating at a steady frequency ߱ଶଵ, which is 

the transition frequency. 

       The behavior of the probability density of this superposition state (Equation 2.1.13) becomes 

even more complicated on introducing interactions with a light field and the probability amplitudes 
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ܿ� become time-dependent. Instead, ܿ� are modulated in accordance with the field. The electric 

field component of externally applied electromagnetic field can be written as: �⃑ሺݐሻ = � cosሺ�⃑⃑� − ݐ߱ + �ሻ 
(Equation 2.1.14), 

where � indicates the electric field strength; the wave-vector, �⃑⃑, contains information about the 

wavelength and the direction of propagation, and the frequency and phase of the field are ߱ and �, respectively. The evolution of the probability density under this light field is defined by two 

coupled linear differential equations: 

{ܿଵ̇ሺݐሻ = − �ʹ ɖሺݐሻ exp[��] ∙ ܿଶሺݐሻ                           ܿଶ̇ሺݐሻ = − �ʹ ɖሺݐሻ exp[��] ∙ ܿଵሺݐሻ − �ሺ∆߱ሻܿଶሺݐሻ 

(Equation 2.1.15). 

Equation 2.1.15 shows a dependency on only two factors, the Rabi frequency, ɖሺݐሻ, and the 

detuning, or off-resonance, ∆߱: 

ɖሺݐሻ = �←ݑ⃑⃑ ∙ �⃑ሺݐሻℏ  

(Equation 2.1.16); ∆߱ = ߱ − ߱ଶଵ 

(Equation 2.1.17). 

Based on Equation 2.1.16, the Rabi frequency is a measure of the strength of the interaction 

between the molecule and the electric field. It sometimes is referred to as the ‘flip-flop’ frequency 

because the superposition state evolves from Ψଵ to Ψଶ then back to Ψଵ periodically with the Rabi 

frequency. 
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        Several important steps have been made in the derivation of Equation 2.1.15. These include 

usage of: 

• The electric dipole approximation: the wavelength of transitions between energy levels is 

much larger than the size of a molecule. 

• The rotating wave approximation (RWA) [19]: effects from non-resonant, fast oscillating 

terms are averaged to zero so that they can be dropped. 

 

2.1.5 Density Matrix Formalism 

        The theories mentioned in the previous sections only consider a single quantum particle and 

serve as cornerstones for understanding the properties of an ensemble of particles. Indeed, most 

spectroscopic experiments do not study just a single particle but many particles, each of which 

may be prepared in a slightly different way, for example, in a molecular beam experiment. As a 

result, what really need to be considered is an ensemble average rather than the behavior of the 

individual particle [20]. 

        Consider an ensemble of N two-state Ψ and Ψ quantum particles under the influence of an 

electromagnetic field. Each occupies a unique state, which can be written as: Ψேሺݍ, ሻݐ = ܽேሺݐሻΨሺݍሻ + ܾேሺݐሻΨሺݍሻ 
(Equation 2.1.18). 

For an arbitrary macroscopic observable of the system, the expectation value, ۄܱ̂ۃ, can be obtained 

by taking an average over all particles: 

⟨ܱ̂⟩ = ͳܰ  ∑⟨ܱ̂⟩�ே
�=ଵ = ݎݐ {ρ ∙ ܱ} 

 

(Equation 2.1.19), 
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where ܱ is a matrix representation for ⟨ܱ̂⟩: 
ܱ = [ ܱ ܱܱ ܱ] = [⟨ܽ|ܱ̂|ܽ⟩ ⟨ܽ|ܱ̂|ܾ⟩⟨ܾ|ܱ̂|ܽ⟩ ⟨ܾ|ܱ̂|ܾ⟩] 

(Equation 2.1.20), ݎݐ {ρ ∙ ܱ} represents the trace of the {ρ ∙ ܱ} matrix, and ρ is the density matrix that contains all 

the time-dependent information about the ensemble [21]: 

ρ = [ρ ρρ ρ] = ͳܰ  
[  
   ∑ܽ�ܽ�∗ே
�=ଵ ∑ܽ� �ܾ∗ே

�=ଵ∑ �ܾܽ�∗ே
�=ଵ ∑ �ܾ �ܾ∗ே

�=ଵ ]  
    

(Equation 2.1.21). 

As stated in Equation 2.1.21, the diagonal elements of the density matrix are the populations of 

state Ψ or Ψ, while the off-diagonal terms are referred to as coherences that describe the phase 

relation between two eigenstates. The macroscopic polarization ܲ⃑⃑ , which is an observable is 

directly related to the experimental signal, is proportional to the coherence terms: ܲ⃑⃑ = ܰ ∙ ⃑⃑⃑ۧۦ = ܰ ∙ ⃑⃑⃑← ∙ ሺρ + ρሻ 
(Equation 2.1.22). 
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2.1.6 The Optical Bloch Equations 

        To understand how coherences are produced requires solving the time-dependent Schrödinger 

equation of the ensemble. By using the density matrix formalism [ 22], the time-dependent 

Schrödinger equation of the system described by Equation 2.1.18 can then be written as: 

�ħ߲ݐ߲ߩ = ,ܪ̂] ρ] = ρܪ̂ − ρ̂ܪ 

(Equation 2.1.23). 

Equation 2.1.23 is also known as the von Neumann equation, where ̂ܪ is the time-dependent 

Hamiltonian in the matrix form. Through expansion of Equation 2.1.23, the elements of ߩ are: 

{   
   ρ̇ = +�ɖ ሺρ − ρሻ · cosሺ߱ݐ − �ሻ                      ρ̇ = +�ɖ ሺρ − ρሻ · cosሺ߱ݐ − �ሻ                      ρ̇ = −�߱ρ + �ɖ ሺρ − ρሻ · cosሺ߱ݐ − �ሻ ρ̇ = +�߱ρ + �ɖ ሺρ − ρሻ · cosሺ߱ݐ − �ሻ

 

(Equation 2.1.24). 

Similar to the deliberations in Section 2.1.4., these differential equations can be simplified further 

by transforming the density matrix ρ from a laboratory frame into a rotating reference frame ρ̃, 

which rotates with the external radiation field with a frequency ߱; then, by applying the rotating 

wave approximation (RWA) [19], its elements are: 

{   
   ρ̇̃ = +�ɖ ሺρ̃ − ρ̃ሻ                     ρ̇̃ = +�ɖ ሺρ̃ − ρ̃ሻ                     ρ̇̃ = ߩ̃߱∆�− + �ɖ ሺρ̃ − ρ̃ሻ ρ̇̃ = ߩ̃߱∆�+ − �ɖ ሺρ̃ − ρ̃ሻ

 

(Equation 2.1.25). 
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Additional rearrangement can be made by introducing the Bloch variables [23, 24]: 

{   
ݏ    = ρ̃ + ρ̃                               ݓ = ρ̃ − ρ̃                                ݑ = ʹ��{ρ̃} = ρ̃ + ρ̃∗ ݒ         = {ρ̃}݉ܫʹ = �ሺρ̃∗ − ρ̃ሻ  

 

(Equation 2.1.26), 

where ݏ and ݓ indicate the population sum and difference, respectively, while ݑ and ݒ illustrate 

the coherence, giving the optical Bloch equations [24]: 

{  
ሻݐሺݑ̇   = −∆߱ሺݐሻ · ሻݐሺݒ̇                           ሻݐሺݒ = +∆߱ሺݐሻ · ሻݐሺݑ − ɖሺݐሻ · ሻݐሺݓ̇ ሻݐሺݓ = +ɖሺݐሻ ·                                 ሻݐሺݒ

(Equation 2.1.27). 

        The optical Bloch equations explain the dynamics of a two-state system interacting with a 

classic electromagnetic mode as long as the weak-field and the near-resonance conditions are valid 

(see Section 2.1.4). For most cases in rotational spectroscopy, only one transition can resonate with 

the incoming microwave pulse in a given fraction of time. For this reason, it can be treated as a 

two-state problem, known as the two-state approximation, and can be solved by using the optical 

Bloch equations. With the optical Bloch equations, the macroscopic polarization originally given 

by Equation 2.1.22 can be redefined as: ܲ⃑⃑ = ܰ ∙ ⃑⃑⃑← ∙ ሺݑሺݐሻ ሻݐሺ߱ݏܿ − ሻݐሺݒ  ሻሻݐሺ߱݊�ݏ
(Equation 2.1.28). 

        In the derivation of the Bloch equations, relaxation terms are neglected, which are responsible 

for the decay of the molecular emission signal. Phenomenological relaxation terms can be 

introduced in Equation 2.1.27 to account for the decrease in signal over time.  
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2.1.7 Solution of The Bloch Equations 

        To understand the origin of the molecular signal, it is instructive to solve the Bloch equations, 

first for the molecular system being in the presence and then in absence of an external field. 

 

(a) Excitation Pulse: ON 

        To solve the Bloch equations analytically, it can be assumed that the excitation power is high, 

such that the off-resonance term ∆߱ሺݐሻ is small compared to the Rabi frequency; i.e. ∆߱ሺݐሻ ≪ɖሺݐሻ. In the following, ∆߱ሺݐሻ will be neglected, and the Bloch equations (Equation 2.1.27) are 

simplified: 

{  
ሻݐሺݑ̇    = Ͳ                       ̇ݒሺݐሻ = −ɖሺݐሻ · ሻݐሺݓ̇  ሻݐሺݓ = +ɖሺݐሻ ·    ሻݐሺݒ

(Equation 2.1.29) 

By choosing the initial condition as ݑ௧= = ௧=ݒ = Ͳ and ݓ௧= =  :, the following resultsݓ

{  
ሻݐሺݑ    = Ͳ                          ݒሺݐሻ = ݓ− sinሺ� ∙ ሻݐሺݓ  ሻݐ = ݓ+ cosሺ� ∙  ሻݐ

(Equation 2.1.30) 

This indicates that the coherence term ݒ oscillates with the Rabi frequency during the excitation 

pulse. 
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        In the above equation, if � ∙ ݐ = π/2, termed a π/2 pulse, or an odd-numbered multiple thereof, 

the system has reached the greatest absolute coherence, ݒ௧�/2 = ݓ− , and the population 

difference ݓ௧�/2 = Ͳ. This is shown in the Bloch sphere diagram [21] in Figure 2.1.1. (a). On the 

other hand, if � ∙ ݐ = π, named a π pulse, a population inversion or a return to the initial conditions 

is observed, depending if it is an odd-numbered or even-numbered multiple of π (see Figure 2.1.1. 

(b)). After such an n π pulse, the coherence terms are zero. 

 

 

Figure 2.1.1 Time evolution of the system in the presence of an external electromagnetic 

field; (a) a resonant π/2 pulse, and (b) a resonant π pulse. 
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(a) Excitation Pulse: OFF 

        In the absence of an external field, ɖሺݐሻ = Ͳ, and, in general, ∆߱ሺݐሻ ≠ Ͳ; therefore, the 

optical Bloch equations (Equation 2.1.27) are simplified: 

{  
ሻݐሺݑ̇    = −∆߱ሺݐሻ · ሻݐሺݒ̇  ሻݐሺݒ = +∆߱ሺݐሻ · ሻݐሺݓ̇  ሻݐሺݑ = Ͳ                          

(Equation 2.1.31). 

An analytical solution for Equation 2.1.31 is obtained by using the conditions after a π/2 pulse as 

boundary conditions, i.e. ݑ௧�/2 = Ͳ, ௧�/2ݒ = ௧�/2ݓ  andݓ− = Ͳ: 

{  
ሻݐሺݑ    = ߱∆ sin ሺݓ + ∙ ሻݐሺݒ  ሻݐ = ݓ−  cosሺ∆߱ ∙ ሻݐሺݓ ሻݐ = Ͳ                              

(Equation 2.1.32) 

The coherence of the system is oscillating between ݑ  and ݒ  components at the off-resonance 

frequency, as indicated in Figure 2.1.2. 

 

 

Figure 2.1.2 The coherence of system is oscillating between ࢛ and ࢜ components at the off-

resonance frequency ��.  
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2.2 Supersonic Jet Expansion 

        The energy gap between rotational energy levels is generally far smaller than that between 

vibrational energy levels, resulting in a broad population distribution at room temperature where 

relatively high- ܬ rotational states are predominant, at least for molecules with five or six atoms or 

more. This makes microwave experiments at room temperature especially challenging because a 

large number of rotational transitions are available, but with low intensities because of the small 

population differences (see Equation 2.1.10 and Equation 2.1.22). This results in complicated 

rotational spectra that are hard to assign. Therefore, a narrower population distribution is required 

to simplify the spectra, which means that one must find a way to cool down the molecular sample. 

        Among different cooling techniques, the supersonic jet expansion, first introduced by 

Kantrowitz and Gray in 1951 [25], has been used widely in molecular beam experiments and in 

rotational spectroscopy. In a supersonic jet expansion, a gas mixture is expanded adiabatically 

through an, often pulsed, nozzle into a vacuum chamber, which is kept at pressure of about 10-6 to 

10-7 Torr. The diameter of the nozzle orifice is selected carefully so that it is much larger than the 

mean free path of the gas. Once the nozzle is opened, typically for a time between 500 to 800 ȝs, 

many collisions will occur near the orifice, beginning to equalize the molecular velocities and 

leading to the formation of molecular complexes and clusters. Only those molecules moving in the 

direction of the exit can expand into the chamber, leading to a relatively narrow velocity 

distribution of the flow. Once the gas leaves the high-density region, it remains in a collision-free 

environment during the rest of the experiment. This environment is essential for stabilizing the 

isolated, cold, and gaseous molecules and molecular clusters at temperatures that are well below 

their condensation point in the bulk, as illustrated in Figure 2.2.1. 
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Figure 2.2.1 An illustration of a supersonic jet expansion. 

(a) A gas cylinder contains the sample gas at pressure of about 1 to 3 bars at room temperature. 

(b) The vacuum chamber at a pressure of about 10-6 to 10-7 Torr. The molecules cool to a rotational 

temperature of about 2 K. 

 

        Typically, molecules of interest are seeded into a noble backing gas, such as He, or Ne, for 

the supersonic jet expansion. Noble gases have no rotational or vibrational degrees of freedom that 

need to be cooled and achieve very low translational temperatures (< 1 K) that, in turn, helps to 

cool the seeded molecules through collisions. The time frame of collisions is not long enough to 

establish equilibrium, and translational, rotational, and vibrational temperatures are in the ranges 

of ~mK, < 2 K, 50 K to source temperature, respectively, depending on the energy gaps. The low 

rotational temperature of a few K results in spectra that are less congested than at room temperature. 
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2.3 Microwave Spectrometers 

        Early microwave studies trace back to the 1940s and utilized the Stark modulation technique 

[26, 27], where a waveguide sample cell was used, and a modulated electric field was applied. 

Since then, many scientists have striven to design more powerful instruments for studying 

molecular rotational spectra. In order to study the structures of weakly bonded complexes, Balle 

and Flygare took advantage of the supersonic jet expansion (see Section 2.2) with a pulsed-nozzle 

and replaced the waveguide sample cell by a cavity, a so-called Fabry–Ṕrot resonator, in 1981 

[28]; this is now known as a Balle–Flygare type or cavity-based Fourier-transform microwave 

(FTMW) spectrometer [29-31]. Although the cavity-based instrument can achieve extraordinary 

sensitivity and resolution due to the use of a resonator, only a narrow bandwidth, about 1 MHz, 

can be investigated at a time. Later in 2006, the Pate group published their design of the broadband, 

several GHz, chirped-pulse spectrometer [32] that is based on the modern success of ultrafast 

electronics, especially the arbitrary waveform generator (AWG) [33]. Both designs have their 

advantages: the chirped pulse instrument has a large bandwidth and the cavity type has a high 

spectral resolution. Details of the cavity-based and the chirped-pulse FTMW spectrometers used 

for this work are listed in the following sections.  



 23 

2.3.1 The Cavity-based FTMW Spectrometer 

 

Figure 2.3.1 A schematic diagram of the revised Balle–Flygare type FTMW spectrometer. 

Components are denoted by numbers: ○1  pulse generator, ○2  frequency multipliers, ○3  microwave 

synthesizer, ○4  power divider, ○5  isolators, ○6  PIN diode switches, ○7  mixers, ○8  amplifiers, 

○9  circulator, ○10  nozzle driver ○11 nozzle, ○12  microwave cavity with a Fabry–Ṕrot resonator, 

○13  Schottky diode detector, ○14  oscilloscope, ○15  narrow-band bandpass filter, ○16  analog-to-digital 

converter and transient recorder, ○17  personal computer, ○18  diffusion pump, ○19  mechanical pump 
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        The blueprint of the cavity-based FTMW spectrometer used in this thesis has been improved 

from the original Balle–Flygare design [34-36]. Changes include the orientation of the pulsed-

nozzle parallel to the axis of the Fabry–Ṕrot resonator to yield a coaxial propagation of the 

molecular beam with the microwave radiation. This induces a Doppler splitting in each transition, 

along with 10-fold decrease in the linewidth [37, 38] resulted from a longer path to interact with 

the incident radiation. As a result, the resolution is enhanced significantly. Moreover, an automatic 

step-scan capability has been implemented [39], making searching for unknown transitions over 

larger frequency ranges an easier task. For this cavity-based instrument, the frequency uncertainty 

is ~2 kHz and the full linewidth at half height is ~10 kHz. A schematic diagram of this spectrometer 

is given in Figure 2.3.1, and descriptions for the main components are provided. 

 

A. Microwave cavity 

        The core of this instrument is a Fabry–Ṕrot resonator, which accumulates energy by 

generating a standing wave of the incident microwave radiation. This cavity resonator consists of 

two spherical aluminum mirrors (260 mm diameter, 380 mm radius of curvature) and serves as the 

sample cell. One of the mirrors is mounted into one of the flanges of the vacuum chamber. The 

second mirror is mounted inside the vacuum chamber and is moveable so that the mirror separation 

can be tuned (from 200 to 400 mm) into resonance with the external microwave radiation. The 

incident microwave-pulse is coupled into and out of the resonator through the center of the fixed 

mirror via an L-shaped antenna. A second antenna is mounted into the moveable mirror and used 

to monitor the cavity response for tuning. A 12-inch diffusion pump (Edwards, Diffstak 250; ○18 ), 

with a pumping speed of 2,000 L/s, supported by a mechanical pump (Edwards, E2M40; ○19 ) is 

used to maintain a pressure of less than 10-4 Torr during pulsed nozzle operation. The frequency 

range of this instrument is from 2.5 to 26 GHz.  
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        An important specification of the cavity is the quality factor, Q. The Q-factor is defined as 

the ratio of the total stored electromagnetic energy to the power dissipation, and can be defined as: 

Q = resonant frequenc�frequenc� bandwith 

(Equation 2.3.1). 

The Q-factor for this instrument is somewhat frequency dependent and is on the order of 104. That 

means that, for a 10 GHz incident pulse, the cavity bandwidth is about 1 MHz. 

 

B. Excitation pulse 

        The excitation pulse is generated from the output of a continuous-wave microwave 

synthesizer (HP 83711A, ○3 ). After the synthesizer, the microwave radiation is divided by a power 

divider (○4 ) into two arms, the detection and excitation arm. The microwave signal at frequency ݒ goes into a PIN diode switch (○6a ) to form the excitation pulse, which is typically several µs in 

length, and is then mixed with a 20 MHz signal to create two sidebands (ݒ ± ʹͲ MH�) in a double 

balanced mixer (○7a ). The output signal from the mixer passes through a power amplifier (○8a ) and 

through the second PIN diode switch before it is propagated into the cavity via a circulator (○9 ). 

With a pulse power of a few mW and the Q-factor mentioned above, field strengths of ~180 V/m 

inside the cavity can be attained [30, 31]. 
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C. Detection arm 

        Due to the weakness of the emitted molecular signal (~10-3 V/m [ 40 ]), a double 

superheterodyne detection scheme is applied. The output signal from the cavity can be written as ݒ + ʹͲ MH� +  is the off-resonance of the weak molecular emission signal. This �ݒ∆ where ,�ݒ∆

signal is captured by the antenna and coupled back to the detection arm of the circuit via the 

circulator (○9 ). An additional PIN diode switch (○6d ) is situated right after the circulator to protect 

the detection system from the excitation pulse. The signal is amplified (○8b ), mixed with the original 

microwave radiation (ݒ) in an image rejection mixer (○7b ), and down-converted to ʹͲ MH� +  .�ݒ∆

After a narrow-band bandpass filter (○15 ), additional down-conversion to ͳ5 MH� +  is done �ݒ∆

by a radio frequency mixer (○7c ). After the last amplification of the signal (○8d ), the signal is then 

filtered once more through a bandpass filter. A computer-based analog-to-digital converter and 

transient recorder board (8-bit A/D-converter, 50 MHz sampling interval, 32 k on-board memory; 

○16 ) is used for analog-to-digital conversion and sampling of the final time-domain signal. Finally, 

background subtraction, signal averaging, and Fourier transformation are processed by a personal 

computer to give a frequency power spectrum. 
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A. Sample chamber 

        A set of two wide-band and high-gain MW horn antennas (RF/Microwave Instrumentation, 

ATH7G18; □7 ), facing each other at a separation of 300 mm, are mounted inside a six way-cross 

vacuum chamber. Molecules are introduced into the chamber as a supersonic jet expansion (see 

Section 2.2) through a pulsed-nozzle (General Valve, Series 9; □12 ) moving perpendicularly to the 

microwave propagation direction between the horn antennas, so that no Doppler splitting is 

observed. The vacuum chamber is pumped by a 1,300 L/s diffusion pump (Edwards, Diffstak 160; 

□8 ), supported by a rotary-vane mechanical pump (Edwards, E2M30; □9 ). To help eliminate 

artefacts resulting from reflections of microwaves, the inside of the vacuum chamber is lined with 

tiles of microwave-absorbing foam.  

 

B. Chirped-pulse 

        A chirped-pulse is a frequency sweep over certain range during a given duration of the pulse, 

which can be synthesized easily by an arbitrary wave generator (AWG; Tektronix, AWG710B; 

□3 ). The AWG is referenced to an external 3.96 GHz signal, generated by a phase-locked dielectric 

resonator oscillator (PDRO; □2 ). AWG and PDRO are referenced to a 10 MHz frequency standard 

(Stanford Research Systems, FS725; □1 ) to ensure phase coherent averaging of the molecular 

emission signal. In a standard experiment, the AWG produces a 4 ȝs chirped-pulse with a 

frequency range ∆ݒ of 1 GHz, between ~0 and 1 GHz. 
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        The chirped-pulse from the AWG is mixed with a fixed frequency, ݒ, from a microwave 

synthesizer (Agilent Technologies, E8257D; □5a ) and up-converted via a double balanced mixer 

(□4a ) to a 2-GHz bandwidth chirped-pulse, ݒ ±  . The operational window of this instrument is 8 to 18 GHz, and the center frequency can be setݒ , centered at the given microwave frequencyݒ∆

to cover the specific frequency region of interest. Unlike in the cavity-based instrument, where a 

resonator accumulates the energy, it is essential to equip the chirped pulse instrument with a 

powerful amplifier to induce enough molecular polarization to produce the signal. Therefore, after 

the up-conversion, the chirped-pulse is amplified by a 20 W solid-state amplifier (Microwave 

Power, L0818-43; □6a ) before being broadcast into the chamber by one of the horn antennas. 

 

C. Detection system 

        In a chirped pulse experiment, the excitation pulse is swept very fast (500 MHz/ȝs) through 

a rotational resonance. In such a ‘fast passage’ experiment [42], the concept of a π/2 excitation 

pulse no longer applies, but the set of optical Bloch equations (Equation 2.1.27), can still be used 

to describe the generation of a coherent molecular emission signal. In this chirped-pulse FTMW 

spectrometer, the broadband fast passage emission signal of molecules is detected by a 

superheterodyne detection method. 

        The detection system includes a power limiter (high-power PIN diode; □13 ) and a PIN diode 

switch (□14 ) that protect the low-noise amplifier (□6b ) from the high-power chirped-pulse. After 

amplification, the emission signal is heterodyned by another double balanced mixer (□4b ) with 

another fixed microwave frequency that is 1.5 GHz higher than the center frequency of the chirp 

ݒ) + ͳ.5 GH�) in order to prevent folding of the rotational spectrum. Next, a 4.4 GHz low-pass 

filter is deployed to filter out any high frequency artifacts after the mixing. The final signal is 
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2.4 Theoretical Calculations 

        Nowadays, along with evolutions and innovations in modern technology and computer 

science, theoretical calculations play a much greater role than ever before in chemistry. In 

rotational spectroscopy, many scientists now use computational approaches to predict molecular 

structures to aid in the spectroscopic assignment process, especially in studying hydrogen-bonded 

complexes or weakly-bonded van der Waals clusters. Often, several conformers with different 

energies exist, and it is possible to identify the global minimum structure, relative energies and 

barriers among different local minima, for example. Typically, a microwave experiment is guided 

by a predicted spectrum that is simulated from the theoretical rotational constants (A, B, and C) 

and other parameters. In addition to the initiation of a research project, many pivotal insights are 

gained by using theoretical calculations to analyze the experimental results. The following sections 

are brief introductions of the available computational methods used in the study of the hydrogen 

peroxide – formic acid complex (see Chapter 3). 

 

2.4.1 Ab initio Wavefunction Calculations 

        Ab initio is a Latin term meaning ‘from the beginning’ or, conventionally, ‘from first 

principles of quantum mechanics’ in physics and chemistry, implying that physical constants are 

the only inputs for the calculation. The first ab initio calculation in a computational chemistry 

study was introduced by D. P. Craig and I. G. Ross in 1950 [43]. After much effort by numerous 

scientists over several years, ab initio calculations can provide quite accurate structural and 

energetic information about small to medium-sized molecules (up to about 25 atoms). 
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        Several ab initio methods have been developed over the decades, such as Hartree–Fock (HF) 

[44], Møller–Plesset perturbation theory [45], configuration interaction [46], or other multi-

reference methods. Among the post-HF methods, the Møller–Plesset perturbation theory, also 

known as many-body perturbation theory, is a relatively economical method for studying small 

systems, especially those associated with hydrogen bonding, with good accuracy [47, 48]. This 

method uses perturbation theory to account for the electron correlation effects to the second (MP2), 

to the third (MP3), and higher orders (MPn). The MP2 method usually outperforms the others 

since other higher orders of theory seem to overcorrect the electron correlations. 

        The choice of basis set can influence dramatically the computational time and the result for a 

given method. Often, Pople’s split-valence basis set [49], such as the 6-311++G(2d,p) basis set, is 

used, where several auxiliary functions help to improve the performance. These include 

polarization functions, denoted by * or (d,p), and diffuse functions, marked by +, which are 

important to capture the details of the hydrogen bonding. 

 

2.4.2 Ab initio Density Functional Theory 

        Density functional theory is also a widely used approach. Using this theory, the properties of 

a system can be determined by functionals that describe the spatially dependent electron density 

[50]. The computational cost is much lower compared to wavefunction approaches. A drawback 

of density functional theory is that the result cannot be systematically improved by higher levels 

of theory or larger basis sets. One of most widely used functionals is the B3LYP method [51], 

which is a hybrid functional where the exchange energy is combined with the exact energy 

calculated by the HF method. It has been applied also in the present work for speeding up the 

searching process of possible geometries of the complex (see Section 3.2).  
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2.5 Scientific Software 

        Several scientific programs were used for multiple purposes throughout the work for this 

thesis (see Chapter 3); some information is listed in this section for reference. 

 

(a) Theoretical calculations 

        Both high-level ab initio wavefunction and DFT calculations were carried out for searching 

and optimizing geometries via the commercial Gaussian09 program package [52] (see Section 3.2). 

For the wavefunction-based calculations the MP2 method with the 6-311++G(2d,p) Pople basis 

set [45, 49] was used, and the density-based calculations were accomplished with the B3LYP 

functional [51] and the 6-31G(d,p) basis set. Several intrinsic reaction coordinate (IRC) 

calculations were also carried out via this program by using ‘irc=(calcall, maxpoints=2000) 

mp2/6-311++g(2d,p) scf=verytight’ keywords in the input files (see Section 3.5). 

 

(b) Spectral prediction and fitting programs 

        Spectrum simulations or predictions were done using the PGOPHER (version 10.0.505) 

program [53] with its user-friendly graphical user interface (GUI) and many customizable physical 

parameters, such as the temperature or centrifugal constants. The final fits were done with Pickett’s 

SPFIT program [54] (see Section 3.6).  

 

(c) Electron density topology analyses 

        The topology of the molecular electron density was analyzed (see Section 3.7) using the 

Quantum Theory of Atoms in Molecules (QTAIM) [55, 56] and Non-Covalent Interactions (NCI) 

[57] approaches, as implemented in the Multiwfn (version 3.4.1) [58] and Visual Molecular 

Dynamics (VMD, version 1.9.3) programs [59].  
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3.1 Introduction 

        How a molecule interacts with other molecules is an interesting and important topic for 

scientists; it leads to many questions that can be asked and answered, such as the mechanism of 

chemical reactions, the aggregation process of particles or aerosols in the atmosphere, and even 

the design of novel materials or medical treatments to improve the quality of life.  

 

3.1.1 Hydrogen Peroxide and its Significance 

        Hydrogen peroxide (H2O2) is particularly interesting in the context of intermolecular 

interactions because all of its constituent atoms can potentially be involved in hydrogen bonding 

interactions and because it plays a role in a number of processes of biological, atmospheric, and 

geological significance, for example. In biological systems, hydrogen peroxide not only exhibits 

cytotoxic effects [60], but many living organisms also exploit its reactivity in mechanisms such as 

message signal sensing [61], oxidative biosynthesis, or in host defense [62]. Hydrogen peroxide is 

also interesting in a chiral recognition context because of the possibility to serve as a prototype for 

chiral recognition events [63, 64]. On the other hand, scientists have detected hydrogen peroxide 

on the surface of Mars [65], where a thick, up to 200 m, layer of oxides has been detected. 

Researchers have found that the spatial distribution of hydrogen peroxide is a function of the 

seasonal cycle in Mars [66], and studies have suggested that hydrogen peroxide plays a key role 

in the oxidation of the Martian surface [67, 68]. Hydrogen peroxide is also known to be one of the 

most significant oxidants in Earth’s atmosphere [69]. There are multiple pathways for hydrogen 

peroxide formation in both the gas and aqueous phases [69, 70], mostly through a process of 

hydroxyl radical recombination [71]. The concentration of hydrogen peroxide in the atmosphere 

is a few ppbv (parts per billion by volume) [69-72] and is sensitive to the presence of pollutants 
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such as SO2, NO2, etc. [73], with a lifetime of a few hours [74]. Hydrogen peroxide is being used 

to monitor air pollution [72] and to evaluate the oxidative capacity of the atmosphere [68, 75]. 

Furthermore, environmental studies have shown that hydrogen peroxide is involved in the 

formation of acid rain [76, 77], regulation of the atmospheric concentration of ozone [78], and in 

pathways to generate various secondary organic aerosols (SOAs) [79-81] through photo-oxidation 

processes, indicating that hydrogen peroxide also can influence the air quality [82]. 

        Hydrogen peroxide is a non-planar molecule with an H–O–O–H dihedral angle of 111.5° in 

the isolated molecule. This makes hydrogen peroxide a transiently chiral molecule, and it can 

interconvert between enantiomers through torsional motions of the OH groups. Its structure and 

internal dynamics have fascinated many spectroscopists and spectroscopic studies of hydrogen 

peroxide began in the 1930s [83]. The first microwave spectra of hydrogen peroxide were recorded 

by Massey and Bianco [84] and subsequently by Hunt et al. studied its spectrum in the far‐infrared 

region [85]. This was followed by the work of Helminger and co-workers in the late 1980s. They 

thoroughly studied the extraordinary complexity of the spectrum of hydrogen peroxide using 

rotational spectroscopy, where tunneling barriers of 387 and 2,563 cm-1 were determined for the 

trans-to-trans (C2h transition state) and trans-to-cis (C2v transition state) torsional motions, 

respectively [86, 87]. Due to the tendency of hydrogen peroxide to decompose and because of the 

complexity of the torsional tunneling motions, there are few experimental studies of complexes 

involving hydrogen peroxide, which are limited to the matrix isolation technique [88-102]. Gas-

phase spectra of complexes with hydrogen peroxide as a subunit have thus far not been observed. 
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3.1.2 An Appropriate Choice for the Study 

        The aim of the present work is to study the intermolecular interactions of hydrogen peroxide 

with another molecule. The experimental approach is to form a binary complex involving 

hydrogen peroxide, and to study this complex using high-resolution rotational spectroscopy. In 

order to make the assignments and analyses of the spectrum manageable, it was desirable to select 

a binding partner which could quench the torsional tunneling motions of the hydrogen peroxide 

subunit. Ideally, the partner molecule would ‘hold’ one or two hydroxyl groups of hydrogen 

peroxide tightly, for example through hydrogen bonding. 

        Formic acid was selected as a promising partner molecule for several reasons, namely the 

simplicity of its structure, its high vapor pressure, and several readily available sites for hydrogen 

bonding. Formic acid is the smallest carboxylic acid and plays an important role in many chemical 

fields, for example in atmospheric chemistry [103-107]. In the atmosphere, the source of formic 

acid can be varied but is primarily due to forest emissions [105-107], which are a main cause of 

rainfall acidity in remote regions [108]. Aside from its environmental importance, formic acid is 

also a prototypical molecule for the study of intermolecular interactions, especially hydrogen 

bonding [109-112]. Formic acid can be both a donor or an acceptor in the formation of hydrogen 

bonding, and sometimes the hydrogen bonds can be even stronger than those involving water [113, 

114]. Based on these facts, it was anticipated that formic acid can limit the torsional motions of 

hydrogen peroxide by establishing two strong hydrogen bonds, forming a cyclic structure that has 

been found in similar systems [112, 113, 118]. 
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3.2 Conformational Searches 

        Before carrying out experiments in the laboratory, possible conformers for the hydrogen 

peroxide – formic acid complex were searched theoretically. Throughout the search process, DFT 

calculations, using the B3LYP functional with the 6-31G(d,p) basis set, were used at the beginning, 

while more accurate geometry optimizations were done at the MP2/6-311++G(2d,p) level of 

theory (see Section 2.4). With no imaginary frequencies found in the frequency analyses, all 

optimized structures reported in this thesis are verified to be the true energy minima. Zero-point 

energy (ZPE) corrections were also determined from these analyses. By using Boys and Bernardi’s 

counterpoise correction method [115], the basis set superposition error (BSSE) was considered 

and corrected for in all found structures. 

        In the conformational search strategy, the cis–trans isomerism of formic acid was considered 

first. A 16.3 kJ•mol-1 energy difference between ground state trans– and cis–formic acid 

monomers was reported in previous work [116]; therefore, it was anticipated that the most stable 

conformer of the complex would contain a trans–formic acid subunit. To find the global minimum 

of the complex, all possible arrangements must be examined carefully. There are 4 distinct 

positions for placing the hydrogen peroxide into 2 isomers of the formic acid, including 3 possible 

orientations on the molecular plane, and 1 set of equivalent positions at the top or bottom of that 

plane. The orientation of hydrogen peroxide with respect to the heavy atom plane of formic acid 

gives further possible configurations. In the ab initio calculations six conformers were found and 

their optimized structures are shown in Figure 3.2.1. Only the first two structures were chosen to 

be experimental candidates since the others are too high in energy to be abundant enough in the 

molecular expansion. These two are 7- and 6-membered ring-like structures as the global and the 

first local minimum, labeled as HP–FA–I and HP–FA–II, respectively; their calculated 

spectroscopic constants and their relative energies are listed in Table 3.2.1.  
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Table 3.2.1 Calculated spectroscopic constants for the lowest two HP–FA conformers 

 HP–FA–I HP–FA–II 

 

  

 B3LYP/ 

6-31G(d,p) 
MP2/ 

6-311++g(2d,p) 

B3LYP/ 

6-31G(d,p) 
MP2/ 

6-311++g(2d,p) 

E /kJ•mol-1 0 0 6.6 6.0 

A /MHz 8223 8216 9275 9075 

B /MHz 2991 2949 2487 2473 

C /MHz 2214 2213 2156 2153 

|ȝa| /D 0.84 1.25 0.69 0.44 

|ȝb| /D 1.40 1.24 0.09 0.11 

|ȝc| /D 1.58 1.61 0.26 0.12 
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3.3 Sample Preparation 

        Gaseous mixtures containing 0.2% formic acid (95% purity, Sigma Aldrich) were prepared 

at 2.5 bar without further purification using two different backing gases. For a measurement with 

the best signal-to-noise ratio, the backing gas was chosen to be helium for the chirped-pulse and 

neon for the cavity-based experiments. A photo of the cavity-based FTMW spectrometer is 

presented in Figure 3.3.1. Because pure hydrogen peroxide decomposes easily, it was not pre-

mixed within the gaseous mixtures. Instead, a urea – hydrogen peroxide adduct (≥ 97% purity, 

Sigma Aldrich) was used as the source of pure hydrogen peroxide [89]. The solid sample was 

placed inside the stainless-steel nozzle cap, as illustrated in Figure 3.3.2.  

 

 

Figure 3.3.1 A photo of the cavity-based FTMW spectrometer. 
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Figure 3.3.2 Cross-section of the stainless-steel nozzle cap. 

 

A small amount of solid urea – hydrogen peroxide adduct was placed inside the nozzle cap, next 

to the nozzle orifice (highlighted as the yellow area in Figure 3.3.2), while heating wires were 

wrapped around the outside of the nozzle body. The amount of hydrogen peroxide released can be 

fine-tuned by changing the temperature. The released hydrogen peroxide gas then mixes with the 

formic acid containing sample gas before flowing through the nozzle orifice.  
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3.4 Transition Assignments 

        Previous studies of pure rotational spectra for various systems, including the hydrogen 

peroxide monomer [86], formic acid monomer [117], formic acid – water trimers [118], and water 

dimer [ 119 ], helped in identifying many observed transitions and optimizing experimental 

parameters. The intensity of the transition at 14829.109 MHz, originating from the hydrogen 

peroxide monomer, was used to monitor the hydrogen peroxide production while optimizing the 

nozzle temperature. Although the release of hydrogen peroxide can be accelerated by applying 

higher temperatures, its decomposition also is accelerated. Therefore, a mild heating temperature 

of ~40°C was chosen to compensate for the competition between the release and decomposition 

of hydrogen peroxide. The decomposition of hydrogen peroxide was monitored by observing a 

water dimer line at 12320.997 MHz. 

        Initially, multiple broadband rotational spectra in the 8–16 GHz range were recorded to search 

for the HP–FA–I or HP–FA–II conformers. However, just a few unknown lines were observed in 

the spectra, which might be attributed to the sensitivity limitations of the chirped-pulsed 

spectrometer. Exhaustive measurements were then performed using the cavity-based instrument. 

This time-consuming method was done by step-scanning over the whole operational window of 

the instrument automatically and then verifying each found transition manually. After several 

months of searching, more than 170 newly found lines were identified; it was obvious that not all 

of these could be resulting from the targeted complexes. Another challenge was the proximity of 

many lines, making transition assignments and spectrum fitting difficult; therefore, advanced 

analyses of the spectra were required. 
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3.4.1 The Closed-frequency Loop Method 

        In order to assign these observed transitions, the closed-frequency loop method was used. The 

concept of this method is straightforward and takes advantage of energy conservation. Starting 

from energy level ܬሺܭୟ, ୡሻܭ = ͳሺͲ, ͳሻ in Figure 3.4.1, there are two different pathways, each 

involving two transitions, to reach the ܬሺܭୟ, ୡሻܭ = ʹሺͳ, ͳሻ energy level (indicated in red). The sum 

of the frequencies in each pathway must be the same, within the measurement uncertainty. For the 

cavity-based FTMW spectrometer used in this thesis (see Section 2.3.1), the deviation should be 

within ±2 kHz, i.e. the uncertainty level of measurement. 

 

 

Figure 3.4.1 A closed-frequency loop (in red) in the rotational levels (� = 0) of HP–FA–I. 
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        In general, a closed-frequency loop involves at least three transitions. A Python 3 script 

(see Appendix B or Ref. [120]) was coded to find possible loops by subtracting the frequency sums 

of candidate transitions in both pathways. If the difference was close to zero, within a predefined 

margin, a potential closed-frequency loop was identified. The script runs through all possible 

permutations of experimental frequencies. There is of course the possibility to find false positives, 

so it is important to compare the results with those predicted from the ab initio calculations. A firm 

assignment is likely if two or more connected closed-frequency loops can be found. Using this 

procedure, the quantum number assignments for two sets of transitions were acquired; both contain 

a-type and b-type transitions and are given in Table 3.4.1. In a preliminary fit, rotational constants 

and centrifugal distortion were obtained. By comparing the rotational constants with those from 

the ab initio calculations, it is evident that the HP–FA–I complex is the carrier of the transitions. 

 

Table 3.4.1 Frequencies (in MHz) of the a-type and b-type transitions of HP–FA–I ܬ′ሺܭୟ′, ୡ′ሻܭ ← ,′′ୟܭሺ′ܬ  ୡ′′ሻ Transition type � = 0 � = 1ܭ

1(0,1) ← 0(0,0) a-type 5106.851 5107.584 

1(1,1) ← 0(0,0) b-type 10457.728 10457.831 

1(1,0) ← 1(0,1) b-type 6075.883 6075.166 

2(0,2) ← 1(0,1) a-type 10144.812 10147.023 

2(1,1) ← 1(1,0) a-type 10937.631 10939.417 

2(1,2) ← 1(0,1) b-type 14839.246 14839.902 

2(0,2) ← 1(1,1) b-type 4793.935 4796.776 

2(1,2) ← 1(1,1) a-type 9488.369 9489.655 

2(1,1) ← 2(0,2) b-type 6868.702 6867.560 

3(0,3) ← 2(0,2) a-type 15049.022 15044.800 

3(1,2) ← 2(1,1) a-type 16368.463 16363.714 

3(0,3) ← 2(1,2) b-type 10354.588 10351.921 

3(1,3) ← 2(1,2) a-type - 14193.477 

3(1,2) ← 3(0,3) b-type 8188.143 8186.474 
 

The measurement uncertainty is estimated to be ~2 kHz.  
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        A possible explanation for the observed splitting is a wagging-like tunneling motion of the 

non-hydrogen bonded H-atom from the hydrogen peroxide subunit, which tunnels from above or 

below the hydrogen-bonded ring parallel to the c-axis of HP–FA–I. Several approaches can be 

used to verify this proposal. One possibility is to measure transitions that are associated with the 

tunneling pathway; that is, if the proposed motion is correct, c-type transitions which connect the 

two tunneling states should be measurable. However, it would be nearly impossible to find the 

interstate c-type transitions without knowing the magnitude of the tunneling splitting. This splitting 

is related to the tunneling barrier and can be estimated using theoretical modeling, for example 

with the one-dimensional flexible model [123-125]. 

       Because the scheme of the low ܬ energy levels had been identified by using these intrastate 

a-type and b-type lines, the unknown was actually just the energy gap between two tunneling states, 

ΔE01 (see Figure 3.4.4). To estimate a value for ΔE01, the system is assumed to have a Boltzmann 

distribution at a temperature of 2 K. Therefore, the relative intensities of the closed tunneling pairs 

with a frequency difference of less than 0.5 MHz, such as in the example in Figure 3.4.3, can be 

used in Equation 2.1.10. Since these lines were so close, both transitions could be observed 

simultaneously within one measurement in the cavity-based instrument. The evaluations lie in the 

range of 6 to 8 GHz, assuming an intensity ratio of 0.68 to 0.75. This information narrows down 

dramatically the search window for these interstate c-type transitions and these transitions were 

eventually found. The assignments were confirmed with the closed-frequency loop method. 

Altogether seven interstate c-type transitions were measured (see Table 3.4.2), and ΔE01 was 

determined to be 7668.549 GHz experimentally. This is consistent with the estimated value 

assuming a Boltzmann distribution. 

        A stick spectrum presented in Figure 3.4.5 demonstrates the density of lines in the 12 to 15 

GHz region and the complexity of the spectroscopic assignment process. All transitions found in 
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this region are plotted in the spectrum. The lines are colour-labelled according to the molecular 

carrier. For clarity, lines corresponding to different molecules or complexes are also plotted with 

different lengths. Note the significant number of still unassigned transitions, which may belong to 

a number of species, such as, for example, hydrogen peroxide dimer, larger (formic acid)n – (H2O)m  

clusters, or dioxygen containing complexes. 

 

Figure 3.4.4 The energy-level diagram with all measured transitions of HP–FA–I. 

All measured transitions are indicated in this diagram. Blue, green, and orange colours represent 

a-type, b-type, and c-type transitions, respectively. 
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Figure 3.4.5 A stick spectrum of all lines recorded between 12 and 15 GHz.  
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Table 3.4.2 Frequencies (in MHz) of the observed interstate c-type transitions of HP–FA–I ܬ′ሺܭୟ′, ୡ′ሻܭ ← ,′′ୟܭሺ′ܬ  ୡ′′ሻ � = 1 ← � = 0 � = 0 ← � = 1ܭ

1(1,1) ← 1(0,1) 13019.529 - 

2(1,1) ← 1(0,1) - 9344.232 

2(0,2) ← 1(1,0) 11740.422 - 

2(1,2) ← 2(0,2) 12364.372 - 

3(1,2) ← 2(0,2) - 15565.672 

3(0,3) ← 2(1,1) 15847.591 - 

3(1,3) ← 3(0,3) 11508.827 - 
 

The measurement uncertainty is estimated to be ~2 kHz. 

 

3.5 Intrinsic Reaction Coordinate Calculations 

        To verify the proposed tunneling motion theoretically, intrinsic reaction coordinate (IRC) 

calculations were carried out at the MP2/6-311++g(2d,p) level of theory (see Section 2.5 (a)). One 

of the key steps in these calculations is to predict the structure of the transition state from the 

assumed tunneling path. If the structure is correct, it shall possess exactly one imaginary frequency 

which corresponds to the vibrational motion along the tunneling coordinate. Once the optimized 

structure of the transition state, denoted by HP–FA–I*, is obtained, it is used as the input for an 

IRC calculation. If the calculation has terminated normally, and the transition state has relaxed to 

the minimum, one then can say that the proposed tunneling motion is theoretically reasonable. 

        Initially, the structure of the transition state was guessed to be planar. However, the transition 

state found is actually non-planar, as shown in Figure 3.5.1. As a result, the calculated IRC path 

is an asymmetric profile, as seen in Figure 3.5.2, and another equivalent transition state could be 

obtained by flipping its parity. This can be visualized by looking at the non-hydrogen-bonded H-

atom in the hydrogen peroxide subunit and recognizing that a motion of this H-atom to above the 

molecular ring of the complex is different from its motion to below that ring. This transition state 

indicates a 6.9 kJ·mol-1 barrier and was concluded to be theoretically reasonable.  
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3.6 Fitting of The Spectroscopic Constants 

        After several failed trials in fitting the spectroscopic constants of HP–FA–I, it was concluded 

that the two tunneling states could not be fitted separately even by introducing additional higher-

order centrifugal distortion terms. Similar observations have been made before in the cases of the 

isopropanol – water dimer [123] and the benzoic acid – formic acid dimer [126], for example. In 

those instances, it was found that interactions between the two tunneling states cause slight shifts 

of rotational energy levels. The mechanism behind this interaction is rotation-vibration or named 

Coriolis coupling [127]. For the case of HP–FA–I, the measured interstate, c-type transitions made 

it possible to fit all measured transitions simultaneously and determine the Coriolis coupling 

parameters. 

        In order to fit the spectrum, the following Hamiltonian was considered [123]: ̂ܪ = Rܪ + ଵRܪ + େୈܪ +  େେܪ

(Equation 3.6.1), 

where, ܪR  and ܪଵR  are the rigid-body rotational Hamiltonians for the � = 0 and � = 1 states, 

respectively. ܪେୈ is the centrifugal distortion Hamiltonian that is assumed to be the same for both 

states and Hେେ describes the Coriolis coupling between the two tunneling states. Since the first 

three terms in the equation have been described previously (See Section 2.1), the focus here is on 

the ܪେେ  term, which cannot be solved directly. By expanding ܪେେ  to the second order in the 

angular momentum, here obtains: ܪେେ = ଵܧ∆ + ୟܨ  ×  ሺ ୠܲ ୡܲ + ୡܲ ୠܲሻ + ୠܨ  ×  ሺ ୟܲ ୡܲ + ୡܲ ୟܲሻ 
(Equation 3.6.2), 

where ∆ܧଵ is the magnitude of the tunneling splitting; ܨୟ, ܨୠ are the Coriolis coupling parameters; 

ܲ (� = a, b, or c) represents the angular momentum operator for the �-axis. Because the tunneling 
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motion is occurring along the c-axis, the ܨୡ  × ሺ ୟܲ ୠܲ + ୠܲ ୟܲሻ  term was not included in 

Equation 3.6.2 [128]. Since the calculated structure of HP–FA–I is a near prolate-top species, the 

Watson’s S-reduction Hamiltonian in its Ir representation [129] was used in the fitting process. 

        Finally, based on the assigned transitions given in Table 3.4.1 and Table 3.4.2 and the choice 

of an appropriate ̂ܪ for the system, spectroscopic constants of HP–FA–I were successfully fitted. 

The resulting parameters are listed in Table 3.6.1; σ is the standard deviation of the fit and N is the 

numbers of fitted transitions. The standard deviation of the fit σ, is 0.502 kHz, which is of the same 

order of magnitude as the measurement uncertainty. The relatively small values of the centrifugal 

distortion constants (in the kHz range) in Table 3.6.1 indicate the rigidity of the complex. The 

small difference in rotational constants between two tunneling states indicates a high barrier of 

tunneling motion, which is consistent with both experimental and theoretical results. 

 

Table 3.6.1 The fitted spectroscopic constants of HP–FA–I � 0 1 

A /MHz 8266.910(3) 8266.594(5) 

B /MHz 2916.030(9) 2916.160(6) 

C /MHz 2190.848(8) 2191.258(2) 

DJ /kHz 2.002(1) 

DJK /kHz 10.350(6) 

dJ /kHz 0.460(1) 

ΔE01 /MHz 7668.551(1) 

Fa /MHz 16.530(4) 

Fb /MHz 5.380(1) 

σ /kHz  0.502 

N 34 
 

The numbers in parentheses are the uncertainties in units of the least significant digits. 
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3.7 Analyses of the Electron Density Topology 

        From the small differences between experimental and calculated the rotational constants, this 

suggests that the ab initio structure is quite accurate. One can therefore use the optimized geometry 

to acquire a deeper understanding of the intermolecular interactions in HP–FA–I. Analyses of the 

electron density topology of the system can provide deeper insights into the roles of hydrogen 

peroxide and formic acid within the system, in particular in terms of hydrogen bonding 

interactions.  

        The concept of electron density topology analysis was first introduced by Richard F. W. 

Bader in his quantum theory of atoms in molecules (QTAIM or AIM) [55, 56]. His work has then 

been extended to the non-covalent interactions (NCI) method [57] and the electron localization 

function [130]. In the QTAIM approach, a gradient vector map of the electron density, ρ, is 

produced, in which trajectories trace the path of steepest ascent of the electron density. Sets of 

these trajectories terminate at the nuclei (attractors), which represent maxima of the electron 

density. The region of space that is filled by trajectories terminating at a specific nucleus is called 

the atomic basin belonging to that nucleus. Properties of a specific atom, such as electron 

population or atomic volume, can be extracted by integrating over the volume of the atomic basin. 

        Another important concept in the QTAIM approach are critical points, which are defined by 

having a vanishing gradient in ρ (except at infinity). They are further classified by considering the 

second derivative of ρ at that point, specifically, the diagonal elements of the second derivative 

tensor of ρ, the so-called Hessian. If all three diagonal elements are negative, the critical point is a 

local maximum in ρ and corresponds to a nucleus. If two elements are negative, and one positive, 

the critical point is a bond critical point (BCP). A BCP is connected to two nuclei by trajectories 

in the gradient vector map, which are called a bond path. A ring critical point has one negative and 

two positive diagonal elements in the Hessian, and a cage critical point has three positive diagonal 
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3.7.1 Visualization of Non-Covalent Interactions 

       Non-covalent interaction (NCI) analysis is an electron density topology analysis that can be 

used to visualize weak interactions in a molecule or complex that cannot be effectively represented 

by the traditional ball-and-stick model [57]. With an NCI analysis and the resultant plot, one can 

identify types of interactions and their position in real space and their relative strengths. 

 

 

Figure 3.7.2 The weak interactions in HP–FA–I unveiled by an NCI analysis. 

 

       An NCI plot for HP–FA–I is shown in Figure 3.7.2. In the figure, isosurfaces of a reduced 

electron density gradient s of 0.5 a.u. are coloured in accordance with the value of sign(Ȝ2)ρ, where 

ρ is the electron density and Ȝ2 is the second eigenvalue of the Hessian matrix of ρ. Two blue disks 

indicate the hydrogen bonds, represented by HO···HO (upper) and OH···O=C (lower), while a 

brown bean suggests a repulsion from the ring strain. It can be seen that HO···HO disk is slightly 

darker, which implies a stronger interaction than OH···O=C.  
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3.7.2 Hydrogen Bonding Evaluations 

        The NCI plot indicates that although the ring strain is a system destabilizing factor, the two 

hydrogen bonds are so strong that they can glue two molecules together to form a binary complex. 

This phenomenon raises the question of how strong the binding is. To give a quantitative 

description, properties of the BCPs of the hydrogen bonds are examined, and the results are 

presented in Table 3.7.1, where the following notations are used: the hydrogen bond length 

r(O···H), electron density ρ, Laplacian of electron density ∇2ρ, electronic potential energy density 

V(r), and hydrogen bonding energy EHB, which can be estimated either by V(r) or ρ. 

 

Table 3.7.1 BCP properties and energy evaluation for H-bonds in HP–FA–I and HP–FA–I* 

 HP–FA–I HP–FA–I* 

 HO···HO OH···O=C HO···HO OH···O=C 

  r(O···H) /̊ 1.772 1.820 1.814 1.861 

  ρ /a.u. 0.03681 0.03299 0.02979 0.02982 

∇2ρ /a.u. 0.11839 0.11129 0.11610 0.10452 

 V(r) /a.u. -0.03287 -0.02790 -0.02582 -0.02447 

 EHB[V(r)] /kJ•mol-1 43.2 36.6 33.9 32.1 

 EHB(ρ) /kJ•mol-1 41.4 37.1 33.5 33.6 

 

 

        Based on work by Espinosa et al. [131], the relationship between V(r) and EHB at the 

corresponding BCP is approximated as: 

[ሻݎVሺ]Hܧ  = ͳʹ  Vሺݎሻ 
(Equation 3.7.1). 

On the other hand, a simple linear regression between EHB and ρ using empirical regression 

coefficients provides another way to estimate the energy for hydrogen bonding [132, 133]: 
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ሻߩHሺܧ = ߩܣ +  ܤ

(Equation 3.7.2), 

where A = 268 kcal•mol-1•(a.u.)-1 and B = 0 are obtained from 94 different H-bonded complexes 

[133]. Both methods provide similar estimates for the energy of the hydrogen bonds. Based on the 

energies and lengths of hydrogen bonds in HP–FA–I, it is obvious that hydrogen peroxide is 

slightly more of a hydrogen bond acceptor than a donor. 

 

3.8 Summary 

       The pure rotational spectrum of the most stable isomer of the hydrogen peroxide – formic acid 

complex, HP–FA–I, was measured using a cavity-based FTMW spectrometer. This is the first 

high-resolution study of a complex containing hydrogen peroxide in the gas phase. By using the 

closed-frequency loop method and intensity analyses, 34 rotational transitions were assigned and 

used to fit the spectroscopic constants of HP–FA–I. In addition to the Doppler doublet, a tunneling 

splitting was observed. The magnitude of the splitting was determined from the frequencies of 

seven interstate c-type transitions. A tunneling motion is proposed to explain the reason for the 

splitting, which is a wagging-like motion that allows the free O–H group to tunnel from one side 

of the hydrogen bonded ring to the other, parallel to the c-axis of HP–FA–I. This tunneling motion 

was also verified to be a theoretically reasonable path using IRC calculations, where a tunneling 

barrier of 6.9 kJ·mol-1 was found. Additional insights into the intermolecular interactions within 

the HP–FA–I complex were gained with QTAIM and NCI analyses. Finally, by using QTAIM, 

the properties of BCP at the hydrogen bonds were determined so that the energy of hydrogen 

bonding could be evaluated. The results show that hydrogen peroxide slightly favors being a proton 

acceptor than a donor in HP–FA–I.  
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        The first gas-phase study of a complex that involves a hydrogen peroxide subunit was 

accomplished by using rotational spectroscopy. The results show that hydrogen peroxide can form 

a stable van der Waals complex with formic acid through hydrogen bonding. Both hydrogen 

peroxide and formic acid occur in nature and are of atmospheric relevance. These molecules are 

involved in processes, such as formation of acid rain and the aggregation of molecules to produce 

fine particulate matters [134]. Intermolecular interactions play a role in those processes, and the 

present study provides some detailed insights as a foundation for further studies of hydrogen 

peroxide containing complexes. 

        In conclusion, this work demonstrates that the complexity of the hydrogen peroxide spectrum 

that results from the torsional tunnelling motions of hydrogen peroxide can be reduced by 

introducing formic acid, which can ‘hold’ one of the two hydroxyl groups of hydrogen peroxide 

tightly. The pure rotational spectra of the hydrogen peroxide – formic acid complex, recorded with 

a cavity-based FTMW spectrometer, reveal splitting of rotational transitions into two components. 

This splitting is attributed to a tunneling motion of the free hydroxyl group of hydrogen peroxide 

tunnels from above or below the ring to the other side, parallel to the c-axis of the complex. The 

tunneling path was also studied using ab initio calculations at the MP2/6-311++g(2d,p) level of 

theory. Compared with a previous study on the formic acid – water system [118], analyses of the 

electron density topology suggest that formic acid has much stronger intermolecular interactions 

with hydrogen peroxide than with water; this is consistent with previous ab initio studies [113,114]. 
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Appendix A – The Cartesian coordinates of the optimized geometry for HP–FA–I and HP–

FA–I* calculated at the MP2/6-311++g(2d,p) level of theory. 

(a) HP–FA–I: 

Atoms x y z 

C 1.618647 - 0.153967 - 0.006127 

O 0.934324 - 1.152675 0.125865 

H 2.711655 - 0.182165 - 0.051767 

O 1.164728 1.088148 - 0.111690 

H 0.176673 1.064255 - 0.048848 

H - 1.988562 0.820885 0.983078 

O - 1.562345 0.766729 0.113524 

O - 1.780985 - 0.640917 - 0.198401 

H - 0.867045 - 0.982381 - 0.067835 

 

(b) HP–FA–I*: 

Atoms x y z 

C -1.624590 -0.126694 -0.005846 

O -0.953825 -1.120005 -0.210582 

H -2.717946 -0.143816 0.044641 

O -1.163621 1.105572 0.186107 

H -0.183120 1.096842 0.106190 

H 2.456844 0.905271 -0.451706 

O 1.537483 0.663995 -0.271420 

O 1.743242 -0.655324 0.329935 

H 0.885531 -1.052042 0.063637 
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Appendix B – Python 3 script for running the closed-frequency loop permutations. [120] 

 

# Author    :  Leo Y. Li  

# Licence   :  MIT  

# Version   :  1.1.2 

   

def checkLoop(inputList, deviations=0.02, minimumSeparations=0, rounded=True, instantOutput=False, 

reportRates=250):  

    # option insurance  

    deviations = abs(deviations)  

    reportRates = abs(reportRates)  

    minimumSeparations = abs(minimumSeparations) 

   

    # Initialize a blank array for result storage  

    global recordBook  

    recordBook = [] 

   

    # Clean & Sort the input file (from small to large value)  

    if rounded:  

        inputList = list(set([round(n, 3) for n in inputList]))  

    inputList = sorted(inputList)  

    length = len(inputList) 

   

    # initial reports  

    print("Lines to be permuted:", length) 

   

    # permutation  

    for A in range(length):  

        if A % reportRates == 0:  

            # progression reports  

            print("\ncalculating... currently at", A, "-th line in the sequence.")  

        for B in range(A + 1, length):  

            if (inputList[B] - inputList[A]) < minimumSeparations:  

                continue  

            for C in range(B + 1, length):  

                if (inputList[C] - inputList[B]) < minimumSeparations:  

                    continue  

                for D in range(C + 1, length):  

                    if (inputList[D] - inputList[C]) < minimumSeparations:  

                        continue 
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                    # check criteria for a loop  

                    errors = round(abs(inputList[D] - inputList[C] - inputList[B] + inputList[A]), 4)  

                    if errors <= deviations:  

                        newFoundLoop = [inputList[D], inputList[C], inputList[B], inputList[A], errors]  

                        recordBook.append(newFoundLoop)  

                        if instantOutput:  

                            print(",  ".join('{:9.3f}'.format(i) for v, i in enumerate(newFoundLoop))) 

   

    # final reports  

    if not instantOutput:  

        result()  

    else:  

        print("\nALL DONE!  Numbers of loop being found:", len(recordBook))  

        print("To show all found loops, command 'result()' before making another permutation.") 

   

def result():  

    print("\nAll found closed frequencies loops:\n", "_"*75, "\n\n\t#1,\t\t#2,\t\t$3,\t\t#4,\t    

errors\n", "_"*75, "\n")  

    for n in range(len(recordBook)):  

        print(",\t".join('{:10.3f}'.format(i) for v, i in enumerate(recordBook[n])))  

    print("", "_"*75, "\n {:>70}".format("Total:"), len(recordBook)) 
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	2.1.7 Solution of The Bloch Equations
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	Figure 2.1.1 Time evolution of the system in the presence of an external electromagnetic field; (a) a resonant π/2 pulse, and (b) a resonant π pulse.
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	Figure 2.1.2 The coherence of system is oscillating between 𝒖 and 𝒗 components at the off-resonance frequency 𝚫𝝎.
	The energy gap between rotational energy levels is generally far smaller than that between vibrational energy levels, resulting in a broad population distribution at room temperature where relatively high- 𝐽 rotational states are predominant,...
	Among different cooling techniques, the supersonic jet expansion, first introduced by Kantrowitz and Gray in 1951 [ ], has been used widely in molecular beam experiments and in rotational spectroscopy. In a supersonic jet expansion, a gas mixt...
	Figure 2.2.1 An illustration of a supersonic jet expansion.
	(a) A gas cylinder contains the sample gas at pressure of about 1 to 3 bars at room temperature. (b) The vacuum chamber at a pressure of about 10-6 to 10-7 Torr. The molecules cool to a rotational temperature of about 2 K.
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	2.3.1 The Cavity-based FTMW Spectrometer
	Figure 2.3.1 A schematic diagram of the revised Balle–Flygare type FTMW spectrometer.
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	A. Microwave cavity
	The core of this instrument is a Fabry–Pérot resonator, which accumulates energy by generating a standing wave of the incident microwave radiation. This cavity resonator consists of two spherical aluminum mirrors (260 mm diameter, 380 mm radi...
	An important specification of the cavity is the quality factor, Q. The Q-factor is defined as the ratio of the total stored electromagnetic energy to the power dissipation, and can be defined as:
	Q=,resonant frequency-frequency bandwith.
	The Q-factor for this instrument is somewhat frequency dependent and is on the order of 104. That means that, for a 10 GHz incident pulse, the cavity bandwidth is about 1 MHz.
	B. Excitation pulse
	The excitation pulse is generated from the output of a continuous-wave microwave synthesizer (HP 83711A, ). After the synthesizer, the microwave radiation is divided by a power divider () into two arms, the detection and excitation arm. The mi...
	C. Detection arm
	Due to the weakness of the emitted molecular signal (~10-3 V/m [ ]), a double superheterodyne detection scheme is applied. The output signal from the cavity can be written as ,𝑣-0.+20 MHz+∆,𝑣-𝑚., where ∆,𝑣-𝑚. is the off-resonance of the w...
	D. Pulse sequence
	Figure 2.3.2 A typical pulse sequence programed in the cavity-based FTMW spectrometer.
	A highly stable transistor-transistor logic (TTL) pulse sequence to control microwave pulse generation and data acquisition, as shown in Figure 2.3.2, is important to the experiment to ensure phase coherent averaging of the molecular emission ...
	2.3.2 The Chirped-pulse FTMW Spectrometer
	As highlighted previously, the traditional cavity-based FTMW spectrometer has a high sensitivity and resolution advantage, but a pronounced time-consuming disadvantage. Even with the capability of the automatic step-scan, a 100 MHz measurement...
	Figure 2.3.3 A schematic diagram of the chirped-pulse FTMW spectrometer.
	Components are denoted by numbers: 10 MHz rubidium frequency standard,  3.96 GHz phase-locked dielectric resonator oscillator (PDRO),  arbitrary waveform generator (AWG),  mixers,  microwave synthesizers,  amplifiers,  horn antennas,  diffusion pump, ...
	A. Sample chamber
	A set of two wide-band and high-gain MW horn antennas (RF/Microwave Instrumentation, ATH7G18; ), facing each other at a separation of 300 mm, are mounted inside a six way-cross vacuum chamber. Molecules are introduced into the chamber as a sup...
	B. Chirped-pulse
	A chirped-pulse is a frequency sweep over certain range during a given duration of the pulse, which can be synthesized easily by an arbitrary wave generator (AWG; Tektronix, AWG710B; ). The AWG is referenced to an external 3.96 GHz signal, gen...
	The chirped-pulse from the AWG is mixed with a fixed frequency, ,𝑣-0., from a microwave synthesizer (Agilent Technologies, E8257D; ) and up-converted via a double balanced mixer () to a 2-GHz bandwidth chirped-pulse, ,𝑣-0.±∆,𝑣-𝑐𝑝., center...
	C. Detection system
	In a chirped pulse experiment, the excitation pulse is swept very fast (500 MHz/μs) through a rotational resonance. In such a ‘fast passage’ experiment [ ], the concept of a π/2 excitation pulse no longer applies, but the set of optical Bloch ...
	The detection system includes a power limiter (high-power PIN diode; ) and a PIN diode switch () that protect the low-noise amplifier () from the high-power chirped-pulse. After amplification, the emission signal is heterodyned by another doub...
	D. Time sequence
	Figure 2.3.4 A typical time sequence to control the chirped-pulse FTMW spectrometer.
	For acquiring high quality chirped-pulse rotational spectra, a proper time sequence is crucial. Because phase stability is essential in this instrument, all devices are referenced to a 10 MHz rubidium frequency standard (). A digital delay gen...
	2.4 Theoretical Calculations
	Nowadays, along with evolutions and innovations in modern technology and computer science, theoretical calculations play a much greater role than ever before in chemistry. In rotational spectroscopy, many scientists now use computational appro...
	2.4.1 Ab initio Wavefunction Calculations
	Ab initio is a Latin term meaning ‘from the beginning’ or, conventionally, ‘from first principles of quantum mechanics’ in physics and chemistry, implying that physical constants are the only inputs for the calculation. The first ab initio cal...
	Several ab initio methods have been developed over the decades, such as Hartree–Fock (HF) [ ], Møller–Plesset perturbation theory [ ], configuration interaction [ ], or other multi-reference methods. Among the post-HF methods, the Møller–Pless...
	The choice of basis set can influence dramatically the computational time and the result for a given method. Often, Pople’s split-valence basis set [ ], such as the 6-311++G(2d,p) basis set, is used, where several auxiliary functions help to i...
	2.4.2 Ab initio Density Functional Theory
	Density functional theory is also a widely used approach. Using this theory, the properties of a system can be determined by functionals that describe the spatially dependent electron density [ ]. The computational cost is much lower compared ...
	2.5 Scientific Software
	Several scientific programs were used for multiple purposes throughout the work for this thesis (see Chapter 3); some information is listed in this section for reference.
	(a) Theoretical calculations
	Both high-level ab initio wavefunction and DFT calculations were carried out for searching and optimizing geometries via the commercial Gaussian09 program package [ ] (see Section 3.2). For the wavefunction-based calculations the MP2 method wi...
	(b) Spectral prediction and fitting programs
	Spectrum simulations or predictions were done using the PGOPHER (version 10.0.505) program [ ] with its user-friendly graphical user interface (GUI) and many customizable physical parameters, such as the temperature or centrifugal constants. T...
	(c) Electron density topology analyses
	The topology of the molecular electron density was analyzed (see Section 3.7) using the Quantum Theory of Atoms in Molecules (QTAIM) [ ,  ] and Non-Covalent Interactions (NCI) [ ] approaches, as implemented in the Multiwfn (version 3.4.1) [ ] ...
	3.1 Introduction
	How a molecule interacts with other molecules is an interesting and important topic for scientists; it leads to many questions that can be asked and answered, such as the mechanism of chemical reactions, the aggregation process of particles or...
	3.1.1 Hydrogen Peroxide and its Significance
	Hydrogen peroxide (H2O2) is particularly interesting in the context of intermolecular interactions because all of its constituent atoms can potentially be involved in hydrogen bonding interactions and because it plays a role in a number of pro...
	Hydrogen peroxide is a non-planar molecule with an H–O–O–H dihedral angle of 111.5  in the isolated molecule. This makes hydrogen peroxide a transiently chiral molecule, and it can interconvert between enantiomers through torsional motions of ...
	3.1.2 An Appropriate Choice for the Study
	The aim of the present work is to study the intermolecular interactions of hydrogen peroxide with another molecule. The experimental approach is to form a binary complex involving hydrogen peroxide, and to study this complex using high-resolut...
	Formic acid was selected as a promising partner molecule for several reasons, namely the simplicity of its structure, its high vapor pressure, and several readily available sites for hydrogen bonding. Formic acid is the smallest carboxylic aci...
	3.2 Conformational Searches
	Before carrying out experiments in the laboratory, possible conformers for the hydrogen peroxide – formic acid complex were searched theoretically. Throughout the search process, DFT calculations, using the B3LYP functional with the 6-31G(d,p)...
	In the conformational search strategy, the cis–trans isomerism of formic acid was considered first. A 16.3 kJ•mol-1 energy difference between ground state trans– and cis–formic acid monomers was reported in previous work [ ]; therefore, it was...
	Figure 3.2.1 Six optimized structures of the HP–FA complex and their relative energies.
	All structures and energies were calculated at the MP2/6-311++G(2d,p) level of theory. The energies given are relative to that of the lowest energy conformer, HP–FA–I.
	Table 3.2.1 Calculated spectroscopic constants for the lowest two HP–FA conformers
	3.3 Sample Preparation
	Figure 3.3.1 A photo of the cavity-based FTMW spectrometer.
	Figure 3.3.2 Cross-section of the stainless-steel nozzle cap.
	A small amount of solid urea – hydrogen peroxide adduct was placed inside the nozzle cap, next to the nozzle orifice (highlighted as the yellow area in Figure 3.3.2), while heating wires were wrapped around the outside of the nozzle body. The amount o...
	3.4 Transition Assignments
	Previous studies of pure rotational spectra for various systems, including the hydrogen peroxide monomer [86], formic acid monomer [ ], formic acid – water trimers [ ], and water dimer [ ], helped in identifying many observed transitions and o...
	Initially, multiple broadband rotational spectra in the 8–16 GHz range were recorded to search for the HP–FA–I or HP–FA–II conformers. However, just a few unknown lines were observed in the spectra, which might be attributed to the sensitivity...
	3.4.1 The Closed-frequency Loop Method
	In order to assign these observed transitions, the closed-frequency loop method was used. The concept of this method is straightforward and takes advantage of energy conservation. Starting from energy level 𝐽,,𝐾-a., ,𝐾-c..=1(0, 1) in Figure...
	Figure 3.4.1 A closed-frequency loop (in red) in the rotational levels (𝜐 = 0) of HP–FA–I.
	In general, a closed-frequency loop involves at least three transitions. A Python 3 script (see Appendix B or Ref. [ ]) was coded to find possible loops by subtracting the frequency sums of candidate transitions in both pathways. If the differ...
	Table 3.4.1 Frequencies (in MHz) of the a-type and b-type transitions of HP–FA–I
	3.4.2 Intensity Analyses and Tunneling Splitting
	As listed in Table 3.4.1, 27 transitions were assigned successfully by using the closed-frequency loop method. These transitions include a-type and b-type lines only, giving 14 four-frequency loops. Several observations could be made at this s...
	Figure 3.4.3 The 2(0, 2) ← 1(0, 1) transitions of HP–FA–I (averaged over 500 cycles).
	A possible explanation for the observed splitting is a wagging-like tunneling motion of the non-hydrogen bonded H-atom from the hydrogen peroxide subunit, which tunnels from above or below the hydrogen-bonded ring parallel to the c-axis of HP–...
	Because the scheme of the low 𝐽 energy levels had been identified by using these intrastate a-type and b-type lines, the unknown was actually just the energy gap between two tunneling states, ΔE01 (see Figure 3.4.4). To estimate a value for ΔE...
	A stick spectrum presented in Figure 3.4.5 demonstrates the density of lines in the 12 to 15 GHz region and the complexity of the spectroscopic assignment process. All transitions found in this region are plotted in the spectrum. The lines are...
	Figure 3.4.4 The energy-level diagram with all measured transitions of HP–FA–I.
	All measured transitions are indicated in this diagram. Blue, green, and orange colours represent a-type, b-type, and c-type transitions, respectively.
	Table 3.4.2 Frequencies (in MHz) of the observed interstate c-type transitions of HP–FA–I
	3.5 Intrinsic Reaction Coordinate Calculations
	To verify the proposed tunneling motion theoretically, intrinsic reaction coordinate (IRC) calculations were carried out at the MP2/6-311++g(2d,p) level of theory (see Section 2.5 (a)). One of the key steps in these calculations is to predict ...
	Initially, the structure of the transition state was guessed to be planar. However, the transition state found is actually non-planar, as shown in Figure 3.5.1. As a result, the calculated IRC path is an asymmetric profile, as seen in Figure 3...
	Figure 3.5.1 Transition state found and used in verifying the proposed tunneling motion.
	Figure 3.5.2 The intrinsic reaction coordinate for the tunneling motion in HP–FA–I.
	The barrier to the tunneling motion is calculated to be 6.9 kJ mol-1. Structures near a red dot represent the geometry at that point.
	3.6 Fitting of The Spectroscopic Constants
	After several failed trials in fitting the spectroscopic constants of HP–FA–I, it was concluded that the two tunneling states could not be fitted separately even by introducing additional higher-order centrifugal distortion terms. Similar obse...
	In order to fit the spectrum, the following Hamiltonian was considered [123]:
	,𝐻.=,𝐻-0-R.+,𝐻-1-R.+,𝐻-CD.+,𝐻-CC.
	(Equation 3.6.1),
	where, ,𝐻-0-R. and ,𝐻-1-R. are the rigid-body rotational Hamiltonians for the 𝜐 = 0 and 𝜐 = 1 states, respectively. ,𝐻-CD. is the centrifugal distortion Hamiltonian that is assumed to be the same for both states and ,H-CC. describes the Coriolis ...
	,𝐻-CC.=∆,𝐸-01.+,𝐹-a. × ,,𝑃-b.,𝑃-c.+,𝑃-c.,𝑃-b..+,𝐹-b. × ,,𝑃-a.,𝑃-c.+,𝑃-c.,𝑃-a..
	(Equation 3.6.2),
	where ∆,𝐸-01. is the magnitude of the tunneling splitting; ,𝐹-a., ,𝐹-b. are the Coriolis coupling parameters; ,𝑃-𝑔. (𝑔 = a, b, or c) represents the angular momentum operator for the 𝑔-axis. Because the tunneling motion is occurring along the c-...
	Finally, based on the assigned transitions given in Table 3.4.1 and Table 3.4.2 and the choice of an appropriate ,𝐻. for the system, spectroscopic constants of HP–FA–I were successfully fitted. The resulting parameters are listed in Table 3.6...
	Table 3.6.1 The fitted spectroscopic constants of HP–FA–I
	3.7 Analyses of the Electron Density Topology
	From the small differences between experimental and calculated the rotational constants, this suggests that the ab initio structure is quite accurate. One can therefore use the optimized geometry to acquire a deeper understanding of the interm...
	The concept of electron density topology analysis was first introduced by Richard F. W. Bader in his quantum theory of atoms in molecules (QTAIM or AIM) [55, 56]. His work has then been extended to the non-covalent interactions (NCI) method [5...
	Another important concept in the QTAIM approach are critical points, which are defined by having a vanishing gradient in ρ (except at infinity). They are further classified by considering the second derivative of ρ at that point, specifically,...
	Figure 3.7.1 The critical points and the bond paths of HP–FA–I found in the QTAIM analysis.
	The small orange and yellow balls indicate the bond critical points and a ring critical point in HP–FA–I, respectively. The thin orange bars represent the bond paths of the hydrogen bonds in the system.
	3.7.1 Visualization of Non-Covalent Interactions
	Non-covalent interaction (NCI) analysis is an electron density topology analysis that can be used to visualize weak interactions in a molecule or complex that cannot be effectively represented by the traditional ball-and-stick model [57]. With ...
	Figure 3.7.2 The weak interactions in HP–FA–I unveiled by an NCI analysis.
	An NCI plot for HP–FA–I is shown in Figure 3.7.2. In the figure, isosurfaces of a reduced electron density gradient s of 0.5 a.u. are coloured in accordance with the value of sign(λ2)ρ, where ρ is the electron density and λ2 is the second eigen...
	3.7.2 Hydrogen Bonding Evaluations
	The NCI plot indicates that although the ring strain is a system destabilizing factor, the two hydrogen bonds are so strong that they can glue two molecules together to form a binary complex. This phenomenon raises the question of how strong t...
	Based on work by Espinosa et al. [ ], the relationship between V(r) and EHB at the corresponding BCP is approximated as:
	,𝐸-HB.,V,𝑟..=,1-2. V,𝑟.
	(Equation 3.7.1).
	On the other hand, a simple linear regression between EHB and ρ using empirical regression coefficients provides another way to estimate the energy for hydrogen bonding [ ,  ]:
	,𝐸-HB.,𝜌.=𝐴𝜌+𝐵
	(Equation 3.7.2),
	where A = 268 kcal•mol-1•(a.u.)-1 and B = 0 are obtained from 94 different H-bonded complexes [133]. Both methods provide similar estimates for the energy of the hydrogen bonds. Based on the energies and lengths of hydrogen bonds in HP–FA–I, it is obv...
	3.8 Summary
	The first gas-phase study of a complex that involves a hydrogen peroxide subunit was accomplished by using rotational spectroscopy. The results show that hydrogen peroxide can form a stable van der Waals complex with formic acid through hydrog...
	In conclusion, this work demonstrates that the complexity of the hydrogen peroxide spectrum that results from the torsional tunnelling motions of hydrogen peroxide can be reduced by introducing formic acid, which can ‘hold’ one of the two hydr...

