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A b stra c t

There are two principal representations for modelling, understanding and 
computing the evolution of the term structure of interest rates: the spot rate 
paradigm and the Heath-Jarrow-Morton (HJM) Models. The spot rate  models 
are most often specified under the equivalent martingale measure. The HJM 
models on the other hand provide better ways to m atch observed variances and 
covariances of changes in bond prices.

The relationship between short-term  rates and forward rates has long been 
established in the famous Expectations theory of the yield curve. The economic 
argument of this theory, asserting that implied forward rate profile represents 
m arket’s expectations of future short rates, is proved formally here via m ath
ematical expectation under the forward measure.

Starting with different short rate models we determine their related HJM 
forms. In turn , these HJM dynamics are expressed in terms of a related short 
rate model. We present a class of models where, using stochastic flows the 
dynamics of the term  structure under the two paradigms are investigated and 
reconciled in each interest rate model. In particular, a model in w'hich the 
short rate is a function of a continuous tim e Markov chain is considered. We 
then move on to consider models that capture mean reversion phenomenon. 
The Vasicek, (Ornstein-Uhlenbeck process) and the Cox-Ingersoll-Ross (CIR), 
(Bessel process) models are examples of these.

A characterisation of generalised exponential affine models for bond prices 
is also presented and the form of the forward and short rates calculated, given 
that we have such bond price models. From a Discrete Markov Model to con
tinuous Vasicek and CIR models, we investigate three mixture models. These 
are the Hull-W hite Model, whose mean reversion level is time varying; the two- 
factor Gaussian model, a Vasicek model whose mean reverting level is Vasicek 
by itself; and a Vasicek model with a Markovian mean reverting level. The
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results show that the closed form solution for the bond price for these models 
are obtainable and all of them  are exponential affine.

The bond price for the two-factor Gaussian Model is derived using Stochas
tic Flows and their Jacobians. The bond price for the Markovian mean revert
ing level has an Ordinary Differential Equation (ODE) component involving 
a fundamental m atrix solution. A simulation study using auxiliary filters, 
which enables the param eters to be estimated via the Expectation Maximi
sation (EM) algorithm, demonstrates the feasibility of this Markovian Mean 
Reverting Interest Rate Model.

The results provide a wide class of discrete, continuous and mixture models 
for the interest rate m arket and for pricing other derivatives securities.
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“Most people see things as they are and ask why. But, I  dream o f  things 
that never were and ask why not. ” -Adopted from the book “The Road Less 
Traveled.”
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Introduction

and

Summary of Results

The relationship among yields and m aturities of otherwise identical se
curities is generally referred to as the term structure of interest rates. The 
term  structure of interest rates has been the focus of m any studies over a cen
tury  now. In an effort to understand better the movements of interest rates, 
researchers have attem pted  to identify processes and rational investors’ be
haviours that will help explain fluctuations in yield curves over time.

An understanding of the yield curve has become increasingly important 
for a multitude of reasons. Together with theoretical explorations, research on 
interest rate models is undertaken to generate more insight in the following 
practical pursuits:

1. Management of interest rate risk exposures particularly, in hedging deriva
tives securities which are interest rate sensitive;

2. Forecasting of economic growth implied by short- and long-term interest 
rate behaviours. Statistical investigations in the Journal o f Financial 
Economics, Journal o f Finance and other academic publications have 
documented modest, but reliable positive correlations between the slope 
of the term  structure, (differences between long term  and short term 
interest rates), and future rates of economic growth, see [42] and [65]. 
This is also substantiated in [7];

3. Determining market expectations of future interest rates and inflation. 
Information derived from market expectation serves as primary indicator 
for central banks and federal reserve banks in their attem pt to control and 
influence the levels of interest rates, or when adopting a certain monetary 
policy;

1
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4. Investigating movements of key interest rates used as benchmark by in
vestment banks; for instance, non-callable US Treasury securities are the 
benchmark for examining interest rates because they are very liquid and 
considered risk-free; and

5. Term structure of interest rates is important to corporate treasurers, who 
must decide whether to borrow by issuing long- or short-term  debt, and 
to investors who must decide whether to buy long- or short-term  bonds.

We are guided by the fact that, in addition to m athem atical artifacts, 
there is a need to understand the economic forces underlying the successful 
and better functioning of capital markets.

To begin with, we present the related financial economics theory of interest. 
Most of the analytical tools and a brief formalisation of finance theory for 
contingent claim valuation are included in the Appendices. Based on these 
interrelated disciplines, we wish to build models describing the dynamics and 
structure of the interest rate market.

We have indicated that in the following chapters of this thesis we view the 
market mathematically and statistically. Of course, this does not contradict 
the view of the fundamental analysts that interest rates can be assessed by 
studying business, government and other macroeconomic analysis. However, 
any individual is bound by information constraints and personal biases and 
foibles. Paradoxically, it is the result of differences of opinions and purposes 
which make a market exists.

M athematical modelling is expected to find trends or fit da ta  even when 
there is noise.

Certainly, the thesis does not guarantee excellent predictive performance 
of these market models. We based our construction on the premise that the 
processes in the investigation are all random and trust available m arket prices, 
which is the essence of the efficient market hypothesis. Having, therefore, 
formulated a mathematical model based on some assumptions, we proceed to 
model and investigate the interest rate dynamics.

2
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To attain  this m ajor objective, we give a brief outline of how we intend to 
proceed and what each chapter contains.

Chapter 1 reviews selected background m aterial on the study of term struc
ture of interest rates. We give an overview of interest rate models from their 
existence and uses, to  recent economic theories concerning beliefs of how short 
rates and forward rates are related, to several practical considerations and 
modern studies of te rm  structure theories.

Chapter 2 gives a formal treatm ent of the two paradigms of bond pricing. 
A mathematical dem onstration showing the equivalence of the three descrip
tions of term  structure is presented. Economic arguments regarding future 
expectations of short rates and bond prices are presented in four versions.

In Chapter 3, the  Unbiased Expectation Hypothesis is given a m athem at
ical proof via the powerful tool of changing measures. There, we introduce 
the construction of a  forward measure by specifying its corresponding Radon- 
Nikodym derivative. The forward measure approach also provides an ingenious 
way of decomposing the expectation problem embedded in the valuation for
mula into products of two simpler expectations; thus, facilitating the valuation 
process of contingent claims in a more efficient way.

In Chapter 4, we model the short rate as a function of continuous time 
Markov chain. The bond price is calculated under this model. The dynamics 
of the instantaneous forward rate /(£ ,T ) are obtained and the short rate r t 
and f ( t , t ) are reconciled.

The Vasicek model is explored in Chapter 5. The dynamics of / ( f , T) and 
the short rate are derived. T he short rate is related to the f ( t , T)  dynamics.

In Chapter 6, sim ilar methodology and objectives to those of Chapter 5 
are pursued but w ith the emphasis on the Cox-Ingersoll-Ross (CIR) model.

Chapter 7 considers a Generalised Exponential Affine Model of the form 
exp[A{t, T ) —B(t ,  T ) r t]. General relationships describing the dynamics of / ( i ,  T)  
and properties of the functions A ( t ,T ) and B ( t , T )  are established and several 
characterisations of th e  model are also given.

3
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Mean reverting models for interest rates are the topics discussed in Chapter
S. VVe study examples of these models and derive the corresponding bond 
prices. Again, the ultim ate aim is to reconcile the short ra te  and the HJM 
forms. The purpose of this exercise is to validate the dynamics of f ( t , T)  so they 
axe consistent with the Stochastic Differential Equation (SDE) describing the 
evolution of r t. In particular, we investigate the Hull-White Model, Two-Factor 
Gaussian Model and the interest ra te  model with Markovian mean reverting 
level.

Chapter 9 aims to test empirically the model for a m ean reverting level 
following the Markov process. We carry out the simulation and assessment 
of the predictive performance of th is model through Hidden Markov Model 
(HMM) and Filtering techniques. A review of HMM methodology, in conjunc
tion with a unit-delay model, is presented and optimal filters are computed for 
this implementation. Current research in econometrics indicates tha t the state 
space model with filtering is the m ost robust method to use for modelling term 
structure. This is the reason we favour the filtering m ethod in our empirical 
investigation, in addition to its consistency with the Efficient M arket Hypoth
esis. A novel feature of the Hidden Markov filtering is that the  param eters are 
updated as new information arrives, thus the model is self-calibrating.

Finally, we summarise in Chapter 10 results of this study. Several con
cluding remarks pertaining to future directions and other avenues of possible 
research are included.

4
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C hap ter 1

P relim in aries

This chapter gives a brief overview of the theory of interests starting from his
torical perspectives to a survey of several commonly known related economics 
and financial theories concerning the significance of term structure, the exis
tence and significance of interest in particular; to the hypothesis describing 
relationship between short-term  rates and forward rates and recent research in 
the field of modern term  structure theory.

Most of the material prerequisite to the study of the results contained 
in the succeeding chapters are covered in Appendices A and B. Appendix A 
outlines a review of selected and related topics in measure-theoretic probability 
and stochastic calculus. A section on quantitative finance theory is covered in 
Appendix B that discusses recent developments of the field and presents the 
foundation of modern pricing theory and contingent claims. This is an attem pt 
to systematise the evolution of these background material suitably needed in 
the study of term  structure in the light of new scientific approaches of modern 
finance. In this regard, formalisation such as this, aims at advancing the field.

In the spirit of the methodology of this presentation, we wish to emphasize 
on the rigorous development of the basic results in modern finance theory which 
lie at the heart of the remarkable range of current applications of martingale 
theory and stochastic processes to financial markets.

5
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1.1 Overview of Interest Rates

We recognise that mathem atical tools alone cannot make things happen. It 
is the integration of sound economic theories and financial theories with the 
appropriate m athem atical tools that forms the cornerstone of today’s finan
cial modelling. The spirit of integration such as this is essential to interface 
quantitative artifacts and the commonly used economic and financial theories.

This section is descriptive rather than analytical. We set aside the m ath
ematics first and consider economic fundamentals. As we are probing a very 
practical m atter which is of utmost concern to everyone, rates of interest, 
sometimes referred to as cost of capital, it would be naive to just focus on 
mathematics. We review the historical development of the study of interest 
rates and present selected basic economic theories in conjunction with the aim 
of this thesis.

The formal study of this subject can be traced back to the pioneering 
work of Irving Fisher in his two books entitled, “The Rate of Interest,” [53], 
and “The Theory of Interest,” [54].

1.2 An Economic Rationale of Interest Rates

A number of different theories have been advanced to explain the existence 
of interest. All of them, however, fall into two general categories, one for the 
supply side of the transaction and one for the demand side.

On the supply side, the primary issue is time preference. Most individuals 
and business firms exhibit a strong preference to have access to dollars today 
rather than an equal number of dollars tomorrow. Dollars tomorrow can only 
be used to meet deferred needs in an uncertain future. Interest is then the 
price that is sufficient to cause individuals and firms to overcome their time 
preference to defer consumption. Even individuals and firms with a strong 
recognition of the need for future dollars can easily move current dollars into 
the future by saving. Specifically, this argument is supported by monetary
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theories, popularised by M aynard Keynes, which hold th a t the level of the 
money supply determines the supply side of the interest m arket.

On the demand side, the prim ary issue is the productivity o f capital. Vir
tually all business firms need capital with which to operate successfully. Some 
of this capital generally comes from borrowing. In the long run, the firm will 
be successful only if the re turn  on capital employed is greater than  the cost of 
borrowing. Of course, not all borrowing is done by firms; much is also done by 
individuals and government to finance current consumptions and for purpose 
of investments.

Although these two m ajor theories are quite different, they  are in no way 
incompatible. In fact, quite to the contrary, they serve to complement each 
other.

Though the above discussion barely scratches the surface of some economic, 
or even psychological and philosophical theories attem pting to  explain the ex
istence of interest, it gives us insights regarding Fisher’s theoretical framework 
on the determination of the  rates by supply of debt (i.e, the dem and for loan) 
and the demand for debt (i.e. supply of capital). Indeed, this is self-evident in 
the subtitle of his book “T he Rate of Interest” as determined by the impatience 
to spend income and the opportunity to invest it.

1.3 Determinants of the Level of Interest

So far, we have seen that basic economic theory suggests tha t rates of interest, 
like other prices, are established by supply and demand. This sounds simple, 
but in practice there is a large num ber of factors that come together in complex 
ways to determine rates of interest. There are four most relevant factors that 
influence the shape of the yield curve and the general level of interest.

1. Federal Reserve Policy. Economic theory asserts tha t th e  money supply 
has a major effect on both the level of economic activity  and the rate of 
inflation. The Federal Reserve Board as in the case of the  United States,
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or the Bank of Canada, in the case of Canada, controls the money supply.

If a m onetary board like the Federal Reserve slows growth in the economy, 
it slows growth in the money supply. At the outset, this action would 
cause interest rates to increase and stabilise inflation. On the other hand, 
the reverse occurs whenever the Federal Reserve Board loosens the money 
supply by reducing interest rates.

As a case study, the Federal Reserve Board tightened up the money sup
ply six tim es in 1994, to keep inflation in check, thereby controlling the 
growth of the existing economic recovery. The Fed’s tools are primarily 
in the short-term  rates. In effect, this tightening had the direct effect of 
pushing short-term  interest rates up sharply. Long-term rates followed. 
The Fed’s action to control the inflation had affected the investors’ ex
pectations about inflation. Thus, long-term rates leveled off and even 
dropped slightly in some financial markets.

Therefore, we see that when the Fed intervenes actively in the financial 
markets, there is a distortion of the yield curve. There is a tem porary 
situation of interest rates being too low if the Fed is easing credit. On 
the other hand, interest rates would be temporarily too high if the Fed 
is tightening credit. Long-term rates however are not really that much 
affected when Fed takes intervention actions, except to the extent tha t 
market follows rational expectations.

2. Foreign Trade Balance. Individual and businesses in Canada buy and 
sell to people and firms in other countries. So, if Canada imports more 
than it exports, there would be a foreign trade deficit. If trade deficits 
occur, there is a need to finance it. The main source of funds for doing 
this is through debt.

Logically, the larger the deficit, the more that must be borrowed. In 
effect, the  interest rates go up as more borrowing is incurred. W hen the 
Bank of Canada attem pts to make the interest rates lower, this causes 
Canadian interest rates to fall below rates abroad. Foreigners will sell 
Canadian bonds, thereby Canadian bond prices will be depressed. The 
result would then be higher Canadian rates.
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In essence, if there is a trade deficit, this will hinder the Bank of Canada 
to intervene in its effort of lowering interest rates during recession.

3. Federal Deficits. There are occasions when the federal government spends 
more than it gets from tax revenues. If this happens, a fiscal deficit 
occurs. This should be covered through the means of either printing 
money or borrowing. If the government prints money, expectations for 
future inflation increase which in return can raise interest rates. If the 
government opts to borrow, this demand for funds can drive interest rates 
up. Ceteris paribus, the larger the federal deficit the higher the interest 
rates.

Nevertheless, it is hard to determine whether long- or short-term rates 
are more affected by federal deficits. It depends on how the deficit is 
financed.

4. Business Activity. Business conditions also influence interest rates, es
pecially in times of recession. During recessions, both the demand for 
money and rate of inflation tend to fall. At the same time, monetary 
boards like the Fed or Bank of Canada tends to increase money supply 
in an effort to stimulate the economy.

Therefore, with more supply and less demand, the result is a tendency for 
interest rates to decline during recessions. In times of recession, short
term  rates decline more sharply than long-term rates due to the following: 
(i) The Fed operates mainly in the short-term sector, and such interven
tion has the strongest effect in this area, and (ii) long-term rates are 
reflections of average expected inflation rate over the next 20 to 30 years. 
This expectation usually does not change much, even when the current 
rate of inflation is low because of a recession.

1.4 Interest Rate Levels and Stock Prices

We argue that interest rates have two effects on corporate profits: First, other 
things remaining the same, interest being a cost, the higher the rate of interest,
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the lower the firm’s profit. Second, interest rates affect the level of economic 
activity, and economic activity affects corporate profits. Apparently, interest 
rates affect stock prices because of their effects on profits. However, its sig
nificance is more from the competition it creates in financial m arkets between 
stocks and bonds.

If real interest rates rise sharply, investors can obtain higher returns in the 
bond market, which induces them to sell stocks and transfer funds from the 
stock market to the bond m arket. If there is a massive sale of stocks in response 
to rising interest rates, this could cause stock prices to plumm et. Similarly, if 
interest rates decline, the reverse situation holds.

As an illustration, the Dow Jones Industrial Index in December 1991 rose 
to 10% in less than a month. The bullish market during this tim e was due, 
almost entirely, to the sharp drop in long-term interest rates.

The bearish market of 1994, on the other hand, charactererised by declining 
common stock prices by more than 3% on average, was a result from a sharp 
increase in interest rates.

1.5 Interest Rates and Business Decisions

To describe the interaction between interest rates and business decisions, con
sider the yield curves for May 1981 and January 1998 on Canadian marketable 
bonds. From Figure 1.1, the January 199S yield curve shows that short-term 
rates were lower than the long-term rates. Suppose at that time, a certain firm 
decided to (1) undertake a project (with positive net present value) having a 
20-year life and will cost $10 million, and (2) raise the funds for the project by 
an issue of debt rather than by issuing stocks.

If the firm borrows on a short-term  basis-say for one year-the rate on the 
loan might be 5%, so the interest cost for the year would be $500,000; if the 
firms uses long-term (20-year) financing, the rate might be 6%, and the cost of 
borrowing for the year would be $600,000. Therefore, at first glance, it would
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Figure 1.1: Government of Canada Bond Interest Rates On Different Dates
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seem that the firm should use short-term debt to finance the new project.

Nevertheless, this could prove to be a mistake. If short-term  debt is used, 
the firm has to renew the  loan every year, and the rate charged on each new loan 
will reflect the then-current short-term rate. Interest rates could return to their 
May 1981 levels, so by 1999 the firm could be paying 16.5%, or $1.65 million 
in interest per year. These high interest payments would cut and possibly 
eliminate the entire profits. The reduced profitability could easily increase the  
firm’s risk to the point where its bond rating would be lowered, causing lenders
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to Increase the risk premium built into the interest rates they charge, which in 
tu rn  would force the firm to pay even higher rates. These very high interest 
rates would further reduce profitability, make lenders worry more, and causing 
them  to be reluctant to renew the loan. If lenders refuse to renew the loan and 
demand payment, as they have the right to do so, the firm would have difficulty 
raising the cash. If the firm decided to make price cuts by converting physical 
assets to cash, heavy operating losses can ensue, and ultim ately bankruptcy 
occurs.

If the firm used long-term financing, the cost of interest would remain con
stant at §600,000 per year. Thus, an increase in interest rates in the economy 
would not hurt the company. This would enable the firm to buy up some of its 
bankrupt competitors at bargain prices, as bankruptcies increase dramatically 
when interest rates rise, primarily because many firms do use short-term  debt.

However, the above argument does not suggest that the  firm should always 
avoid short-term debt. If inflation falls in the next few years, so will interest 
rates. If the company borrowed on a long-term basis for 6% in January 199S, 
it will be at a m ajor disadvantage if competitors who used short-term  debt in 
1995 could borrow at a cost of only 4 or 5% in subsequent years. On the other 
hand, large federal deficits m ight drive inflation and interest rates up to a new 
record levels. In tha t case, the firm would wish to have had borrowed on a 
long-term basis in 1998.

Financing decisions would be easy, if accurate forecasts of future interest 
rates could be developed. However, predicting future interest rates with consis
tent accuracy is impossible. This work contributes to the modelling of interest 
rates and term  structure.

1.6 More than Just One Interest Rate

Fisher stated “Instead of a single rate of interest, representing the rate of 
exchange between this year and next year, we now find a great variety of so- 
called interest rates.” He continued, “These rates vary; because of (1) risk, (2)
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the nature of  security, (3) services in addition to the loan itself, (4) lack of  free 
competition among lenders or borrowers, (5) length of time the loan has to run, 
and other causes which most economists term  (6) economic fr ic t ions”

He added further that the long-term rates set a rough norm for the short 
rates which are much more variable. The stability of the economic system, 
call-terms (i.e., degree of liquidity), all influence the variability of rates.

This dissertation will focus only on the study of short rates and forward 
rates and explore their relationships.

We single out that at any particular point in time there is a  vast array 
of interest rates being used in the myriad of financial transactions involving 
interest. However, a few key short term  rates are widely watched as benchmarks 
of movements of interest rates. Three such key rates are:

1. Prime rate-the base rate used on high-grade corporate loans by major 
banks. Many loan rates are indexed to the prime rate.

2. Federal funds rate-the rate on reserves traded among commercial banks 
for overnight use. This rate changes daily and provides day-to-day infor
m ation about interest rate movements.

3. Discount rafe-the rate charged to member banks on loans by the Federal 
Reserve. Changes in this rate signal significant monetary policy adjust
ments by Federal Reserve Board which are likely to have widespread 
effect.

There is no single key indicator of long-term rates that is comparable to 
the above rates. The yields on Treasury bonds with a term  of several years is 
a reasonable indicator of movements in long-term rates.

1.7 Term Structure Theories

We present here a brief summary of three different, but independent, theories 
concerning term  structure.
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The expectations theory is the simplest one and it is the one which has been 
the subject of empirical investigation for several decades. It had widespread 
appeal for the theoretical economists. It argues that a forward interest rate 
corresponding to a certain period is equal to the expected future spot interest 
rate for that preiod.

A second theory is known as market segmentation theory. By its name 
suggests, this theory hypothesizes that a relationship between short, medium 
and long-term interest rates does not necessarily exist. The reasoning behind 
this is as follows: The short-term  interest rate is determined by supply and 
demand in the short-term  bond market, the medium term interest rate is de
termined by supply and demand in the medium term  bond market and so on. 
In other words, individuals and institutions investing in bonds of different ma
turity  do not switch m aturites. This means that the cross elasticity of demand 
is low, possibly zero; securities of different m aturities are poor substitutes for 
one another.

The theory that conjectures that forward rates should always be higher 
than the expected future spot interest rates is known as liquidity preference 
theory. An inherent assumption is that investors prefer to have more liquidity 
and invest funds for short periods of time. This is a widely accepted theory, 
not necessarily inconsistent with the expectations hypothesis.

This theory is apparently the most appealing to the traders and investors. 
Borrowers usually prefer to borrow at fixed rates for long periods of time. If 
the forward rate equals expected future spot rate, interest rates would equal 
the average of expected future short-term interest rates. In the absence of 
any incentive to do otherwise, investors would tend to deposit their funds for 
short time periods and borrowers would tend to choose to borrow for long tim e 
periods. Thus, lending banks and financial intermediaries then find themselves 
financing susbstantial amounts of long-term fixed rate loans with short-term  
deposits. This entails excessive interest rate risk. It is therefore very necessary 
to match depositors with borrowers and avoid interest rate risk. Financial 
intermediaries in practice raise long-term interest rates relative to expected 
future short-term interest rates. This reduces the demand for long-term fixed
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rate  borrowing and encourages investors to deposit their funds for long terms. 
This theory is consistent w ith the empirical evidence that yield curves tend to 
be upward sloping more often then they are downward sloping.

In toto, this theory of term  structure, which often is treated  as a modifica
tion of th e  expectations hypothesis, rests on the postulates th a t (1) the risks 
associated with holding long m aturities are greater than those of holding short 
m aturities, (2) the community prefers to avoid risk and (3) there are positive 
costs to society of obtaining the services of speculators.

The expectations hypothesis has been enunciated by Fisher, Keynes, Hicks, 
Lutz and others. It has a widespread appeal to the theoretical economists, pri
marily as a result of its consistency with the way similar phenomena in other 
markets, particularly future markets, are explained. In contrast, this hypoth
esis has been widely rejected by empirically minded economists and practi
cal men of affairs. It was rejected by economists because investigators have 
been unable to produce evidence of a relationship between the  term  structure 
of interest rates and expectations of future short term  rates. Nevertheless, 
M eiselman contends that previous investigators have not devised operational 
implications for the expectations hypothesis. Moreover, he contends tha t they 
have exam ined propositions which were mistakenly a ttribu ted  to the expec
tations hypothesis, and when these propositions were found to be false, they 
rejected the  expectations hypothesis.

Kessel’s investigation, [81], showed that the term  structure of interest rates 
can be explained better by a combination of the expectations and liquidity 
preference hypothesis than by either hypothesis alone. The two hypotheses can 
be viewed as complementary explanations of the same phenomenon. Support 
of this proposition was carried by the previous works of Macaulay, Culbertson, 
Meiselman, Walker and Hickman.

Available evidence shows tha t forward rates are higher estim ates of future 
spot rates. This result is consistent with the Keynesian theory of “normal 
backwardation.” The implications of this theory for the money and capital 
markets have been developed by Hicks in “Value and Capital.” Hence, these
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findings support the Hicksian view that forward rates are equal to spot rate 
plus a liquidity premium.

In [81], Kessel concluded that correlations between forward and spot rates 
suggest that the market does have some power to foresee, up to a year in the 
future, spot rates from a month to a year to a m aturity. This same conclusion 
is reached if forward rates, adjusted for liquidity premiums are used to predict 
subsequently observed spot rates and if the mean squared error is computed. 
Using either criterion, expectations theory seems to predict better than  an 
inertia model.

So this classical theory predicts that in the absence of risk premia, forward 
rates will be equal to expected short rates. The modern theory however shows 
clearly that this will not generally be the case, even when risk premia are zero, 
unless the path of future interest rates is certain.

This can be shown by noting that the exponential function is convex. 
Therefore, by Jensen’s inequality

P { t ,T )  = Ep exp — rudu > exp Ep rudu^ ,

for some risk-adjusted probability measure P.

In other words, the bond price is higher under the modern theory than if 
the forward rate  curve were equal to the “risk-adjusted” path of the expected 
short rates.

This “price prem ium ” or “yield discount,” is a direct consequence of un
certainty in future interest rates and is largely unnoticed in traditional theory.

However, we shall show in this work tha t forward rates can still be equal 
to expected short rates. The evaluation of the expectation is with respect to a 
different measure, which we shall call a forward measure.
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1.8 Studies on Modern Term Structure Mod

elling

The early work of “modern” term  structure theories can be traced back to 
1977 when Vasicek and Cox, Ingersoll and Ross (CIR) developed simultane
ously similar models. Vasicek adopted a normality assumption while Cox, 
Ingersoll and Ross used a non-central chi-squared distribution. Recognising 
that single-factor models are over simplistic, multi-factor models were later de
veloped to solve the curve fitting problem of the models by Vasicek and CIR. 
The early work on this area are the Brennan and Schwartz’s model in 197S, 
Richard’s model also in 1978 and L-angetieg’s model in 1980. While Longstaff 
and Schwartz’s model and Chen and Scott’s model in 1992 are representative 
of recent developments.

Longstaff and Schwartz (1992) developed two-factor term  structure models 
where either an arbitrage-free or utility- based methodology is used. In the 
Richard and Brennan-Schwartz’s model, factors are chosen arbitrarily.

In finance literature, models developed under a utility function are called 
equilibrium models while those which are formulated using the risk-neutral 
methodology are called arbitrage-free models.

Along with the developments of multi-factor models have been the estima
tion techniques for the parameters in these models. The regression method, 
generalised method of moments, maximum likelihood estim ation, and most 
importantly the state space model have been used in estim ating multi-factor 
Vasicek or CIR models.

Taking a slightly different view from the multi-factor models, researchers 
developed another series of models that take observed yield curve as given, so 
that fitting becomes never a problem. This goal is accomplished by making the 
parameters in the Vasicek or CIR model time dependent. The early work is the 
Ho and Lee model of 1986. They model the uncertainty by putting perturbation 
functions on the forward prices. The Black, Derman and Toy (1990), or BDT 
model is similar to the Ho-Lee model except that the distribution of the short
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rate is lognormal. The BDT model is richer than the Ho-Lee model because it 
also fits the volatility curve.

Dybvig, although he never published his work, gave an extension to the 
Ho-Lee model which is in spirit similar to a published work by Hull and W hite 
in 1990. Heath, Jarrow and Morton in 1992 provided a framework which relates 
forward and spot rates. Both the continuous tim e models of HJM and Hull 
and W hite let the parameters in the stochastic processes of the instantaneous 
rate be deterministic functions of tim e. All of these models are considered 
“tim e-dependent” models. These models can fit the yield curve but they do 
not have an easy form for the bond price.

An im portant influence of 1960’s research on investment practice was the 
Samuelson-Fama efficient market hypothesis, which holds in a well-functioning 
and informed capital market. Asset-price dynamics are described by a sub
martingale in which the best estimate of an asset future price is the  current 
price, adjusted for a “fair” expected rate  of return. Under this hypothesis, 
attem pts to use past price data or publicly available forecasts about future 
economic fundamentals to predict future security prices are doomed to  failure. 
In essence, this theory supports why most models that we shall consider in the 
following chapters use processes which have the Markov property.

1.9 Term Structure and Monetary Regimes

Since we aim to shed light on issues relating term  structure and the practice of 
monetary authorities in influencing the level of interest rates, we briefly review 
recent works on this area.

Along the lines of the analysis of the  work mentioned in the succeeding 
paragraph, the mean reverting models th a t we propose in Chapter 8 could serve 
as alternative models. Such analysis will not be carried out here. Rather, we 
shall leave the emprical testing of these models with respect to the analysis of 
the work that we are about to describe to interested readers.
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There is one empirical investigation concerning mean reverting models per
formed in Chapter 9. This, however, only intends to dem onstrate the feasibility 
of applying the models to data, and to obtaining optim al estimates of param
eters via filtering techniques.

Of particular interest to us are two papers on term  structure models where 
the interest rate processes do not have continuous sample paths. These papers 
were presented at Isaac Newton Institute for M athem atical Sciences of the 
University of Cambridge in 1995.

In their paper entitled “Term Structure Modelling under Alternative Offi
cial Regimes,” S.H. Babbs and N.J. Webber developed a class of term  structure 
models when there are n state variables modelled as diffusion processes and an 
additional m sta te  variables modelled as pure jum p processes.

Under this study, the processes are not independent of each other. Fur
thermore, the spot rate  is a specified function of the n + m  state variables. The 
authors presented an example where a jum p process is a floor and another is 
a ceiling for the spot rate. This realistically reflects the actions of government 
monetary authorities especially when they exercise control in setting discount 
rates, Lombard rates and so forth over short-term  rates.

The paper entitled  “Interest Rate Distributions, Yield Curve Modelling 
and Monetary Policy” by L. El-Jahel, H. Lindberg and W. Perraudin treats a 
similar problem to tha t of the Babbs-Webber model. However, since the prob
lem is a specific case, a closed form solution is obtained. El-Jahel, Lindberg and 
Perraudin explained two phenomena which influence the distribution of short
term interest rates: the practice of many m onetary authorities of pegging an 
interest rate at the short end of the yield curve and periodically adjusting 
it in discrete jum ps, and the attitude of m onetary authorities in their reac
tion to inflationary shocks, either relaxed or stringent. The leptokurtosis of 
the short rate process is affected by the first of these phenomena. They also 
employed a variety of econometric techniques including among other things, 
non-parametric kernel estim ates, unit root tests and simple autoregressions in 
examining the distributional properties of short-term  interest rates in the U.K.,
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the U.S. and Germany.

T he  techniques in their study were applied to the two commonly used 
single s ta te  variable yield curve models-those of Vasicek and Cox-Ingersoll- 
Ross. T he  parameters in these models were estimated with the aim of finding 
significant evidence in the above-mentioned data for misspecification of both 
models. They found that the m ean reversion rate of adjustm ent of the short
term  process tend to be overestimated. This empirical evidence prompted 
them  to propose a Babbs-Webber model where the short-term  interest rates 
are specified by a pure jum p process whose jum p rate is a function of a diffusion 
process. The assumptions they used are: an Ornstein-Uhlenbeck process for 
the diffusion variable and a quadratic function for the jum p rate. They then 
obtained the power series representations of the conditional distribution of the 
diffusion state variable, given its past and bond yields by implementing the 
Karhunen-Loeve eigenfunction expansion techniques of physics. The expansion 
techniques may be applied to give similar representations of interest rate-based 
derivative values.
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C h ap ter  2

T h e  T erm  S tru ctu re  o f  In terest  
R a tes

2.1 The Bond Market Structure

Consider a filtered probability space (n,jF , { and a Brownian motion
Wt, 0 < t  < T .

The functions r, a , and a  are all adapted stochastic processes. Let (H°, H 1)

Suppose at time f, we have a riskless asset, a bond S°  and a single risky
asset S Further, these assets have dynamics:

denote a self-financing strategy. The wealth process for this trading strategy 
is given by

X t(H) = H°t S°t +  Hi S lt

and

d X t(H) = rH°S°dt  + H ld S l

= r {X t -  H lS l )d t  +  H ld S l .
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Suppose 9 =  an(i  under the measure P 0, the process W 9 is a
Brownian motion, with

d W 9 = 6{t)dt +  dWt.

Under P 9, the discounted wealth process Vt — dynamics,

’X t '
lS?

S }=  H l a ( t ) ^ d W 9. (2 .1.1 )

Since the drift of the SDE in (2.1.1) is zero, the discounted wealth process 
Vt is a P9— martingale.

Let <f> E L2(f2,3rr)  be a contingent claim. Thus,

M t :=  E <P I is a m artingale

and
M t = M0 + r<pud w z  

Jo
for some adapted process according to the Martingale Representation The
orem.

Suppose we take

<t>
LS'°

and let

Then, with

X ( 0) = Mo = E

M , =  | j f  =  Jf(0) + J ‘ H lM u ) ^ d W l

H °  =  —  —  FT1 —  
t S° f S ° '

( H ° , H y) is a replicating strategy. That is,

X T = H^-Sx + = 6.

We see that the natural price for the claim at tim e 0 is E 9 M •
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Consequently, at time t G [0, T], the price of a claim 4> is

X t t f )  =  X t =  S°t E 9 4>
S£ f t

=  S ? E 9
X T

L Sj-

since ^  is a martingale under P 9.

We can extend this pricing formulation to a market with a bond price S° 
as the numeraire, with dynamics

dSf  = r tS f d t , S% =  1

and d risky securities, S£, • ■ • , S f  with dynamics

dS\ =  S\ ^' ai(t)dt + .

Again, W t =  , PVT71) is an m —dimensional Brownian m otion on
( n ,y ,p ) .

Provided there exists a unique risk-neutral measure P 9, this pricing valu
ation holds true.

The price for a claim <p 6  L2( f r )  at tim e t <  T  is therefore given by

X, =  S ?E d[cp(S$rl \ f t\.

R e m a rk s : In the preceeding discussion, we have given the motivation 
for a “rational” pricing of contingent claims. Further, we have shown that 
martingales are tradables and non-martingales are non-tradables.

Now, in a market with d risky assets, we have

H/- =H/t+(^Sir) '■
which is a Brownian motion for i =  1, • • • , d.
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This can only happen if the two changes of the drift are the same. In other
words,

ctijt) — r t _  aj(t)  — r t
0 7 (f) 0 7 (f)

for any pair ( i , j ) .  The term  ajf r-c- is called the m a rk e t  p rice  o f risk , where 
a  represents th e  growth rate of the tradable, r  as the growth rate of the bond 
and a  measures the risk of the asset.

Intuitively, the market price of risk can be thought of as the extra return

are apparently similar.

We therefore reach a conclusion - all tradables in a market should have the 
same market price o f  risk.

where E  denotes the expectation under a martingale measure.

W ith this result, if P{t , T)  is a bond price at tim e t , a self-financing strategy 
H}) can be constructed such that the associated wealth process X t at time 

t, H°S°  +  Hj; , will have a value of 1 at time T.

Oftentimes, the rate rt is deterministic. Thus, in this case, P ( t , T)  =  
exp f j  rudu^  and d P ( t ,T )  = rtP ( t :T)dt  and therefore H} is identically 0.

above the risk-free rate per unit of risk. The m arket price of risk is defined 
using the drift and volatility functions of the stock price. We shall see in 
Chapter 7 (Section 7.4, Equation 7.4.12) that this terminology will be defined 
in terms of the drift and volatility structures of the spot rate and the two forms

D efin ition  2 .1 .1  A zero coupon bond maturing at time T  is a claim that pays 
I at time T. The bond price P(t, T) at time t E [0, T\ is

P ( t ,T )  = S?E[(S$)~1 \Ht\.

W ith the valuation formula, and S'? = exp(J^ rudu),
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In the interest-rate m arket, given a bond with a price P (i,T ') , the forward 
rate / ( f ,T )  and the yield Y ( t , T )  can be written in terms of the bond prices 
P(tj T ) as:

/ ( i , T )  =  ~ l o 6 P ( i , r )  (2.1.2)

and

Y ( t , T )  = .  (2.1.3)

Conversely, using the above formulation in (2.1.2) and (2.1.3), the bond 
price can be given in terms of the forward rates or yields as:

P(£, T)  =  exp f ( t , u)du

and
P ( t ,T )  = e x p ( - { T  - t ) Y ( t , T ) ) .

In other words, the three descriptions of the yield curve / ( f ,T ) ,  Y ( t , T ) 
and P (f, T)  are equivalent. The derivations of (2.1.2) and (2.1.3) are given in 
the next section.

For emphasis, Y(t ,  T ) is the average yield of the bond over its lifetime T — t 
while /(£ , T) is the price at tim e t of instantaneous borrowing at time T.

If we consider Y ( t , t )  = f ( t , t ) =  r t, then all of these represent the instan
taneous spot borrowing.

2.2 The Heath-Jarrow-Morton (HJM) Frame

work

The HJM model is built upon with an underlying motivation through the 
concept of forward rate agreement. Consider a time horizon, 0 <  t < T  <
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T  -f e <  T m. We wish to enter into a contract to borrow 1 at the future time 
T  and repay it w ith interest at the tim e T  +  c. Whatever the rate of int-erest 
to be paid between T  and T  +  e, it will be agreed today, and thus it m ust be 
7 t—measurable.

D efin ition  2 .2 .1  The instantaneous rate for  the amount o f  dollars borrowed 
at time T , agreed upon time t < T ,  is the forw ard rate f ( t , T ) .

We can replicate the above transaction by beginning to suppose tha.t we 
have a portfolio consisting of:

P ortfo lio  A: A zero-coupon bond P(£, T ) with a face value of 1 at time 
T  and;

P ortfo lio  B: A zero-coupon bond amounting to at m aturity, TT +  e.

The value of these two portfolios are equal. This is because at tim e  t, 
portfolio A is worth P ( t , T ) while portfolio B has value - P { t , T  +■ e).

Thus,

P ( t ' T)  ~  P W T  +  l ) ' P ( t ' T  +  €'l =  °- I'2 '2'4 )

Equation (2.2.4) is equivalent to having a long position in portfolio A and 
simultaneously taking a short position in portfolio B at time t.

P (t T"\At time T  >  i, $1 is received for portfolio A. An amount of p^f+c) m ust 
be paid for portfolio B at time T  + e. Therefore, we have a transaction where, 
$1 is borrowed at tim e T  and S ppfr+e) Paid at time T  +  e.

The interest paid on the dollar received at time T  is Y { t , T , T  +  e) and 
satisfies

W ¥ h ) = ^ - Y ^ T , T  + C)].

From which we obtain

Y ( t ,  T, T  + e) =  - i [ l o g  P(f, T  +  e) — log P(t,  T)]. (2.2.5)
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Apparently, it follows that

f { t , T )  =  lim Y ( t , T , T  + e)£-+0 

-- —lim
e->-0

log P(t, T  + e) -  log P(t,  T)

d
d T log P ( t ,T ) ( 2 .2 .6 )

Equation (2.2.6) implies further that

iogP(£ ,T ) =  £  -^-Xog P ( t ,u )d u

— — f ( t ,u )d u .

Consequently,

P ( t ,T )  = exp f ( t ,u )dv^ j  .

In Section 2.1, we gave an argument on how to obtain the ’'’rational” price 
of a contingent claim. Following that motivation, an alternative pricing model 
for the bond price in terms of the short rate is given as

- T

P ( t ,T )  = E exp -  £  rudu

The HJM model is specified by an SDE describing the dynamics of /(£ , T ). 
In particular, for every T  G (0 ,T “], we consider

<*/(£, T ) =  a (i, T)dt  +  <r(£, T ) d W t.

Both a ( u ,T )  and a (u ,T ) ,  for 0 <  u < T, are m easurable in (u,w) and 
adapted. Since, P ( t ,T )  = exp f ( t , u ) d u j  , let us obtain the dynamics of

-  f ?  f ( t , v )d u .

dt [ - / /(£ , u)du =  f ( t , t ) d t  — j  {d f( t ,u))du  

=  r(t)dt — J  [a(t ,u)dt + cr(t,u)dWt]d
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Write
~T

a ” = J  a{t,u)du  and

rTcr = I cr(t,u)du.

D efine

X t := — f{t,u)du.

Since / ( f ,u )  is an CF*—adapted process, then X t as well. We note that d X t =  
[r(i) — a “(t, T)]dt — a “dW t and therefore X t is an Ito process.

Furthermore, P {t ,T )  =  ex ‘ so that

d P ( t ,T )  = eX t [r(t) - a { t , T )  +  \ a ' { t , T ) 2]dt 

—eXccr~(t, T)dW t.

=  P ( t ,T )  [(r(i) -  a ( t ,  T)  +  i  cr'( t,T)2)dt 

—a -( t ,T )d W ,(].

The discounted bond price P ( t , T)  is a martingale under a risk neutral measure 
P, if for 0 <  t <  T  < T m

Thus,
i T 1 f  F  \ 2j  a ( t ,u )du  = — a ( t ,u )d u \  .

This implies that

a ( t , T )  =  cr(£,T) J  cr(t,u)du.

If P  itself is not a risk-neutral measure there may be a probability P e under 
which is a maxtingale.

This is the result contained in the following theorem.

T h e o re m  2.2.1 (H e a th , J a r ro w  a n d  M o rto n ) For each T  E (0, T'} sup
pose a(u, T ) and cr(u, T)  >  0 for  all u. T,and /(0 , T ) is a deterministic function
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o fT .  The instantaneous forward rate f ( t , T )  is defined by

f ( t , T )  = f ( 0 , T ) +  [  a (u :T)du + [  a(u, T )dW u.
Jo Jo

Then the term structure model determined by the processes f ( t , T )  does not 
allow arbitrage i f  and only i f  there is an adapted process 9(t) such that

a f t , T)  =  crft, T) a f t ,  u)du +  aft,  T)d(t) 

for  all 0 <  t <  T”% and the process

A9ft) : = e x p | - j T  d(u )dWu - ^ J ^  9{u)2d u ^  .

is an (3^, P) martingale.

P ro o f: Consider an adapted process 9 where A6 ft) is an (3^, P) martingale. 

Let P e be a new probability measure such that

dPe
dP

= A

Now,

by Girsanov theorem and

W =  f  9{u)du 
Jo

+  W t

dP(t, T) = P ( t , T ) [ ( r { t ) - a ' ( t , T )

+ ^ a ' { t , T ) 2 + a '{ t ,T)9f t) )d t  

- a ' f t , T ) d W 9 .

For P ( t ,T )  to have rate of return r(t) under P 9, 9 must satisfy

a~(t, T) = - a ' ( t ,  T ) 2 + a m(t, T)9(t).
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This must hold for all maturities T. Differentiating with, respect to T, we 
obtain

a(t ,  T) = a ( t , T)a'(t,  T)  +  a{t, T)6(t)

for 0 <  t < T  < T m.

We make the following observations in connection with tkie above theorem. 
R em ark s:

1. The process 9(t), if it exists, is independent of tim e T1, the m aturity of 
the bond P ( t ,T )  and

m  = -

2. Under P, a “m arket” probability, the rate of return  of th e  bond is r(t) — 
a"(t:T) + |cr”(i, T )2. Hence, the rate of return above the interest rate 
r( t) is —oT( t ,T ) +  |c r '( f ,T )2 and the market price of rnsk is

-a - (* ,T )  +  i<x-(*,T)2
 ? U r j ------------

It is very im portant to keep in mind that the market p rice  of risk described 
above is defined in term s of the volatility and drift structur-es of the forward 
rate.

With regard to these Remarks, Theorem (2.2.1) requires that the market 
price of risk is independent of the maturity times T.

Under P 9, we have

d.P{t,T) = P { t ,T ) [ r ( t ) d t - c r - { t ,T )d W j )  

and d f ( t ,T )  = a(t, T)<r'(t, T)dt  + <r{t, T ) d W 9. (2.2.7)
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2.3 Single-Fact or HJM Models

The Heath-Jarrow-Morton approach to term  structure modelling is a powerful, 
technically rigorous interest rate model based on an exogenous specification of 
the dynamics of instantaneous continuously compounded forward rates /(£ , T ).

For every fixed T  < T  +  e <  T m, and given an initial forward rate curve 
/(0 ,T ) , the dynamics of the instantaneous rate / ( f ,T )  are given by the inte
grated version

f ( t , T )  = f(Q,T) + r  a (u ,T )d u  +
Jo

for 0 <  t  < T.

The volatilities cr(t,T) and the drifts a ( t ,T )  can depend on the filtration 
generated by the Brownian motion W t and the rates themselves up to tim e t. 
This means th a t for any fixed m aturity  T, the forward rate evolves according 
to its volatility cr(f,T) and its own drift a ( t ,T ) .

VVe wish to formalise the descriptions of the properties of these volatility 
and drift functions. Following [5], we give technical conditions and constraints 
for a  and a  for a general single-factor HJM Model. Further, we specify market 
completeness conditions which are the  requirements validating the use of the 
HJM pricing paradigm.

On any Single-Factor HJM Model, we assume the following:

C o n d itio n s  on  th e  V o la tility  a n d  D rif t

1. The processes cr(t, T ) and a (i, T )  depend only on the history of the Brow
nian m otion up to time t. They are good integrands in the sense that

cr2( t ,T )d t  < oo and |a(£, T)\dt < oo.

2. The initial forward curve / ( 0 ,T ) ,  is deterministic and satisfies the con
dition th a t Jq \ f(0,u)\du < oo.
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3. The drift a  has finite integral given by ( f “ \a(t,u)\dt)du.

4. The volatility a  satisfies the condition that

f  I f  cr(t, u)dWt 
Jo I JoE du <  oo.

The first two technical conditions see to it th a t the forward rates are well 
defined by their SDEs. While, the last two conditions are requirements for a 
Fubini-type result th a t the stochastic differential of the integral of f ( t , T)  with 
respect to T  is the integral of the stochastic differentials of / .

M ark et C o m p le te n e ss  C onditions

1. It is required th a t there exists an S t—adapted process 6t such that a (f, T) -  
cr(f, T) (0t +  cr“(£, X1)), for all t < T  where cr“(f, T)  is just the notation for 
J fT cr{t,u)du and the process A6{t) =  e x p { -  /o 9{u)dWu -  |  f j  9{u)2du} 
is a martingale.

2. The process cr~(t,T) is non-zero for almost all (f,cd), t <  T  for every 
m aturity T.

3. The expectation E  exp [6t +  cr“(t, T ) ) 2dt^

4. The expectation E  exp 9t2dt ĵ

is finite.

is finite.

The first condition ensures the absence of arbitrage. T hat is, it makes sure the 
existence of an equivalent martingale measure so th a t every single discounted 
bond price is a m artingale.

On the other hand, the second condition states tha t the change of measure 
is unique. Or, plainly every risk can be hedged through martingale represen
tation theorem.

And the last two conditions are assumptions needed before the Girsanov’s 
theorem can be applied and technical requirements for a discounted price pro
cess to be a  m artingale under the new measure.
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2.4 Multi-Factor HJM Model

We have been accumulating technical conditions as we have swept through. 
These summary of technical conditions in this section are intended for a dis
cussion when the process is driven by n independent Brownian motions. We 
shall consider particular cases of this in chapter S.

Single-factor model has the disadvantage that all the increments in the 
bond prices are perfectly correlated. The assumption of a single factor is also 
too simplified which may not be that realistic, especially when we are pricing 
a contingent claim which depends on the difference of two points on the yield 
curve.

Thus, it is worth considering multi-factor models. In an n —factor model, 
we shall be working with n independent Brownian motions. For each T —bond 
forward rate process, the volatility cr,-(i, T) has a corresponding Brownian factor 
Wl- This formulation allows different bonds to depend on external "shocks” 
in different ways, and to have strong correlations with some bonds and weaker 
correlations with others. In its general form, the multi-factor HJM Model is 
given by

f i t ,  T)  =  /CO, T)  + J 2  f  ^  T )dWs + f  Q(5’ T ^ds (2-4-9)■=l Jo Jo

for 0 <  t < T.

The generalised form for f { t , T)  in (2.4.9) merely tells us that the forward 
process starts with initial value /(0 , T) and is driven by various Brownian 
motion terms and a drift.

We see that the total instantaneous variance of f ( t ,  T) is 5Z"=1 T). On
the other hand, the covariance structure of the increments of the two forward 
rates f ( t , T)  and /(£ , S ) is given by

n

y]o-i it ,T)o-i{t ,s) .
t=i

In particular, when n =  1, that is, if we have a single-factor model, the
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correlation of the changes in the forward rates of T —bond and S —bond is just 
one.

We can then give the expression for the instantaneous rate r t =  /(£ , t) 
analogous to (3.3.7). For this multi-factor model, we have

•t rt
rt = /(0 , t) -I- E  /  crt-(s, t )dW ls +  f  a (s , t )d s .  

i=l Jo Jo

Similar to what we outline in the summary of technical conditions for 
single-factor models in Section 2.3, we formalise volatility and drift conditions 
and also specify the required m arket completeness conditions.

On any Multi-Factor HJM Model, we assume the following:

C o n d itio n s on  th e  V o la t ilit ie s  and D rifts

1. For each T, the process T)  and a(t, T ) are TV-adapted and their
integrals J0T crt-2(i, T)d£ and / QT |o(£, T)\dt are finite.

2. The initial forward curve, / (0 , T), is deterministic and satisfies the con
dition tha t Jq |/(0 ,u ) |d u  <  oo.

3. The drift a  satisfies (J^  \ct(t,u)\dt)du < oo.

4. Each volatility cr,- has finite expectation E  [JQT | <r,(£, u)dW{\du\ .

Again here, the first two conditions ensure that the SDE for /(£ , T)  is 
well-defined and the last two conditions are requirements o f Fubini theorem 
for stochastic integrals.

M arket C o m p le ten ess  C o n d itio n s

1. It is required that there exist Tf—adapted processes for 1 <  i <  n,
such that n

a( t , T)  =  5 > , - ( f , r ) ( 0 , - ( i )  + < ( £ , r ) ) ,
1 = 1
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for all t < T .

2. E  \exp YJi= i So 0«2(<)<ft)] <  oo-

3. The m atrix  E, =  (<x“(£, 7y))?._ is non-singular for almost all 
t < Ti, for every set of maturities T\ <T-z < ■■■ <  Tn, and

4. E exp ( 5  Z )”=i Jo (**■(*) +  T ))dt)  j <  00.

The first two conditions are requirements we need to apply Girsanov's theorem 
for higher dimensions thus ensuring that the discounted bond prices are mar
tingales. Unlike, the single-factor case, the drift is now allowed n “dimensions 
of freedom” away from its risk-neutral value. In other words, as a function 
of T, a ( f , .) is allowed to deviate by any linear combination of the functions 
crt-(£,.). The second condition validates #,-(£) to be a  drift under an equivalent 
change of measure via the Girsanov theorem.

The nonzero volatility process <rm{t) in the  single-factor model is replaced 
by a volatility m atrix  process S 'I which has to be non-singular.

The last condition makes sure that the resulting driftless discounted bond 
price is a m artingale (i.e., a multi-dimensional exponential martingale).

VVe can say therefore that validating the price obtained via the HJM frame
work amounts to checking the technical conditions described herein for the 
forward rate process.

2.5 Equivalence of Short Rate and HJM Mod

els

Short rate models are based on the rate of instantaneous borrowing r t and 
they are the ones commonly used in the m arket, in pricing derivative products 
which depend only on one underlying bond. As cited in [5], the short rates 
evolved from various historical starting points. Some emerged from discrete
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framework while others from equilibrium models and often are represented in 
a simple hierarchy w ith no apparent connection to any overarching model.

All of these are however HJM models and this is the reason why the HJM 
framework is considered in great details in this chapter. These two descriptions 
in valuing a contingent claim are equivalent via a m athem atical transformation.

From equation (2.1.2), we have 

-T

I
/ ( i ,  u)du — -  log P(t, T ) =  h(rt, t, T), 

where h (r t, t , T ) is the  deterministic function

h{x , t ,T )  = — log E exp (“ /  r*A‘) r t = x (2.5.10)

As we are able to express the forward rate in term s of a function h which 
is also a function of r £, equation (2.5.10) therefore specifies the HJM model in 
terms of the short rate.

On the other hand, the short rate can also be expressed in terms of the 
HJM model and this is the content of Theorem 6.2.1.

2.6 Versions of Expectations Hypothesis of the 

Yield Curve

For some time, the determination of the relationship between the yields and 
market expectations of future interest rates is one of the most popular and im
portant research pursuit in the theory of interest. Such a relationship between 
yield rates and prices of the bonds (which contain information concerning term 
structure) is embodied in a unified framework called the expectation hypothesis.

We present four versions of the theory to reinforce us with more insights 
in our attem pt to give a formal proof of the Expectations theory of the yield 
curve in Chapter 3. Each of these hypotheses is sta ted  in its “pure” form, that
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is, with, respect to the “true” stochastic process governing future short rates, or 
with respect to the physical measure, as opposed to the risk-adjusted process.

1. T h e  U n b iased  E x p e c ta tio n s  H y p o th esis  (U E H ) This assumes that 
the forward rates f ( t .  T), and the expected future short rates E[rr], are 
equal. That is,

d P { t ,T ) /d T
P ( t ,T ) =  EprfrrlTr]

for some probability measure PT. The proof of this hypothesis via con
struction of the probability measure PT is the goal of the next Chapter.

2. T he  L ocal E x p e c ta tio n  H y p o th esis  (L E H ) Under this hypothesis, 
the expected instantaneous return on any (T  — £)—m aturity bond is equal 
to the current short rate, r t :

Eq
dP( t , T)/dt

P ( t ,T )

for some probability measure Q.

=  r t

3. R e tu rn s  to  M a tu r i ty  E x p e c ta tio n s  H y p o th e s is  (R T M ) This the
ory supports the equality of expected returns, inclusive of capital in
vested from two alternative strategies (1) holding a discounting bond 
until maturity, or (2) rolling over a series of single-period bonds. The 
RTM Hypothesis mathematically states that

r /  rT
P { t ,T )~ l = E P

for some probability measure P ' .

4. Y ields to  M a tu r i ty  H y p o th e s is  (Y T M ) This theory states that the 
yield from holding a bond equals the yield from rolling over a series of 
single period bonds. This means that,

-r

exP r(u)du

T - t
In P(t, T) = EP. rsds
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Cox, Lngersoll and Ross, [23], commented that since only one set of bond 
prices is observed, only one of the bond-pricing relationships described above 
can hold for a particular m arket. In  other words, they concluded that the 
other three versions of the expectation hypothesis cannot be simultaneously 
responsible for generating bond price data  from the set of expected future 
short rates.
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C h ap ter 3

Forw ard M easu res in  th e  
In terest R a te  M arket

3.1 The Valuation Problem

Let (f^T , P)  be a complete probability space and be a standard filtra
tion. Unless, otherwise stated, we assume that P  is the risk-neutral probability 
measure in all the succeeding chapters. Suppose the short-term  interest rate r u 
can be given by r(X u ), where {Xu, 0 <  u <  T }  is an R n-process defined on our 
complete probability space. Then at time t < T ,  the price of any contingent 
claim 4> £  L2(n ,3 r7’, P)  is given by

/  rT \
E exp I — 1 rudu ) o

\  Jt J

The short rate r  itself for example, can also be given by certain stochastic 
dynamics as in the Vasicek or Cox-Ingersoll-Ross (CIR) models.

The valuation of any contingent claim cp is central to M athematical Fi
nance and thus the evaluation of (3.1.1) is a fundam ental problem. Direct 
calculation of the expectation in (3.1.1) seems to be difficult, especially when 
4> has a complex form. However, we first observe tha t, under certain technical 
conditions, we can use the forward measure so tha t the expectation in (3.1.1)
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is expressed as the product of two expectations. Having re-interpreted the 
above expectation, we discuss what happens when r follows certain stochastic 
dynamics.

3.2 The Forward Measure

In this section, we shall dem onstrate how to express the valuation formula in 
(3.1.1) into product of two expectations. To go about this, the forward measure 
will be used as a tool. Furthermore, the forward measure approach enables us 
to establish with m athem atical rigour the relationship between the forward 
rate and the spot rate of the interest rate process.

Following the discussion in [41], we introduce the concept of the forward 
measure P T defined on 3~ t  by setting

dPT
dP =  A0 T  =

-Fr

exP( “  fo r ( X 0'U(x0))du) 
P (0 ,T )

Here X t û(x) denotes a stochastic process X t,u starting from x  £  K.n at 
time t and r  is the short rate. P (i, T ), the price of a zero coupon bond at time 
t, with m aturity T  is given by:

-r
P ( t ,T )  = E exp

- I
r (X t<u(x))du

Returning to the problem in (3.1.1), if 4> is 7 ^ — measurable and E T denotes 
the expectation with respect to P T, then from Bayes’ Rule,

E[A0,T<t>\?t]E?[4>] = E T[cp\?t] =
£ [ A o,t |T £] '

Or,

E Trn _  E [ ( e x p - f * r ( X o tU(x))du)(exp-f*r(Xt,u{x))du)cf) \Jt}  
E[(exp — f*  r ( X 0,u(x))du)(exp — f tT r ( X tyU(x))du) ITj] 

_  E[(exp — f tT r ( X ttU(x))du)^\3rtJ
W7n '
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Consequently,

E exp
- i :

r (X t,u(x))du 4> (3 .2 .2 )

It is the object of this thesis to relate the bond price, P(t , T), in the short 
rate models given by

P(t ,T )  = E % (3.2.3)

and the bond price in the Heath-Jarrow-Morton (HJM) Model given by

*r
P(t, T ) =  exp ( - / f{ t ,u )du  , (3.2.4)

where f i t , T)  is the forward rate at date t < T  for instantaneous risk-free 
borrowing or lending at date T.

In relating P{t , T) in the short rate models to the HJM model, we shall 
look at different models for the short rate r. These will include the cases when 
r is a Markov process as in [37] and also when rt follows the dynamics of the 
Vasicek and CIR models.

Then, we shall investigate the structure of the forward rate and short rate 
process when the price P{t , T), of a zero-coupon bond is given by a generalised 
exponential affine model. This model is of particular interest because its form 
resembles to that of the HJM pricing framework as in (3.2.4).

3.3 A Proof of the Expectation Hypothesis

In terms of the short rate the bond price is given by (3.2.3).

On the other hand, the HJM model for term  structure considers stochastic 
differential equations for the evolution of forward rates For each T  G
(0, T “], assuming that 0 < t < T < T  + e <  T “, suppose the dynamics of /  are
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given by

df(t,  T) = a ( t , T)dt  +  <t(«, T ) d W t. (3.3.5)

The coefficients a(u, T )  and cr(u,T) for 0 < u < T  are measurable in (u , uj) 
and adapted. The integral form of (3.3.5) is

f ( t , T )  =  / ( 0 ,T ) +  [  a ( u ,T ) d u +  f  a { u ,T )d W u. (3.3.6)
Jo Jo

Following the descriptions in [5], we can write down an integral equation 
for the instantaneous rate  rt =  f ( t , t ) ,  namely:

rt = f ( t ,  t) =  /(0 , t) +  f  a (u . t )d u +  f  cr(u,t)dWu. (3.3.7)
Jo Jo

Equation (3.3.7) is a classical result for r t expressed as a stochastic integral 
of forward rates under the risk-neutral probability measure. We would like to 
establish the relationship between the forward ra te  and the short-term rate 
under the forward measure P T. This relationship is sta ted  as follows:

L em m a  3.3 .1  In terms of  the short rate model, the forward rate is given by

f ( t , T )  = E T[rt,T |T t] (3.3.8)

where E r  denotes the expectation under P T.

P ro o f: From (3.2.3), we have the bond price in term s of the short rate:

P ( t ,T )  = E exp r ( u ) d u

Differentiating P ( t ,T )  with respect to T, we get

dP { t ,T )
d T

= E —rtj  exp
f t  r t,u ^ V^) |

E T[—r t,T\3't]E |exp r t,udii^

= —E  [rtyT\‘J t]P{t, T). (3.3.9)
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Also, from (3.2.4) the bond price in term s of the forward rate is given by

P ( t ,T )  = exp f ( t ,u )du

Differentiating P(t , T)  with respect to T , we obtain

— T ' l f (*■r )' (3-3-10)

Comparing (3.3.9) and (3.3.10), we see that

J ( t , T )  = E T{r,,T\5t\.

The residt of the above lemma tells us that

P{t, T) = exp ( -  ^  E*[rt,u\?t\ d ^  . (3.3.11)

We shall investigate (3.3.11) with the aim of obtaining explicit solutions when 
r  follows certain stochastic processes.

It is also worth noting that the result of the above lemma has laid down a 
m athem atical foundation supporting the Expectation Hypothesis Theory. In 
its purest form, the Expectations theory of the yield curve states that the 
implied forward interest rate profile represents the m arket’s expectations of 
the future short-term rates. Economics theory such as this is a reasonable 
argument however, it is loosely stated.

The key point to remember here is that the observed m arket forward rate 
curve provides the best forecast of future spot interest rates only if we are 
working on an expectation that is evaluated with respect to the  forward mea
sure.
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C hapter 4

T h e  Short R ate  as a F u n ction  o f  
a C on tin u ou s T im e M arkov  
C hain

4.1 Notation and Convention

Following [37], we shall assume that the short-term  rate r is a function of a 
continuous time Markov chain. As noted in [37], this assumption is reasonable 
as any diffusion can be approximated by a Markov chain.

In this model, let X t, t > 0, be a finite state Markov chain with state space 
S  =  {s1?S2 , ...,sn}. The points s,- can be points in R n or any space whatsoever 
and can model factors of the economy. W ithout loss of generality, we may 
identify points in S  w ith unit vectors {ei, e2, ..., en} to simplify the algebra. In 
this representation of the state space of X ,  et- =  (0 ,..., 0 ,1 ,0 , ...0), E R n.

At any time t, we note that the state X t of the Markov chain is one of 
the unit vectors, el5 e2, en. Hence, for any real valued function of X t, say 
F ( X t), is just given by F  =  (F \, F2, ..., Fn). And so F ( X t) =  (F, X t) where the 
brackets denote the scalar product in R n. We hypothesize that the short rate 
process rt is a function of X t. In other words, rt =  T"(Xt) =  (r, X t) for some
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vector r E R n. We could take r  to be tim e varying but we would like to begin 
with the simplest case of the model.

It follows from the result of Lemma 3.3.1 that

f ( t , T )  = E T[r(XT)\? t] = (r, E T[XT\5t\). (4.1.1)

Thus, the price at time t < T  for a zero-coupon bond is given by 

P ( t ,T )  = e x p ( - j \ r , E u[Xu\7t])d^J

= exp ( -  J \ r , E u[Xu\Xt = x])du^ . (4.1.2)

To evaluate (4.1.2), we need to find the dynamics of X  under P T.

4.2 Evaluating E t [ X t \ ^ ^

Our concern at present is the evaluation of E t [Xt IT*] in (4.1.2).

Now, from (3.2.2) we have

e T [ X t { J i ]  =  i X ^ X r i n  (4 ,  3)

To evaluate (4.2.3), we need to know the structure and form of the Markov 
process X t. This is the content of the following theorem and its corollary.

But, first we note that the unconditional distribution of Xt  is the vector 
E[Xt] = p t = (pt l ,pt2,-..,ptn)i where

pt{ = P (X t = e{) =  E [ ( e i , X t )] =  P ( r t =  r{).

Suppose this distribution evolves according to the Kolmogorov equation 

&  =  Apt.

Here A  is a “Q-matrix,” that is, if A  — (atJ), 1 <  i , j  < n, =  ^
and aji >  0 if i ^  j.  The components ay,- could be taken to be tim e varying, 
though this would complicate their estimation.
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T h e o re m  4.2 .1  Let M  be an R n—valued process given by

M t = X t - X o -  [  A X udu.
Jo

Then, M  is an (3^, P) martingale.

P ro o f: Consider the m atrix exponential eA^~uK Then, by the Markov 
property,

E [X t \Xu\ =  eAl*-u)X u

for t > u. This is to say, tha t one solves the Kolmogorov equation with initial 
condition X u. For t > u, we have

E[Mt -  M u |T U] =  E{Xt -  X u\Tu] A X vd v \J u

= eA^ X u -  X u -  f  AeA(v~u)X udv
J U

x uDA(t-u) _  J- _  r  A eMv-u)dv
J u

where I  is the n x n  identity matrix. Henceforth,

E[Mt -  Mu\?u] =  [eA^  - I -  [e^(u- u)]y  X u =  0.

C o ro lla ry  4.2 .1  X  is a semimartingale with representation

X t = X Q+ f
Jo

A X udu -f- M t. (4.2.4)

P ro o f: X 0 is To-measurable. A X udu is a process of finite variation. 
While M t is a martingale from Theorem 4.2.1. Thus, X t is a semimartingale.
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Hence under the risk-neutral probability measure P, the semimartingale 
form of the Markov chain is:

Xt  =  X 0 +  f  A X udu +  
Jo

M t

where {M t} is a (P, Tf) martingale, and — cr{Xu : u < t}.

Write X 0,t : = X 0 + A X vdv +  M t.

Define

A0,t : =  exp J  r ( X 0iV{xo))dv^ .

Af,u : =  exp £  r ( X t,v(xt ))dv^ .

Thus, dA0it =  —r(Xo,t(xQ))Ao,tdt.

Further, we get

d(At,vXtjV) — A.tjVd X t,v +  Xt'vdA-t'V
=  A t,v [AXtiVdt +  dMt\ +  Xt,u [—r ( X t<v(x t)') Atil

Or, in integral form,

At,xXt,T = Xt  +  J  At,vA X t<vdv +  At,vdM v 

— Jt r (v )A ttVX t<vdv.

This implies that

EtiAt^Xt 'T] =  X t +  AEt[AtyVX t'V]dv 

- J  E t[(r ,Xv)At,vXt,v]dv.
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Equation. (4.2.6) is the explicit expression for the numerator of (4.2.3). We 
note further that

(t~7 Xy) A(t1iX(iI; — ^  ](Xfty, Gi^TjCi
i= 1

— RRt,uXt,v (4.2.7)

where R  is the m atrix with r  =  (r l 7  r2, ..., rn)' on the diagonal. In (4.2.6), we 
observe that we need to evaluate f^fA^X*,,,].

Writing ztiT :=  fw[Afi„X£i„] we see from (4.2.6) that

z t,T : =  Et[Rt,vXt,v\
»T

— Xt  +  J" A z tiVdv — J  R z t'Vdv.

That is,

zt,T — Xt +  (A — R )z t<vdv.

Therefore, the expression for the numerator in (4.2.3) simplifies to

~£>T =  e ^ - W - ^ X t  = eB' (T- ^ X ,

where B" — (A — R).

(4.2.S)

Of course, zt,T is a vector process. Next, we concern ourselves with an 
explicit expression for P ( t ,T ) .

Write

P ( t ,T )  := P ( t , T . X t) = E

= E

exp £  (r, X u)dv^j 

exp (r, X u)du^ X t

from the Markov property.

Now, (X t , 1) =  1 where 1 =  (1,1,.., 1)'.
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Therefore,

P(t, T , X t) = ( E exp T £

=  E  

=  E

( r ,X v) d v j X T

exp £  (r, X v)dv^ (X t , 1)

exp (r, X„)d

=  ( e ^ A ~ R ^ T ~ ^ X t , l )

,1

(4.2.9)

where B = (A — /?)“, i? =diag r, r  =  ( r i , r 2, . . . ,rn)'.

W ith reference to (4.2.3), equations (4.2.8) and (4.2.9) are explicit expres
sions for the numerator and denominator, respectively. T hat is,

e(A-RHT-t)Xt
E 1 [Xt \5 t\

< X £, e s (T - £) 1 ) '
(4.2.10)

Hence, invoking Lemma 3.3.1 together with (4.2.10) and (4.1.1) we have

f ( t , T )  = ( r ,E T[XT |5F£]>
e ( A - R ) ( T - t ) X t

( X t , e W - t )  1 )
(4.2.11)

We can study the dynamics of / ( f ,T )  using expression (4.2.11). However, 
as we are having a quotient expression representing a vector in our scalar 
product, onerous efforts are entailed to do this direct computation. So, we 
shall not proceed in this way. Rather, we make use of the result we have in 
(2 .1.2 ).

4.3 The Dynamics of /(£, T )

Restating (2.1.2), we have

d
d T
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From (4.2.9) vve obtain the zero-coupon bond price P{t , T ) given by P (t , T) 
P(t,  T, X t) =  1 ) and X £ G {et , e2, ..., en}.

Therefore, we get

lo g P (* ,T ,X t) =  ( X t ,Xt)

where Af =  (A*1, At2 , A t*)  and At*' =  log(et-, 

Consequently, using (4.3.12)

n t , T )  =

=  - ( X . n d

where 7 1 =  (7 ^ , l t  , —, l t n) and

. d x i  (* , B e BlT- » l )
I t  =  - ^ A f  =  -----------------------------dT

Alternatively,

d T  *
1 = 1

- T ^ H X u e , )
i ~  I

Y " (e^ ^ eg(T t);L) / Y e-) 
^  (ef, es (T-Ol> *’ t}'

(4.3.12)

(4.3.13)

(4.3.14)

(4.3.15)

Thus,

(e,-, es (r_£)l) (**,*>

We shall consider first

(4.3.16)
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d_
dt

(e,-, - B e 5 ^ - 4)].}
+ ( et5 —5 e s T̂_^ l ) ( X f, e,-)( —1)

(e,-, eS(T- ‘) l ) - 2(et-, - 5 e S(T- t)lcft)

(e,-, es (T -f) l)  

(ef, 5 e s (r - f) l)
( A X tdt  +  dMt, ei)

(e,-, efl(T_^ l )

 f / e . eB(T-t) l\

(e{;- ^ ( r - Q i ) 2\

(e,-, es (T -^ l )  y  

- i S i A X t ,  ei)dt  -  ~ftl(dM t , e,).

51

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Thus, from (4.3.16), we obtain the dynamics of f ( t . T )  which is

1 =  1

 __ ( (e. B 2eB(T- l]l )

—7tl'(e«, B eB^ l )  -  l t l{ A X t, e{)
71

+ 3 3 (4.3.17)
1 = 1

And the initial forward curve is given by

/(0 , T) = -  — ( X o , 7 o )  =  - ( X o , A o )

_  (e,-, B eBTl )
(e{,eBTl)  (Xo’ ei) (4.3.1S)

Or in integral form, the forward rate /(£ ,T ) associated with a Markov 
short rate is

f ( t  T )  -  ^  ■g e g 7 ’1 ) / y  _ \
^( ’ ) “  ^  (e,-, eSTl )  (X° ’e‘>

+  /  V   f  /e . f l 2  fi(T-«)1 i

—7 u*(ei, 5 e fl(T- ^ l )  -  7tt*‘(AXu, e,-))]rff 

/■‘ n
+  /  y ^ 7 u ( d M u,ej).

Jo i= i
(4.3.19)

Equation (4.3.15) is an analytic expression for f ( t , T )  while (4.3.19) gives 
the dynamics of / ( f , T) with drift and volatility terms. Further analysis of 
these drift and volatility functions will enable us to come up with a statem ent 
describing the implication of these models towards the financial market.
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Finally, from (4.2.8), it is easy to see that = r t. This is because

e°Xt
=  ( r,

= r f.
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C h ap ter 5

T h e  Short R a te  U n der th e  
V asicek ’s M o d e l

5.1 Description of the Model

In this model, the short rate  r  under the risk-neutral measure P  follows the 
stochastic dynamics given by

drt =  a(b — rt)dt + crdWt. (5.1.1)

where a, 6, and a  are strictly  positive constants. The model proposed by Va- 
sicek in (5.1.1) is a mean reverting version of the Ornstein-Uhlenbeck process. 
The SDE (5.1.1) has a Brownian part and a restoring drift which pushes it 
upwards when the process is below b and downwards when it is above. The 
magnitude of the drift is also proportional to the distance away from this mean.

The Vasicek model can alternatively be expressed as

drt =  (a — brt)dt +  adW t.

The mean reverting level in this model is |  and the ra te  of adjustm ent to this 
level is 6. Occasionally, we shall use this alternative form to derive important 
results in Chapter 8.
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Applying Ito’s Lemma, we can check that the solution to the SDE in (5.1.1) 
starting  r at r0, is

Given the dynamics of r t described in (5.1.2), we shall find the equivalent 
stochastic dynamics of

5.2 The Dynamics of f { t , T )

Vasicek solved equation (3.2.3) and obtain analytic expression for P ( t , T) when 
r t follows a mean reverting Ornstein-Uhlenbeck process. The analytic formula 
for P ( t ,T )  is given by

P { t ,T )  =  A ~ { t ,T )e x p [ -B { t ,T ) r t],

provided, when a ^ 0 ,

(5.2.3)

(5.2.4)

and

A“(i, T) =  exp
(B(t,  T )  — T  + t)(a2b — y )  cr2B(t ,  T)

4 a
(5.2.5)

Alternatively, the price P(t,  T )  in (5.2.3) can be expressed as

P ( t ,T )  = e x p [ A ( t , T ) - B ( t , T ) r t]

where

(5.2.6)

A ( t ,T )  =  log A“( i,T )
{B{t, T ) - T  + t)(a2b -  f )  a 2B { t , T ) 2

a2 4 a

and the function B { t ,T )  is the  same as given in (5.2.4).

(5.2.7)
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Now from (2.1.2),

d
d T

Thus,

d
log exp[A(t , T ) — B(t.  T )r t] 

[ A { U T ) - B { t , T ) r t]

d T  
d

d T

'a2b - 4d
d T

[B(t, T)  — T  + t\

We therefore have

/ ( i ,T )  =  r te -a(T- f) +  —  2 B ( t , r ) e - a(T- J)
4a

a2b - 4 -
(e - a ( T - 0

1)- (5-2.8)

The initial curve /(0 , T) can now be written by evaluating (5.2.8) at t 
Hence,

=  0 .

/(0 , T) = r0e -aT + ^ e - aT -
cr2e~2aT

2 a2 2a2

-  6 - 2a2

= r0e- a T + 2a2
e~aT —

cr2e ~ 2aT
2a2

be- a T b - —a T

2 a 2
+ 2a2

(r0 -  b)e~aT +  b -  —r-(e-2aT -  2e- aT +  1). la*

56

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Finally, we get in a more compact form:
„2

/ (0 ,  T) — b + e - T(r„ _  6) -  ^ j ( l  -  e - T)2 (5.2.9)

We differentiate /(£ , T") in (5.2.8) with respect to t, to obtain its dynamics. 
We get

df( t ,T)  = r t a e - ^ - ^ d t  + e - ^ - ^ d r t

+ ^ [ B ( t , T ) a e - aiT~t) +  e- a(T- ° ( - e -a(T_0)] dt

e- « T-*d t .  

r ta e - ^ T- t]dt +  a b e ^ ' ^ d t

- n a e - ^ - ^ d t  +  cre-a(T- i)dWt 
+  ( ? l e - ° ( T - t )  _  ^ _ e - 2 a l T - t )  _  f l g - a t r - O ^  f t

\ 2  a 2 a 2 a J

- a b e - ^ - ^ d t  +  —  e - 2a (T - ° d t  2 a
= a e - ^ T~t]dWt -  —  [e -a(r- °  -  e-2a T̂_t)]d£. (5.2.10)

a

Using (5.2.10), the forward rate /(£ , T ) in integral form with its drift and 
volatility terms is given by

f ( t , T )  = / ( 0 ,T ) +  r  a ( u , T ) d u +  f  cr(u,T)dWu
Jo Jo

= ( r o - b ) e - aT + b - - ^ ( e - 2aT-  2e~aT + 1)

+<7 [  e -a{T~u)dW^
Jo

f  [e- “(r - “) -  e- 2a(T- u)]d«. (5.2.11)
a Jo

Equations (5.2.8) and (5.2.11) describe the same dynamics, only that 
(5.2.11) can tell us the effects or significance of the model by investigating 
the drift and volatility functions.
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Now, if we integrate the original equation for the forward rates in (5.2.11) 
we then have the bond price P { t ,T )  equal to

e x p  

=  e x p  

+cr

{/ 
as:

0  \J t  
T

cr(s, dWs +  /(0 , u)du +  a :  q(s, u)duds j-j.V

(r0 -  b ) e ~ au +  b -  j ( e -2a“ -  2e- ““ +  1)

e - a{s~u)du 1 dWs

du

- T i x r

Using (5.2.11), the short rate  is also given by

rt =  / ( 0 , t ) +  f  cr(s,t)dWs + f  a(s , t )ds  
Jo Jo

o
=  ( r 0 - b ) e - at +  b - ^ - ( e ~ 2at - 2 e - at +  l )la*

e - a { s - u )  _  e - 2 ^ s - u ) d u  \  d g (5.2.12)

+CT f Q e ~a{t~ S)dW * +
, - a ( t - s )  _  g - 2 a ( t —s] ]ds

=  ( r 0 - b ) e - at +  b - — ( l - e ~ at)2

+cr f  e -a^ - s)dWs +  %r [  [e~a(f- s) -  e ' ^ - ^ d s  (5.2.13)
Jo -  Jo

And simplying by evaluating the integrals, equation (5.2.13) becomes equa
tion (5.1.2). In conclusion, we have therefore shown tha t under this model, 

r t =  /(*,*)•
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C h ap ter  6

T h e Short R a te  U nder th e  
C ox-In gerso ll-R oss M od el

6.1 Description of the Model

In the Vasicek’s model, there is a positive probability that interest rates can 
become negative. Cox, Ingersoll and Ross proposed an alternative model that 
overcome this disadvantage. In rectifying this situation, let us consider how 
the model originates.

Let Wt =  be an n-dimensional Brownian motion. Sup
pose further tha t, a  > 0 and a  > 0 are constants. For j  — 1,.., n, let X q E R n 
be given so tha t

(X^)2 +  (X o2)2 +  ... +  (V o”)2 > 0 ,  

and let X Jt be the solution to the SDE

dX{  =  ^ a X j d t  + \<rdW}. (6.1.1)

Now, X Jt is called the Ornstein-Uhlenbeck process. It always has a drift 
toward the origin.

59

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



The solution to the SDE in (6.1.1) is

X I  =
X ° + lo  e i ° ' d w * '

using Ito’s Lemma.

We note that the solution is a Gaussian process with mean function

m{ =  e-±atX 30

and covariance function
1 r s A t

p(s, t) = - * 2e ~ ^ s^  J eaudu.

Write: r £ :=  (X /)2 +  ( X f ) 2 + ... +  (X?)2.

We make the following observations:

1. If n =  1, we have r t =  (X /)2 and for each t , P[rt > 0] =  1. But P[There 
are infinitely many values of t > 0 for which r t =  0]= 1. See Figure 6.1.

2. If n > 2, jP[There is at least one value of t > 0 for which rt =  0]= 0. See 
Figure 6.2.

Let / ( x l5x2, .... x n) = x i 2 +  x22 +  ... +  x n2. Then,

df_
dxi

and
d 2f

dxidxj

=  2 X i

2, if i = j  

0, if i ^  j
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Figure 6.1: A One-Dimensional Brownian M otion

r<7) =  X t\ 0

Figure 6.2: A Two-Dimensional Brownian M otion 

*2
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From the Generalised Ito’s Formula, we obtain

: = 1  :=I

J2'2Xi (-\ccX \dt + |<Tdw;\
i=l  V “  /

+ ± \ ^ w ; f
i =  i

n  2

—a r tdt + cr ^  ] X\dWl  H---
1 = 1

(5£_  _  ar't j  dt + a-JFt ^ = dWl-

Write IV, :=  £ " =I Jo

Then, W t is a  martingale,

X \avv t =  ^
t=i

and

dwt = Y '  —Ldw;

(X ' )2dwtdwt = V  ^ -^ -d t =  d*.Z—/ r
:’= 1  C

Hence, Wt is a  Brownian motion. We have

drt =   orr*^ dt + a^/FtdWt.

The risk-neutral Cox-Ingersoll-Ross (CIR) process is given by

drt = a(b — rt )dt +  a^/rldWt.

Define n :=  %  >  0.a*

If n (E Z +, then  we have the representation

n  =  £ ( * ; ) * •
t '= l
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However, we do not require n to be an integer. 

R em ark s:

1. If n < 2 (i.e., a <  |c r2), then P[There are infinitely many values of t > 0

2. If rc >  2 (i.e., a >  ^cr2), then P\  There is at least one value of t > 0 for 
which r ( t ) =  0 ] =  0 .

We conclude that with the CIR processes, one can derive formulas under 
the assumption that n = ^f is a positive integer, and they are still correct even 
when n is not an integer.

The SDE in (6.1.2) has the same mean reverting drift as Vasicek, but 
the noise term  has a volatility proportional to ^Jt[. This tells us that as the 
short-term  interest rate increases, its standard deviation also increases.

Under this model, Cox, Ross and Ingersoll show that the bond prices have 
the same general form with the Vasicek’s model:

for which r{t) =  0] =  1 . Therefore this is not a good param eter choice.

(6.1.4)

However, the functions B(t,  T)  and A~{t1 T ) are different. Here,

(6.1.5)

and
2 ab

2-7e(a‘H,)(X2i )
A " ( i ’ T )  ( 7  +  g ) ( ^ t - 2 ) - 1 > + 2 7 )

(6 . 1.6 )

where 7  =  \Ja1 +  2 <r2.

Alternatively, we can re-express P ( t , T ) in (6.1.4) as

P ( t ,T )  = e x p [ A { t , T ) - B ( t , T ) r t] (6.1.7)
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where

A{t ,T)  = In A m(t ,T )
2 ab In 2 7  + (a + 7)(r-o

- l n ( ( 7  +  a)(e 7 (T- t) - l ) + 2 7 )] 

and the function B ( t ,T )  is the same given in (6.1.5).

6.2 The Dynamics of /(£, T )

Again, invoking (2.1.2), we have the result

/(«,r) =-Aiog p(i,r).

Therefore,

=  - A logexp[A ( t ,T )~

=  r , A B ( i , r ) -  § f A ( t , T ) .

We shall evaluate dB-̂ ^  and dAg ^  •

dB(t,  T)  [ ( 7  +  a )(e ^ r -d  -  1 ) + 2 7 ]2 7 e ^ T-d  
c>T “  [ ( 7  +  a)(e^(r -0  -  1) +  27 ]2

[2 (e'ŷr _ ^ — 1 ) ] [ 7 ( 7  +  a)e'y(T-d] 
[ ( 7  +  a)(e'dT -d — 1 ) _|_ 2 7 ] 2
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d B { t , T)  [ ( 7  +  a)e7(T £) — ( 7  + a.) + 2 7 ](2 7 e7(T £)) 
d T  ~  [ ( 7  +  a)(e7(T- £) -  1 ) +  2 7 ] 2

[2e '1'(r - £ ) — 2] [7 (7  +  ca)ey r̂ ~t ]̂
[(7  +  a ) (e 7(T_£) — 1)0 +  2 7 ]2 

(7  +  a )e7(T_£) +  (7  — a r )2 7  -f- e<(T~ t)

[(7  +  a )e 7(r - £ ) + 7  — a ]2 

—2 7 ( 7  +  a)e2'1̂T~t') -f- 2 7 ( 7  +  a)e7 r̂-£ ' 
[(7  +  a )e 7(r_ £ )0 -f- 7  — a ]2 

_  2 7 ( 7  +  a )e 2'y(T - £) +  2 7 0 ( 7  -  a )e 7(r ~ £)

[(7  +  a ) e A T ~t) +  7  — a }2 

2 7 ( 7  +  a)e27(r-£ ) — 2 : 7 ( 7  +  a)e '/(T-£)
[ (7  +  a )e 7(r - £ ) +  7  — a ]2 

472 e7(T-£^
[ ( 7  -f- a) 2 e7(T-£) +  7  — oa]

(6 .2 . 10 )

For - ^ A ( t , T )  we have from (6.1.8),

a r

=  2a6

lnA ”( i , r )  

a +  7 ('7  +  a)7e '/ r̂  £*
(7  +  a  ) ( e A T  £) — 1) +  27_

. (6 .2 . 11 )

Thus, combining results (6.2.9), (6.2.10) an*d (6.2.11) we can write down 
the initial curve:

/ ( o , r )  = - A i o g P ( o ,r )
2  --yT

=  r 0
4 7  e

[ ( 7  +  a)e7r -t- 7  — a]
2 a 6 a + 7 ( 7  +  a) 7 e7T

( 7  +  a) (e7T -  1 ) +  2 7 _
(6 .2 . 12)

Finally, the forward rate is given by
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f ( t , T )  = rt - B ( t , T ) - — A ( t , T )

=  rt
47 2 e7 r̂  d

[ ( 7  +  a)ey(T~t) +  7  — a]2_
2 ab(~y +  a ) je '^ T~^

—ab(a +  7 ) +
( 7  +  a)(eAT~t) — 1 ) +  2 7

(6.2.13)

To calculate the drift and volatility of f ( t , T ), let us begin by assuming 
tha t r t is a Markov diffusion though not necessarily tim e homogeneous with 
drift 6{t ,T)  and volatility (3{t,T).  T hat is,

drt = 6{rt , t)dt  +  /?(rt, t )dWt (6.2.14)

where 6(rt,t)  and @{rt.t)  are deterministic functions of space and time.

We have seen previously from (2.1.2) that,

£  f { t ,u )d u  =  — lo g P (f,T ) =  h(rt, t ,  T)

where h ( x , t ,T )  is the determ inistic function

h(x,  t, T)  =  — log E f  f T \
■

exp I — 1 rudu ) r t = x
\  J t  / _

T h e o re m  6.2.1 The required volatility and drift structures for f ( t , T )  are re
spectively, given by

d2h(rt, t , T )
cr(t ,T) = {3(rt,t)-

and
d 2h(rt, t, T)  ..

d x d f ' " 0(‘^ t) +

d x d T

d2h(rt, f, T)
d td T

P ro o f: Recall that
-T

f ( t , u ) d u  =  -  log P(f, T) = h(rt, t , T ) .
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We therefore see that 

Thus, by Ito ’s Lemma,

ffifi
df(t,  T)  =  - ^ - ^ ( ( 3 { r tA)dWt + 9{rt,t)dt)

d 2h , 1 d3h „2/ w
;dt +  (r ^ *)rff (6 .2 .lo)d td T  2 dz 2 d T '

Equation. (6.2.15) has a volatility term  which matches cr(£, T ). The forward 
rate /(£, T ) is linear in x. Thus, the term  ^ ^ ^ / 3 2(rt l t)dt is essentially 0.

The two nonzero coefficients of dt give us the drift structure of f ( t , T ) .

Furthermore, the initial curve f ( 0 , T )  is given by

/(o,r> = J^(r0,o,r).

An HJM model with the same short rate under P  is then identified by 
these volatility and drift structures and initial curve.

Applying Theorem 6.2.1, we obtain the volatility structure of f ( t , T ) under 
the CIR model:

d 2h
=  0 ( r u t ) - ^ { r u t ,T )

/ —  Q 2 k  ( + T \

 <7̂ (47V (T ~‘>) . (6.2.16)
[ ( 7  +  a)e'dr-£) 7  — a ] 2

On the other hand, the drift structure is given by
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9 9 A( t ,T )dt d T ‘
4 7 2 en-(r-o

[ ( 7  a)e'dr - f) +  7  — a]2a{b -  r f)

C>
+ m

—2ab

[ ( 7  +  a)(e'dT_t) -f 7  — a)]2_
_a
dt

( 7  +  a) 7 e'/(T

(6.2.17)

Hence, we can write the stochastic dynamics of f ( t , T )  in SDE form using 
results in (6.2.16) and (6.2.17). And we get the following:

d f ( t ,T )  =

~ § i W r A{t ' T) dt

+ dW t. (6.2.18)

6.3 Reconciling the HJM and the Short Rate 

Forms

We concluded the last section with equation (6.2.18) giving the dynamics 
df( t ,T ) .  We have characterised the structures of the drift and volatility.

We shall demonstrate here the validity of such characterisation via the 
equivalence of the dynamics d[f(t, T)\T=t] :=  df( t , t )  and that of drt.

Using equation (6 .2.IS), we have the following:
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d [ f ( t ,T )  |T=t] = df{t,t)  
d_ d B ( t ,  T)% 
dt d T T = t

n  + ~ B ( t , T )

dt

T = t

§ r B P , r j

T = t  J 

0 (<,rt)dWt
T = i

s?1) ■ r ‘ ^ 1 ' e { t ’ T,) ~ m °
dt

+ l(3(Lrt)dWs  

= (0 • rt + 6(t, r u ) — Q)dt + /?(i, r t)dWt 

=  a{b — r t)dt + -CTy/rldWt 

= drt .

Therefore, under the CIR Model, cdf[t, t) = drt.

6 S

■0(t,
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C h ap ter 7

C h aracter isa tion  o f  a  
G en era lised  E x p o n en tia l A ffine  
B on d  P r ice

7.1 The Exponential Affine Model

Let Wt = {W}-, W f , ..., W™) be a standard Brownian motion in for some 
n  > 1  restricted to some interval [0 , T], over a filtered probability space
(n,y,

We suppose th a t we are given an adapted short rate process r  such that 
So \rt\dt < oo.

We consider one-factor term  structure models for the short rate r given by 
the SDE of the form

drt =  a ( r£, t)dt +  cr(r£, t )dW t (7.1.1)

where a : R x [ 0 , T ] - > l  and a : K. x [0, T\ —> E.n, and a  and a  satisfy technical 
conditions for the existence of a solution to (7.1.1) for all T  > t as discussed 
in Section 2.3 of Chapter 2.

As stated in [33], the one-factor models are so named because the Markov

70

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



property of the solution of r  to (7.1.1) implies from the price of the zero-coupon 
bond that the short rate is the only state variable, or ’’factor,” on which the 
current yield curve depends.

That is, for all t and T  > t, we can write

P ( t ,T )  = F ( t ,T , r t), 

for some fixed F  : [0, T\ x [0, T\ x R —► R.

In [33], parametric examples of one-factor models were given and each of 
these models is a special case of the SDE

drt — [oc\ +  a £r t +  o?t r t log rt]dt + [a * + a^rt\qdW t (7.1.2)

for continuous functions a £, a^, c\,  and of on [0, T\ into R and for some
exponent q G [0.5,1.5].

A subset of the models considered in (7.1.2), those with =  <r2  =  0 are 
Gaussian in the short rates {rtl , ..., at any finite set {£ i,..., of times and 
have a joint normal distribution under P. This follows from the properties of 
linear stochastic differential equations (see for example Appendix E of [33]).

In the Gaussian case, we can view a negative coefficient function d\ as a 
mean reversion param eter, in that a higher short rate generates a lower drift, 
and vice versa. Empirically, mean reversion is widely believed to be a useful 
a ttribute  to include in single-factor short rate models.

For the Gaussian model, the bond price processes are lognormal, see [33]. 
This is shown by defining a new process y that satisfies the relation dyt = —rtdt.

Since (r, z) is the solution of a 2-dimensional linear SDE, (see [78]) for any 
t, and T  > t ,  the random variable

zT — zt = -  rudu

is normally distributed.

Under P, the mean fi and variance d of — f  rudu , conditional on T*, are 
computed in terms of r £, a £, a\ , and crf: .
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Consequently, we have

r T

P ( t ,T )  = E exp ("/ r°du)
=  exp\p +  -J  

=  exp[A(t ,T ) — B (t ,T ) r t}

for some coefficients A ( t ,T )  and B ( t , T )  that depend only on t and T.

Gaussian models are special cases of single-fact r models with the property 
that the bond price (which is a description of the term structure model) is given
by

P(t,  T, rt) =  exp[A(t, T ) -  B(t, T )r t] (7.1.3)

for some A  and B  which are continuously differentiable.

Since for all t, the yield

log P (t ,T ,  r t)
T - t

obtained from (7.1.3) is affine in r t, we call (7.1.3) an affine te r m  stru ctu re  
m o d el or an e x p o n e n tia l affine b o n d  price. We say that a function /  : E. —> 
K. is affine if there are constants a- and (3 such that for all x, f ( x )  = a  +  Qx.

A demonstration on how to calculate these coefficients is given in [41]. 
Further, Elliott and Van der Hoek use stochastic flows and their Jacobians to 
show why, when the short rate process is described by Gaussian dynamics (as 
in the Vasicek or Hull-White Model), or square root, affine Bessel processes, 
(as in the CIR or Duffie-Kan Models), the bond price is an exponential affine 
function.

T h eo rem  7.1.1 Suppose the short rate process is given by Gaussian or affine- 
square root dynamics. Then its Jacobian has a conditional expectation under 
the risk-neutral (resp. forward) measure which is deterministic.

P roof: See [41].
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The above theorem imnplies that the bond price has the exponential affine 
form. The bond price is determined in the two-factor Hull-White and CIR 
models by integrating t h e  ordinary differential equation. Hull-White model 
will be discussed in C h ap te r 8 .

Conversely, if the bon_d price is exponential affine then we should be able 
to recover drifts and vo latility  which are affine in r t under some technical 
conditions.

7.2 The Dynamics of the Forward Rate

Suppose the short rate dymiamics is given by (7.1.1). And suppose further, the 
bond price is given by an affine term structure model as in (7.1.3). We wish 
to evaluate the dynamics o f  f ( t , T ) .

In other words, if we a re  given the dynamics

dirt =  a ( t , rt)dt + <x(i, r t)dWt

and
P (f , T', rt) = exp(A{t , T) -  B ( t , T ) r t), 

our objective is to find dfQt , T).

In terms of the short arates.

P(t, 2T,rf) =  exp

So,

This implies that

rt = f  ( t,t)  
3

Q T

o9T

T = t

T = t
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a r ' 4(< ,T ) 

r  t - J L A(t,T)
T = t

T = t

(7.2.4)

(7.2.5)
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Equation (7.2.5) therefore tells us that

=  1
T - t

and

d_
d T

A(t, T) = 0 .
T=t

Also, from (7.2.4) we obtain

d d  
dt  d T  
d B ( t , T )  

d T

B { t , T ) ) rtdt

d d
drt — dt d T A {t ,T )  dt

a(£, r t)dt

+cr(£, r t)dWt
d2A ( t ,T )

d tdT
dt.

Thus,

df{UT) =
9 2 B ((,T ) , d m  ,

~dt& T 3T ) ( - ()
d 2A ( t ,T )

d td T
dt + -Qj,B{t, T ) a ( t , r t)dWt.
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7.3 Examples and Counterexamples

E x a m p le  7 .3 .1  Under the CIR model, the forward rate has dynamics given 
in (6.2.18) as

+

+ i r B i t ' T ) e [ t ' T \

------------ ' dWt.

dt

d T
7 ( 3 7  +  a)e7 r̂  ^ab 72e7U ^ — a^je'dT 0

[ ( 7  +  a)(e7(r ~f) — 1 ) +  2 7 ] 2  [ ( 7  +  a)(e'hT-d  — 1 ) +  2 7 ] 2

[ ( 7  +  a ) 2  -  2 7 2 ( 3 7  +  a ) ( 7  +  a)]e2"|,(T~t) +  2 (7 2  — a 2 )e7(T~f) +  ( 7  +  a ) 2
+

[ ( 7  +  a)(e'yU -£) _!)_(_ 2 7 ] 4

7 ( 3 7  +  a)e^T ^a
[ ( 7  +  a ) ( e ' ^ - d - l ) + 2 7 ] 2  

7 (3 7  +  a )e7 T̂ -^cr

r t dt

[ ( 7  +  a ) ( e ^ - ‘ ) _ l ) + 2 7 ] 2
dWt.

Clearly, we see that the drift is affine in rt. We say that under the CIR 
model which is an exponential affine term  structure model, the short rate and 
the forward rate processes have similar drift structures.

We might be tem pted to believe that this is always the case. However, 
the second example illustrates that this is not true in general. T hat is, if we 
start with an affine drift function and a certain volatility structure for the short 
rate, we may not end up with a forward rate dynamics that have similar drift 
structures.

E x a m p le  7 .3 .2 . Equation (5.2.10) gives the dynamics of the forward rate 
for the Vasicek’s model. We have

d f ( t ,T )  = a e - ^ T- t]dWt -  —  [e- a ( r " 0  -  e - 2 a(r-°]d*. 
a

Notice that the drift for the forward rate does not have the same form as the 
form of the stochastic dynamics of the drift for r t.
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7.4 Further Results

In the previous section, we have seen that although we started with an exponen
tial affine term  structure bond price, the corresponding forward rate dynamics 
may not necessarily have affine drift and volatility structures in rt. VVe pursue 
in this section some interesting properties of a generalised exponential affine 
interest model and prove the converse of Theorem 7.1.1.

7.4.1 The Fundamental PDE of the Bond Price

First, we develop the basics that are used to model interest rates. Portfolios 
of two (or more) securities are formed that are instantaneously riskless. A no
arbitrage argument requires that these portfolios earn only the risk-free rate. 
This allows a “market price of risk” to be specified. We shall use this market 
price of risk in the fundamental PDE, the solution to which gives the price of 
the claim.

Under this framework, we make the following assumptions: (i) markets 
are frictionless; (ii) all securities are infinitely divisible; and (iii) markets are 
efficient.

Suppose that the instantaneous return on the bond is given by ^  yyy • 
Further, let this return be given by

dp ( t T )  °  ^  T)dt  +  g (‘ ' T)dW h  (7’4'9)

where Wt is again a standard Wiener process. In Equation (7.4.9), the first 
term  on the right hand side gives the expected return  and the second term the 
random part of the return. By assuming the above form for the return, we are 
assuming that the randomness is generated by a diffusion process.

We begin with a portfolio, II, of two bonds of different maturities, 7\ and 
T2  such that the return on the portfolio is instantaneously riskless. This is 
done in the following way. Let the portfolio be such that a proportion u.\ of 
the total value is invested in bonds of m aturity Ti and proportion 1  — u)i is
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invested in bonds of m aturity T2. T hen  the return of the portfolio is given as 

Ti) -f ( 1  — , T2 )]dt +  [u;1 cr(t, 7jJ +  ( 1  — uJi)cr(t. T2)]d\fyt-

We choose the proportion oq in such a  way that it eliminates the second term 
on the right hand side. That is,

a ( t ,T 2)
UJ 1 —

cr{t,T2) -  cr(t,Ti)'

By no-arbitrage argument, the instantaneous return on the portfolio is then 
riskless. We then obtain

f i j U T J - r  _ n ( t ,T 2) - r  
o-tf.rO  <r(t,T2) • 1  J

Equation (7.4.10) relates the re tu rn  on bonds of different m aturities. Since, 
any two m aturities could have been used to derive (7.4.10), the ratio in equation 
(7.4.10) is independent of the m atu rity  of the bond.

Write A

This term  A(r, t) is called the market price of risk. As in Section 2.1, 
equation (7.4.10) says that the expected excess return earned (return  in excess 
of the risk-free rate) by holding a bond divided by the standard deviation of 
the return, tha t is, the excess per u n it risk is independent of the m aturity  of 
the bond.

Using Equation (7.4.10), the re tu rn  on the bond maturing at tim e T  can 
be given as

dP(t, T)
= [rt +  a{t , T)X(t , T)]dt +  a(t, T )d W t. (7.4.11)

The bond price can be obtained as the solution to the above stochastic 
differential equation subject to the boundary condition P(T , T)  =  1.

In addition to the assumptions s ta ted  at the outset of this section, we have 
the following assumptions for the m odels we are about to consider: (iv) the
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short-term interest rate  follows a diffusion process; and (v) the price of the 
discount bond depends only on the short-term rate  over its term.

We assume that the general form of the evolution of the short-term interest 
rate has dynamics

drt =  6 (rtl t)dt +  P(rt. t)d\Vt. (7.4.12)

We note that the choice of the functional forms for 9{r,t) and (3(r,t) are 
driven by the trade-off between the need to make the model realistic and to 
maintain analytical tractability. Using the fact tha t the short-term rates are 
the only source of uncertainty in the model, Ito’s Lemma applied to the bond 
price P ( t ,T )  gives

a  a  1 0 2

dP(L T)  = WtP { t , T)d t  +  —  P(t, T)drt + T){drt) \  (7.4.13)

T h eo re m  7 .4 .1  The bond price P ( t ,T )  satisfies the partial differential equa
tion given by

| -P(t , T)  +  [0(r„ i) -  /3(r„ i)A(r„ t ) ] ^ P ( t ,  T)

P roof: Substitute drt from (7.4.12) into (7.4.13) to obtain
r\

d P ( t ,T )  = ^ P ( t , T ) d t  + -g-P(t ,T)[e(rh t)dt +  f3(r„t)dWt]

+ ^ P { t , T ) 0 ( r „ t ) 2dt. (7.4.14)

From Equation (7.4.11),

dP(t, T)  = P ( t , T )[(rt +  a(t, T) \{ t ,  T))dt  +  <r(t, T )d W t\. (7.4.15)

Now, comparing the drift and volatility parts of Equations (7.4.14) and
(7.4.15), we get

A  A  -1 0 2

P{t, T)[rt+ a ( t , T ) \ { r t, f)] =  — P(t, T ) + — P(t, T)9{r t, t ) + - ^ P ( f ,  T ) f i \ r u t)

7S
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and
, ,  &P{t,T)t3(T„t)

‘r ( t ' T ) -  P ^ T )  •

Consequently, we have
o  A A

r P ( l ,T )  +  s f > ( ( , T ) f c i W r „ i )  =  j t P { t , T )  +  ^ P { t , T ) e ( r h t)

+ ~ P ( t , T ) / 3 2(r„t)  (7.4.16)

Rearranging (7.4.16), the result follows.

Write q  := 8 (rt,t)  — /3(r£, t ) \ ( r t, t). The fundamental PD E now becomes 

^ P ( t ,  T) + a (r„ t ) ^ P ( t ,  T)  +  T) -  r P ( t ,T )  = 0.

Notice that a ( r £, t ) is equal to 0(r£, t ) minus a term  which incorporates the 
market price of risk. Here, we call a (r t,t )  the “risk adjusted” drift of the short 
rate process.

7.5 Further Characterisation of the Affine Yield 

Model

7.5.1 One-Factor Exponential Affine Model

As a recap, we are considering a zero-coupon bond with a particular form for 
the bond price given by

P(t, T, r £) = exp[A(t , T)  -  B{t , T )r£].

In the succeeding discussion, all models considered are assumed to be under 
a time homogeneous framework. We now consider the converse of Theorem 
7.1.1.
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T heorem . 7 .5 .1  Suppose a model belongs to an exponential affine class, i.e., 
P ( t , T ) =  exp[A{t, T)  — B ( t ,T ) r t]. Then, both a(rt ,t) and (32{rt,t) are affine 
in rt.

P ro o f: We begin with the bond price in exponential affine form:

P(t, T) = exp[A(t, T) -  B ( t , T ) r t\.

We therefore have

and

d_
dr 

dr2

P(t, T) = —P(t, T)B{t ,  T)

P(t, T) = P(t, T ) B 2(t, T).

(7.5.17)

(7.5.18)

The fundamental PDE is 

d dg t P( t ,T )  + a (r t, t ) — P ( t ,T )

+  t ] ^ P i U  T )  “ rP(i’ T )  = °’

Substitute (7.5.17) and (7.5.18) to the fundamental PDE to obtain

a (rt , t ) [ - B ( t ,T ) P ( t ,T ) \  + P ( t ,T )  

+ ^ 0 2(r„ t)P(t ,  T )B ( t ,T )  -  rP(t,  T)  = 0.

Consequently, we get

- a ( r t, t )B ( t ,T )  =
- T t A{t’T)  + P (t' T)r‘
- \ l 3 2( r , , t )B 2( t ,T )  + rt.

Or,

\ e 2 B '‘ - a B  =  T t B r - T t A  +  r
(7.5.19)
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Differentiating (7.5.19) with, respect to T, we get

.d B
P B-s=  -  a —  =

d B  d 2B  d 2A
d T

r —
d T  d T d t  d T d t

(7.5.20)

Differentiating (7.5.20) once more with, respect to T, we further obtain

P QT 2 + P  \ d T
d2B  d3B

— a
d3A

d T 2 d td T 2 d t d T 2'
r — (7.5.21)

We evaluate (7.5.21) at T  =  t.

d2B
& B(t,  t) 

d3B

d T 2 T = t

d td T 2

+ /32 

d3A
T = t d t d T 2

d B
d T

T = t

d2B— a
T = t

d T 2 T = t

We note that B ( t , f) =  0, A ( t , t )  = 0 and ^ \ T=t =  1, and so we have

0  +{32 - a  

Therefore,

d 2 B d3B d 2A
ry --------

d T 2 T = t d t d T 2r T=t 1 d T d t
(7.5.22)

T = t

where

au (f) =  bi(t)r +  6 2 (f), 

d2B
u ( t ) 

6 1 (f) 

6 2 (f)

d T 2

d3B
T = t

d t d T 2 

d 2 A

7^0
T = t

d T d t T = t

Or,

where

or =  Ci(f)r +  c2 (f), 

6 1 (f)
C i ( f )  = u(t)

SI
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and

c2 ( 0  - u( t ) '

Clearly, a  is an affine function of r.

Restating (7.5.22) on the other hand, we have or

/32  =
d3B

d t d T 2
r  +

T = t
=  di(t)r  +  d2(t),

d T d t +  a
T = i

<92£

t= T

where

and

di(t) =
d3B

d t d T 2
7^0

T = t

d2(t) = a -d2B
d T 2 T=f

Clearly, / ? 2  is affine in r.

7.5.2 Multi-Fact or Exponential Affine Model

We extend the result of the last section to n factors or sources of uncertainty 
for the interest rate r.

Suppose the dynamics of r is given by drt =  a ( r t, t)dt  +  /?(rt, t )dWt where 
a ( r f, t) is the risk-adjusted drift and W t is a Brownian motion. Further, suppose
r e r , a e r  and (3 €  R n.

Consider a function p : [0 ,oo) —>• R 71 and assume tha t the short rate is 
modelled by R{t) = (p (f) ,r t).

r< =  r

Thus,

P ( t ,T , r )  = E  exp — R( ru)du 

and suppose

P ( t ,T , r )  =  exp[A{t,T) -  B y i t ^ n  -  B 2( t ,T )r2 -----------B n( t ,T ) r n].
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Observe that

— I R(ru)du 
Jo

exp J  R{ru)du — R(ru)du 

=  exp y* R{ru)du^ E  |exp ^ — R(ru)d

J  R(ru)du^ P(t,  T , r t).=  exp

With,

exp J  R(ru)diL̂ j P ( t ,T , r t) =  E  exp J  R(ru)du

we see that the random variable

exp J  R(ru)du^

is a martingale.

Define (
V (t , r t) = exp J  R(ru)du^ P(t,  T, r t)

and V ( t . r t) is a martingale.

By Ito’s Lemma,

/*£ /*£ 5V"
V(t l r,) =  V (0, r„) + l - 4 u  + l  ^

n a v
d u

1  f ‘ “ d2V „ 2 ,

• dr

where • dr represents the dot product of and dr, r  =  (r i, r 2, • 

Equivalently,
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Since V ( t , r t) is a martingale, the drift term  must be zero; that is,

r l ( d v  a v
/„  (  +  dr ' “  +  2 ^  “  '

In differential form,

d V  d V  
dt dr

With

1 d2V  a2
a  + 2 5Z d r 2 ^  

1 = 1  *

=  0 .

V  = ^exp — J  R(ru)du^ P ( t , T , r t)

we get the following:

^  =  - R ( r t)V  +  exp J *  R(ru)du)  ^ P ( t , T)

f ;: =  e x p ( ~ L  R(r")du) ^ P(i’r’r,)

d2V
dr?

= exp d2
( - /  R(ru)duJ - ^ - j P ( t ,T , r t).

Therefore the SDE satisfied by the bond price is:

„ dP  dP  l A d2P n2 n 
' B ( r ) P +  a ?  +  a T ' “  +  2 ^  - 0-

i—1 1

where / 2 (r) =  (p , r ).

We started  to suppose that 

P ( t , T, r) = exp[A(t, T) — B x{t, T)rx — B 2(t, T )r2 

Hence, we also obtain the following:

dP

(7.5.23)

Bn(t ,T)rn].

dt
= P

t=L
(7.5.24)
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dP_
<9rt- = - B i { t , T ) P (7.5.25)

d2P
drj

= B i( t , T ) 2P (7.5.26)

We substitute (7.5.24), (7.5.25) and (7.5.26) into (7.5.23) and obtain 

~(pt,r )  +
1 = 1

n 1 n

-  O i h  T) + - Y ,  B?(t , T)0 ?(r, t) = 0 . (7.5.27)
1 =  1 1 = 1

For 1 <  j  < 2n : denote by

&  f  dA(t ,  T ) \  
d T i  V dt J

di
d T i

d T i

&
d T i

d B i ( t , T ) 
dt

=  T )

We differentiate (7.5.27) with respect to T  2n times and evaluate each 
equation at t = T. We shall obtain the system of equations given by

^ 2  a ,(r , £)wy,-(i) +  Y 2  &?(r ’ *)”;*■(<)

=  <Pj(t) +  </hi(* ) r i +  Tph(t)r2 H +  i>jn{ t ) r n,

for 1  <  i <  n and 1  <  j  <  2 rc.

(7.5.28)
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be a 2 n x  1 —vector where a.

Write

a i ,  a 2, Q n )  , P *  =  ( P i ,  P \ ,  ' '  '  , / ? „ )

u(£) :=  uji(t) (2 n x n) — m atrix

u(£) :=  (2 n x n) — matrix

<£(£) :=  <£>_/(£) (2 n x 1 ) — vector

?/>(£) :=  (2 n x  n) -  m atrix

r(£) :=  [riit), r2(t), • • • , rn(£)]' (n x 1 ) — vector 

Y{t)  :=  [u(£),u(f)] (2n x 2n) — m atrix

T(t) :=  4>(t) +  ip(t)r(t) (2 n x 1 ) — m atrix 

Thus, the system of equations in (7.5.28) is reduced to

Y { t ) x  = m

or

T hat is,

S6
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J 2J  =  [«(*), *>(0 ] + *P(t)r(t)]

=  [w(*)> v(i)]“ V (i) +  [«(*)> «(<)]“ V(*M *)-

Clearly, each component of X, i.e., the a t- and (3f are affine in r  with 
coefficients which are functions of t.

7.6 The Meaning of Neutral Risk and Market 

Price of Risk

Consider the PDE satisfied by the bond price

BP 1 B2P BP
a r  +  ^ a p r  +  t f - W f t r - ^ - " -  <7'6'29>

The bond pricing PDE contains references to the functions 6 — \(3 and (3, 
which are coefficients of the first derivative with respect to the spot rate and 
of the diffusive, second-order derivative, respectively.

The four terms in (7.6.29) could denote the following in order: time decay, 
diffusion, drift and discounting.

One interpretation of the solution of the above PDE is that it represents 
the expected present value of all cashflows. Analogous to equity options, this 
expectation is taken with respect to the risk-neutral variable and not with the 
real variable.

This is apparent because the drift term in the equation is not the drift 
of the real spot rate but the drift of another rate, called the risk-neutral spot 
rate. This rate has a drift of 6 — A(3. When pricing interest rate derivatives 
(including bonds of finite m aturity), it is im portant to model the price using 
risk-neutral rate. This rate satisfies

drt = [0(rf, t) — A(rt , t){3(rt, t)]dt + (3(rt, t )dWt.
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The new market price of risk term  is needed because the modelled variable 
•r, is not traded. Thus, if A is set to zero, then any results are applicable to the 
real world. In particular, if the distribution of the spot rate at some time is 
required then we would solve a Fokker-Planck equation with the real drift and 
not the risk-neutral drift.

The f u n c t i o n  A is not however observed (except possibly via the whole 
yield curve), thus this could be a mechanism under which pricing becomes a 
straightforward calculation in the setting of no-arbitrage argum ent.

8 8
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C h a p ter  8 

M o d els  for M ean R eversion  
L evels

We have mentioned the inadequacy of single-factor models in Chapter 2 . This 
chapter considers formulation of multi-factor models. In particular, we shall be 
considering two-factor models. The factors would be interest rates themselves 
and the level of mean reversion process. In the study of interest rates, mean 
reversion appears to be the most relevant to include in the model and hence two 
factors apparently appear sufficient. This may sound simple, however we note 
that the most influential new studies on connections between real and financial 
variables use fewer, but carefully selected, explanatory variables, by contrast 
to Vector Autoregressions with numerous, sometimes over 100, explanatory 
variables that had come to dominate an earlier style of econometrics.

8.1 Mean Reversion

Interest rates appear to be pulled back to some long-run average level as tim e 
passes by. This phenomenon is known as mean reversion. When r is low, mean 
reversion tends to cause it to have a positive drift and when r is high, mean 
reversion tends to cause it to have a negative drift.

89
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The supply and dem and analysis backs up the very support of mean rever
sion. We observe that when interest rates are low, there is a high demand for 
funds on the part of the borrowers. This causes interest rates to rise. During 
the tim e when interest rates are high, the economy tends to slow down because 
there is less requirement on the part of the borrowers. Consequently, the rates 
decline.

One effect of mean reversion is that the volatility of interest rates becomes 
a decreasing function of m aturity. For instance, the 5-year spot interest rate 
tends to have a lower volatility than the 2 -year interest rate, the 2 -year spot 
interest rate tends to have a lower volatility than the 1 -year spot interest rate, 
and so on.

Furthermore, with m ean reversion, the volatility of the 3-month forward 
interest rate starting in 3 months is greater than  the volatility of the 3-month 
forward interest rate starting in 2  years; this in turn  is greater than the volatility 
of the 3-month forward rate starting in 5 years; and so on. In other words, 
mean reversion also causes the forward rate volatility to  decline as the maturity 
of the forward contract increases.

In addition, mean reversion has some impact on bond price volatilities. It is 
responsible for the fact th a t the curvature describing -the relationship between 
the bond price volatility versus m aturity is increasing and concave downward. 
Such interest rate behaviour is consistent with tim e preference theory that 
serves a significant portion espoused by Irving Fisher in his two volumes.

Both Vasicek’s and CIR models capture this m ean reversion property. 
However, the mean reverting levels in those models are constant. We shall 
investigate cases where the mean reverting level is ( 1 ) time varying, or (2 ) 
follows a certain stochastic dynamics or (3) satisfies a Markov process in con
tinuous time with a finite discrete state space.
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8.2 The Hull-White Model

This model is a generalisation of the Vasicek model using determ inistic, time 
varying coefficients. In particular, the short rate process is supposed given by 
the SDE

drt =  (a(£) — [3{t)rt)dt  +  a(t)dWt (8 .2 . 1 )

for r 0  >  0. Here a , (3, and a  are deterministic functions of t.

W rite t
b(t) :=  j (3{u)du.

Jo
Thus, b is also non-random.

The solution of (8.2.1) can be obtained by the method of variation of 
constants and given by

rt = e ~ b^  7̂*o + J  eb̂ a ( u ) d u  -f- J  e6̂ a {u)dW ^j  .

Consequently, r is a Gaussian, Markov process with mean

E[rt] = m(t) =  e~b̂  t*o +  f  eb<'u^a(u)du
L Jo

and its covariance is
p s A t

Cov(rt, rs) = e~b̂ ~ bW /  e2b̂ a 2(u)du.
Jo

It can be shown under this term  structure model tha t the price of a zero- 
coupon bond is given by

P ( f ,  T) =  e x p { - r tC{U T ) -  A(f, T))  (8.2.2)

(see [38] for example) where,

C(t ,T)  = eb{t) J  e"6(u)du =  e6 W7 (t), 7 (f) : =  j T  e~b{-u)du
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and

A(t, T)  = f t [e6 (tt)a (u ) 7 (u) -  ^e 2 6 (u)<x2 ( u b 2 (u) du..

We aim to get the dynamics of f { t ,T ) .

Now,

/ ( ( ,  T ) = - g ^  log P(t, T ) = ^  [rtC (i, T) +  A(t,  T ) I , 

where C ( t , T ) and A ( t , T ) are defined as above and again,

rT

and

7 (£) =  e b̂ d u  

b{t) :=  f  (3{u)du.
Jo

Further,

/ ( t ,T )  =  n - ^ C ( t , T )  + A ; A ( t , T )

= r £e6 (t)e -6(T) +  e6 (T)a (T ) 7 (T)

_ i e 2 6 (T)o-2 ( r ) 7 2 ( r )

=  rteb̂ - b̂  +  eb{-T)a{T)  - 0 
_ I e2 fim CT2 ( r ) ( 0 ) 2

=  r t e bM - bW .

W ith equation (8.2.3), we obtain

df(t, T)  =  r £d[e6 W-6<T>] +  e6 (£)- 6 (T)dr£

Note that d r£ =  (a(f) — (3{t)rt)dt -f a(t)dWt.

Thus, equation (8.2.4) becomes
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d f{ t ,T )  =  rt [eb̂ - b̂ (3{t) \d t

+ e 6 (i)- 6 (r )[(a(0  -  ,3(t)rt)dt +  a{t )dW t]

= r tebW-W(3(t)dt  + a(t)e b̂ ~ b̂ d t  

- r teb̂ - b(T) (3(t)dt + eb{t)~b{T)a ( t )dW t 

=  a(t)eb{t)~b{T)dt +  eb{t)- b m o-(t)dWt.

In o ther words, /(£ , T ) has a drift u( t , T )  equal to a.{t)eb̂ ~ b̂  and volatil
ity v ( t ,T )  equal to eb̂ ~ b(T)cr(t).

Therefore,

/(£ ,£) = f ( 0 , t ) +  f  u ( s , t ) d s +  f  v (s , t )d W 3
Jo Jo

= / ( 0,0 + f  a(s)eb(-s)- b{t)ds
Jo

+  [  a(s)ebW - bWdWs 
Jo

= r 0 e6(°>-6̂ +  f  a(s)e b̂ - b̂ d s  
Jo

+  [  a(s)ebis)~b[t)dWs.
Jo

However, eb̂  =  e° =  1 since 6(0) =  /3(u)du =  0.

Consequently,

f { t , t )  =  r 0 e-6^  4 - e-6 *̂ f  a(s)e b̂ d s
Jo

+e~6(f) P  cr(s)eb̂ d s .
Jo

Finally,

-  - - 6(0 r 0  +  f  a(s)eb(s)ds + f  <x(s)e6 (s)d W s
Jo Jo

which is the  solution to the SDE described in (S.2 . 1 ).

Hence, we have shown that /(£, t) =  r t under the Hull-W hite Model.
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8.3 The Two-Factor Gaussian Model

We explore extension of the Vasicek model. Suppose the interest rate process 
is given by

drt = (a* — art)dt -f- a^dW^  (S.3.5)

where

da t =  (c — bat)dt +  a2d W f . (8.3.6)

The model in equation (8.3.5) specifies a m ean reversion level at a rate 
a. It is a Vasicek model where the mean reversion level a t is Vasicek by itself 
with mean reversion level c at the rate of b described in (8.3.6). Alternatively,
(8.3.5) can be characterised as the Vasicek model with a mean-reversion level 
which is tim e dependent and with stochastic component.

Here, and W f  are independent Brownian motions on (ft, 3 \ P) and 
{SFj} is the filtration generated by W  =  (W { . W f ) .  This particular model under 
current investigation is a special case of a generalised Gaussian model.

We shall consider first the formulation of the generalised Gaussian model 
then we can just treat the two-factor model as a  particular case.

8.3.1 The Generalised Gaussian Model

D e fin itio n  8 .3 .1  The Ja c o b ia n  of the transformation T  given by x  =  g(u,v)  
and y = h{u , v) is

d (x ,y )
d(u, v )

d x  d x  
du  Sv  
By By 
d u  dv

dx dy d x  dy  
du dv dv  du

Let P  be the risk-neutral probability measure. Consider the process x  G 
l. Suppose the process x  follows the SDE given by

dx t = j tdt +  (A x t +  6 ) +  a d W f  (8.3.7)
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In this case, W  is an n —dimensional Brownian motion on ( f i ,? ,  P), A  £ 
R.nxn is a m atrix, 7 1 £  R 71, b £ M. 71 and a  £  R 7ixn.

Write £S't for the solution of (S.3.7) such that £s<s = x. T hat is,

€s , t ( x ) =  x  +  7 (u)du + /  (A<fS;U( x )  +  b)du

+<r(Wt -  W s).

We suppose further that the map x  —> is differentiable a.s. Then,
writing

d£sAx )
U S,t — ^  ,

OX

the Jacobian satisfies the equation

DSyt = I  -f- A  J  DS'Udu.

That is, Dsj  is the deterministic m atrix  e‘4^ -sh

8.3.2 The Bond Price Under the Two-Factor Model

Applied to the current investigation, we have a special case of (8.3.7) based on 
the SDE’s (8.3.5) and (8.3.6); that is,

~ ( o

In m atrix form, equation(8.3.5) and (8.3.6) can be expressed as

& ) - ( :  :)C ?:
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The components of the Jacobian can be calculated from the dynamics

rSit(r ,a )  =  r + J  ^ a SrV(v) — arS'V(r ,a)^  dv

+<T\{Wl -  W 3l ).

and t
a s,t(a) =  a  +  c(t — s) — b J  aSiVdv +  cr2(Wt2 — W 2).

Then, differentiating these equations w ith respect to their initial conditions 
gives the following expressions for the components of the Jacobians.

daS't{a) . , p  d a SyV(a)-dv.

So,

Also,

So,

da  /_ da

d<XsA<*) _  - f , ( t - s )
da

a r „ ( r ,  <*) =  l _ a j ‘
dr J„ dr

drStt(r, a )
dr

Furthermore,

<9rs,t(r ,a )  3 a s,u(r, a) drSyV(r,a)

So,

Hence,

f  5 a s,u( r ,a )  f
=  /  ^---- c£v ~ a  ----- -̂------dv.da  Js da  Js da

drsA r , op   1  r b(t-s) _  —a(t—sji
da ~  (a — b) J'

[T ar<' f ' a ) <fo =  i ( l  -  e ~ V - 0 ) .
Jt dr  a

Write B(t, T)  :=  i ( l  -  e- a(r - £>).

In addition,

f T dT‘A ’a ) dv =  e -< r -> +  r r i _ e- ‘(3'-t) _
da  a{a — 6 ) o(a —
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Write

C ( t ,T )  :=
- 1

a(a — 6 )
e - a ( T - t ) + 1

b(a -  b) ab

Therefore, the price of a zero coupon bond in this model is

-T
P ( t ,T , ( r ,a ) )  = E exp ( - /  r t,v{ r a ) d v ^ r t =  r , a t =  a

Consequently, 

dP
dr =  E

drtjV(r , a) 
dr ("/du ) exp ( — I r t'V(r, a)dv

= —B(t,  T )P ( t ,  T). (8.3.8)

Similarly, 

dP
da

= E K-jT
drt,v(r , a) 

da
dv ) errp r f„(r, a)du

=  —C(t, T )P { t ,  T). (8.3.9)

Integrating (8.3.8) in r :

P (t, T, (r, a )) =  e x p ( -B { t ,  T)r)(p{a, f ) 

where 4> is independent of r. Therefore,

ap(i,r,(r,a» = exJ _ B{tzTyW ° , t )
da

= P ( t ,T , ( r ,  a ))

da
d<j>(a, t) 1

(8.3.10)

da 4>(a,ty 
= —C(t, T )P ( t ,  T, (r, a;)) from (8.3.9).

from (8.3.10)

Hence,

and

d(b
-^L = -C(t ,T)<p(a,t)

4>(a, t ) =  exp (A ( t , T) — C (i, T )a ) 
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where A  is independent of a  and r.

Thus,

P(t ,  T, (r, a ))  =  exp(A(t , T)  -  B(t,  T )r  -  C(t , T)a ) .  (8.3.11)

This is the  exponential-affine form for the price of a zero coupon bond in 
the two factor Gaussian model, with factors r and a.

8.3.3 Finding A(t ,T)

In the last subsection, (S.3.11) gives the bond price where the exponential- 
affine form involves A ( t ,T ) .  We have specified that A  is independent of a  and 
r.

However, we did not explicitly sta te  the form of A(t, T).

The objective of this subsection is to obtain Ait .T ) .  We model the short 
rate process by r(£ Sit(a;)). This is so if r ( x ) =  R'x  + k for R  G K ” and k > 0.

The price of a zero coupon bond is then

P ( t , T , x )  = E J  r (€t,u(x ))d‘u x t =  x

Hence,

d P
dx

= E — R DS'Udii^ exp r(£ttU(x))du^

Write R' j D s<udu := B(t, T)  G R n. 

We then have
dP
dx

= - B { t , T ) P

where B ( t , T )  is deterministic.

Therefore, P ( t ,T , x )  = exp(A (t,T ) — B ( t , T ) x ) for some deterministic 
function A(t, T ).
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Noting that

P ( t , T ,x )  =  E

we can express the valuation formula as

exp ( - 1  r i€t,v(x ))dv

V ( t , T , x )  =  exp J  r(£t'V(x))dv^  P ( t , P ,x )

or

V ( t , T , x )  = E exp I  r ( & A x ))dv (8.3.12)

Equation (S.3.12) implies that V ( t ,T ,x )  is a martingale.

Since the V  process is a martingale the drift term  must be zero. Using 
Ito’s rule, we therefore have

d V  d V
dt  d x  

using (8.3.12).

By equation (S.3.12), we obtain

2  .4—1' dxidxj  f—'
l,J =  l  J fc=l

exp ( - /  r(£ t,v(x ))dvj

1  » d2P  ^  
+  2  ^  dx.-dxy Z ^ aik^ ki,j=l J k=l

d P  dP_ _ r p  +  _ _ ( 7  +  A e + 6 )

=  0 (8.3.13)

Therefore, the second term  of the product in (S.3.13) above must be zero. 
In other words, the bond price satisfies a partial differential equation given by

9 P  „  d P ,  Ar „  1 ^  d2P
a F - r P + & ( 7  +  '4{ +  6) +  2  E a ^ - E ^ ‘ =  °-

: , j = l  J fc=l

with terminal condition P(T , T, x) =  1 .

We have seen th a t P ( i ,T , x) has the form exp(A (t,T ) — B ( t ,T )x ) .  W ith 
x =  0, we see tha t A(f) =  exp(A (t,T)) satisfies the ordinary differential equa
tion
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Applying (8.3.14) to our two-factor Gaussian model, we obtain

dA
—  BOt +  i B  cr2 C +  2 <7la2BC)  — 0,

with A{T, T ) =  0.

Solving the ODE given by (8.3.15) gives an expression for A ( t ,T ) .

(8.3.15)

8.3.4 Reconciling the Short-Term Rate and HJM Forms

We aim to get the dynamics of the forward rate f ( t , T ) and show that / ( t ,  t) 
and r t are equal under this model.

Now,

(8.3.16)

The stochastic dynamics of / ( t ,T )  is therefore

d , / ( t ,T )  = j L ( j L B ( t , T ) y ,  + A m T ) d r t

+ U w f c { t ' T ^ '  +  § f c { t ' T ) d a ‘

, using Ito ’s Formula.
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Separating the drift and volatility term s, we have

dtf ( t , T )  =
h { m B ^ T ) y  +  wt { § r c ^ T )  )“■

d
d T

C ( t , T ) ( c - b a t) dt

O O
T)<r\dWt +  - ^ C ( t , T ) a 2d W 2 (8.3.17)

where the deterministic functions A(£, T), B ( t , T) and C (f, T)  are given in the 
previous subsections.

At this point, we consider the derivatives of the functions A, B  and C  with 
respect to T  and evaluate these partial derivatives at T  = t.

1
B(t ,T )  = - ( l - e - ^ T~t)) a

C(t, T)  =  e~g(r~° +

d_
dT

a(a — b)

B ( t ,T )  =  e- a{T- t)

b(a — b)
s - 6 ( T - t )  _  _ L  

a 6

d T
B(t, T) = 1 .

T = t

Also,

d
0 Y C (t ,T )  = a _ b

W rc ^ T ) T=t

Equation (8.3.15) gives us the ODE

e - a ( T - t )  e - 6 ( T - o

a — b 
1  1

a — b a — b = 0 .

^  +  \ w \ B 2 +  a l C 2) =  0 ,

with A(T, T ) =  0. Or,

d A  
dt

= - ^ l B 2 + a l C 2).

(8.3.18)

(8.3.19)

(8.3.20)
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Let v =  T  — t. Then

dA
dt

dA
dv

Also, =  f£ . B ut from (8.3.21), =  “ fr* Therefore, §£ =
back to (S.3.20) and noting that we have

dA

(8.3.21)

- I F -  Going

Thus,

T = «  

2
( B ( f , r ) |T=<)

( C ( ( , r ) | r „ ) 2

1 ( 1
a

- 1  1  
+

2 r i  1:= - 0a
1

a(a — 6 ) 6 (a — 6 ) a 6

_ i V  =  o.

=  0  

2

a 6 (a — 6 ) ab 

Equation (8.3.22) therefore becomes

=  0 .

T = t
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Using Equation (8.3.17), we have

df(t ,T)\T=t

+(“'-“ril( s SftT) | J
+ ^ C ( t , T )  (c — bat) dt

o o
+   E ( t .T \  rr,rl.Wtl + — C {t ,T )  a2dW?

T = t

T = t

r\

— ̂ - ( 0 ) +  (<*t -  a rf) • ( 1 ) +  0  • (c — 6 a t) dt

+[1 • oqdW , 1 +  Ocr2  • dW?],

using Equations (8.3.18), (8.3.19) and (8.3.22).

=  (a t — art)dt +  a^dW^ =  drt.

Hence, we have shown that df(t.t) = drt.

8.4 A Model with a Markovian Mean Revert

ing Level

We follow the m otivation in [39], in which a Hidden Markov Model with mean 
reverting characteristics is considered as a model for financial time series, par
ticularly interest rates. Hidden Markov filtering offers a powerful methodology 
to estimate efficiently the parameters for such a model.

Our first objective here however, is to derive the zero-coupon bond price 
under the Vasicek’s model with the additional assumption that the mean re
version level a  changes according to a continuous tim e finite state Markov
chain.
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This could be a model for the logarithm of an a sse t price, or in our case, 
an interest rate where a central bank provides a reference rate  that changes 
from time to time. A closed form solution for P ( t , T ) 0  under this model would 
enable us to specify the dynamics of the forward rate wvhich is the ultim ate aim 
of this thesis.

8.4.1 The Markov Model for the Reference Level

Suppose that the reference level for the interest r a te  a  =  { a £ : 0 <  t < T}  
is a finite state continuous time Markov chain, wherre T  > 0 is a finite time 
horizon.

Modifying the Vasicek Model, let the interest r =  {r£ : 0 <  t < T }  be 
described by the stochastic differential equation,

drt =■ (a(£) — 0 ( t ) r t)dt +  crdW*t. (S.4.23)

Here, W  =  {W t : 0 <  t < T }  is a Wiener process independent of a £, 
and beta(t) and a  are positive constants. We consider the situation where the 
process r  is observed and inferences are to be made ^about the process a  and 
other parameters.

We assume that there is an underlying probability  space (Q, S', P). As an 
adaptation to Chapter 4, we consider an n —state continuous tim e Markov chain 
X  = { X t : 0 <  t < T}  that is identical to a  after a transform ation  of the state 
space.

Choose the state space for X  the set { e i,..., en} o f  unit vectors in JR.”. That 
is, et- =  {0,..., 1, ...,0}, or the i—th  component is 1, a n d  zero otherwise. Then 
we can write

a t = a ( X t) = { a , X t) (8.4.24)

for an appropriate vector a  = (o ^ ,..., a„) E IRn, wlfcere ( a ,X £) denotes the 
inner product of the vector a  and X t.
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As in C hapter 4, we have the vector of probabilitie pt = E [X t\. Let A  =  
{ A t : 0 <  t <  T }  be the family of transition intensity matrices associated with 
the continuous tim e Markov chain X , so th a t pt satisfies the forward equation 

=  A tpt , with given initial probability vector po.

The transition intensity m atrix A t determ ines the dynamics of the reference 
level a  as described in (S.4.24). Then, this is introduced into the interest rate 
model of (8.4.23) as a mean reversion level.

Hence, the interest rate is conditionally Gaussian, conditioned on the in
dependent path  of the Markov chain th a t describes the reference level.

8.4.2 Deriving the Bond Price P ( t , T )

Consider the Hull-W hite Model for which the interest rate process is given by

drt =  (a(f) — {3(t)rt)dt  +  a( t )dW t (S.4.25)

for r 0  >  0 .

We take the case where (3(t) =  a, i.e., f3(t) is constant and a(t) = a. 
However, a(t)  follows a Markov chain. T hat is,

a t = a ( X t ) = { a , X t)

for an appropriate vector a  =  (a n ,..., a„) G K.ra and X t follows the stochas
tic dynamics d X t = A X tdt +  dMt and X t G { e i,. . . ,e n} as described in the 
preceding subsection.

Now, under this given model
»r

P ( t , T )  = E e xp r sd s

So, if we know the trajectory of a u, u <  T, then (by the Hull-White 
Model)

P (f, T) = e x p ( - r tC ( t , T )  -  A(f, T)) (8.4.26)
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where rt is the solution to the SDE described in (8.4.25) and

C ( t ,T )  = ebit) £  e~biu)du =  e6(f)7 (0

b(t) = f  0(u)du
Jo

y(t)  = j  e~b̂ d u  

A (t ,T )  = ^  ĵ e6 (“^Q;(u)7 (u) — i e 2 6 (“)<r2 (u)7 2 (u) du

r t = e~b̂  ̂ r 0  + J  eb(-u^a(u)du +  J  b(u)cr{u)dW^j . (S.4.27)

With 0(t)  =  a and cr(f) =  a  V f, equation (8.4.27) simplifies to

r t =  e~at ^r0 +  J  eau( a ,X u)du +  J  a u c r d W .

Write :=  eaua.  Then,

i+  /  {£u, X u)du +  I acrudWu 
Jo Jo

rt = e at I r 0

In the succeeding discussion, we shall discuss the  random variable / q(^u, X u)d

We first note that the deterministic function C {t ,T )  can be obtained as 
follows:

6 (2 ) = I adu = at
Jo

rT 1
7 (f) =  /  e~audu = —{e~at -  e~aT).

J t  a

Thus,

rT
C ( t ,T )  = e6(t) /  e~6 (u)d! 

• /
“a-(e"at -  e-aT).

-  eai [  e~audu

& — 
a
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For the function A (f,T ), vve have

M t , T )  = £  ĵ e6 “̂^a(u)7 (u) — —e2 6 ^<r 2 (u)7 2 (u) 

r T 1
=  /  eaua (u ) - (e~ au -  e~aT)du

J t  a

di

/T2 rT i_ £ _  /  e 2a«  / e - a «  _  e - « T j 2 r fu
2 J t a2

- jTeaua (u ) - (e~ au -  e~aT)du 
a

4(f)2(T -  0  -  +  - e " a(T- £)
2 a a

Za

Let us evaluate the integral term  of (S.4.2S).

where

( ^ —au „ —a T \  /(e — e )aur T i
I eaua u- (

a u(l — e aTeau)du

CT / I  — e-a(r_u)\
=  j t (X u, a u) ^  -  J

=  J '  (X Ui (fivjdu,

1  _  e~a(T—u)
4>U =  ---------------------------------  • OCu .

du

We set aside (8.4.29) first and remember that what we aim 
closed form solution for (8.4.26).
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So far, we have

P ( t , T )  = exp(—rtC ( t ,T )  — A ( t ,T ) )

= e x p ( - r tC ( t , T ))  ■ exp J  (Xu,<pu)d,

-exp(G(t, T))  

using equations (S.4.29) and (S.4.2S) and where

G ( t ,T )  =  i ( - ) 2  +
2 Vo/ [ la  a

and
9

C ( 2 , r )  =  — (e-a* — e-  ).
CL

Thus all th a t remains to be done is the evaluation of

e( - / tT(*u,«jiu>rf“ )

where ou is determ inistic for u < T .

Define A t,u := exp (— f * ( X v, <j>v)dv)  . 

Thus,
dAt'U — (*^u, AtjUdzc~

Further, if we consider the vector process A X  : we obtain,

d(AttVX t jV) =  A t ,vdXttV +  Xt,vdAt,v 

— A tiV[A X ttVdv +  dMv\

-t- X t tV[ (X v, <pu^AjjVcfu].

Or in integral form,

At,T-^t,T =  Xt  + J "  AtyVA X tiVdv + J "  At'VdMv 

j "  (XvjCfrv^AttVXt^ydv.
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Taking expectations:

Et[A-t,T^t,T\ =  Xt  + J  AEt[A.t'VX tyV\dv +  £  A.t<vdMv
T

- J  Et[(Xv, (j>v)A t'VX t,u]dv.

We note further that

(^t/; X v ^I\.ivX i v — ^  . Cj') Sj^V^Gj
t'= 1

=  S(u')A.tvX t <v.1

where S(u)  is a tim e varying matrix with s(u) =  (s i(u ), s 2 ( u ) , s  
the diagonal.

Write zttT :=  E t[A.t,vXt,v\.

So,

zt ,T  = X t +  A zt<vdv — S ( v ) z t,vdv.

That is,

z t,T =  Xt  +  (A — S (v ) ) z t'Vdv.

We wish to find z t,T such that

zt,T = Xt + f t H (v )zt,ydv

where H(v) = A  — S(v) .

Equivalently, we would like to solve

£ f , .  =  * ( « ) * ,

and zt,t =  X t -
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Furthermore, in connection with (8.4.30), we see that

- T

exp  ^  — /  4*v)d

=  £  exp £  (X„, <j>v)dv^ (XT, 1) 

since (X t, 1 ) =  1  

=  e x p ^ —J^ (X v,<t>v)dv^ X

=  I ) -

Therefore, we wish to obtain the solution of (8.4.33).

8.4.3 The Fundamental Matrix Solution

If S(t)  is a m atrix satisfying certain conditions the m atrix differential equation

*(t)  = S(t)Q(t),  $(0) =  /

has a unique solution (see [57], for example) defined for 0 <  t < oo.

Here I  is the n x n m atrix. For each t > 0, the m atrix <&(£) is nonsingular.

Suppose further we have the n —dimensional vector <f, n x n matrix S(t)  
and a deterministic equation

(8.4.34)

In terms of $ , the solution of the deterministic equation (8.4.34) is just

m  = m m -

Applied to our current investigation, <f(f, v ) = 
z t,t = X t. And $(£,u) is the solution to 4>(£,u) =

Thus, ztyr  =  <&(£,T)Xt .

$ (£ ,u )f(f), S{t) = H(t) and f(f) =  
i7(u)$(£, v).
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Finally, 

E exp ^ — £  ( X v, <j>v)dv^

The zero-coupon bond price is therefore

P(t, T) = exp[—rtC(t, T) +  G(t, T)](<f>(t, T ) X t, 1),

where
~at

1 /cr\ 2  f 3 2
G <‘’r > =  2 ( a )  [ V - ^ - T a + Z

- 2 a ( T - t )
2  a

8.4.4 Reconciling the Short-Term Rate and f ( t , t )

Under the current bond price, the forward rate is given by

f ( t , T )  = - J f l n  P ( t ,T )

a= g f  ([r,C((, T) -  G ( t , T )] -  ln<4>((, T)X „  1))

Thus,

r <§fC(t ,T)  

~ § r G(t'T)
d_

d T

We must therefore show that

d
C(t ,T) =  1,dT

A  !„(*((, r ) x „ i )

T = t

T = t
0  and

=  0 .

T = t
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Now,

1  — e~a(T~t)
C { t , T) = ----------------  and

a
d

d T
C{t, T) = e

Clearly,

Also,

=  e -“(T- t)|r =f =  e-a '(0) =  1 .
J  T = f

G{t, T )  =  -  -
1  f a ‘ 
9. \ a

2 \  2

2  a

Hence,

Again, we see that

’̂ gH t. ,4 © 2(i- 2+i)=o'
Finally, we consider

2 a ( T - t )
) ■

(9
d r

in($(^ ,r)A :£,i}
T = f

(8.4.36)

^  In ^exp ^ — ( X t,vi 4>t,v)dv 

J '  (Xt<v, dv
d_ 

d T
— ( X t , T ,  04,t )

where 
1  -  e - “ ( r - 0

a  from Equation (8.4.29)
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Therefore,

=  {X t,Ti4>t,T)\T=t =  — =  0.
T - t

Consequently, we have proven that /(£ , f) =  rt under this m ean reverting 
model.
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C hapter 9

E m pirica l T est w ith  H id d en  
M arkov M o d els  and F ilter in g

9.1 The Method of Filtering and the Efficient 

Market Hypothesis (EMH)

In the filtering m ethod that we shall perform, historical and publicly current 
available information are used to calculate optim al filters in the estimation 
procedure of parameters.

We start with a unit-delay model to introduce the filtering problem of 
Hidden Markov Models (HMM). Under this setting, the filters at time k , are 
calculated based on the information available up to tim e k  — 1 , hence the 
name unit-delay model. This is reasonable because asset prices do not react 
immediately but instead take a unit time step to adjust to whatever available 
information such as corporate announcements and governmental policies.

On the other hand, as the financial world adapts itself into electronic 
information networks, it is also worth considering zero-delay models. T hat is, 
the filters at time t are obtained using all available da ta  up to time t. Again, 
we can argue that this is a sensible model because, we live in a technologically 
advanced world of computers where information can be transm itted in ju st a
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split of a second. Thus, prices adjust almost instantaneously.

Here, we observe that the filtering techniques employed to estim ate optimal 
parameters of a model is consistent with the body of theory called Efficient 
Market Hypotheses (EMH). Financial theorists generally define three forms 
or levels1  of capital market efficiency. These are described as (i) weak-form 
efficiency, (ii) semi-strong form efficiency and (iii) strong form.

The weak form of the EMH states that all information contained in past 
price movements is fully reflected in current market prices. Semi-strong effi
ciency argues that existing prices reflect all public information, good or bad. 
All the information currently known to the market is already impounded in 
current market prices. Except for the predictable upward drift which consti
tutes part of the normal return on a security, prices change only when new 
information arrives. The strong form  of the EMH states th a t current market 
prices reflect ail pertinent information, whether publicly available or privately 
held. If this form holds, even insiders would find it impossible to earn abnormal 
returns in the market.

Empirical studies conducted suggest that the market is indeed highly effi
cient in the weak form and reasonably efficient in the semistrong . 2  However, 
the strong-form EMH does not hold , 3  so abnormal profits can be made by those

1E.F. Fama, ’’The Behaviour o f Stock Prices,” Journal o f Business 38 (January 1965), 
pp.34-105, "Efficient Capital Markets: A Review o f Theory and Empirical Work,” Journal of 
Finance 25 (May 1970), pp.383-417; and Foundations of Finance (New York: Basic Books, 
1976)

2E .F. Fama, L. Fischer, M. Jensen and R.Roll, ’’The Adjustment o f Stock Prices to New 
Information,” International Economic Review  10 (February 1969), pp. 1-21; M. Jensen, ’’The 
Performance of Mutual Funds in the Period 1954-64,” Journal o f Finance 23 (May 1968), pp. 
389-416; R.S. Kaplan and R. Roll, ’’Investor Evaluation of Accounting Information: Some 
Empirical Evidence,” Journal o f  Business 45 (April 1972), pp. 225-257; and M.S. Scholes, 
’’Market for Securities: Substitution versus Price Pressure and the Effects o f Information on 
Share Prices,” Journal o f Business 45 (April 1972), pp. 179-211.

3J.E. Finnerty, ’’Insiders and Market Efficiency,” Journal o f Finance 31 (September 1976), 
pp. 1141-1148; R.G. Ibbotson, ’’Price Performance of Common Stock New Issues,” Journal 
o f Financial Economics 2 (September 1975), pp. 235-272; and J.F. Jaffe, ’’The Effect o f Reg
ulation Changes on Insider Trading,” Bell Journal j f  Economics and M anagem ent Science
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who possess inside information.

The unit-delay model is explored here because of its consistency to the 
weak-form of EMH while the zero-delay model which will be implemented to 
the Markovian mean-reverting interest rate model is consistent w ith the semi
strong form of EMH.

9.2 The Markov Model and the Filtering Prob

lem

In the process of testing empirically the model we proposed for the mean re
version level, we shall discuss the underlying assumptions, features and de
scriptions of a  Markov Model. We begin with discrete time Markov chain and 
illustrate the basic idea of Hidden Markov Model (HMM) filtering. Calculation 
of recursive filters is demonstrated by considering continuous observations in a 
discrete time.

Having presented a theoretical framework of HMM filtering, we adopt its 
relevant theory and implement the techniques to the Markovian m ean reverting 
model.

9.2.1 Discrete Time Markov Chains

We start with a process X  with time param eter set {0 ,1 ,2 ,...}  defined on 
(fi,T , P ). As usual, X  has a general finite sta te  space S  = {si,S 2 ,

As in C hapter 4, we can assume that S  =  {ei, e2 , ..., en}. T hat is, the 
elements of S  are identified with the standard unit vectors where

et- =  {0 ,..., 0 , 1 , 0 ,..., 0 }' €  K.71.

W rite T t =  cr{X,o ,..., AT*} for the <x— field generated by ATo,..., X k -  Thus,

To C Ti C ... C T fc
5 (Spring 1974), pp. 93-121

116

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



and {34} is a filtration which models all possible histories of X .

Since we assume tha t X t is Markov, we have

P ( X k+l =  e {\ ? k) =  P ( X k+l =  e{\ X k ).

We recall that
Qj{ — P  [ X k+i  — Gj IX k — and 

A =  (aji) E R nxn,

a,ji is the one-step transition probability and A is called the transition m atrix 
of the Markov chain X .

T h eo re m  9.2 .1  The expected value of  X k+i given X k is completely defined by 
the transition matrix of the Markov chain and X k .

P roof:
Tl

E [ X k + l \ X k] =  Y , E [ X k+v \ X k =  e t} ( X k , e t )
i = i

Tl Tl

=  J 2  5 Z  E [ { X k + u e j ) \ X k =  et-](Xfc, e{)ej
1=1 j —\ 

tl n

=  E E  a j i ( X k , e f f e j  =  A X k .
.=i j =i

■

Suppose further, we define a random variable Vk such that for each k :

14+i =  X k+i — A X k E K.n.

Or,
X k + l = A X k +  \4 +1.

Note that

E [ V k+1\ J k] =  E [ X k + l - A X k \ X k]

=  E [ X k+1\ X k ] -  A X k

= oer.
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We therefore have proven the following theorem which is a discrete ana
logue of Corollary 4.2.1.

T h e o re m  9.2.2 The semimartingale representation of the Markov chain is

X k +1 =  A X k  +  Vk+i-

Then, we shall consider X  to be a very simple process where X  is inde
pendently and uniformly distributed over its state space S  at each tim e k.

On a measurable space (fl, T), assume the existence of a probability mea
sure P  such that for every k :

P fJC w  =  e,-|3y =  P ( X t+ , =  ej) =  —.n

So far, we have a simple process with its probability P. W ith  this, we 
wish to construct a new probability P  where under this new m easure P, X  is 
a Markov chain with transition m atrix A. To accomplish this goal, we state 
the following theorem which gives the form of the Radon-Nikodym derivative 
which allows the desired change of measure from P  to P.

T h e o re m  9.2.3 Let the new probability measure P be defined by putting

=  A*
dP
dP

and k
A k - A i

i=i
such that

n

A, = n ^ ( ( A I /_ 1 ,e j ) { I , ,e J)). 
j=i

Then under P, X  is a Markov chain with transition matrix A.
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Proof: First we claim that =  1. This is because,

J = l
71

Tl j= 1
n n

=  ^2^2(Xi-i,ei)aji  =  1 . 

i= i j —i

Now, General Bayes’ theorem implies

P(Xk+i = eyITfc) =  £[(X fc+1 ,ey) |T fc]
_ F[Afc+i (Xfc+i , ej) |Tfc]

E[Afc+1 |T fc]

Since Afc+i =  AfcAfc+i and At is 3T—measurable, we obtain

■F'fAfc+i(Afc-n, ey)|Tfc]
£[Afc+l| J fc]

=  n - E [ ( A X k , e j ) ( X k +l , e j ) \ ? k} 

= ( A X k,ej ) = P(Xk + l= e j \X k)

as this depends only on Xk -

If Xk  =  et- we have P(AT+i =  ej\Xk = e,-) =  ari and so, under P, X  is a 
Markov chain with transition m atrix A.

9.2.2 Hidden Markov Models

In this subsection, we discuss what are Hidden Markov models. Suppose, we 
do not observe X  directly. Nevertheless, there is a function c with values in a 
finite set and we observe the values

=  c(Xki Wk+i), k = 0 , 1 , 2 ,...
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Here, is a sequence of independent, identically distributed (IID) random
variables which are independent of X .  In other words, we have a situation 
where the Markov chain X  is not observed directly but is hidden in the ” noisy” 
observations Y.

Let the range of c consist of m  points in an arb itrary  set. These can be 
identified as before with unit vectors { /i, / 2, ..., / m} where

Zj =  (0 ,..., 0 , 1 , 0 ,..., 0 )' €

Previously, we have 3T =  cr{Xo ,.... AT-}. Write

y k = a {Y u ...,Yk}

and
Sk = <r{X0, ..., X k, Yu ..., Yk}.

We note that ? 0  C J i  C  ... and therefore {3T}, {Sfc} are increasing 
families of a —fields.

These represent possible histories of the state process X ,  the observation 
process Y  and the combined process (AT, Y).

We also have

Cji = P{Yk+l — f j  I AT =  e;) 1 <  j  < m ,  1 <  i < n.

As before,
E[Yk+l\Xk] = C X k, C = (cif),

and if we define IVT+i =  Y^+i — CAT, the semimartingale representation of Y  
is Yk+\ =  C Xk  +  Wfc+i since W  is a martingale increment.

Observe that there is a unit delay between Xk  and its observation Y'k+i- 
This one-step delay is reasonable as Y  may not react imm ediately to X.  How
ever, the alternative zero time-delay model can also be constructed. Such 
discussion is given in [75].

Similar to the motivation of constructing the Markov chain X, we can 
construct Y  by changing probability measure.
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Suppose under some probability measure P, Y  is a process such th a t

p ( Y b+l =  /jiS i) =  P ( n + i  = h )  = - •m

Further, under P, X  is a Markov chain which is independent of Y, with 
state space S  =  {ei, e-i,.... en} and transition m atrix  A =

T hat is, Xfc+i =  AXk  +  14+ 1 where

P[14+i|St-] =  E [ V k + l \?k]

= ^[Vfc+1 |ATfc] =  0 6  R n.

For, 1  <  j  < m, 1  <  i < n C  =  (cJt) is a m atrix with cy,- >  0 and 
S /L i cji =  f ; a  similar calculation will yield the following result.

T h e o re m  9 .2 .4  Define
m

j= 1

and k
At =  JJ A;.

i=i
A new probability measure P can be defined by putting ^ | g =  Â -. Then,
under P, X  remains a Markov chain with transition matrix A and P (Yk + 1  =  
f j \Xk  =  e,-) =  Cji. That is, under P

Xk-\- l =  AXk  +  14+1

and
Yk+1 =  C X k +  Wk+1.

9.2.3 Filtering Problem

Let us suppose th a t we observe Y\, • - • , Yk. We wish to estim ate Ao, X i ,  - • • , X k- 
The best (mean square) estimate of X k given }$k — <r{Yi, • • • , 54} is

E[Xk\Vk] e  R n.

1 2 1
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By the Bayes’ Theorem.

E [ X M  -  E[kM  ■

where E  denotes the expectation under P.

Write qk :=  E[AkXk\}$k\ €  R.n. We see that qk is an unnormalised condi
tional expectation of Xk  given the observations

Since X k  =  et- for only one i, 1  <  i < n, &i) =  1-

Consider (qk, 1) with 1  =  ( 1 , 1 , ■ ■ • , 1 )' E R n.

(qk, 1 ) =  E[( AkXk,l)\^k]

=  E[At (AT,l)|^/:]
n

i—l
= £[A*|yfc]

and so
E [ X k \ ^ k ]  =  qh

(qk, i ) ‘

We give a result concerning the dynamics of q and an algorithm of how q 
is updated as new observation Yk+ 1  arrives.

T h e o re m  9.2.5 Write B(Y'k+i) for the diagonal matrix with entries

m  ( j r ^ c ^ Y k + u f j ) ^  •

Then,
qk+i =  AB(Yk+i)qk-

P ro o f: We write 

<?fc+i == E[Ak+iXk+i

=  E k+ 1

J = 1
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The observations Y-s are IID and independent of X  under P.  and AT is a 
Markov chain with transition m atrix A. Thus, 14+ 1  is a martingale increment, 
independent of ^ fc+1, and therefore

771

qk+l = E  [Afc^m /j)(^/fc+i, / j ) )  A X k\^k
j =  1

771 /  TTL \

=  m  Y ,  E  f(Xt , e,->AfclSt] £  c ,;<n+1 , f j )  A *
1=1 \ J =  1 /

m  /  77i \

=  m y , ( E [AfcXfcIy*], a )  ( ^ 2  CP(Yk+1 ’ f j ) )  Ae*
i=i
m

0 = 1

=  m  e*) ( S  ’ f i )  ) Aei- 
0  = 1i=l

If we write B(Vi-+1) for the diagonal m atrix with entries m  ^X^jLi cji(Y fc+i > / j ) )  i 
then we see that qk+l = A B (Yk+i)qk-

9.3 Continuous Observations of a Markov Chain

9.3.1 The Model and its Characteristics

We shall assume continuously valued observations y  of a finite Markov chain 
X  with a discrete time parameter. The formulation of this model will serve 
as basis in the implementation of filtering techniques to the Markovian mean 
reverting level.

The Markov process X  could represent the state of the economy: good, 
average, bad. In our case the observations are the interest rates, which we shall 
take as the returns from T —bills or T —bonds.

Under the real world probability P, the Markov chain X .  has the dynamics

X k+i =  A X k +  14+i •
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Again, we note th a t X  is not observed directly. We suppose tha t there is a 
real valued process y  such that

y k + 1 =  c (X k) + a ( X k)wk+l.

The sequence w i, W2-, • • • , is an IID iV(0,1 ) random  variable. Thus,

P (m  <  «) =  ^

Here we assume th a t there are vectors, c =  (c l 5  • • • , c^)' and a  =  (oq, • • • , an)' 
such that

c(AT) =  (c, X k) and 

cr(Xk) =  (cr, X k), with cr,- >  0 for 1  <  i <  n.

/•/ —C
e 2 dx.

9.3.2 Construction of a Reference Probability

We shall be working under a reference probability P. Under P , we choose X  
to be a Markov chain with transition matrix A.  That is,

X k+l = A X k +  Vk+l

where E[Vk+l |S&] =  0 G R n. Also, under P , the observed values y i , y 2i " '  i 
form a sequence of IID random variables each of which is Ar(0 ,1). This is to 
say that,

P { y k  <  a | S * - i )  =  P ( y k  <  <*) =  —7 =  f  e ~ ^ d x .
V 2 tr 7-oo

The following discussion outlines how to construct the real world proba
bility P from P.

Write 4>(x) := ■ T hat is, X  ~  N {0,1). For / =  1 , 2, • • • , write

1 (<r, Xi-i)4>(yi)
k

A0  =  1  and Ak = A/, k > 1 .
;=i
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D efin ition  9 .3 .1  A probability P is defined by setting 3 7 ? |g =  A*.

L em m a 9.3 .1  Under P the random variables irq, W2, • • • , form a sequence of  
IID Ar(0 , 1 ) random variables where

wk+l := (a:X k)~l (yk+l -  <c,X*».

P roof: Let I  be the  indicator function. Then,

P(wk + 1  <  a\Sk) = E[I(w k + 1  <  a)IS*]-

The General Bayes’ theorem can be employed to get

E[Afc+ 1 /(iy f c + 1  <  a )  |Sfc]
P ( w k + i  <  o:|Sfc) =

E [  Afc+ilSfc]  

E [ X k + i I ( w k+ l  < Q : ) | S f c ]

£ [ A fc+1|S * ]

Consider the denominator:

£ [ A fc+i|Sfc] =  E (a, X k)<p(yk+l)

= r° -  ( c , x k ) ) )  ) d

Write w := (cr, X k)~l (yk+i — (c,Xk)) which is equivalent to d(w)dw =
1 .

Sfc

For the num erator,

E [ X k + l I ( w k + i <  a ) | S & ]  =  E

- L

<!>{(*, X k)~HyM  - ( c , X * » ) „  „  ,

— — I ( Wk +l - a)

' 4> ({< r ,X i , ) - l ( y i + l — (c, X t ) ) )

Xk)<f>(yk+i) 
x4>(yk+1)I(wk+i < a)dyk+l

=  r  <k
J  — OO

w)dw.
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Henceforth,

P ( w k + 1  <  a |S fc )  = f  4>(w)dw =  P(wk+l < 
J — oo

a)

and the result follows.

Now, we aim to estimate X, given the observations under the ’’real world” 
probability P. However, P , is an easier measure to work with. Suppose

p\  =  P[Xk = e ^ k]

=  E [ ( X k , e i ) \ y k]

= E [ I (X k = ei)\))k}

and pk = (pk, ■ ■ ■ ,pk )- Then pk = E [X k |yjt] is the conditional distribution of 
X k given y k (under P). Thus,

E[xk\yk\ = E[Kkx k\yk] 
E[Kk\yk] ’

using Bayes’ theorem.

We write qk := EJAfcXfelVt] f°r Ike unnormalised conditional contribution 
of X k given y k. Note again that e,-) =  1. And therefore,

1 = 1

and

(AfcXfc, &i) y k = E
t '= l

= £[A*|VI*j =  Ŷ {qk,e,)
i=  1

P k  =
Qk

9.3.3 Recursive Filters

We wish to derive the filter for q.
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L em m a  9.3 .2  Write B(yk+1 ) for the diagonal matrix with entries

* ( g r W - < * ) ) _ Theni
vMyk+i)

qk + 1 =  A B (y k+l)qk.

P ro o f: Write

Qk+i =  B[Ak+i X k+i [Vt+i]

= •£,[AjtA/:+1(AXfc + Vfc+i)|V/t+i]
Ak^ ( a , X k) - l (yk+l- ( c , X k)))

(<r, X k)6(yk+i)

E n r T  / v  \ | U 1 ( V k + l  ~  C i ) )  .E{Ak(Xt , e,-> l a t ] ------ ■ -  Aei

(A X k +  V*;+1) y*+i

1 = 1
n

t=l

<ri<f>(yk+i)
H a r l (yk+ 1 -  Cj ) )Ae j  

(Ti<p(yk+1 )
=  AB{yk+i)qk as desired.

The parameters of this model are:

A =  (aji) =  transition matrix, 

c =  (c,-) =  the function (vectors) and

cr =  (cr,) =  the volatility vector.

To estim ate these we need estimates of the following processes: 
k

j ”  = £ < * . - 1 , o
U = 1

=  number of jumps from state r  to state s in time k ;
k

01 =
XL—  1

=  the amount of time X  has spent in state r  up to tim e k ; and
k

n u )  = <=.>/(!/.)
XL—  1

where/(y) =  y or y 2.

127

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Consider the  estim ate J ks =  E [Jls\^k\. General Bayes’ theorem implies
that

j i s =  e [j ?  m
E[Rkj rks\yk]

E [ K M  ‘

It turns out however that there is no recursive expression for

E[AkJ?\\}k].

Consider the vector process

E[Rkrksxk\yk].

E[AkJlsXk\yk] = E[AkJrks{Xk, et-)[y*]
»=i

and _ _
p \  7TSI1 1  1 _ f r sE[Jk |yfc] -  Jk = {q^ 1} .

For any S —adapted process Z, write

Zfc: = E[Zk |yfc] 
o-(ZA) :  =  E[AfcZfc|y fc].

We would like to derive a recursive formula for a { J rsX ) k.

L em m a 9 .3 .3  With B (yk+i) the diagonal matrix with entries 
and a  defined as above we have

<t>(<rfl (yk+ 1  -  Cr))a ( J rsX ) k+l =  A B ( y k+l)* (JrsX ) k + (qk, e r)-
<Tr<t>{yk+ 1 )

P ro o f: W rite cr(JrsX ) k+i = E[Ak+l
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=  E[AkXk+l(J[.s + (Xk,er)(Xk+ues))Xk+l\yk+l]
= E Afc X --- J l s{ A X k +  14+l )

+E

(a, X k)cb(yk+l) 

t  <p{(<7iXk)~l (yk+i -  (c, JAfc)))
Afc-----

^+1

(o-,Xfc)cp(yfc+i) 

x(A4, er) { A X k +  I4+i, es)es Vt+i

1 =  1
(Ti4>{yk+-i)

i ITT A / V  „  \  l U  ( y ^ + l
“I- £? [ A / . ( ^ C k ,  C r )  | y  Arj 77   ̂ Q'sr^-s

o-r4>{yk+i)

t '= l

+(<?fc, er )

<n<p(yk+i)

<}>(<7r l i V k + l  ~ C r ) )

a-r<p(yk+l) “G*sr Cc

=  AJB(i/,+1 ) ^ ( J rsX),- +  (9 , , e r) H ^ + l ~  Cr))
crr<J>{yk+1)

<?r C  c

where B(yk+l) is the m atrix  with terms OEL diagonal as ^e_
sired.

Similar calculations give the following results:

cr(OrX ) k+l = A B { y k+l)a{Or X ) k +  A B ( y k+i)(qk, er)Aer.

*{Tr{f)X)k+l =  AB(yk+l)a(r(f)X)k + (qk,er)‘̂ A ^ - ~ ^ - f ( y k+l)Ae 
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9.3.4 Parameter Estimation

We suppose that { P g ,  9  £ 0 }  is a family of probability measures on a measur
able space ( 0 , 3r), each of which is absolutely continuous with respect to some 
fixed probability measure P 0 . Suppose further that y  C 3 r.

The likelihood function for computing an estimate of 9  based on the infor
m ation given in y  is

L ( 9 ) =  E 0
d P g

d P 0
y

The maximum likelihood estim ate (MLE) of 9  is then

9  £ arg max L { 9 ) .  
eee

The reasoning behind this choice is that the most likely value of 9  is the 
one which maximises this conditional expectation of the density. However, the 
MLE is hard to compute.

The Expectation Maximisation (EM) algorithm is an alternative approxi
mate method. The steps to perform in doing the EM algorithm are the follow
ing:

1. S te p  1 : Set p =  0  and choose 9q.

2. S te p  2 : (E-Step): Set 9 m =  9 P and compute

d P e
Q ( 9 , 9 m) =  E g . log

d P :
y

3. S te p  3: (M-Step): Find 9 p+i  € arg m axQ (0 ,^“).
&€Q

4. S te p  4: Replace p by p +  1  and repeat from Step 2 until some stopping 
criteron is satisfied.

The sequence {0P} gives non-decreasing values of the likelihood function 
to a local maximum of the likelihood function.
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From Jensen’s inequality:

logL(8p+i) — logL(9P) > Q(6p+i,9p).

with equality only when 9p+i = 9P.

The model under current investigation is determined by the param eters

6 := {ay,-, Cf, o"i, 1  <  i , j  < n}.

Further ay,- >  0, X)y=i ai« =   ̂ an<̂  ai >  0- We wish to determine estim ates of 
the afore-mentioned parameters given by a new set

9 =  {dy,-, c,-, <x,-, 1 <  i , j  < n}

which maximises the analogues of the Q functions.

Consider first the parameter ay,-. We recall the form of the change of mea
sure described in the preceeding section. Under Pg, X  is a Markov chain with 
transition m atrix A  =  (ay,-). We wish to introduce a new probability measure 
Pg, under which X  is a Markov chain with transition matrix A = (ay,-). That 
is,

Pg^Xk+i — £j\Xk — e,") dy 

so ay,- >  0 and X2y=i &ji =  1- Define

Ao =  1

=  I I  ( i t ,  ~ ( X i , e a) ( X i - i , e r) \  .
i=i \r,s=i a*r J

In case ay,- =  0, take dy,- =  0 and =  1 . Define Pg by setting

=  A fc.dP,

L e m m a  9 .3 .4  Under Pg X  is a Markov chain with transition matrix A
(dy,-) -
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Proof:

ip r/ v  _ \ i rr  i E q[A.(:+ i (ATfc-i-i, e 5)l^fc]
E s [ ( X M , e , ) \ S k\ = -------£#[At+1|y t]-------

E> [(EUi «•><**. «r>) <->ft+i,=,>|3-t.

Claim:

Ee E : . „ ,  ^ ( X l+l, e , ) ( X k , e r)

Ee
f t yv

E  —  < * * + . .  e . > < X * , e , . )
.r,3=l

=  l .

V  ^ ( ^ + 1 ,e s)(X fc,e r>
• ■» n _

r , s = l

=
r = l  

n  /  n

E ^ p w .>

= E l E ^ - W * )r —1 \ s = l  s r  /  
n

=  E < Jf‘ -^>  = 1-

AT* =  er (AT*, er )

r = l

On the other hand,

Ee

= E e

71 A \

E  —  (X M ,e , ) { X k,er) \  ( X k+i,e ,)
s ,r ,s= l
71

V ^ ( X fc+1,e s)(ATfc,e r)
- OterL r = l

S'*

— ®sr{Afc, er ^.

Consequently,

Pe-(Xfc+i =  es|Xfc =  er) =  ^[(Xfc+x, es)|Ari =  er] =  air.

We therefore see that AT is a Markov chain with transition m atrix A, under

Pi-
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T h e o re m  9 .3 .1  Given the observations up to time k, {t/t , * * ■ ,Uk} and given 
the parameter set 9 =  {ay,-, c,-, cr,-, 1  <  i, j  < n}, the E M  estimates aji are
given by

j ?

O' <r(0% ■

P ro o f: We make an observation that
k  /  n

d p §

d P g =n  E ^ - ê e4
3 k / = 1  \ r , s = l  Sr

Equivalently,

‘°g =  E log ( E  ^

and further

dPa

1=1

k  71

/= 1  r , s = l  
n

=  Y .  Jks log dsr +  R(a)
r ,s =  1

where R(a) is independent of the asr. Hence,

dPt
L { 9 )  =  E g log

d P g y* =  Y  ^ r L°g « Sr +  R(a).
r , s = l

(9.3.1)

We know that

^   ̂CEsr — 1 .
5 = 1

Also,

5 = 1

(9.3.2)
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and therefore
n

] T  j ?  = &k. (9.3.3)
3=1

The optim al estim ate ay,- is the value which maximises the right hand side 
of (9.3.1) subject to (9.3.2).

Suppose A is the Lagrange multiplier. Set

£(d, A) =  ^  log asr + R (a ) +  A (  ^  asr — 1  J .
r ,s = l  \ s = l  )

We differentiate L in ay,- and A and equate the derivatives to 0. This gives
us:

J -  jj? +  A =  0 (9.3.4)
aj{

J 2 & si = l  (9.3.5)
S = 1

From (9.3.3), (9.3.4) and (9.3.5), A =  — Ork and therefore

j£'  _  a ( j v ) k 
aji 0 {  * ( 0 %

and the theorem is proved.

9.3.5 Updates of Parameters

Consider the param eter c =  ( c i , - -  - ,Cn)'  (E lR.n. To change this param eter to 
c =  (ci, • - - , C n ) ' ,  consider the factors

A;+I := -  (c , X ,)2 -  2y l+l ( c , X , )  +  2 y l+l { c , X , ) } ] .
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Write A£ =  fl/L i K  anc  ̂ consider a new measure Pg defined by setting

d P g

Thus,

Further,

dPg 

L{9) =  E

=  A*.
sfc

, d P gLog *
dPg y k

L(9) =  E  2(<7,X,_1>) { ( c , ^ _ ! ) 2 -  <a7^ _ L)"
_/=i

- 2 y z( c , * / - i )  + 2 y / (c,ATf_ 1)} |y fc

2 T,:(j/)cr -  0 [.c2
=  E E

L r = l
2(7?

+  i 2 ( c ) y*

where /2(c) is independent of c. T hat is,

L(9) =  +  R (c)-
r = 1

2(7?

Differentiating L ( 9 )  with respect to Ci and equating to zero, the optimal choice 
for c,-, given the observations t/i, • - - , yk is

Tj{y) = <r(Ti{y))k 
OiCi =

Now, consider the parameters (7 i, 1 <  i  <  n. We shall change the param 
eters (7 =  ( ( 7 i ,  • - • , <7„) to 7 =  ((7 1 , • • • , <7n ) .

We consider the factors

{<T,xt)exp ( - 2(fiict)A yi+i -  (ci X ‘))2)

(a,X[)exp  ( - 2 ( ^ ) 2 (yi+i -  (c,-^))2)

Write Afc =  n f= i X  and define P §  so that

dP±
dPg =  A k-

S*
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Then,

, dPe log *d p , =  E ( - |os ^ x'-‘>° 1=1

- ■2(.a,xl- l r lm " {c' X l ~ l ) f  + R(c ' CT)) ’

where R(c,cr) is independent of 6. Therefore,

E
, dP§ 
log *dP =  E ^ 2  ^ 2 ( - ( X i - U er)logd-r

(.Xl  l>er > ( y 2  _ 2 c ry/ + C2r )
26-2 Vfc) +  -R(c, cr)

—  E
r = l

1
log<5yO[. +  - j s i m v 2) ~  *CrTrk {y) +  c2rOl) +  R(c,a).

Differentiating in <xt- and putting the derivative to 0 , we see that the optimal 
choice for <rt-, given the observations is

. 2 n i  \  2

CTi =
T'k{y2) - 2 c iT'k{y) + 4 0 1  

0%

°{Ti{y2))k -  '2cia{Ti(y))) 
4 0 ' )  k + 4

Note that these results provide not only estimates of the  Markov chain but 
also of the param eters of the model.
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9.4 Applications of Filtering Techniques to a 

Mean Reverting Interest Rate M odel

9.4.1 The Model Revisited

In Chapter 8 , section 8.4, we discussed a Markov model for the m ean reverting 
level of interest rates. In this section, we aim to generate optim al filters for 
the state  of the hidden Markov chain. Auxiliary filters will also be obtained 
to enable parameters of the model to be estim ated using the EM algorithm. 
Then a simulation study will be conducted.

From the previous formulation of this model, we consider an n —state con
tinuous time Markov chain X  = {X^O <  t < T }  that is identical to a  after 
the transform ation of the state space. As before, we choose the s ta te  space for 
X  the set (ei, • • • , en) of unit vectors.

We also write a  =  ( a ,X t) and the vector of probabilities pt = E [X t\.

If A  = {At;0 <  t <  T} is a family of transition intensity matrices as
sociated with the continuous time Markov chain X, pt satisfies the forward 
equation =  A tpt with given initial probability vector p0.

The interest rate r = {rt;0 <  t < T} is described by the SDE

drt =  7  (qj — r t)dt +  pdWt. (9.4.6)

Here, W  = {Wt; 0 < t <  T } is a W iener process independent of a. The 
adjustm ent coefficient 7  and volatility p are positive constants.

The transition intensity m atrix A t governs the dynamics of the reference 
level a  tha t feeds into the interest rate model in (9.4.6).

We define the following filtrations for the processes involved in this model. 
Let 31° be the a —field generated by ru for 0 <  u < t, that is, =  cr{ru; 0 <  u < 
t}. Also, let S° =  cr{Au;0 <  u < t}, T? =  <r{Au, r u;0 <  u <  t}  and we write 
& =  {3^}0 <j<t and S =  {5't}0<£<r and T  =  { T fj-o ^ r  for the corresponding 
right-continuous, augmented filtrations.
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As usual, the  process M  =  {M t; 0 <  t < T} defined by

is an S—martingale under P.

9.4.2 A Change of Measure

It is the intent of this section to obtain filters and estimators required to esti
mate the param eters of the model. To do this, we shall introduce a change of 
measure.

Let P  be a probability measure on under which a  is a finite state
Markov chain with the transition intensity m atrix family A  as before. Further, 
let W  =  {W t = 0 <  t < T}  be a Wiener process, independent of a.

Suppose T =  { r t ; 0 < t < T } i s a  process defined by

Girsanov’s theorem tells us that the process W  is a P —Wiener process, inde
pendent of a.

Under P, X  and r  follow respectively the following dynamics

o “ Vo
where rj p'

Consider a new measure, P, in 3Y such that P  ~  P  and its Radon-Nikodym 
derivative with respect P  is

If we let W  to be a process given by Wq = 0 and

dWt =  p l [drt — 7 ( (X t ,a )  — r t)dt\,

and
drt = 7  (q£ — rt)dt +  pdWt.

13S
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The change of measure facilitates easier calculations in th e  sense that under P 
the observable process r  is a  Wiener process.

P which is the ”real world” measure is a different measure. However, we 
can use a version of Bayes’ theorem to convert calculations made under one 
measure into a corresponding quantity calculated under the other measure.

9.4.3 Calculation of Filters

Suppose we have an U—adapted process given by ip = {ipt;0 < t < T}.

Let ip =  {xpt‘, 0 < t < T }  for the R —optional projection of the process ip. 

Under P, we have tpt =  E[ipt \Rt] P —a.s.

D efin ition  9 .4 .1  The R —optional projection process ip in the preceding dis
cussion is called the f i l te r  of  ip.

Denote by cr{ip) =  {a(ipt)-,Q < t < T}  the R —optional projection of the 
process ipF under the measure P.

From Theorem 2.3.2 of Elliott, Aggoun and Moore [36] we have

=  (P.a.s.).
o - ( l )

Now let the process J  =  {Jp, 0 <  t <  T } be described by

Ji =  Jo +  I E,udu +
Jo

where if and 8 are 3r—predictable, square integrable process; and (3 is an 
5r—predictable, square integrable, n —dimensional vector process.

With the Markov process X t =  A'o +  A X udu +  M t and Ito’s Rule for 
semimartingales the process J tX t has dynamics

X u- ( 0 u,d M u) +  f  8uX u_dWu 
Jo

-f- f  Ju- A uX udu -|- f  J û d M u -f~ J2 </?«, A X U) A X U.
J°  0<u<t
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Jo Jo

f  {Pu- dMu) +  f  5udWu, 
Jo Jo
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Let (a,ji)u be the j .  ith  element of the m atrix Au.

We shall derive the filter of J tX t-

T h e o re m  9 .4 .1  The recursive equation for  the evolution o fcr (JX )  is given by

a (J tX t) =  <t(J0 X o )+  f  a(^uX u- ) d u +  [  A ucr(Ju- X u)du
Jo Jo

71 r l
+  5 2  “  P'uX u - ) i  et- ) (aJt) ud u ( e y  -  e t )

i,j—l

+ 1 p~l (r}Bucr(Ju- X u) + cr{pXu- ) ) d r u 
Jo

for  0  <  f <  T, where Bu is the n x n diagonal matrix with (Ba)u =  a,- — ru. 

P ro o f: See Theorem  8.3.2 of Elliott, Aggoun and Moore [36].

E x a m p le  9 .4 .1  Suppose if, (3 and 5 are all zero and we take J t = Jo =  1. 
Then,

cr(Xt) = E[Xq] +  f  A ua ( X u)du +  f  p~lr)Bucr(Xu)dru.
Jo Jo

W ith 1  =  ( 1 , - - • , 1 ) and (X t , 1) =  1, we see that the recursive equation of the 
filter for X t has the form

* { X t)
E [X t \%\ =

(a{X t) , i y

Define S\3 :=num ber of jum ps th a t the process X  makes from sta te  et- to 
ey in the interval [0 ,£] and hence,

= f  (Au_, efjajidu +  f  (X u- ,e i ) ( e j ,d M u). (9.4.7)
Jo Jo

The unnormalised filter for 5*/ is given by

<rffi) = W { J ? X t)11) 
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and the normalised filter for S'1 is given by

(«■(**),!>

C o ro lla ry  9 .4 .1  The recursive algorithm for the process a{2\3 X t) is

c r f f iX t )  = [  aj i(a(Xu),ei)ejdu + f  Acr(3uXu)du
Jo Jo

+  f  p~lT]Bu<T(3^Xu)dru. (9.<
Jo

P roo f: First note that (X u- ,e{ )X u-  =  (Xu_,e,-)e,- and therefore

71

^  ] ((PuXu— 5 (d^X-a— )i £k)Q-ik{,£i — ({Xu—i et)ex-, et-)ojt’(ej
fc,r=i

— (X u—,

Then take J t =  2]3• Jo = 0,

-  et)

f  u — (X  u , c j y ci j  i , fu — 0 , and

— ( X u — . 6 ;'} Cj

and the result follows.

Now, define the process 01 by

0 \ : =  f  (X u,e{)di 
Jo

lu

=  am ount of time the process X  stays at state  i up to tim e t

= f  (X u,ei)du. (9.^
J o

The unnormalised filter for 0  is given by

<7(0i) =  < a ( 0 j x t) , l >
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and the filter for 0 ' is given by

£ [ 0 ;|K t] = "(o ;)

C o ro lla ry  9 .4 .2  The recursive algorithm for the process a ( 0 \ X t) is given by

a ( 0 \ X t) = P(<r{Xu),ei
Jo

+  f  p~lr]Bucr{OluX u)dru.
Jo

P roo f: Observe that (X u,e i )X u =  (Xu,e t-)et- then apply Theorem 9.4.1 by 
taking

J t =  0 Jo = 0 , f u = (X u, e,-) and (3U =  6U =  0.

The result follows.

Define the process := f * ( X u, e,-)dru.

Using the dynamics of r u as a mean reverting process and the fact that 
(X u,e , jX u = ( X u,ei)e{, we have

u + P  p(XUJei)dWu. (9.4.10)
Jo

As usual, the unnormalised filter for 30 is given by

X', = J  7 (“ i - ru) (X u, cf)d

)eidu +  f  Acr(QluX u)du 
Jo

a(0q) = (a{0C\Xt) , l )

and the normalised filter for 30 is given by

1 )
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C orollary  9 .4 .3  The recursive algorithm fo r  the process a ( X \ X t) is given by

a{JCtX t) =  f  'y(ai — ru)(o-(Xu) ,e i)eid u +  f  Acr(3CuX u)du 
Jo Jo

+ f  ( p - ' y B M X i X u )  + ( a (X u) ,ei)ei)dru 
Jo

P ro o f: Apply Theorem  9.4.1 with

J t =  3CJ, Jo =  0, =  7 («i -  ru)(Xu, e,-)

Pu = r}(Xu, e,) and  (3U = 0 

and the above result is obtained.

Now, consider the process 3\ defined by

3]= [  ru( X u ,ei)du. 
Jo

Again, the unnormalised filter for T is given by

<r(3 j) =  1>

and the normalised filter for J* is given by

c-p;)

C o ro lla ry  9 .4 .4  The recursive algorithm for  the process o(3‘tX t) is given by

cr{3\Xt ) =  f  ru(cr(Xu),ei)eidu + f  Acr(3luX u)du
Jo Jo

+ [  P~lVBucr(3iuX u)dru.
Jo

P ro o f: The result also follows from Theorem  (9.4.1) by taking

J t =  J‘t , Y0 =  0, =  ru( X u, et ), and (Ju = 5U =  0.
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9.4.4 Parameter Estimation of the Model

VVe wish to estim ate the  transition intensity m atrix A  = A t which is con
stant and unknown and the vector a , the reference level values which are also 
unknown.

Since, the process r  can be observed up to tim e t, vve can use Expectation 
Maximisation (EM) algorithm  to estimate the said unknown parameters.

Write

6 : =  set of parameters

=  {a,-;, a,-; 1  <  i , j  <  n}.

As a preliminary, an initial guess 90 for the param eter set is chosen. Then 
the EM algorithm is applied to obtain the first estim ate 9\ of the parameters. 
We repeat this procedure iteratively and hence generate a sequence of estimates 

z+- We note th a t in each iteration, there are two steps involved.

F irst S tep : E x p e c ta t io n

Start with 6k, the k —th iteration of the estim ated parameters. Write

9 =  set of possible parameter values 

Pjj = probability measure induced by the values 9 on 

Ek =  expectation under the measure Pek-

Under this Expectation Step, our objective is to calculate the quantity

Q{9- ek) :=  E k

S econd  Step: M a x im isa tio n

, I dPBlo g ' *dPtBk
%

This requires the m aximisation of the quantity  Q(9,9k) with respect to 9 
to obtain a new estim ate 9k+1 -

Through this procedure, the EM algorithm ostensibly maximises itera
tively the likelihood th a t the estimated param eters are indeed the true under
lying parameters.
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L em m a  9 .4 .1  The k  +  1—parameter set estimate

&k+l — j i 1 ^  T-',3 —

generated, by the E M  algorithm is given by

<r(3Y) J
«fc+ij.- -  and a k+ui -

P ro o f: We invoke Girsanov’s theorem and Theorem T3 from Chapter 4 of 
Bremaud [9] to find the expression for -jpjj-, where

0 =  {d,-j, 6ti 1  < i , j  <  n} and

0n — ock ẑ 1  ^  z, j  ^  nj'

are two possible sets.

Now,

dP-Q
dPtBk

=  exp J  rjp l {Xu . ,a— a k)dru - ) ^ J  r]2{ ( ( X u, a) -  ru)

- ( ( X u, a k) -  ru )2 jcfiz]

x n “ p [ / los t e )  ̂
't

I  (aj i  a k, j i ) { X u , e{)du  
Jo

(9.4.11)

where a  =  ( a l 5  a 2, • - • , Qn) and a k = (ak^ , a k<2, • • • , a k,n ) 

First, we observe that

 ̂j &ijXu.et~).
t=i
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Therefore,

log dPs
dP,3k

%

y , r\p lociEk /  (X u,ei)dru 
«=1

J ^ { { X u,a ) 2 - 2 r u(X u,a))d; %

-  djiEk +  £(**), (9.4.12)J  (X u,ei)du

where R(9k) is independent of 0. Equation (9.4.12) can be further simplified 
using the fact that

< x „ ,a > 2  =  £ ; 5 ? < x „ ,ei>.
i=l

Thus,

n r r l
Q(9,9k) =  r)p~lOLiEk /  (X u,ei)dru 

i= i L4o

1 = 1  “ ‘-./o
"  r  r l

+ 'Y^rj2ctiEk /  ru(X u,ei)du
i=l ‘- • / 0

%

%

%

+ J2 I log(aji)£*[3?i3i.
»t

(X u, 6i)du % + R(9k) (9.4.13)

Then, we maximise Q(9,9k) with respect to 9. To do this, we equate the 
partial derivatives with respect to aji and d,- of Equation (9.4.13) to zero.

The calculation shows that the next set of parameters 

9k+x =  {afc+lt,j, a fc+i,,-, 1 <  i , j  < n}
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generated by the EM algorithm  is given by

ak+lJi =  E k[d\j \Rt\ Ek f  (X u,ei)du\3lt 
Jo

- l

and

=

But,

7  l Ek f J ( X u, e{)dru\% + Ek Jq t*u( X u, e{)du %

E k Jq (Xu, e{)du\%

Ek[dis \%] = * ( 3 Y )

W X t ) , l )
and

Ek [f. J o
(X u, e{)du % = Ek[0\\%) = *(Oi)

(cr(Xt) , l ) '
Thus, (9.4.14) reduces to  

Furthermore,

ak+ hJl —
*(37)
a(Ot)

Ek [ J \ x u,e{)dru % = Ek[X]\%] =

E k | j f  * r u( X u, ei)du =  Ek[Tt \%\ = 

Hence, Equation (9.4.15) becomes

( * ( Xt ) , l )

*Pl)
(cr(X£),l)

_ 7 ~I^( 3 C;) +  0 r(j»-) 
h+l,t <t(0 ‘)

(9.4.14)

(9.4.15)

T h e C ase o f E x te n d e d  P aram eters

Suppose we extend the parameter estimation th a t includes the speed of
adjustment 7 . The estim ate  a^-, 1 <  i , j  < n is the same. However, if we wish
to include 7  as a param eter to be as well estimated, the  estim ation procedure

dP~will yield a different ,a9-. We shall see this later.
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L e m m a  9.4.2 The new estimate fo r  7 is given by

C
lk+i =  -Q where

r t  71 ‘Tt'T/'i

c  = f  r udru - Y A r ^
Jo tr OJ

and
D =  f  rl du

O', Jo

The new estimate for  a,- z’s

Pk+yK't +  
0 {

P ro o f: Including 7  as a param eter that vve wish to estim ate would lead 
(9.4.11) take a different form. In this case, our param eter sets are now

9 = {7 , dt-j, a,-.; 1 < i . j  <  n} and

0 *.- =  {7 fc, ak,iji&k,r, 1  <  i , j  <  n} and

dPB
dPt

=  exp
ek

[  {lP 2((Xu,a) — ru) 
Jo

—lkp~2{{Xu, otk) -  ru))dru

JQ ip?P~2((Xu,a) - r u) 2

- l i p  2( (X u, a k) - r u)2)du x Z2 i, (9.4.16)

where a  =  {c*!, or2, •••, cek}, ctk =  {afcti, a k,2, •••, c*Ar,n} and ith is a term  that is 
independent of 7  and a .
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where again R i  is independent of both 7  and a . 

Equation (9.4.17) could be written further as

Q(Q,Ok)p2 =  7  y ;  OLjX\ -  /  rudru

. 1 = 1  1 = 1

In (9.4.18), we utilise the notation ^  as shorthand for the 01—optional 
projection of the process under the measure Pgk. We also employ the notation 
for the processes 0 l , 0C‘ and O'.

We maximise Q using (9.4.18) by equating the partial derivatives of Q with 
respect to a,- and 7  to 0. After simplification, the new estimate for 7  is given
by

C
lk+l j-y ,

where
n

and
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On the other hand, the new estimate for a,- is

_ Trfc+i“̂ 't "h 31,i — ------ --------- -
oj

9.5 Application of the Self Calibrating Model

9.5.1 The Data and Estimation Procedure

In this section, we implement the theory and filtering techniques in the previous 
discussion for the Markovian mean reverting interest rate model. We analyse 
a data set consisting of 198 monthly observations on the yields of 3-month 
Canadian Treasury bills, 2-year and 10-year Canadian bonds. The sample 
period ran from June 1982 to December 1998. The data were compiled by the 
Bank of Canada, Department of Monetary and Financial Analysis. For further 
details on how the data  were gathered and other related information, refer to 
Appendix D.

Parameter estimates were updated using the formulas of the previous sec
tion as soon as a new interest rate arrives.

We let n, the size of the state space of the Markov chain X , equal three; 
dt, the time step between observations be and the m aturities of the various 
securities be 2  and 1 0 .

9.5.2 The Choice of n

In the estimation procedure proposed above, param eter n, which represents 
the size of the state space of the Markov chain, is the only parameter which 
is not estimated. Rather, a value is assigned to n. In this application, we let 
n =  3.
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T he determination of the optim al value of n, for a particular da ta  set, is 
an im portant problem which has been considered in the literature. Although 
this problem cannot be resolved using the likelihood ratio test, a number of 
proposals have been advanced to address it, see [61] p. 698-699.

We do not explore this issue further, other than to say that a comparison of 
results obtained can be made when n is assigned different values. However, it is 
interesting to note that in the regime-switching model, discussed in Hamilton, 
[60] and  [61], in which the state or regime of a time series process is modelled 
as a Markov chain, a state space of size two is typically assumed.

T he assignment of 3 states, is justified by our choice of designating the 
states of an economy either in a bad, medium or good situation.

9.5.3 Yield Estimation

At the  end of each iteration through the data  and with filters com puted for 
each security, we shall calculate the yields based on the updated parameters. 
Figures 9.1, 9.2 and 9.3 show these results for the three securities considered.

9.5.4 The Unit Root Test

Macroeconomists have become aware of a new set of econometric difficulties 
that arise when one or more variables of interest may have unit roots in their 
tim e series representations. Standard asym ptotic distribution theory often does 
not apply to regressions involving such variables, and the inference can go 
seriously astray if this is ignored. We are guided by this fact and any regression 
analysis, therefore, to be performed on the actual yields versus the estim ated 
yields can only proceed after an evidence of stationarity of both series.

We shall use the standard Dickey-Fuller tests to detect nonstationarity. 
This approach uses formal statistical tests for unit roots. In carrying out these 
tests, we consider three autoregressive (AR) models. The first model is an
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Figure 9.1 Average Returns on 3-month T-bill
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Fi gu re  9.2 A v e r a g e  R e t u rn s  on 2 -year  b o nd
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Figure 9.4: Residual Plot for 3-month T-bill returns
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AR(1) process with no intercept (no constant). T hat is,

yt =  a y t- i  + e£, (9.5.19)

where e£ is white noise. VVe would like to test the hypothesis

Ho : a = 1  (model has a unit root, therefore nonstationary)

versus

Hi : a  <  1  (model is stationary).

Model (9.5.19) is equivalent to

A y t =  lUt-i  +  et (9.5.20)

where 7  =  a — 1 .

The equivalent hypothesis test is now

Ho : 7  =  0 (model has a unit root, therefore nonstationary)

versus

Hi : 7  < 0 (model is stationary).

The result suggests running an OLS regression on Equation (9.5.20) and
rejecting the null hypothesis if a significant negative values is found for 7 .
Under the null hypothesis this reduces to Ayt =  et. So y t is a random walk 
without drift and nonstationary.

The second model that we shall consider is an AR(1) model with a constant 
involved. That is,

A y t = b + j y t- i  + et. (9.5.21)

This has the same null and alternative hypothesis of the first model described 
in (9.5.19). When the null is true, Equation (9.5.21) reduces to A yt =  b + et so
that yt is a random walk with, drift and thus nonstationary. The third model
incorporates a constant and a tim e trend. Thus.

A yt = b +  7 yt- i  +  & +  et. (9.5.22)

156

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Table 9.1: Asymptotic critical values for unit root tests

Test statistic 1% 2.5% 5% 10%
"T[ic -2.56 -2.23 -L.94 -1.62
Tc -3.43 -3.12 -2.86 -2.57
Tct -3.96 -3.66 -3.4 L -3.13

Adapted from  Econometric Methods^ by J . Johnston and J . DiNardo. The McGraw-Hill Companies, 
Inc., edition, 1997.

Hence, there are three possible test regressions. Each has A y  as the  regres- 
sand. In Equation (9.5.20) the only regressor is lagged y, in equation (9.5.21) 
a constant is included in the regressors and in Equation (9.5.22) there is a 
constant and a tim e trend in addition to lagged y.

We denote the three possible test statistics, , by rnc, rc, or rc£ ac
cording to whether they come from Equation (9.5.20), Equation (9.5.21) or 
Equation (9.5.22). The relevant rows of Table 9.1 are indicated by these sym
bols.

For each of the above AR models we obtain estimates for 7  and  s.e .( 7 ) 
derived from OLS.

The above results and analysis appear tha t we fail to reject the  null hy
pothesis at 5% confidence level. In other words, given the Dickey-Fuller test 
applied to our series each consisting of 186 data  points, there exist unit roots 
in each series. However, failure to reject a null hypothesis justifies a t best only 
a cautious and provisional acceptance. We have to realise that low power in 
statistical tests is an often unavoidable fact of life with which one m ust live 
and not expect to be able to make definitive pronouncement.

Schwert (1987), Lo and MacKinlay (1989), Blough (1988) and others have 
documented that tests for unit roots or trend stationarity can have low power 
against some specific alternatives. Essentially, they show that tests for a unit 
root have low power in finite samples against the local alternative of a root
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Table 9.2: Estimates of 7  and s.e.( 7 ) for each actual and estim ated T-bills and 
T-bonds data series

Yield Data M odel 1 M odel 2 M odel 3
Actual 3-month T-bill returns -0.00481

(0.00494)
-0.01744
(0.01463)

-0.04300
(0.25300)

Estimated 3-month T-bill returns -0.00507 
(0.0052 L)

-0.01926
(0.01548)

-0.04800
(0.22000)

Actual 2-year T-bond returns -0.00447
(0.00431)

-0.02014
(0.01620)

-0.03100
(0.23800)

Estimated 2-year T-bond returns -0.00451
(0.00474)

-0.02480
(0.01791)

-0.0300
(0.21700)

Actual 10-year T-bond returns -0.00408
(0.00292)

-0.01300
(0.01462)

-0.0250
(0.20500)

Estimated 10-year T-bond returns -0.00339
(0.00314)

-0.01424
(0.01586)

-0.0230
(0.20100)

Note: The numbers inside the parenthesis denote the standard error o f  the estimates.

Table 9.3: Estimated Values of Test Statistics for A Given Actual and Esti
mated Returns on T-Bills and T-Bonds

Ac A Ar Decision

Actual 3-month T-biU returns -0.97229 -1.19073 -0.16996 Accept Ho at 5% 
confidence level

Estimated 3-month T-bill returns -0.97224 -1.24419 -0.21818 Accept Ho at 5% 
confidence level

Actual 2-year T-bond returns -1.03760 -1.24313 -0.13025 Accept Ho at 5% 
confidence level

Estimated 2-year T-bond returns -0.95148 -1.38509 -0.13825 Accept Ho at 5% 
confidence level

Actual 10-year T-bond returns -1.39249 -0.88938 -0.12195 Accept Ho at 5% 
confidence level

Estimated 10-year T-bond returns -1.07927 -0.89814 -0.11443 Accept Ho at 5% 
confidence level
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close to but below unity.

Campbell and Perron [1 2 ] also pointed out the problem with the pro
cedure tha t in finite samples, unit roots and stationary processes cannot be 
distinguished. For any unit root process, there are “arbitrarily close” station
ary processes and vice versa. Conversely, take a stationary process and add 
to it a random walk with tiny innovation variance. T hat’s a “close” unit root 
process. J.H . Cochrane [18] argued in the same spirit. Any test where a con
tinuous param eter 9 is equal to some value 9q has arbitrarily low power against 
alternatives 9q — e in finite samples. However, in most cases, the  difference be
tween 9q and 9q — e is not particularly im portant, from either a statistical or an 
economic perspective. W hat makes the unit root special is the impression that 
im portant statistical and economic issues hang on the difference between a root 
of precisely 1  and a root of 1  — e or between a random walk w ith component 
variance precisely 0  and a random walk component with innovation variance e, 
in a way that say, an elasticity of demand of - 1 . 0  is not im portantly different 
from an elasticity of -0.99.

Empirical evidence shows tha t many or most aggregate economic time 
series contain a unit root, [28]. However, it is important to note tha t in this 
empirical work the unit root is the null hypothesis to be tested, and the way 
in which classical testing is carried out ensures that the null hypothesis is 
accepted unless there is strong evidence against it. An explanation therefore 
for the common failure to reject a unit root is simply that most economic 
tim e series are not informative about whether or not there is a  unit root, or 
equivalently, the standard unit root tests are not very powerful against relevant 
alternatives.

A study of Rudebusch [106] shows that U.S. data on real GNP, which fails 
to reject the unit root hypothesis, also fails to reject a stationary hypothesis 
when the latter is set up as the null hypothesis. Several studies, [28], [98] and
[30] suggest that, in trying to decide by classical methods whether economic 
data  are stationary or integrated it would be useful to perform tests of the 
null hypothesis of stationarity as well as tests of the null hypothesis of a unit 
root. In light of the argument tha t the Dickey-Fuller statistics have low power
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in finite samples, we also look at the hypothesis wherein the null hypothesis is 
stationarity.

9.5.5 The Null Hypothesis of Stationarity

We shall use the results derived in the paper entitled “Testing the hypothesis of 
stationarity against the alternative of a unit root,” by D. Kwiatkowski, P.C.B. 
Phillips, P. Schmidt and Y. Shin [82], to test the null hypothesis of stationarity. 
The authors basically propose a test of the null hypothesis that an observable 
series is stationary around a deterministic trend. Their assumption is that 
the series is expressed as the sum of determ inistic trend, random walk and 
stationary error. The test is the Lagrange M ultiplier (LM) or the Rao score 
test of the hypothesis tha t the random walk has zero variance. The asym ptotic 
distribution of the statistic is derived under the null and under the alternative 
that the series is difference-stationary.

The one-sided LM statistic for the stationarity  hypothesis was derived as 
a special case of the statistic developed by Nabeya and Tanaka, [91]. Let 
et, t =  1,2, • • • , T, be the residuals from the regression of y on an intercept 
and the tim e trend. Let cr\ be the estim ate of the error variance from this 
regression (the sum of the squared residuals, divided by T  — 2). Define the 
partial sum process of the residuals:

t

S t = ^ 2  eii * =  1 , 2 , • - • ,T .
i = i

Then the LM statistic  is

LM =  £  Sf /a- l
t=  1

Furthermore, in the event that we wish to test the null hypothesis of level 
stationarity instead of trend stationarity, we simply define et as the residual 
from the regression of y  on an intercept only, tha t is, et =  yt — y , instead of as 
above, and the rest of the construction of the test statistc  is unaltered. The test 
is an upper tail test. For the test of both level-stationary and trend-stationary
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hypotheses, the denominator of the LM statistic is <x2, which converges in 
probability to a 2. However, when errors are no longer IID, the appropriate 
denominator of the test statistic  is an estimate of cr2  instead of cr2. To establish 
this, consider the numerator of the test statistic normalised by (T —2 )-2. That 
is,

r\ =  ( T - 2 ) - 2 ^ S , 2. (9.5.23)

This has an asym ptotic distribution equal to cr2  times the functional of a 
Brownian bridge. Let 7 7^ be defined as in (9.5.23), with subscript y  indicating 
that we have extracted a mean but not a trend from y. This implies that

rjfj, -+ cr2 f  V (r)2dr.
Jo

Here, V(r) is a standard Brownian bridge: V(r) =  W (r ) —r\V (  1), where W (r ) 
is a Wiener process. The above convergence signifies weak convergence of the 
associated probability measures.

We divide 77^ by a consistent estimator of a2 to get the test statistic that 
we shall actually use. The test statistic, therefore, is

^  =  ^ 7 , =  (r - 2 ; r 2 ] [ > ? A 2 m -

The estimator s2(l) is of the form
T  1 T

s2(l) = T - l ^ e 2 + 2T~l J 2 ^ n  Y 1
7=1 s = l  £ = s+ l

Here, w(s, I) is an optional weighting function that corresponds to the choice 
of a spectral window. We shall use the Bartlett windows io(s,/) =  1 —

The trend-stationary case is similar to that of the level-stationary. We 
let ijt be defined as in (9.5.23), where the subscript r  indicates that we have 
extracted a mean and a trend from y, and serves to distinguish the trend- 
stationary case from the level-stationary case. The authors showed that its 
asymptotic distribution is given by

t]t —̂ cr2  f  V2{r)2dr.
Jo
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Table 9.4: Upper critical values for 77M and r\T

Upper tail percentiles o f the distribution o f  £  V (r )2 dr

Critical level 0.10 0.05 0.025 0 .0 1
Critical value 0.347 0.463 0.574 0.739

Upper tail percentiles o f the distribution o f  j K2(r )2dr

Critical level 0.10 0.05 0.025 0 .0 1
Critical value 0.119 0.146 0.176 0.216

Here I4(r) is the second level Brownian bridge. Further,

Vt -+ [  V2{r)dr. 
Jo

Table 9.4 exhibits the upper critical values for the test statistics fj^ and fjT.

We apply the above results and generate Table 9.5. All decisions are based 
on a 5% confidence level.

The above analysis shows that we cannot reject either the unit root hy
pothesis or the trend stationary hypothesis, and it is not clear what to con- 
lude. The data are not sufficiently informative to distingush between these 
hypotheses. Presumably other alternatives, such as fractional integration or 
stationarity around a nonlinear trend (which is a reminiscent behaviour for 
interest rates with mean reverting properties) could be considered. In fact, 
Sims (1989), Campbell and Perron emphasized the fact tha t the unit roots are 
indistinguishable from nonlinear trends.
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Table 9.5: Estim ated test statistics for and rjT with truncation param eters 
1 = 4 and / =  S

% A Decision

Actual 3-month T-bill returns 2.95356E-05
2.95343E-05

2.95400E-05
2.95432E-05

Accept Ho at 5% 
level

Estimated 3-month T-bill returns 2.95356E-05
2.95344E-05

2.95400E-05 
2.95435E-05

Accept Ho at 5% 
level

Actual 2-year T-bond returns 2.95347E-05
2.95325E-05

2.95418E-05 
2.95467E-05

Accept Ho at 5% 
level

Estimated 2-year T-bond returns 2.95352E-05
2.95336E-05

2.95432E-05
2.95495E-05

Accept Ho at 5% 
level

Actual 10-year T-bond returns 2.95391E-05 
2.95413E-05

2.95472E-05
2.95576E-05

Accept H0 at 5% 
level

Estimated 10-year T-bond returns 2.95343E-05 
2.95317E-05

2.95341 E-05 
2.95314E-05

Accept Ho at 5% 
level

Note: Numbers above are for lag 1=4 and numbers below are for lag 1=8.

9.5.6 Regression Analysis

In [12], J.H . Cochrane commented that so long as one does not get too creative 
with breaking trends and structural shifts, any test will show tha t interest 
rates have unit roots, and lag selection procedures indicates near random walk 
structure. The model does quite well for one-step ahead forecasting. Yet, 
interest rates are almost certainly stationary in levels. To quote Cochrane, 
“Interest rates were about 6 % in ancient Babylon; they are about 6 % now.” The 
chances of a process with a random walk component displaying this behaviour 
are infinitesimal. One way to make this argument more formal, as pointed out 
by Stan Fischer [1 2 ] is to calculate

Y3(17*2 0 0 01 < 100%|r4ooosc =  6%).

This probability is infinitesimal if interest rates are or contain a random walk; 
it is near one if interest rates are an A R ( 1 ) with coefficient 0.99

We then propose to perform regression on the assumption that our da ta  on
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the T-bills and T-bond returns are stationary in levels following the method
ology of Pearson and Sun, [96]. We regress actual yields on estim ated yields, 
using the model:

Actual Yields =  a +  (3 * Estim ated Yield +  e

The regression results obtained were assessed on the basis of the following 
criteria proposed by Fama and Gibbons, [51]:

1 . conditional unbiasedness, that is, an intercept, a , close to zero, and a 
regression coefficient, /?, close to one;

2 . serially uncorrelated residuals; and

3. a low residual standard error.

Table 9.6 reports these regression results.

9.5.7 Results and Analysis

For each of the securities, we can conclude that the intercept is zero and the 
slope is one. Based on Table 9.6 and on the basis of the Durbin-Watson test 
and the plot of residuals, we can also conclude that the residuals do not display 
first-order serial correlations. In the filtering procedure, the algorithm starts to 
stabilize after 5 tim e periods. This means that the algorithm learns to adapt 
quickly to a given dynamics of the process we are trying to model.

In principle the techniques used in this chapter can be applied to finan
cial time series such as yield rates. We based this conclusion on the criteria 
mentioned above. The interest model is characterised by a finite state Markov 
chain in combination with a conditionally Gaussian observation process. W ith 
this, it is straightforward to compute bond prices and other interest rate deriva
tives as solutions of the corresponding integro-differential equations which is 
another area of further research.
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Table 9.6: Regression of actual yields on estim ated yields for 3 -month. T-bills, 
2 -year and 1 0 -year bonds

P aram eter
T erm  to M aturity o f  Security

3 -month 2-year I0-year

a
0 .133759605  

(0 .127169909)
0.181577777
(0.14747549)

0 .088858565
(0 .01492704)

P
0.97849351

(0 .014935499)
0.973449048

(0.016878195)
0 .987562393

(0 .014926704)

R-Squared 0.958893383 0.94758432 0.959660174

Durbin-Watson 
D statistic

2 .003373533 L 9 0 6 0 14747 1.805502099
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C hapter 10  

C on clu d in g  R em arks

W ith the attem pt of central banks to develop a set of indicators derived from  
government bond prices that could be used to guide monetary policy and along 
with the rapid growth in interest rate derivatives, the demand for a “good” te rm  
structure model has become the major task of both  academics and p ractition
ers. A “good” term  structure model needs to be able to accomplish two m ajo r 
missions.

First, it needs to be able to fit the current m arket data. It is in this light 
that we carried out the implementation of a model via filtering. Em pirical 
evidence in forecasting and modelling yield curve favours the use of filtering 
techniques over the tim e series analysis methodology because the param eters 
obtained by the former method are optimal and in turn, could capture new 
information efficiently as they arrive. See, for example [15] and [7].

Second, it needs to be able to reflect fundamental economic conditions. 
Afterall, interest rates are not exogenous financial variables and should be 
determined within the economy. This is the prim ary reason why a survey of 
related theory in economics and finance were presented. The comprehensive re
view aims to give an outline of the economic forces affecting the term  struc tu re  
of interest rates and the interaction of these forces.

In the course of this study, we derive the forward rate dynamics s ta rtin g
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with a model described by its short rate. This enables us to determ ine the 
information structure inherent in the bond prices.

Several single-factor models were presented and studied. Two-factor mod
els were also investigated.

The drawback about single-factor models is that they are oversimplified 
to perfectly fit the m arket data, no m atter how one changes the combination 
of parameters. Then, why should we believe that prices calculated by these 
models should reflect the “right” price? The answer is no, we don’t. All of 
these are just approximations. In fact, theoretical models are seldom used in 
pricing contingent claims. If this is so, then why do we study them here?

The answer is hedging. We know that in finance, we do not question 
market prices because they are determined by sm artest people, the traders and 
portfolio managers. Again trusting the market prices is all th a t we can do and 
we rely on this as this is all the essence of Efficient Market Hypothesis. Models 
should be able to m atch these market prices. Parameters in the models are set 
so that they produce market prices. Once the market prices are m atched, we 
look at the models and ask what hedge ratios these models tell us.

If a model, even though simple enough, can capture the most im portant 
characteristics of the underlying risks, hedges suggested by the model will be 
robust and reliable. If a  model does not have a closed-form solution, then the 
hedge ratio needs to be computed numerically. Sometimes this is slow and 
may not be good enough for traders. That is why closed-form solutions are 
important, not because they are elegant, but because they are fast.

In term  structure modelling, empirical evidence showed that single-factor 
models do not really fit the yield curve. The empirical studies that show 
one-factor models cannot fit the yield curve are Chen and Scott (1993) and 
Pearson and Sun (1990) for maximum likelihood; Heston (1989) and Gibbons 
and Ramaswamy (1993) for generalised method of moments; L itterm an and 
Scheinkman (1991) for factor analysis.

Research since then  has been on developing a term  structure model tha t 
can well describe the curvature of the observed term  structure. There are two
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approaches, one is to add some flexibility in the model so that fitting curves 
becomes no problem. Ho and Lee (1986), Hull and W hite (1990) and Heath, 
Jarrow and Morton (1992) follow this approach. Another approach is to allow 
more than one state variable for the term structure. This approach is used by 
Langtieg (1980), Chen and Scott (1992) and Longstaff and Schwartz (1992). 
This should create more flexibility and should improve the fitting.

We were guided by this approach in considering two-factor models where 
the fundamental characteristics of mean reversion is incorporated.

Having therefore justified the validity of this research pursuit in reference 
to the theoretical point of view and applicability considerations of the industry 
sector, we identify the valuable contributions embodied in this study.

10.1 Main Contributions

1 . D ev e lo p m en t o f a  m o d e l w ith  a  M ark o v ian  m e a n  rev e rs io n  level.
This model blends continuous and discrete processes. The model is a Va- 
sicek model and the mean reverting level is described by the semimart- 
ingle form of a Markov chain. A closed-form solution for the bond price 
is obtained involving a fundamental matrix. This model could serve as a 
model for the logarithm of an asset price, or in our case, an interest rate 
where a central bank or regulatory board provides a reference rate that 
changes from tim e to tim e.

2. Im p le m e n ta tio n  o f th e  m o d e l d e sc rib ed  in  th e  p rec ed in g  p a ra 
g ra p h  u sing  H M M  a n d  filte rin g  te c h n iq u e s . We derived a finite 
dimensional filter for the unobservable state of the  Markov chain based 
on observations of the m ean reverting diffusion process. Various auxil
iary filters are developed tha t allow us to estim ate the parameters of the 
Markov chain.

The filtering methods we used to perform the empirical test of the model 
provide a continual, recursive update of optim al estim ates in contrast 
to the static model-fitting of maximum likelihood. The application of
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Hidden Markov filtering and estimation techniques appears new and 
makes use of the results generated by Elliott, Aggoun and Moore, see
[36]. Further, we do not need to specify a priori the dynamics of the 
mean-reversion level, other than to say it is Markov chain.

3. F o rm u la tio n  o f th e  m a th e m a tic a l fram ew o rk  fo r  th e  n -fac to r 
G aussian  in te re s t  r a te  m odels. In particular, we presented two ex
amples when n = 2  and employed methodology of stochastic flows and 
forward measures to derive the bond price.

4. D ual A p p ro a c h  in  s tu d y in g  te rm  s tru c tu re . This jo in t approach of 
specifying the dynamics of the short rate and forward rate and reconciling 
the two forms in all the models studied is the distinct feature of this 
research. This unique way of dealing with term  structure theory is guided 
by two principles in bond pricing; specifically, the bond valuation formula 
is either expressed in terms of the short rate employing a risk-neutral 
measure or in term s of the HJM pricing methodology.

The joint short rate /H JM  approach is performed starting from a model 
where the short rate is a function of a Markov chain with discrete state 
space in continuous time. Then single continuous models are explored 
such as the Vasicek’s model which is a version of Ornstein-Uhlenbeck 
process and the CIR model which is a representative of the Bessel process.

5. In v es tig a tio n  o f a  G e n era l class of E x p o n e n tia l A ffine  m odels.
The joint short rate /H JM  approach is extended to generalised exponen
tial affine models. We derived necessary and sufficient conditions in order 
for a model to be classified in the affine yield category.

In addition, general conditions were obtained for the determ inistic func
tions of the drift and volatility component in the light of reconciling the 
short rate and HJM forms. This result is exemplified by the Vasicek and 
CIR models.

6 . P re se n ta tio n  o f H u ll-W h ite  m odel w ith  a  d u a l o b je c tiv e . On one
hand, this model is considered to illustrate how the joint approach can be
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performed when the m odel’s parameters are no longer constants but time 
varying. In other words, this becomes an extension of the exercise done 
for Vasicek and CIR models. Though the application of the apporach 
does not culminate in this model, such application have given us insights 
on how to further extend the approach to other general models whose 
short rate dynamics are given and the param eters are no longer constant.

On the other hand, the Hull-White model provides an impetus to the 
development of more general mean reverting models. We consider a Va
sicek model whose mean reversion level has dynamics of its own. One 
specific case is th a t the dynamics of the m ean reversion level is Vasicek 
by itself and the other case, the mean reverting level is a Markov process.

7. A  m a th e m a tic a l  p ro o f  o f th e  E x p e c ta t io n s  th e o ry  v ia  a  fo rw ard  
m ea su re  a p p ro a ch . This formalises the principal finding of Meiselman 
and other proponents of this theory that a relationship exists between 
expectations of future short-term rates and forward rates. Indeed, the 
fact that forward rates incorporate predictions of future short-term rates 
with an appreciable accuracy in a statistical sense, demonstrates, by a 
fortiori argument, that forward rates are functions of expected spot rates.

8 . R e - in te rp re ta t io n  o f th e  e x p e c ta tio n  in v o lv ed  in  c o n tin g en t c la im  
v a lu a tio n . This is a remarkable result which was derived through the 
interplay of forward measure and application of Bayes’ theorem. Thus, 
the expectation in the valuation formula can be expressed as a product of 
two simpler expectations. Forward measure approach is a valuable tool 
that can facilitate the computation of an expectation problem especially 
when the contingent claim has a complex form.

9. A su rv e y  o f econom ics th e o ry  re g a rd in g  th e  re la tio n sh ip  b e 
tw een  sh o r t  ra te s  a n d  fo rw ard  ra te s . We are taking into account 
that it is the integration of sound economic and financial theories with ap
propriate m athem atical tools that forms the cornerstone of today’s finan
cial modelling. Afterall, our term structure models should be grounded 
on economic fundamentals and principles.
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10. P r e se n ta tio n  o f  r e la te d  litera tu re  on  th e  th e o r y  o f  in ter e st  rates  
s ta r t in g  from  c la ss ic a l th e o r y  to recen t w orks o n  ” m o d e r n ” term  
s tr u c tu r e  th eory . This provides an assessment of how the field advances 
and what are the m ain problems researchers considered and remedied so 
far and have been looking at recently.

11. R e v ie w  o f  s e le c te d  m a th em a tica l co n cep ts  a n d  th e o r ie s  appro
p r ia te  for th e  s tu d y  o f  te r m  stru ctu re  m o d e ls . This review has 
laid down the groundwork in setting a m athem atical framework for the 
analysis of bond structure  and interest rate market dynamics. We under
take this effort to establish a solid foundation of m athem atical modelling 
in direct response to the  profound scientific challenges posed by this area 
of finance. For emphasis, we point out tha t the area has both stimulated 
and benefitted from advances in a range of m athem atical sciences, most 
notably, probability, differential equations, statistics, optimisation and 
numerical analysis.

10.2 Future Directions

One of the m ain contributions of this thesis is the extensive study of mean 
reverting interest rate models. We have worked though on the  framework of the 
Vasicek model and all results and analysis were deduced from  this framework.

We wonder about the corresponding analysis and results tha t will be gen
erated if we extend this work on mean reversion to the CIR  framework where 
the interest rate  process has dynamics which is a version of the Bessel process.

Having results from this research at our disposal and extending this re
search to CIR model, we could offer alternative models of term  structure with 
focus on m onetary aspects. Analysis described in the paper of S. Babbs and N. 
Webber could be based on the  results of the mean reverting models of Chapter 
8  and a determination of their impacts on monetary regimes could be carried 
out.
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Throughout the entire study, we have concentrated on term structure ex
plorations based on bond prices and made an empirical investigation of im
plementing interest rate models based on bond prices especially government 
indexed instruments.

As the market of derivatives securities is becoming huge, currently esti
m ated to be fifteen trillion dollars, it is apparent that this market can implic
itly tell us term structure information based on prices of interest rate sensitive 
contingent claims.

In other words, instead of considering only the bond markets we are inter
ested to know what happens when the market we are going to study includes 
interest rate derivative products. An example would be a characterisation of 
exchange-traded interest rate options on Treasury bond futures, Treasury note 
futures and Eurodollar futures.

Further, one of the fundamental determinants in the Black-Scholes pricing 
equation is the volatility of the contingent claim ’s underlying variable. For 
valuation of interest rate derivatives, we wonder how a dynamic volatility can 
be constructed especially based on the mean reverting models that we develop.

Finally, a new direction in interest rate modelling is to employ techniques 
commonly used in non-linear analysis. A simple example is a two-factor model 
where a certain param eter has a dynamical behaviour. This two-factor model 
extends to a three-factor non-linear model equivalent to the Lorenz system of 
differential equations, [115]. Perhaps, by using non-linear analysis in capturing 
the non-linear properties and features of the interest rate process, more insights 
and developments can be found in understanding and modelling interest rate 
dynamics.
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A p p en d ix  A

R e la ted  P ro b a b ility  C o n cep ts  
an d  P ertin en t R esu lts  in  
S to ch a stic  C a lcu lu s

A .l Conditional Expectations and Martingales

D efin it io n  A .1.1 On ( f i ,? ) ,  a probability measure P is a b so lu te ly  co n tin 
u ou s with respect to the probability measure P  if  for each set A  in 5F, P (A )  =  0 
implies P (A ) =  0. I f  P is absolutely continuous with respect to P , we use the 
notation P  ~  P or P «  P.

T h eo r e m  A .1 .1  On P is absolutely continuous with respect to P if
and only i f  there exists a non-negative random variable A such that, VA E T,

P roof: See Lamberton and Lapeyre, [S3].
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R em arks:

1. Implication from left to right of Theorem A. 1 . 1  is called the Radon- 
Nikodym theorem.

2. A is called both the Radon-Nikodym derivative and density of P with 
respect to P. It is sometimes denoted by

Let X  E L l and A  be a sub a —field of 3 .  If X  is non-negative and in- 
tegrable we can use the Radon-Nikodym theorem to deduce the existence of 
an A —measurable random variable denoted by E[X\A] and called the e x p e c 
ta tio n  o f  X  g iv en  A . This is uniquely determined except on an event of 
probability zero, such that

f  X d P  = [  E[X\A]dP  for all A  £ A .
J A  J A

C lassica l R e su lts  Involv ing C o n d itio n a l E x p e c ta t io n s

Suppose A i  and A 2 are two sub a —fields of 3" such that A i  C A 2. Then,

1 . (Tower Property) E [E [X \A 2)\Ax\ =  E [X \A \\.

2. (Taking out what is known) If X , V, X Y  E L l and Y  is A —measurable 
then

E[XY\A] = Y E [X \A \.

3. If X  and Y  are independent, then E [X \a (Y )\ = E[X\.

D efin ition  A .1 .2  Suppose ( f i ,3 ,P )  is a probability space with a filtration 
{3"£}, t € [0,oo). A real-valued adapted stochastic process {M t} is said to be a 
su p erm a rtin g a le  (resp . su b m artin ga le) with respect to the filtration {3 j}

if

1. £ [|M f|] <  oo fo r  all t,

2. E[M t IT’s] <  Ms i f  s < t, (resp. >  Ms i f  s < t).
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If E[Mt\5a\ = Ms for s < t then {M£} is said to be a m a rtin g a le .

T h eo rem  A . 1.2 Suppose {W t} is a standard Brownian motion with respect 
to the filtration {3"£}, t >  0. Then,

1. {W t} is an T t—martingale.

2. {W? — £} is an 7 1—martingale.
2

3. {exp(aW t — %-£)} is an 5”t—martingale.

Proof: See Elliott, [38].

The converse of this theorem is also true and such converse due to Levy 
gives a characterisation of Brownian motion using properties (1), (2) and (3). 
Furthermore, the above properties can be shown to imply other well-known 
properties of Brownian motion, including for example, that W  is a Gaussian 
process with independent increments. The above results can be extended to 
local martingales and such discussion can be found in Proposition 3.3.8 of 
Jacod and Shiryayev [74].

A.2 Other Pertinent Results of Continuous Time 

Stochastic Calculus

D efin itio n  A .2.1 A set K  o f random variables contained in L1(f2,3r,P) is 
said to be u n iform ly in tegrab le  if

f  \X\dP 
J{\X\>c}

converges to zero uniformly in X  E K  as c —> oo.

A martingale {M t}, t E [0,oo) (or t E [0,T]) is said to be uniformly 
integrable if the set of random varibales {M t} is uniformly integrable.
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R e m a rk : A consequence of {M t} being a uniformly integrable m artingale 
on [0,oo) is th a t M Q0  =  limM j in the L 1 (f2,3r, P) norm, that is,

lim || Mt — Moo Hi =  0 .

In this case, {M t} is a martingale on [0, oo] and M t = E[M<X3\7i\ a.s. V t. 

Write 1YC :=  set of uniformly integrable martingales.

An im portant concept is tha t of ’’localisation.” If C is a class of processes 
then Cioc is the set of processes defined as follows:

X  E Gioa if there is an increasing sequence {T^} of stopping tim es Ti <  
T2 <  Tz <  • • • such that

lim Tn =  0 0  a.s. and X tAxn G G.

For example, G might be the collection of bounded processes, or the  pro
cesses of bounded variation. The v a r ia tio n  of a real-valued function /  over 
an interval [a, 6 ] is

f  \df\ = sup ^  l/(*M-i) -  /(ffc)|
Ja 77 k= 0

where it is the set of all partitions of the interval [a, 6 ]. If there exists a D G E. 
such that \df\ < D then /  is said to be of b o u n d e d  v a ria tio n .

The right continuous with left limits adapted stochastic process X  is of 
in te g ra b le  v a r ia tio n  if E  [J^0 0  |dAfs|] <  0 0 . Given an adapted stochastic pro
cess X , if there exists a right continuous with left limits, predictable and with 
finite variation process A  such tha t X t — A t is a martingale, then A is called 
the c o m p e n sa to r  of X .

D efin itio n  A . 2 . 2  I f  M  E C/oc and M  is a martingale then M  is called a loca l 
m a rtin g a le .

Now, we can define the most general form of stochastic processes.
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D efin ition  A .2 .3  An adapted process X  =  {A f}, t >  0, is a sem im a rtin 
g a le  i f  it has a decomposition o f the form

X t  =  X o  +  M t +  Af,

where Mt is a local martingale and At is a process which is continuous on the 
right with limits on the left (CORLOL), Ao = 0 and i f  almost every sample 
path is of finite variation on each compact subset o f [ 0 , oo).

CORLOL processes are also known as CADLAG processes in terms of its 
French, equivalent terminology: continue a droite avec des limites a gauche.

Ito calculus will be described for a class of processes known as Ito processes.

D efin itio n  A .2 .4  Suppose (f1,T ,P ) is a probability space with a filtration 
{3^}? t >  0, and {W t} is a standard 5Ft—Brownian motion. A real valued 
Ito  process {A*} t >  0 is a process o f the form

* K sd s+  [  HsdW s 
Jo

where

1. X q is ‘J q—measurable;

2. K  and H  are adapted to T t] and

3. / 0T \Ks \ds < oo a.s. and Jq \H j\ds < oo a.s.

If X  is an Ito process the differentiation rule has the following form:

T h eorem  A .2 .1  ( I to ’s L em m a) Suppose {X t ,t  > 0} is an ltd  process of the 
form

K sd s+  [  HsdW s.
Jo

Suppose f  is twice differentiable. Then,

f ( X t) = f ( X „) +  J ‘ f ( X . ) dX,  + 1 J ' r ( X , ) d ( X ) , .
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P ro o f: See Elliott, [35].

Here, by definition, (X ) t =  f* H^ds; that is, the (predictable) quadratic 
variation of X  is the quadratic variation of its martingale component HsdWs.

E x te n s io n : If F  : [0, oo) x R. —> R is differentiable in the first component 
and twice differentiable in the second then

An n —dimensional Ito process is then a process X t =  (ATtL, • • • , X f ) ,  each 
component of which is an Ito process, in the sense of Definition A.2.4.

The differentiation rule takes the form:

T h e o re m  A .2 . 2  ( I to ’s R u le  fo r  M u lti-D im en sio n a l P ro c e sse s )  Suppose 
X t =  (AT/, • • • , AT") is an n —dimensional ltd process with

and suppose f  : [0,T] x R n — R  is in C 1'2, (the space of functions continuously

We can extend our definition of an Ito process to the situation where the 
(scalar) stochastic integral involves an m —dimensional Brownian motion.

D efin itio n  A .2.5 {AT4}, 0 < t < T, is an Ito process if

Twhere K  and H l are adapted to {Ti}, f 0 \Ks\ds < oo a.s. and fo r  all i, 1 <  
Ti < m , f 0 \Hl\2ds < oo a.s.

H'JdW ?
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differentiable in t and twice continuously differentiable in x  E R n). Then, 

J(t ,  X } , - - - , X ? )  =  /(O, X i , - - , X £ ) +  f  X \,  ■ ■ ■ , X ?)ds

Here,

and

d x t  = i c . d s + Hij d w i
j=  1 

m

d ( x ‘, x i ) , = j 2 Hi ' Hi'rds-
r ~  1

P ro o f: See 0ksendal, [94].

Suppose (Cl, 3r,P) is a probability space with filtration {3^}, 0 <  t < T. Let 
Wt =  (Wt ,  - • • , W™) be an m —dimensional 7 t—Brownian motion and f ( x , t ) ,  
a(x, t )  be measurable functions of x E R n and t E [0,T] with values respec
tively, in R n and L(Rm,R n), the space of m  x  n matrices, if is an R "—valued, 
^o—measurable random variable.

D efin ition  A .2 . 6  A process X t , 0 <  t < T  is a so lu tio n  of th e  s to c h a tic  
d iffe ren tia l e q u a tio n  (SDE)

dX t = f ( X t, t)dt +  a ( X t, t)dW t

with initial condition X q = f  i f  for all t the integrals f ( X s, s)ds and f^  cr(Xs, s)dW s 
are well defined and

I <r(Xs,s)dW s a.s.
Jo

We present here a theorem that discusses how martingales in particular 
Brownian motion transform under a different probability measure.
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T h e o re m  A .2.3 (G irsa n o v )  Suppose (9t), 0 <  t <  T, is an adapted, mea- 
surable process such that f  62ds < oo a.s. and also so that the process

At =  exp ( -  j f  * 9sdWs -  i  j f  * 92sds^j

is an (Tf, P) martingale. Define a new measure P 9 on by putting

dPe
=  At*.

dP

Then the process

w 9 = w t +  [  e sd s  
Jo

is a standard Brownian motion on (fFf, P 9).

R e m a rk : A sufficient condition, known as N o v ik o v ’s co n d itio n , for A 
to be a martingale is that

E e x v [ \  J  9 2s d s < oo.

For details of this condition, see Elliott, [38].

Let {W t}, t > 0, denote a Brownian m otion on the probability space 
3^ =  cr{Ws : s < t}  and fF is the completion of so that {3^}

t > 0, is the filtration generated by W  which satisfies the usual conditions of 
right continuity and completeness. If (Ht), 0 <  t <  T, is a measurable adapted 
process on [0,T] such th a t E[Jq H2ds] < oo then f* H sdW s is a square in 
teg ra b le  m a r tin g a le . The representation result tells us that all square inte
grable martingales on {Tf}, 0 < t < T ,  are of this form.

T h eo rem  A .2 .4  (M a r tin g a le  R ep resen ta tio n  T h e o r e m ) Suppose { Mt}, 
0  <  t < T, is a square integrable martingale on {Tt}, where {3^}, is the 
completion o f cr{Ws : s <  i}. Then, there is a measurable, adapted process 
{Ht), 0 < t < T, such that E[J^ H^ds] <  oo and fo r  all t £ [0, T],

M t = M0 + I HsdWs a.s.VIt =  M 0 +  f  
Jo
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P ro o f: See [38].

Most fundamental results of modern finance theory tha t concerns hedg
ing were generated through the use of this very powerful theorem. The next 
theorem relates conditional expectations under two different measures.

T h e o re m  A . 2 .5 (B ay es’ R u le )  Suppose (ft, S~,P) is a probability space and 
S C  7  is a sub a —field. Suppose P is another probability measure absolutely 
continuous with respect to P and with Radon-Nikodym derivative

d P  -  A
dP

Then if  0  is any integrable T  —measurable random variable

»  _  £ [A * |S ]

E [ m  -  £ [ A is r

P roof: Suppose B  is any set in S- We must show

f E[4>\5\dP = f 
J B  J B

Now the right hand side is

e [±m . p  
£[A|S] '

E Ib
E[ A^IS] 
£[A|S] J

E

E

E

/ bA|3E[ A01S]
L [̂A|S]
■ ( E \ M [S1\A 

B V E[AIS] )

/fl§^ll£?[A,s]] = E [i B E [ w m

E [IBE<t>\ = E[Ib4>\= [  cpdP
JB

f  E[<f>\S]dP,
JB

and the result is proven.
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We conclude this section with Ito’s Differentiation Rule for a general semi
martingale. The proofs of these theorems can be found in Elliott, [35] or Jacod 
and Shiryayev, [74].

T h e o re m  A .2 . 6  Suppose X  is a semimartingale and F a twice continuously 
differentiable function. Then F ( X )  is a semimartingale, and,

F ( X t) = F ( X 0) + J *  F '(X s- )d X s + ^ £  F"(Xs) d ( X c, X c)s 

+ ^  [F(Xs) ~  F ( X S. )  -  F ' (XS. ) A X S].
0 < s< t

We give the differentiation rule for a vector R.71—valued semimartingale. 
One must be cautious here as the notation becomes very involved.

T h e o re m  A . 2 .7 ( I to ’s R u le  fo r  an  n -D im en sio n a l S em im artinga le )
Suppose X  is a process with values in R n, each o f whose components X ' is 
a semimartingale. Suppose F  is a real valued twice continuously differentiable 
function on Rn. Then F ( X t) is a semimartingale and,

F(X,) = F(X0) + J2 [  f-F(X..)dXii=1 J]0 ,t]  O X i

+ l

+  E  ( F '(*■> -  f  (* ->  -  E  )
o < s < t  \  t '= l  *
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Appendix B 

Related Quantitative Finance 
Theory

This appendix describes topics on quantitative finance theory most related to 
the area of term  structure studies. The motivation for much of the theory 
discussed herein is to provide foundation for the pricing of contingent claims.

B .l The Financial Market Model

In all the models that we consider, all processes are defined on a filtered prob
ability space {Tt}, P ) where t E [0 ,T] and 0 <  T  < oo.

The following conditions are also assumed:

1. To =  {A  C n |P (A ) = 0 } U f i .

2. {T*} is right continuous, i.e., Tt =  n s>f3rs, 0 <  t <  T; and

3. =  3r.

D efin ition  B . 1 . 1  A co n tin g en t c la im  is a positive J t —measurable random 
variable X t  defined on the probability space (f2,3",P).
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Further, the tuple (Cl, cF, P, T ,F , S ) is the se c u r it ie s  m a rk e t  m o d el.
Here, T will be a time set which is usually taken as the t r a d in g  h o rizo n  in 
practice and F =  {T^x} is th e  usual filtration of our probability space. S  
denotes a (d + 1 )—dimensional stochastic process S  =  {.S'*; t E T , 0 <  i <  d} 
representing the time evolution of the se cu ritie s  p r ic e  p ro cess .

The security labelled 0 is taken as riskless (i.e. non-random) bond (or 
bank account) with price process 5° while the d risky (i.e., random) stocks 
labelled 1, • • • , d have price processes S l , S 2, • • - , S d. The process S  is assumed 
to be adapted to the filtration F, so that for each i <  d, S\ is “J t —measurable, 
i.e., the prices of the securities at all times up to time t are known. Most 
frequently, we shall take the filtration F as that generated by the price process 
S  — { S ° , S 1,---  , 5^}. Then =  cr{1S'u;u  <  t}  is the smallest cr—field such 
th a t all the R rf+1—valued random  variable Su =  (S°, S^,- • ■ , -S'u), u ^  ^  are 
Tf—measurable. In other words, at time t the investors know the values of the 
price vectors (Su; u <  t ), but they have no information about later values of S.

We also require at least one of the price processes to be strictly  positive, 
tha t is, to act as the n u m e ra ire ,  in the model. As is customary we assign this 
role to the bond price S°, although in principle any strictly positive S 1 could 
be used for this purpose.

B.2 Self-Financing and Replicating Trading Strate

gies

D efin ition  B . 2 . 1  A t r a d in g  s t r a te g y  is a measurable process H t = (H £°, H}) 
with values in R 2  which is adapted to the filtration {3^}, t > 0 , where T f =
&{WU; u < t}  = crl^u; u <  t} .

Occasionally, as h e d g in g  (a term  more commonly known to traders and 
portfolio managers) means taking positions against the risk of market move
ments, we shall use the term  trading strategy and hedging interchangeably.

and H} denote respectively, the amount of the bond 5° and the holdings
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of the  risky asset S}, a t tim e t. Consequently, the v a lu e  or w e a lth , of the 
portfolio at time t is

Vt{H) = H°S°t +  H l S lt .

The description (H®, H})  is a dynamic strategy detailing the amount of 
each component to be held at each instant. And one particularly interesting 
set of strategies or portfolios are those that are financially self-contained or 
self-financing.

D e fin itio n  B .2 .2  A se lf-fin an c in g  s tra te g y  H  =  (Ht ), 0 <  t <  T  is given 
by two measurable adapted processes (H°),  (H /) , such that

1. Jq \Hi\dt < oo. a.s.

S. (H l)2dt < oo a.s.

3. The processes (H°) and (Hi)  satisfy the SDE

dVt (H) = H°t dS°t +  H ]dS\. (B.2 . 1 )

The corresponding value of the process therefore for a self-financing strat
egy is

Vt(H) =

for all t E [0, T].

Indeed, if H°  and H l are of bounded variation then

dVt(H) = H °dS° +  HtldSl +  S°t dHt +  S fd  H i.

and (B.2.1) is equivalent to saying that

S f d H f  + S id  Hi = 0 (B.2 .2 )
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H°S° +  HqSI +  ^  H°udSu +  f* H l d S lu 
Jo Jo

a.s.
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Intuitively, (B.2.2) means that the  changes in the holdings of the bond, 
SJVff,0, can only take place due to corresponding changes in the holding of the 
stock S(dH( ,  that is, there is no net inflow or outflow of capital.

Write S( :=  e~rtS for the discounted price of the risky asset.

Write Vt{H ) :=  e~rtVt(H ), for the discounted wealth process.

T h e o re m  B .2 .1  Suppose H = (Ht ) =  ( # t°, H}),  0 < t < T, is a pair of 
measurable adapted processes which satisfy (1) and (2) o f Definition (B.2.2). 
Then H  is a self-financing strategy i f  and only i f

Vt(H) = V0(H)  +  I '  H ludSu a.s. 
J o

P ro o f: (^=^) Suppose H = H}) is self-financing so that

dVt{H) = H °dS° + H ldS \.

Then,

d{Vt) =  d(e~rtVt (H ))

=  - r V t{H )dt + e~rtdVt{H)

= —re~rt (H? ert +  H} S])dt 

+e~rtH?d(ert) +  e~rtH(dS)

= H ( ( - r e - rtS ld t + e~rtdSl)

= H lt dSl-

(<£=) Consider Vt{H) =  ertVt(H). We shall evaluate dVt.

dVt = d{ertVt{H))

=  ertdVt(H )  +  Vt{H){rertdt)

196

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



But dVt(H ) =  H}d,Sl by hypothesis. Thus,

dVt(H) = ertH lt d S lt + Vt(H)(rertdt)

= ertH \d S lt + e - rtVt(H)(rertdt)

= ertH lt dSl  +  rVt{H)dt 

= eri H l ( —re~rt S i  dt +  e~rtdS l )  

+r(H?S?dt + HlS ld t )

=  -r H lS td t  +  H ldS}

+rH °S°dt + r H l S lt dt 

= HfrS°dt  +  H ld S l  

= H°t dS°t + H ldS l

since rS^dt = dS? andS f =  ert. 

dVt{H) = H°t dS°t +  H l d S vt .

Hence, H  = (Hf ,  Hi )  is self-financing.

Suppose, H  =  (H t), 0 <  t < T  is a self-financing strategy so that H° 
and H 1 satisfy (B.2.1). If there are no contributions o r withdrawals the corre
sponding wealth process is given by

Vt(H)  =  H °S°  +  H i S}.

Now, assume that there are contributions to the wealth process (say, from div
idends) or withdrawals (consumptions). Let these be modelled by the adapted 
right-continuous, increasing process Dt (for contributions) and Ct (for con
sumptions). Here, Ct is the accumulated consumption. Thus,

Vt(H) = H°S? + H lS l + D t - C t

= V0(H)  +  T  H°dS°u +  T  HhdSZ + Dt -  Ct .
Jo Jo

The self-financing condition of (B.2.1) becomes

S?dH° + S id  H i = dDt -  dCt .
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D efin ition  B .2 .3  Suppose at is the volatility o f the risky security S i . A re p li
c a tin g  s t r a te g y  on a claim X  is a self-financing portfolio (H f , H l )  such that 
/ 0T a 2t {Hl)2dt <  oo and VT = H f S f  +  = X .

Why should we care about replicating strategies? The claim X  gives the 
value of some derivative which we need to pay off at tim e T. We want a price 
if there is one, as of now, given a model for S \  and S°.

If there is a replicating strategy (H f iH f ) ,  then the price of X  a t time t 
must be Vt — H °S'f° + H i S i . And specifically, the  price at time zero is Vo =  
HqSq +  HqSq. If it were lower, a market player could buy one unit of the 
derivative at tim e t and sell H i units of S’l  and H° units of S° against it, 
continuing to be short H i) until time T. Because (if° , H i)  is self-financing 
and the portfolio is worth X  at time T  guaranteed, the purchased derivative 
and sold portfolio would safely cancel at time T, and no extra  money is required 
between times t and T. The mismatch created a t tim e t generates a riskless 
profit. And as usual with arbitrage, one unit could have been many; no risk 
means no fair price.

Similarly, if the derivative price had been higher than  Vt, then we could 
have sold the derivative and bought the self-financing (H°,  Hi)  to the same 
effect. Replicating strategies, if they exist, tie down the price of the claim X  
not just at pay-off tim e but everywhere, ensuring no-arbitrage opportunity.

B.3 Equivalent Martingale Measure

Let r  be a non-negative constant which represents the instantaneous interest 
rate on the bond. We then suppose that the evolution in the price of the bond 
S° is described by the ordinary differential equation (ODE)

dS° = rSfdt  (B.3.3)

If the initial value at time 0 of the bond is Sq =  1, then (B.3.3) can be solved 
to give

S° =  ert, t > 0.
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Furthermore, let the risky asset have a price process (P /) satisfying

dS l  =  SKfidt  + adW t).

The discounted price of the risky asset is

S t — e~rtS \  with dynamics

dSt =  - r e ~ rtS ld t + e~rtdSl 

= S t ({p — r)dt +  crdWt).

If we apply Girsanov’s theorem, with 8t =  we see th a t there is a 
probability measure P , defined on T r  by putting

d P  A—  = A T = e I p

such that under P , Wt, 0 <  t  < T,  is a standard Brownian m otion where

w t = 1 + w*-

Then, under P  we have

dSt =  StcrdWt and

S t = S0exp ^ aW t — .

D e fin itio n  B .3.1 A strategy H  =  (H°, Hj) ,  0 < t < T, is a d m iss ib le  i f  it is 
self-financing and the discounted value process Vt(H) = H° +  H}St  is square 
integrable under P.

D efin itio n  B .3 . 2  A self-financing strategy H is said to provide an a rb itra g e  
o p p o r tu n ity  i f  with V0(H) = x  < 0, we have Vr(H) > 0 a.s. and P{u> : 
Vt {H)  >  0} >  0.

In the setting of a probability space (fl,T , P ) an equivalent measure P 
is called a m a rtin g a le  m e a s u re  if, under P , all discounted asset prices are 
martingales. P  is sometimes called the r isk -n e u tra l m e a su re .
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We have seen that, in the case of one risky asset P is a martingale measure.

Suppose W t =  (WtL, , Wtm), 0 <  t < T, is an m —dimensional Brownian 
motion on (ft, IF, P) and let {T£} be the filtration generated by W.

Suppose now there is a bond S°  or bank account whose instantaneous 
interest rate is r t and n risky assets 5 / , • • • , S". With S° =  1, we have S° =  
exp{f* rudu}. The dynamics of the risky assets are described by the equations

V  cr{j(t)dW i 
J=L

Here, and r  are adapted processes. The prices |k , • • • , are the dis
counted prices and the differentiation rule gives

s°

s {( t )
= ~  r (0 )  ^ d t

+ 4 x > / ( * w ' -
t 3- 1

(B.3.4)

In equation (B.3.4), the terms p i , crtJ- are called the r isk  p re m iu m .

D e fin itio n  B .3 .3 I f  we can find processes 6i(t),- ■■ ,Qn{t) so that fo r  1  <  i < 
n

(B.3.5)
3 =  1

then the adapted process 9(f) :=  (#i(t) , ---  is called the m a rk e t  p rice
o f risk .

Equation (B.3.4) then becomes

lS?j Vj =  l

Consider the linear system (B.3.5). Three cases are possible.
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1. it has a unique solution 9{t) =  (#i(f), • • • , 9n[t))\

2 . it has no solution; and

3. it has more than  one solution.

In cases (1) and (3) we have a solution process 9{t). 

Consider the process

The vector form of the Girsanov’s theorem states that, under P9, W 9 =
{W Sl, W 9*, • • • , W 9m) is an m —dimensional m artingale where dW9 =  0(t)dt  +  
dW t.

A hedging strategy is now a measurable adapted process Ht =  (# ° , H}, • • • , #7*) 
where H\ represents the number of assets held at tim e t. Its corresponding 
wealth process is

At — exp ( — f  Q(u)dWu — ^  f  \6{u)\2du
\  Jo - J o

and define a new measure P 9 by setting = \ T_

As an anologue to Definition (B.2.2), we say that H  is said to be self- fin an c
ing  if dVt(H) = o H \dS\. And therefore,
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Vt(H) = Vo(H) + [  rVu(H)du
Jo

71 Til /*£

+ E E  /  K S ic r” (t>j(u)du + d W l)
1=1 J = 1

= Vo(H) +  [  rVu(H)du 
Jo

n m

+ E E  /  H is iv i jM d w i ’ .
• » t «/o:=1 j=l

Therefore, the discounted wealth

Vt{H) = {S°t )~l Vt{H)
n m „t

=  M H )  + Y ,Y ,  H lSicrij{u )dW ‘‘
i=1 J=1 70

is a local martingale.

B.4 Viable and Complete Markets

D efin itio n  B .4 .1  Let X t ( v j )  represent the pay-off from  a contract or agree
ment based on a certain contingent claim, i f  state uj prevails. Then such a 
contingent claim is said to be a tta in a b le  i f  there exists a trading strategy H  
such that Vt ( H )  =  X t {cv) .

D efin itio n  B .4 .2 A market is said to be c o m p le te  i f  every contingent claim 
is attainable.

T h e o re m  B .4 .1  A market is viable i f  and only i f  there exists a unique prob
ability measure P equivalent to P  under which the discounted prices are mar
tingales.

P ro o f: See Harrison and Pliska, Corollary 3.36, page 224, [63].
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B.5 The Fundamental Theorem of Asset Pric

ing

If the filtration F is finitely generated, an equivalent martingale measure (EMM) 
P  for the price process S  could be constructed. For details on EMM construc
tion, see Elliott and Kopp, [38]. The much-sought-after equivalence of the 
existence o f an equivalent (local) martingale and conditions o f no-arbitrage is 
known as the Fundamental Theore m o f Asset Pricing. This provides a vital link 
between the economically significant ”no-arbitrage” condition and the m ath
ematically im portant reason for equating the class of admissible stock price 
processes with the class of P —semimartingales, thus allowing the fullest use of 
the well-developed theory of semimartingales and general stochastic calculus.

T h e o re m  B .5 .1  Let (H ,? ,/3) be a probability space, and define the finite dis
crete time set T  =  {0,1,2, ••• , T}. Assume given a filtration F =  {Tf, t E T} 
and an R d+1—valued process S  =  (S,f)£eT, adapted to F. We assume further that 
the first component S q = 1 and for i <  d and t E T  we have SI >  0 P —a.s.. 
Then the following are equivalent:

1. There is a probability P ~  P such that St is an ({S t, t  E T} P ,) martin
gale.

2. There are no arbitrage opportunities, that is: fo r  every self-financing trad
ing strategy H  =  , Hf ) ter', with gains process G { H ) defined
by Gt(H) =  X3t'=i A S U (t E T), we have: Gt {H ) >  0 P —a.s. implies 
Gt {H)  =  0 P —a.s.. I f  either (1) or (2) holds, then P can be found with 
bounded Radon-Nikodym derivative jp .

Proofs of this theorem can be found in [26], [104] and [10S].

There is an extensive literature on the  relationship between no-arbitrage 
and the existence of EMM. The fundam ental theorems on asset pricing were 
given in two papers by Harrison and Pliska. In [63], it is shown that if a market 
has a m artingale measure, there is no arbitrage opportunity. In [64], it is shown
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that the m artingale measure is unique if and only if every claim is hedgeable, 
that is, if and only if the market is complete.
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Appendix C  

A Computer Program

This appendix contains a co;py of the program written in M a t la b  to implement 
the filtering and estim ation [procedure of the Markovian m ean reverting interest 
rate model of Chapter 9.
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tThis progran computes the one—step ahead prediction  for an 
tin te re s t ra te  model with a Markovian mean reverting Level.

c lear a l l

load data 3-months 
I Load data t  2—years 
t  Load data t  LO-years 
1=(1 : 
eLl=0.-

ttn itiaL ise  th e  tra n s itio n  intensity- matrix.
Al={-1 O.S 0; 1 -1 1; 0 0.5 - I I ;

t ln i t ia l i s e  th e  ra te  of adjustment, gamma. 
gamma=8;

U n itia l is e  th e  process sigma(3C} denoted by sx (:.k ) . 
sx(:,H =(0;l;O J ;

tCreate 3x3 m atrix. 
e=eye{3,3);

Ak_l=Al
sx ( : , 2)=sx(;,1> ;

tDefine the process sigma(J"X)_k by sJ k . 
sJx=zeros (3, length(y) .3,3) ;

1 Define the process sigroa(OX)_k by sOx. 
sOx=0-8 *(3 , Length(y), 3) ;
IWote th a t sOx must, be defined sim ilar to s«Jx. however 
tthe  A_k m atrix estimates involve sOx in the denominator. 
t l f  sOx is  a zero vector, the estimates explode. To rec tify  
tth is  s itu a tio n , we a rb itra r ily  choose Che components of sOx 
tto  be m ultiplied by 0.8 for the in i t ia l  estim ate. 
tValues very c lose  to  0 also do not give reasonable estimates.

tDefine the process sigma(TX) _k by s ix . 
s!x=zeros(3. length(y) ,3,3) ;

tDefine the process sigma(fCX)__k by sKx. 
sKx=zeros ( 3, length (y) .3,3) ;

tDefine the in te re s t  ra te  process. 1 - 
l= ( l;y ( l) I ;
L = {l.-y{2) ]

tThe values y(k) a re  the originaL data. i . e . .  the actual yields of 
tche T -b ills  o r  T-bonds.

gamma(1)=8; 
gamma(2)=8;

t In i t ia l is e  th e  mean reverting level, lambda, denoted by Lambda(:,k) . 
lambda{:,l)=t-0.3,-0.9;2.4I ; 
lambda ( :, 2) = lambda ( r , 1) ;

for fc-3 : length (y)

P=zeros(3.1) ;
tDefine the m atrix B_k denoted by Bk.
Bk=diag( (lambda( L, k -1) -l-y(k) ; lambda(2, k-1) -y(k) ; lambda(3. k-L) «-l-y(k) 1 ) ; 
den=inv(eye(3) -l/12*Ak__l-ga<nroa(k-L) /zeta(k-L) ~2*Bk* (y(k*l) -y(k) ) ; 
tzeta(k) re fe rs  to  the v o la ti l i t ie s  of the bond returns and were computed from 
tthe  data using the la s t 4 preceding y ields.

206

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Cor s=2:k-1
Bs=diag ( [ lambda (1. s -1) -l-y (s) ; lambda (2. s - l )-y (s) ; lambda(3 ,s - l )  *l-y(s) J ; 
P=P*1/ 12 *Ak_L * sx  ( i , s) «-gansna (k-1) /zeta(k -l) “2*Bs*sx( ;. s) * (y(kfl) -y(k) ) ;

%CaLculate recursive values Cor sJx, sOx. sKx and s ix .
Cor i = L : 3

Cor j= l;3
sJx ( : . k , i ,  j) =sJx( : ,k , i .  3') *Ak_l (1,3*) *sx(i,s) *e(r.3)*l/12«-
Ak_l ( i ,  i> *sJx( : ,s .  i ,  3*) * 1/12*gamma (k-1) /re ta  (k-1) A2*Bs*sJx( >i-s. i ,  5) *
(y(k*-l) -y(k)) ;

end

sOx( : , k, i ) -SOx( : , k, £) +l/12*sx ( i,  s) #e ( : , I} «-1/12 * Ak_l * sOx ( r „ s , i ) *- 
gamma (k-1) /ze ta (k -l) ~2*Bs*sOx( : ,s ,  i) *(y(k*l) -y (k )>; 
sOx( : . k, i) =den*sOx{ = „ k, i) ;

sKx( : ,k . i) =sKx(: ,k, i) fgamtna(k-l) * lambda ( i, k-1) -y(s) ) *sx(i,s) *e( i) “1/12; 
sKx{ : ,k„ i) =sKx(:,k, i) +Ak_l*sKx( ; ,s , i )  *l/12»gcuwna{k-l) /z e ta (k -l)  ~2 
•Bs*sKx( r ,s ,  i) * (y(s) -y(s-l) ) ;
sKx ( rk, i) =sKx( :, k, i) *sx(irs) *e(:..i)*(y(s)-y (s-l)> ; 
sKx( : ,k. i) =sKx(: ,k , 1) «-sx(i.s) *e( i) * (y(s) -y (s -l)  ) ;

s tx ( : ,  k, i) =slx( :, k, i) *-y (s) “sx(i,s) *e(:.i)* l/12*
Ak_l * s lx ( : ,s , i )  * 1/12 «-gamma(k-l) /zeta  (k-1) ~2*Bs*stx( : . s ,  i) *(y(s) -y (s-l) ) ; 

end
end
sx ( : , k)=den*P

for 1 = 1:3
sKx ( : , k, £) =sKx( : . k, I ) fgamma(k-I) * (lambda (i ,k-l) -y (k) ) *sx(i, k) *e(: . i) •1/12* 
sx (i,k ) *e(;.L> * (y(k)-y(k-l) ) ;

s lx ( : ,k .  IJ -den* (s lx (r .k .i)  «-y(k) *sx (i,k) *e(;„i) *1/12) ;
end

I Denote the estim ate Cor gamma by C/D. 
for s=2:k

Ck=y(s)• (y (s)-y (s-l) ) - 
sum(slx( : . k, 1) ) *sum(sKx( : , k. I) ) /  (sum(sOx( : , k, 1) ) *sum (sx( : , k) ) ) ;

Ck=Ck-sum(sIx ( : . k ,2) ) *sum(stCx( :. k. 2) ) /(sum(sOx( : . k, 2) ) *sum(sx ( : , k)) ) ; 
Ck=Ck-suro(sIx( :, k .3) ) *sum(sKx( r , k. 3) ) /suro(sOx( : , k .3) ) “sum(sx( : , k) ) ; 

end

Dk=sum(slx( ; , k, 1) ) ~2/sum(sx{ : , k) ] /sum(sOx( : , k„ L) ) *- 
sum(slx( : . k. 2) ) A2/su»(sx( r . k) ) / sum(sOx( : , k. 2) ) *■ 
sum(slx( : , k. 3 ) ) A2/sam(sx ( : , k) ) /sum(sOx( r , k„ 3 ) ) ;

gamma(kl =Ck/Dk;
tThe k-th estim ate Cor lambda after estimating gamma is  
Cor i=t:3

lambda (i , k) = ( 1/gamma (k) *sum(sKx(:. k, i) ) +sum(slx( r , k, i) ) ) / sun(sOx( ; , k. i ) ) :
end

tA fter the parameters are computed a t time k. they are  fed to  the 
t in te re s t  ra te  model. This is  a one-step ahead prediction model as 
tth e  in i t ia l  estim ate is  always the actual data a t  lag 1. In o ther words, 
tth e  in i t ia l  estim ate is  the yield a t time k when the model computes 
tfo r  the forecast a t  time k*l.

l= (l,y (k -l) +gamma(k-l) *sx( k-1) - * [ lambda ( 1, k-11 -1; lambda ( 2. k-L ) ; 
lambda (3. k-1) *1| ♦zeta(k-l) *z(k-l) *sqrt(l/!2) | ;

%The variable z(k-1) refers to the K(0,1) generated random numbers.
Cor i=l:3

Cor j=l:3
Ak ( i , j ) =sum(sJx( : ,k, i„ j ) ) /sum(sOx( :, k . i ) ) ; 
end

end

Ak_l=Ak;
A(k.; , : ) =Ak; 
k
i f  ell==l

sum(Ak_l (1, : ) ) 
sum(Ak_l(2. : ) ) 
sum (Ak_l (3 „ :) ) 
keyboard;

end
end
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Appendix D 

The Data

This appendix contains the descriptions of the yield rates da ta  used in the ap
plication of parameter estim ation and filtering techniques decribed in Appendix
C.
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