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\& Abstract e
P :

o

The purpose of this thesis was to examine the concurrent and consti'uc(’ex;lnidity of
the ;S\tanford-Binct IV. To this end, the component structures of the WISC-R, the
Stanford-Binet IV, and the joint battery of the WISC-R and-Stanford-Binet IV ere
explored. The, Clinicai sample used included 168 children bétwce'n ihc ages of 6-0 and, 16-
11 years; however, the adaptive format of the Stanford-Binet IV required the sample to be
divided into three age groups: 6-0 to 8-11 years, 9-0 to 12-11 years, and 13-11 to 16-11
years; unfortunately, the exteme heterogeneity of the oldest age interfered with it utility and
gcncr\alizability. Only subtests appropriate for each age level were included in the
respeciive -analyscs. Using the principal components method of factoring, the number of
components to retain was determined by thé eigenvalue-one and scree test criteria;

components were then rotated by the quartimax and varimax methods. The Composite -
¢

“score from the Stanford-Binet IV was found to have good concurrent validity with the

WISC-R“Full Scale IQ. Likewise, the results support a relatively strong general

component (g ) on the Stanford-Binet IV, and on the joint analysis of these two tests. As

~ such, the construct validity of the Stanford-Binet IV as a test of general intelligence was

confirmed. However, the organization of subtest into four Areas of Verbal Reasoning,
Abstract/Visual Reasoning, Quantitative Reasoning, and Short-Term Memory was not

stropgly supported, especially when the the effect of the general component was removed

- before group components were extracted., For the 6-0 to 8-11 age gfou_p, the three-

corppbnent quartimax rotated sc‘)lution inluded g, Verbal ability, and Abstract / Visual
ability. In_ th\c 9-0 to 12-11 age group the three-component quartimax/rotated solution
included g, Audifdry Short—Texm Memory, and Visual J Conceptual Ability. The gcncral -
componcnf in these two grm{pg accounted for 43.9% and 58.8% ‘of the total subtest

variance.
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CHAPTER 1

INTRODUCTION

The testing tradition owes much to the pioneering work of Alfred Binet. étarting
with the Binet-Simon scale in 1905, the Binet tests have been pex:iodically revised and
rcnormcd,t.o reflect changes in populations and improvements in psychometric methods.

As Sattler (1982) points out, the Binet-Simon scale has begn the "prototype of subsequent |
scales for the asscssmc/ng of rﬁental abilities” (p. 32). With the publiéation of the Stanford-
Binet Intelligence Scal(c:’JFourth Edition (Stanford-Binet IV), a break has bccr} madc from
the old format of the Stanford-Binct \scalcs.. The Fourth Edition's structure and format flow
from a theoretical model of intelligence. This hierarchical model of intelligence has a
general factor at the apex and three group factors (Crystallized Intelligénce, Fluid
Intelligence, and Short-Term Memory) below this. Using this model, the subtests! on the’
Stanford-Bincf IV are grouped into the following four Reasoning Areas: Verbal

Reasoning, Abstract / Visual Reasoning, Quantitative Reasoning, and Shon—Tenn
Memory.

'Although the Technical Manual for the Stanford-Binet IV (Thorndike, Hagen, &
Sattler, 1986) reports the factor strucn)fe of the Stanford-Binet IY for three age groups,
independent factor analysis is needed tgz‘validatc the presence or absence of a general factor
- as well aS group factors. This independent research is particularly t@portant given that the
confirmatory factor analyses done by Thorndike et al. (1986) do not}:learly support the
hi.crarchical model of intclligcﬁce which underpins the Mcdon; nor do they

provide firm support for the inclusion of four Reasoning Areas.

1 In this thesis, the terms subtest and test will be used interchangeably; although
Wechsler (1974) and Thorndike et al. (1986) both refer to subscales as "Tests", less

confusion occurs if these scales are referred to as "subtests".
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‘ Furthermore, as this test will be used'primarily for diagnostic purposes with
clinically referred children, there is a need to determine the fac;(')r structure for children who
have been referred for intellectual assessment. It is important to determine whether the
factor structure of the Stanford-Binet IV is the same for clinically referred children as it is
for normal children from the standardization sample. Identification of the factor structure
underlying the Stanford-Binet IV is an important step both in ;;mviding clinicians with
information’ on how to interpret this test, and also in makin‘g it a useful instrument for
clinical diagnosis of children's intelligefice.

Research on the Stanford-Binet IV is needed in order to validate its usefulness awa
iool for measuring intelligence.  The need to validate all new tests, including tﬁc Stanford-
Binet IV, is clearly outlined by the American Psychological Association: "Validity is the
most important consideration in test evaluation” (American Psychological Association,
1985, p.9). Two types of validity were addresbed in this thesis. First, criterion-relate
(concurrent) validity was examined by comparing the Staniord-Binct IV with the WISC-R.
Second, construct validity was examined by factor arvlalyzing the subtests on the Stanford-
Binet IV.

Because the WISC-R has highly reliability (Wechsler, 1974), a fairly consistent
factorial structure (Kaufman, 1975) and has become the standard against which new
intelligence tests must be measured, it is an cxcmpiar against which the Stanford-Binet IV
can be ;'ahdated To ensure that the current sample is "typical” of other clinical samples,
the ’WISC-R factor structure is also reported. Fﬁrthcr, the joint factoring of the WISC-R
and Stanford-Binet IV was conducted in order to provide additional information on both the
construct and criterion validity of these two North‘Amcrican tests (Kieth, 1987).

However, the major focus of this thesis is on the factor structure of the Stanford-Binet IV,

The existent literature on the Stanford-Binet IV is small, and relatively few published
articles report research on this instrument; this is not surprising given that the Stanford-

Binet IV was publisﬁéd in 1986. Feortunately, the Technical Manual for the Stanford-

! -
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Binet [V (Thomndike et al. 1986) prc;vides a substantial amount of information on the
reliability and validity of this new test. However, the need for indepcndcm research,
especially in clinical populations, is urgent. The lack of research on the chtorial structure
of the Stanford-Binet IV necessitates that researchers rqu on the 1iteratur<! that relates to the
theoretical structure of this test. This requires a brief review of several theories of
intelligence which are based on factor analytic findings. Fortunately, the ‘Stanford—Binet v
was not developed in a vacuum; rather, the measurement of mental ability has arich
historical tradition that provides a foundation upon which the theoretical underpinnings of
Stanford-Binet [V rest.

Earlier Binet scales have a rich tradition that provides a backdrop against which
one's understanding of the Fourth Edition can be sharpened. Many eager researchers
might be tcmpt;d to omit such a section on the historical backgrbu’lui of pre:/ious Binet
scales in that the Stanford-Binet IV has a vastly different layout than its predecessors.
However, there is much continuity: the concept of general intelligence has been retained;
several item types employed since the earliest Binet-Sumon scales_remain; and the inclusion
of four group factors is partially supported by factorial work done on the earlier Stanford-
Binet scales. Thus, by reviewing the literature on the previous ﬁinet scales, it is easier to
determine whether this is really a "Binet Scale" in the tradition set forth by Binet, Terman,
and Merrill, or simply a new test that is getting mileage out of the Stanford-Binet name
(Vernon, 1987). Also, the rationale for the new structure fo{md in the Stanford-Binet IV,
and its vast improvement over Form L-M, cannot be fully apprecia;ed unless one carefully
: examines thé history, development, and problems of the earlier Binet scales.

A review of thc relevant literature would be incomplete without a lengthy section on
the fundamentals of factor analysis. Indeed, the nature of factor analysis may seem
mysterious, magical, or perhaps even esoteric to som::. Nevertheless, the study of
intelligence is increasingly becoming tied to factorial techniqu . To prevent this

discussion from detracting from the thesis, a section on factor analysis was provided in
"y :

f
i
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Appendix A. Although this discussion was at a rudimentary level, the following pertinent

issues were examined: irﬁpact of sample size anq composition on the factor structure;

description of the principal factoring method, with distinction between the pigincip;ll

components model and the common factor model; the number-of-factors prc;blcm; and

also the principle of factor rotation? . Because the Stanford-Binet IV relies Pﬁinvxly on the

Lheoncs of Vernon and Cattell, and both of these theories have resulted frqhy#&ctor analytic

work it is doubly important that an accurate understanding of factor unulys\sk achieved.

S

Once the essentials of factor analysis are understood, one is bcud(‘ab&%np app;‘é@ gﬁ not

only the subjectivity involved, but also the role that previous ,' cuéal knowélégjge. plays in

guiding the interpretation of factors, and in infusing psychological meaningfulness into
mathematically "objective” results based on matrices, vectors, and axes.
In summary, tﬁc purpose of this study was to examine the validity of the Stanford-

Binet IV, especially the construct validity as revealed by the component structure3 of this
test in three different age groups. As Thorndike et al. (1986) acknowlédgc, there is great
need to validate the findings of their factor analyses on independent samples--in order to
bolster one's faith in the results they found in the standardization sample, and to extend
these findings to special clinical groups. Because factor analysis is an "art” that has a

,s\ubjectivc element, repeated verification of the Stanford-Binc.t IV's factor structure is
| needed; only with repeated findings can confidence be placed in the invariant nature of the |
factor structure of the Stanford:Binet IV (if it exists). In rcading this thesis, one is well

advised to first consider Vernon's (1961) warning that there are several problems

associated with the use of factor analysis: (a) a strict hierarchical picture of mental structure

2 For some, it may even be advisable to read the section on "Understanding The Essentials
of Factor Analysis" before reading the other sections in the literature review. By doing so,
those unfamiliar with factor analysis may gain a greater appreciation of the various theories

that are examined.
3 For the purpose of this thesis, prmc1pal components analysxs is dcpxctcd as falling undcr
the rubric of factor analysis; thus, "component structure” is analogous to-"factor structure” .

with the difference being that principal components rather than factors were extracted. At
times the terms components and factors are used interchangeably, though there is some

technical differences between these (Gorsuch, 1983).



is an over-simplification, (b) the results depend upon the population tested, and (¢) U
results depend upon the test being used. Thus, a degree of skepticism is not unwarranted

as one researches the factor structure of the Stanford-Binet [V.

This thesis has four basic objectives:

1. To provide descriptive statistic¥including means, standard deviations, and
correlations for the subtests, Areas, z;nd Composite scores on the Stanford-
Binet IV as well as for the WISC-R subtests and scales; criterion validity was
addressed by reporting both intercorrelations between the Stanford-Binet IV and
WISC-R scores for each of the three age groups.

2. To factor analyze the WISC-R for the three different age levels ( age 6-04 to 8-
11 years; age 9-0 to 12-11 years; and aigc 13-0 to 16-11 years) in order to
provide a reference structure against which the Stanford-Binet IV can be
compared, as well aS io verify whether the current sample has the prototypical
WISC-R factor structure (Kaufman, 1975).

3. To pmvizic construct validity for the theoretical structure of the Stanford-Binet
IV by factor analyzing the standard scores from the appropriate subtests for
each of the three different age levels. ,

4. To jointly factor the combined su%tcsts from the Stanford-Binet IV and the
WISC-R: ‘ N

a. to see whether the addition of different tests changes the component
structure, or whether it will still conform to the factor structure of one or the
other of the two tests. . |

b. to provide a better understanding of which WISC-R subtests and Stanford-
Binet IV subtests load on the same components, and whether or not the

—

subtests from the two tests have loadings og the same general component.

4 Read as six years and zero months. All ages will be expressed in this format of Years-
months (i.c., 7-5 is seven years and five months).
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¢. to offer some suggestion to clinicians who may wish to use specific subtests
or Areas from the Stanford-Binet IV in conjunction with the WISC-R

subtests and scales (or vice versa) when testing children.

In this thesis, only exploratory factor analytic methods were used. Given
Therndike et al.'s (1986) failure to substantiate the theoretical structure of the Stanford-
Binet I'V using confirmatory factor analysis, it was deemed appropriate to uge exploratory
techniques in order to let the data "speak for themself”. Nevertheless, some general
hypotheses or trends were expected to emerge:

1. The correlations between subtests, Areas, and Composite 1Q on the Stanford-

Binet [V were expected to be similar to those reported by Thorndike et al.
(1986).
a. the intercorrelations between the WISC-R major scales and and the
Stanford-Binet IV Area and Com‘.posite IQs were expegted to be similar to
those reported by I’Q‘omdikc ct al. (1986).
2. The component analyses Sf-the WISC-R using varimax rotations, were 7
expected to produce two or three comboncnts: Verbal Comprehension’
(Information, Similarities, Vocabulary, and Comprehension); Perceptual
Organizaton (Picture Completion, Picture Arrangement, Block Design, and
Object Assembly); and possibly a Freedom From Distractibility factor
(Arithmetic, Digit Span, and goding).
3. The component structure for the Stanford-Binet IV was expected to demonstrate
a strong general component at each of the three age levels; this general
component is seen in the first unrotated component, or in the first rotated

component when the quartimax method of rotation is used.

5 As per A.P.A. style, all terms representing factors or components are presented with the
first letter of the term in upper case (e.g., Fluid Intelligence rather than fluid intelligence).



4. In the Stanford-Binet IV component analysis using varimax rotations, three
group components were expected at each age level. These three
componentswere ¢ xpected to correspond to (a) Crystallized Intelligence /
Verbal-Educational , (b) Fluid Intelligence / Spatial-Mecchanical-Practical | and
(¢) Short-Term Memory. The subtests from the Verbal and Quantitative
Reasoning Areas were expected to load on (a), while the subtests from the
Abstract/Visual Reasoning area were expected to load on (b), and the subtests
from the Short-Term Memory Area were expected to load on (¢).

5. When/t.he Stanford-Binet [V and WISC-R subtests were factored jointly, a
strong general component was expected; in the varimax rotations it wag

, 2
expected that the same three components would emerge as were expected from
the factor analysis of the Stanford-Binet [V; the Verbal Scale subtests from the
WISC:-R W;rc expected to load on Crystallized Iniclligence component, the
Performance Scale subtests were expected to load on the Fluid Intelligence

component, and Digit Span was expected to load on the Short-Term Memory

component.

To guide the reader through the literature review (Chapter II), it has been divided
into eight major areas and three levels of headings have been used. The first major area
deals with the early Binet-Simon Scales. The second major area provides a history of the
American versions of the Binet-Simon scales, with the emphasis being on the Stanford-
Binet scales. The third major area deals with the factor anélydc studies‘idone on the
Stanford-Binit scales prior to the Fourth Edition. The fourth major area focuses on profile
analysis done on the Stanford-Binet L-M. The fifth major area presents a brief synopsis of
theoretical models of intelligence based on factor analytic work. The sixth majof area
provides a review of the factorial studies with the WISC-R. The seventh major area is
concerned with the construction of the Stanford-Binet IV. Finally, the eighth major area

covers some pertinent information on Short-Term Memory.
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Because of !61(: length of the hiterature review, the pertinence of each of these major
areas (and sub-arcas) o this thesis was addressed within the context ot that section, though
it may be elaborated in Later sections, For example, the relevance ot the Binet Simon scales
to the Stanford-Binet IV was addressed within the major section that deals with the early
Bincet-Simon scales; or as another example, the relevance of factor analyne procedures to
the current research was discussed within the section dealing with the essentials of factor
analysis.

Chapter 1 outlines the research design and procedure used in this thesis. It
provide a description of the instruments, the subjects, the rationale for the age groupings,
the procedure for dealing with missing data, a brief desenption of the tactoning method
used, and fhc limitations of this research.

Chapter IV presents the results from this research. To assist the reader, major and
minor headings were used. The first major area deals with the effect that order of
administration had on the test results. The second major atea provides the means and
standard deviations from the WISC-R and Stanford-Binet IV for the three age groups. The
third major area gives the intercorrelations between (a) the Stanford-Binet IV subtests.
Areas, and Composite at each age level, (b) the WISC-R subtests and Scales at cach age
level, and (¢) the Stanford-Binet IV and WISC-R subtests, Areas/Scales and
Composite/Full Scale [Q. The fourth major area presents the results of the principal
components analyses for the WISC-R for each of the three age groups. The titth major
area reports the principal components analyses for the Stanford-Binet I'V tor each of the
three age groups. Finally, the sixth major area provides the results from the joint analysis
of the Stanford-Binet IV and the WISC-R for each of the three age groups. Because of the
number of results presented, and in order to avoid confusion, a brief discussion of the
results is given within the results section rather than "« ng solely relegated to the discussion

section (Chapter V).



( ' | Chapter V is devoted to discussion of the results, but focuses mainly on
\ highlighting and addressing the objectwes and hypotheses outlmed in Chapter I, as well as
N 1dcnufymg emerging patterns within and betwcen age groups For examplc for the age
o ) group 6-0 to 8-11 years, the separate componem structures of the Stanford- Bmet IV and
WISC-R were compared with each other and with the joint component structure of the
Stanford-Binet IV and the WISC-R. Also, this chaptef contains a synopsis and makes

recommendations for future research.

After ’Chaptcr V, the references and various appendices are presented.



CHAPTER II
REVIEW OF THE LITERATURE

St
s

A. Historical Perspective of the(" Binet-Simon Scales

Binet was a true pioneer in the ﬁeld of intelligence testing. He was one of the first
to insist that the study of intelligence be based on the measurement of higher and more
complex mental functions rather than simple sénsory—motor measures as was common in
the late 1800's and early 1900's. Binet's opportunity to develop a scale of intelligence ’
occurred in 1904 when the French Minister of Public Instruction set up a ccr)mmission’and
charged it with finding ways of identifying children with limited mental ability who could
benefit from special education class  As one of the commissioners, Binet realized the
need for an objective method to measure the intelligence of childre rgmatic need
led to the development of the 1905 Binet-Simon sjcale. As the ye: he 1905 scale

was destined to be revised in 1908 and then again in 1911.

The 1905 Binet-Simo'n Scale ;
In a 1905 publicatiori, Binet and Simon reviewed the necessity for a scientific

diagnosis for mentally retarded children. In their review, they refer to work by Blin and
Damaye who had-developed a pre-arranged list of questions for twenty topics that could be
used to diagnose mental deficiency (Binet & Simon, 1905/1916). Commenting on this list
of questions, Binet and Simon sfate "let us say that in precision Dr. Blin's study seems .to
us superior to anything previouslyy 'accomplishcd. Th‘cdcriticisms which we shall make will
not cause us to forget that we haye here a first attempt to apply a scientific method to the
diagnosis of mehtal debility" (Binet & Simon, 1905/1916, p. 28). Thus, the ingenuity of
Binet and Sirﬁon Was their ability to discern that a standardized set of questions could be

used to assess the intellectual potential of children. This concept has continued until this

day.

10



11

The earliest versions of the Binet-Simon scales were not designed around a
theoretical basis. Rather, Binet and Simon constructed an instrument that would
empirically identify children with different scholastic abilities. The pragmatic nature of
Binet and Simon's work can be seen in a 1905 publication by these two authors: "The scale
that we shall describe is not a theoretical work;l ‘it is the result of long investigations, first at
the Salpetriere, and afterwards in the primary schools of 'Paﬂs, with bdm normal and |
subnormal children” (Binet & Simon, 1905/1916, p. 41). Without é theory to guidc the
construction of their scale, Binet and Simon pfocceded in what has been called a "trial and
erfor" process, refining their idea of intelligence as they went along (Cronbach, 1960, p.
164). -

Nevertheless, as the year passed Binet and Sim%n's concepiion of intelligence was
clarified. After testing many children, and after hours of direct clinical observation, Binet
and Simon (1905/1916) arrived at a tentative definition of intelligence:

It seems to us that in intelligence there is a fundamental faculty, the

alteration or the lack of which, is of the utmost importance for practical life.

This faculty is judgment, othérwise called good' sense, practical sense,

initiative, the faculty of adapting one's self to circumstances. To judge

well, to comprehend well, to reason well, these are the essential activities of

intclligcncez p. 42). |
From this definition it is clear thdt Binet and Simon believed that intelligence would be
manifest in practical ways and that judgment, comprehension, and reasoning were to be
considered of foremost importance. |

The content of the 1905 Binet-Simon scale was not totally new; many of the items
had been uscq on earlier te\sts or experimental research. However, the combination of
previously existing items into a single scale was new. More importantly, Binet and Simon
utilized an empirical / psychometric approach in constructing their scale. In total, the 1905
Binet-Simon scale contained 30 items (interchangably called "tests” by Binet & Simon).

LY
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These were arranged in ascending order of difficulty as determined by testing of normal

and mentally retarded children. Th:: items covered topicg®uth as visual coordinafion,
recognition of food, performance of simple instructions, verbal knowledge of pictures,
naming objects, repeating digits, repeating sentences, definitions of objects, immediate
recall -~ nictures, sentence completion, paper cutting, and definitions of abstract terms (for
ac listing of the 30 items see either Freeman, 1955, pp. 102-104; or Binet &
Simon, 1905/1916, pp. 45-68). Several of these item types, though perhaps modified,
have been retained in subsequent Binet scales--including the Stanford-Binet IV. This
heterogeneous sampling of items that began with 1905 scale was continued through the
varioﬁs Stanford-Binet scales (up to and including Form L-M) and was a hallmark of the
Binet tests. B
Before moving on to the 1908 Binet-Simon scale, it_ is important to note the
relationship that Binet and Simon saw between learned knowledge (e.g., Crystallized
Intelligence) versus more\ihnate ability (e.g., Fluid Intelligence). In 1905, Binet and
Simon made the following comment: "Our purpose is to evaluate a level of intclli_gcncc.ﬁlﬁt :
'is understood ihat'wé here separate natural intelligence and instruction. Itis the intelligence
- alone that we seek to meafure, by digrggarding in so far as possible, the degree of
instruction which the subject possesses” ( Binet & Simon, 1905/1916, p. 42). Lest the
reader be fooled into thinking that Binet and Simon did not regard acquired knowledge as
part of intelligence, a digression to a 1908 publication is called for, as it clearly elaborates
on this issué: "In previous publications we have shown that it is possible to divide the
methods ofmeasﬁr'mg iptelligencc into threé)gi%)ups: (1) the anatomical method,
(measurement of the cranium, of the face, of clz)riporeal development; observation and
’ ifx?erpretaﬁon of su'gmaté of degeneracy, etc.); (2) the pcdagogical method (measurement -
of knowledge acquired at scho'ol, principally in spelling and arithmetic); (3) the
psychologicél method (measurement of the uncultured intelligence)” (Binet & Simon,

1908/1916, p. 183).
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Binet and Simon focusscd their attention on the "psychologlcal method" as they

«called it. They believed that thelr tests indeed tapped this uncultured intelligence rather than
knowledge taught in school. The "pedagogical method" described by Binet and Simon can
be coneeptualized in two ways: first, it can be thought of as scholastic achievement; |
second, it can be conccptuahzcd as learned or Crystallized Intelhgence (e.g., Cattell, 1971).

Whether or not the 1905 Bmct Simon scale measured acquired knowledge, the important

point is that Binet and Simon hoped that their scale would measure "uncultured

intelligence"--or what Cattell (1971) calls Fluid Intelligence.

The 1908 Binet-Simon Scale

The 1905 scale was a bold step, but both Binet and Simon recognized several
problems with this crude scale and consequently they re\iised it in 1908. Like its -
forerunner, the 1908 scale provided a pragmatic measurement of intelligence. The authors
were not pretentious, and acknowledged that the nature of children's intelligence was still
" not clear to them: "The child differs from the adult not only in the degrce and quantity of
his intelligence, but also in its form. What this; childish form of intelligence | 1o not
yet know" (Binet & Simon, 1908/1916, p. 183). They were, however, becoming more
.conﬁdcng that intelligence was primarily innate rather than 3 learneq abilir;y: "Furthermore,
\Lhe intellectual faculty appears to us to be independent not only of instruction but of that
which may be called the scholastic faculty, that is to say, the faculty of learning at school,
the facu]ty of assimilating the instruction given in school with the methods used in school” "
(Binet & Simon, 1908/19%%, p. 254).

Structurally, the number of items on the 1908 scale had increased from the 30 (on
the 1905 scale) to 58, and the age range \g}jl:roadened to allow testing of children between
the ages of 3 and 13 yearg. Howeveézs Binet and Sirribn stated, the scale was designed
primarily for school age children. As a result, the questions at age three were of somewhat
questionable difficulty for that age. Based on the results of previous trials and

administrations, the tests were once again arranged in order of increasing difficulty. Two
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- new features introduced on the 1908 scale have made a substantial contribution to the area

of\_rgpntal measurement: first, the tests were grouped together on the basis of age-levels;
&

se'c‘:‘bnd, the concept of mental age was employed for the first time (Freeman, i955). Other

improvements over the 1905 scale included better details for administration and scoring.

The 1911 Binet-Simon Scale

ériticisms of the 1908 scale focussed on the appropriateness of item plnccmc-nt in
terms of age levels. According to Freeman (1955), one of the major changé:s in the 1911
revision was relocating several tests to higher agc-levcls. Also, geveml tests were omitted
because "they seemed to depend too much,on school learning or on very incidental
information" (Freeman, 1955,p. 110). An important change in the 1911 scale was its
extended age range. It was designed for use with children between the ages of 3 and 15.
though a limited category for adults was provided. At each age level th‘crcjwerc five items
(::>tasi, 1982; Fancher, 1985b). This expansive age coverage has been retained in

e Binet scales, and has held much appeal in that z single test can be used at different

ages. Also, the idea of placing five items at each age level was adopted on the American
revision of the Binet scales.

Implications of the Binet-Simon Scales for the Stanford-Binet IV

From the Binet-Simon scales several concepts like general mental ability, mental
age, age scale, and basal age / testing ceiling became part of the testing tradition (French,
1986). Furthermore, several item types from the Binet-Simon scales survived through the
various American revision of the Binet scales and appear on the Fourth Edition. Although |
there has been this continuity in the content, the theoretical underpinnings of Stanford-Binct
IV haye finally broken from the Binet-Simon conception that intelligence tests measure only
innatic. intelligence at the exclusion of learned abilities. Thus, the authors of the Stanford-
Binet.IV (Thorndike et al., 1986) depart from Binet and Simon's (Binet & Simon,
1905/1916; 1908/1916) belief that iﬁnale abilities are indcpcnderi’t of abilities learned in
séwol This change fits with the trend in the last few dccz;ldes of questioning whether
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intelligence tests involve a scholastic/educational component (e.g., Sattler, 1982). In this
respect, the Stanford-Binet IV has broken with the tradition of the older Binet scales and

has adapted to a more workable differentiation between learned versus innate intelligence

(Horn & Cattell, 1966). o

B.The American Versions of the Binet Scales

The early Binet-Simon scales were of consi&erablc interest to psychologists and
educators of the day in that they promised to objectively distinguish between children of -
different mental abilities. In the United States, several different revisions of the Binet-
Scale were undcrtaken' between 1908 and 1923 Y By far the most popular American

version was done at Stanford University in 1916 by Terman.

The 1916 Stanford-Binet
. The most successful American revision of the Biﬁet-Simon scales was done at
Stanford University by Terman in 1916.. This revision was appropriately called "The
Stanford Revision of the Binet-Simon Intelligence Scale". From this revision, a testing
tradition in the United States was destined to follow. Not only were many new questions
developed for the Stanford scale, but the entire scale was also standardized on an American
populati’pn. A total of 90 items were included on the 1916 Stanford-Binet. Of these, 54
'had been adapted from the 1911 Binet-Simon scbalc, 5 were from earlier Binet-Simon
scales, 4 were from contemporary American tests, and 27 were new items (Freeman,
1955). Itis not surprising, then, that Anastasi suggests that, "This revision introduced so
many changes and additions as to represent virtually a new test" (1982, p. 228). .
Nonetheless, in recogrﬁtion of the guiding principzils set down by Bin;: his name was
retained on the 1916 Stanford test.
| Although ti\c major age range covered on this new Stanford-Binet was from 3 to 14

years, there was also a group of items for an "average-adult” level and another group at the

"superior-adult” level. Despite this attempt to cover all age levels above thrée years,



16

sampling inadequacies essentially made it unadvi§ablc to use the scale for anyone older

than 14 years of age. For ages 3 to IQ,' there were six test items at each age. Surprisingly
there were no items for ages 11 and 13, though there were eight items for age 12, and six
items for age 14. These gaps are interesting in that the 1908 Binet-Simon scale also had
some problems with placerﬁcnt of items at the higher age levels. Freeman (1955) suggests ’
that these gaps may have occurred because the test cc;nstructors found it difficult to devise
tests that would indicate a one year age difference at these stages of mental development,

or perhaps tesi items for these ages did not exist in 1916.

The 1916 Stanford-Binet had problems at the older age levels, especially in rating
bright students over the age of twelve to fourteen years (Merrill, 1938); it was apparent
that the 1916 Stanford-Binet was not finely tuned for use at the upper age levels. Another
problem inherent in the scale was that the concept of mental age beyond age 16 was not the
same as it was below age 160 . Although the 1916 Stanford-Binet remained basically an
age-scale yielding a mental age, it also provided an intelligence quotient (IQ). Following
Stern's suggestion, iQ was calculated by the formula IQ = MA /CA X 100. Scrutiny of the
distribution of IQs indicates that they were basically normally distributed at each age level.
Unlike later Stanford-Binets, however, the 1916 version had a stanidard deviation of 12
points.

The concept of fx "general intelligence” was retained from the Binet-Simon scales,
and "no attempt was made to measure separate mental faculties such as memory, attention,
sensory discri,minatienretc" (Terman & Merrill, 1973, p. 6). Indeed, the 1916 Stanfor
Binet was destined to g6 ;hrough several more revisions until these types of separate
abilities wouid finally be measured on the Stanford-Binet IV. As for the 1916 Stanfe
Binet, it waqg designed as a measure of global intelligence, and this was to have a prc

effect in the area of testing for many years.

& Age 16 was taken to be the peak of intellectual growth on the 1916 scale (Terman &
Merrill, 1938). .
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The criticisms of the 916 Stanford-Binet have been summarized effectively by
Freeman (1955). F;rst, the scale was not useful as a heasure of adult intelligence or as a
measurement tool for )‘Ioung children--rather it was most useful for assessment of children
b’ct‘wccn the agi:s of 5 and 14 years. Second, the standardization group (1,000 Californian
children) wasnot necessarily representative of the American po;ulation. Third, the scale
was very hcavil)(,w&:‘ightcd with verbal and abstract materials. Fourth, some procedures for

administering and scoring the scale were rather subjective and thus somewhat problematic.

The 1937 Stanford-Binet Forms L & M

The second Stanford-Binet revision occurred in 1937. The impetus behind this
rc;/ision was td clarify ihétruétions for administration and scoring, to improve low validity
associated with certain tests in the scale, to restandardize the test, and to improve
inadequacies at ages below 4 years and above age 15. According‘t'o Terman and Merrill,
the three aims of the 1937 revision were defined by the following characteristics: "(1)
expresses test scores in terms of age levels of performance, (2) employs a variety of tasks
designed to gauge problem-solving ability along many lines not primarily dependent upon
specific training, and (3) aims to measure 'general intelligence"" (1953, p. 510).

Like the 1916 scale, the 1937 Stanford—Binct used a wide variety of items rather
than a few item types grouped into subscales. The rationale behind the design of the 1937
Stanford-Binet can be seen in a comment by Terman and Merrill (1937):

The variety 'providcd by the ever-changing tasks insures the zestful

cooperation of subjects and is at the same time based upon what we believe

to be sound psychological theory. Itis a method which, fo paraphrase an

5 oft-quoted statement by Galton, attempts to obtain a general knowledge of
the capacities of a subject by the sinking of shafts at critical points. In our
revision we have greatly increased the number of shaﬁs and have sunk them

at points which wider experience with tests has shown to be critical (p. 4).
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In the process of revising the Stanford-Binet, Terman and Merrill were not unaware
of criticisms against tests that only provide a global measure of intelligence. Yet they
steadfastly hcld‘to the Binet tradition of measuring intelligence by taking a wide sampling
of a person's knowledge and ability. In McNemar's (1942) book, Terman provides an

introductory chapter where he defends the design of the 1937 Stanford-Binet:

The Binet scale has often been criticized because of its great variety of brief,
disconnected tests--a 'motley array,’ as Spearman scornfully refers to them.
According to some critics, if there is any large general factor measured by
such tests it is purely accidental. They contend that the logical way to
proceed is to devise a few series of tests, each series containing many items
of a given kirld and so, presumably, measuring thoroughly a given aspect of
intelligence. The method they recommend has 1ta g@vanmgc in group testing
in that it simplifies administration procedures, but no test of this type has
ever been devised that rivals the Binet test for clinical use with children.
Tﬁe latter, for all its 'motley array’ of variegated tasks, not only is more
interesting but also affords \a béfter measure of all-round intellectual
development than any of the substitutes that have been suggested. Binet's
abandonment of the attempt to test the intellectual 'faculties' as such was his

outstanding contribution to psychometrics (McNemar, 1942, p.6‘).'/

«
In 1942, Terman may have been correct in his assertion that the Stanford-Binet had no
rival, but with the introduction of the WISC in latter years, Terman's words stand as an
antiquated, perhaps elitist statement. In fact, as needs of educators and clinicians changed
tests providing only global measures of intelligence fell into disrepute (Sattler, 1982) and

tests with subscales became more prominent (Reynolds & Sundberg, 1976).

N
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The structure of the 1937 test, as can be seen clearly from the previous (illOlCS, wits
designed to measure general intellectual ability rather than specific or group abilities
(Terman & Merrill, 1973). In revising the test, the authors claimed that they surveyed the
literature and examined "thousands of test items" that had previously been used or (
suggested as measures of intelligence. To ensure that a general factor would emergé, one
of the criteria for electing items was that "the biserial correlation of each subtest with the
total score had to be high cnough to indicate that each contributed to what the scale as a
whole was measuring” (Terman & Merrill, 1973, p. 9). Thus, the procedure for the 1937
revision virtually guaranteed that a general tu«tor would be measured. Items that did not
correlate highly with the total scale, and 115 i ~sumably did not measure general
intelligence well, were not included.

The 1937 Stanford-Binet had two parallel forms (L and M). Whereas the 110
Stanford-Binet had contained only 90 items, there were 129 items on each of the two
forms. As noted by Terman and Mcrrill (1937) Form L bore slightly more resemblance to
its predecessor than did Form M. Consequently, in the following years Form L tended to
be used substantially more than Form M. As noted by Freeman (1955), of the 258
coefficients obtained when Forms L and M were correlated, 78 percent were .50 or higher;
this does lend some support to the conception that general intelligence (or some common
construct) was b{i‘ﬁéf"iflcasured 0;1 ‘Kboth of Forms L and M. | (

. In response to previqus criticisms that the 1916 Stanford-Binet had been too verbal
in nature, Terman and Merrill attempted to include more non-verbal item types on the 1937
revision. However, they acknowledged that they were unable to develop effective non-
verbal tests for ariy but the lowest age 1eve137 As such, the upperAlevels remained highly
verbal in nature. Referring to the older age levels, Terman and Merrill (1937) make the.
following comment:

P

At these levels the major intellectual differences between subjects reduce

LY

largcTy\(q\differences in the ability to do conceptual thinking, and facility in
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dca{mg with concepts is most readily sampled by the use of verbal tests.
Language, essentially, is the short-hand of the higher thought processes,
and the level at which this shorthand functions is one of the most important

determinants of the level of the processes themselves (p. 5).

-

Although it is possible that verbal skills are more or less synonymoins with
intelligence in older children and adults, it is also wise to consider Vernon's (1961)
suggestion that the emergence of a large Verbal factor may be an outcbmc of the education
system in North America; put another way, the Verbal-Educational factor (v.ed, Vernon,
1961 ) on most intelligence tests is larger than and accounts for more variance than non-
verbal factors. With this in mind, consider Terman and Memll's (1973) statement:
"Many of the so-called performance test items tried out for inclusion in the scale were
eliminated/becausc they contributed little or nothing to the total score. They were not valid
items for this scale" (Terman & Merrill, 1973, p. 8). Insistence on measuring only a
general factor (which appeared largely verbal in nature) may bhavc ruled out the inclusion of
non-verbal item types.

The age range for the 1937 scales was cxu;nded downward to age 2 and upward to
include three adult levels including one labelled "superior adult”. The arrangement of
items at each age level was much improved over the 1916 scale. Below the five-year-old
level tests were spaced at half-year intervals and the gaps at ages 11 and 13 had been filled.
Although the standardization sample included only white Amerigan-born subjects, it was
relatively large with 3,184 children ranging in age from 2 to 18 years. The sample was
taken from 11 states and sémc attempt was made to obtain a sample that was representative
of the United States population in terms of social situation and father's occupation. Despite
these attemnpts, the children tended to have a slightly higher socioeconomic status than that
indicated by the 1930 census data and rural children were undér represented. Thus,

although the 1937 standardization sample was considerably improved over the 1916

P PE——  ~



21

The 1937 Swnfo;d-Binct n:7mincd an age scale, with items grouped by age. Item
were retained only if the percentage of children passing that item increased with age.
Because the adult mental age was set at sixteen years, problems emerged in calculating the
1Q of older subjects. Evidence indicated that gains in IQs began to drop after the age of
thirteen :athcr than sixteen an{i that there was little increase in ability after age sixteen
(Terman & Merrill, 1937,_)9{’{3). Taken together, these problems indicate that there was an
inadequate ceiling for older children with above eR/cragc ability, and also for adults. Even
when mental ages were calculated at the upper age levels, their meaning was opaque.

Thus, even though the 1937 Stanford-Binet was an age scale, the items were arranged so
that a mean 1Q of approximately 100 was obtained at each age.

Several criticisms of the 1937 scale exist and have been outlined by Freeman
(1955). First, there was a considerable variation (from 12.5 to 20.0) in the standard
deviations at different ages. This created considerable problems in interpreting IQs as those
obtained at different ages did not mean the same thing, as the same score at different ages
might represented different relative standing (i.e., different z-score). Second, there was
some concern as to whether the 1937 Stanford-Binet was measuring different abilities at
different age levels. Third, though theoretically usable for testing adults, the oldest
subjects in the normative sample were 18; therefore, when testing adults, no direct
comparison with a normative group was available; further, the difficulty level for older
subjects was still too easy, especially for brighter adults. Finally, McNemar (1942) found

that items were more reliable for older children than for younger children, and more reliable

for children with lower IQs than for those with higher IQs.

The 1960 Stanford-Binet Form. L-M

The third revision of the Stanford-Binet occurred in 1960. The purpose for the
1960 revision was clearly stated by Terman & Merrill (1973): "The present revision of the
Stanfofd—Binet Tests aims at providing test users with a single scale that, while preserving

the characteristic features of previous revisions, eliminates out-of-date content and
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improves general structure” (p. v). In this revision the best subtests from forms L. and M
were incorporated into a single scale with 138 items. At each age level, the six test items
were supplemented by an alternate item that could be used if one of the six test items was
spoiled. Approprately, the third revision became known as the Stanford-Binet Form 1.
M--reflecting the merger of Forms L and M. No new content was introduced on this
revision, and the overall structure of the test remained the same as the 1937 scales.

The selection of subtests for Fonm L-M was based on a sample of 4 498 subjects
who had been given the Stanford-Binet between 1950 and 1954, Using this sample,

'changes in item difficulty from the 1937 scale were noted; these changes were used to
determine placement of items on Form L-M. As in previous revisions, a subtest was kept
only if its biserial correlation with the total score was relatively strong--the mean biserial
correlation for items on the 1960 Stanford-Binet was .66 whereas on the 1937 scales it was
.61. The implication is that the 1960 Stanford-Binet may have been 4 more consistent
measure of general intelligence than either Forms L or M were.

The content of the 1960 revision had much in common with earlier Binet Scales
According to Popplestone and McPherson (1974) the origin of Form L-M's content can be
traced to the following sources: 8% to the Binet-Simon scales of 1905, 1908, and 1911;
27% to the 1916 Stanford-Binet; and 8% to Terman's research in 1918. Thus,
alpproximately 43% of the Stanford-Binet Form L-M was developed duning or before 1918,
and just as important, 100% of the content was present on the 1937 revision.

Perhaps the most important change on Form L-M was the adoption of deviation 1Qs
(Mean of 100 and standard deviation of 16) rather than ratio IQ's which had been used in
the 1937 revision. Also, the variability of scores (different standard deviations for different
ages) on the 1937 scale had been taken into account when the new IQ tables were
constructed for the 1960 scale. The result of these changes was that the obtained 1Q's on
the 1960 scale were comparable across age levels. Because of data suggesting that mental

growth on the Stanford-Binet continued beyond age 16, these new IQ tables had been
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extended to provide norms fof children between the ages of 17 and 18. Desbite this change
to deviation IQs, Terman and Merrill were not willing to abandon the concept of mi.ial

~ age; they felt that mental age was useful in helping educators understand the lev¢l at which
children function.

Inan uncxpected fashlon and apparently contrary to their steadfast position that the
Stanford-Binet measures gcneral ablhty, Terman and Merrill (1973) digress to a discussion
of three possible categories, of items on the 1960 scale. These three categories represented -
a verbal ‘sciale, a‘non-ve,rbal scale, and a memory scale as suggested by McNemar (1942)
in his factor analysis of the 1937 scales. The pfopos‘ed items on the "verbal scale” had an
average correlatlon of .65 w1th the total score; items on the "non-verbal scale" had an |
average correlation of .58 with thc total score; and items with a memory content correlated
.61 with the total score. -Although Terman and Merrill do not deny the possibility of group
factors as pointed out by both McNemar (1942) and Jones (1949), they emphasized that
items were selected in order to rhaximize first factor loadings--that is, to measure general
intelligence. What can one conclude frog};l‘erxpan and Merrill's reported correlations on
these three catégories? If nothing else, it appears to be an indication that they were willing
to consider the possibility that group factors éxist/ in iri"telligence, perhaps even on tt}e

Stanford-Binet Form L-M.

The 1972 Renorming of the Stanford-Binet Form ‘L-M

Despité the combining of Forms L and Minto a single scale, vthe 1960 revision did
not involve a restandardization. This restandgrdization did not occur uqtil 1972. In 1970,
the Cognitive Abilities Test (CAT) had been normed using a stratified éarnple of the U.S.
popula.tion. This stratification was based on.community size, geographic region, énd
economic status. The 1972 noxmihg sample for the Stanford-Binet L-M rode piggy-back
on the CAT norming sample.” That is, from >the CAT sample, 100 children at each of 21
age levels were chosen so that their CAT scores had a mean of 100 and a standard deviatic;n

of roughly 16. In actuality, the number ofmchildren per age level varied from 43 to 150
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(Waddell, 1980). Furthermore, as several authors have pointed out, the 1972

* standardization did not ensure that ethnic minorities, social economic status, urban / rural
communities, and sex werenadequately controlled in the sample, even though 'thcl:)?may
hz;ve been controlled in the Cognitive Al;ihty Test némﬁng (Pavis & Rowland, 1974;
Waddell, 1980). The haunting conclusion is that the 1972 norming sample may not have
adequately representedithe U.S. population. Nevertheless, it was certainly a vast
improvemént over the antiquated sample from the 1937 revision that provided the norms
for the 1960 revision.

With the new IQs based on the 1972 norming sample, the concept of menu@gc
was no longer useful because it no longer corresponded to a child's chronoﬁlogical%},c
(Salvia, Ysseldyke, & Lee, 1975). Salvia et al. bfovidc “test ages" that correspond to the
outdated mental ages, and suggested that examiners abandon the reportingiof mental age in
favor of the test age. In essence, these test ages are simply mental ages that have been
revised in order to take into account the decrease in item difficulty from 1937 to 1972. For
example, a mental age of 5-0 is translated into a test age 6f 4-6 which corresponds to the
child's chronologicg age.

Corresponding to changes in mental ages, item difficulties decreased from 1937 to
1972. That s, children in 1972 found items to be easier than did children in 1937. It was
also noted that items tended to be more age specific in the 1972 sample; put another way,

| there was a more rapid age change in the peroéntaée of children passing an itern in the 1972
sample (Garfinkel &Thorndike, 1976). The rate of change in item difficulty was not
uniform across age or ability ! Children between the ages of two and six appeared to
have the largest éains in IQ; beuwcen ages six and ten gains in IQ were small; aftcf age ten
gains in IQ gradually increased again (Flynn, 1984; Waddeli, 1980). Similarly, there was
a greater change in IQs for children with average or above average ability than-there was for
cﬁﬂ&en with below average ability. Given these patterns, Holroyci‘”);zind Bickley (1976)
suggest that discrepancies between the 1‘960 norms (which in essence are 1937 norms) and

<3 I
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the 1972 norms can not be attributed to educational and environmental advantages for
children in the 1970's; rather, they suggest that the discrepancies are most likely
methodological in nature. Overall, these disconcerting findings cast a certain amount of

suspicion on the 1972 norms.

C. Factor Analytic Studies of the Stanford-Binet Scales
Déspite the insistence by Terrhan and Merrill (1937; 1973) that the Stz‘mford-Binet

_scales were measuring general intelligence, several researchers have persisted in attempting
to find group factors on these /scal/es. The factor analytic work done on the Stanford-Binet
scales and its relationship to ;'hc Stanford-Binet IV are examined next. For the sake of
clarity the ;malyses of the 1916, 1937, 1960, and 1972 Stanford-Binet have been treated
separately, and in chronological order. Although each La‘nalysisA contributes to our
understanding of the Binet scales, McNemar's (1942) analysis of the 1937 Stanford-Binet

" deserves special attention because his wqu on the standardization sample from the 1937

scale was extensive. The goal of reviewing the factor analytic studies of the earlier

" Stanford-Binet scales is to determine whether there is a precedent for Thorndike et al.'s

(1986) organization of the Stanford-Binet IV into four Reasoning Areas.

General Intelligence On the Stanford-Binet Scales
Analysis of Terman and Merrill's position on the stru(':rurc of the Stanford-Binet
scales is a good starting point. Although the possibility of group or specific factors was
not ruled out on Form L-M, factor analysis done by McNemar on scales L and\M had
indicated that "a single common factor would explain performance on the Stanford-Binet"
- (Terman & Merrill, 1973, p. 35) Becaﬁsg%grman and Me;;ill (1973) used the results
. from McNemar's factor analysis of the 193%;‘;cal‘es to détermine whichitems would be

retained on Form L-M, the unitary nature of the latter scale and the exclusion of group
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factors was to be expected’ ’. Thus, the development of the Stanford-Binet scales after
1916 was aimed at honing a general f;actor and likely reduci;xg group factors.

Béfore jumping to the conclusion that Terman and Merrill were diametrically
opposed to.the idea of group or specific factors on the Stanford-Binet scales, consideration
of their openness on this issue is appropriate: "The intcrpn;tations of these other statistical
investigations of Stanford-Binet test data indicate that the 'organization or intglligcncc' that
is measured by the test can be described in terms of general, group, and specific factors”
(1973, p. 35). Thus, although Terman and Merrill explicitly adhered to a measurement of a
general factor of intelligence, they were also willinéjto admit that group or specific factors
might be part of this general intelligence as measured on the Stanford-Binet Form L-M.
Through this acknowledgement, the authots of the Stanford-Binet scales set the stage for

factor analytic work on these scales.

Wright's Analysis of the 1916 Stanford-Binet
Wright's (1939) analysis of the 1916 Stanford-Binet was rather incomplete and her
ihterpretation of the results was somewhat questionable. Nonetheless) her findings are

worth mentioning. Her sainple consisted of 456 children wit ages ranging from 6 j
to 14 years, and chronological ages between 10 and 10-11 years. Only items that were //\/

‘passcd by more than 10% and less than 90% of the children were used in the factor \)
analysis--a total of 3Y items. The centroid method of factoring was used followed by
graphical rotation of factors. The first unrotated factor appeared to represent general e
intelligen(:e, with item loadings ranging from .57 to 1.048 .

‘Though Wright extracted and rotated seven factors only five were named: Number,

Spatial, Verbal Relations, Reasoning, and Induction. Meanwhile a "common factor”

7 Terman and Merrill (1973) report that a weighting procedure was used to decide which
items to retain on Form L-M; items were selected on the basis of their contribution to the

measurement of general intellectual ability. :
8 The methodology of using the centroid method and tetrachoric corrclanons sometimes
results in Heywood cases.
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emerged as the third rotated factor. Although Wright acknowledged that this might

represent general intelligence she strongly believed that it was a "maturational" factor.
(Wright, 1539). She reasoned that because Thurstone (1938) had not found a gegg_alrﬁfﬁ L
factor of intelligence that it probablvdidn’t exist in her data either; this left her with the
conclusion that the general factor in her data must be a maturatio\nal factor. Reasoning like™ |
this detnonstrates how previous research can influepce imcrprcta*n of factors; it also

serves as a warning to carefully consider a broad range of relevant literature before

interpreting the results from a factor analysis.

Burt and John's 1942 Analysis of fhe 1916 Stanford-Binet

Burt and John's (1942:1, 1942b) sample included 483 children with chronological
ages between 10 and 14 1/, years, and mer;tal ages between 10 and 11 1/, years. Centroid
factoring using tetrachoric correlations was used ax}d four factors emerged: the first factor
(accouming for 45% of the variance) was interpreted as geﬁaral intelligence; the second 4
appeared to be a maturity factor9 ; the third factor was bipolar with one part verbal in
nature and the other nonverbal (numerical and spatial); finally, the fourth group factor,
again bipolar, included memory, vocabulary, and comprehension. s .

The interpretation of Burt and John's (1942a) results was complicatccg by the
bipolar natux‘?c of several of their factors. To deal with this problem, Burt and John (1942b)
reanalyzed their original«(1942a) data using a group-factor method; that latter method
produces positive group factors in place of bipolar factors. This time seven factors besides
general intell‘igenée (the latter accounting for 35% of the variance) emerged: Maturity,
Vocabulary, Cgmpxjehension, Number, Spatial, and Memory. A major problem was that
these seven group factors tended to overlap and were not all of the same magpitude; that is,

four were broadly defined while three were fairly narrow. Conclusions based on Burt and

John's 1942b work need to be taken cautiously; as over-factoring may have occurred.

)

9 As noted by Burt and John (1942a) this maturational factor may have emerged because
the 1916 Stanford-Binet did not have any items for children with a chronological age of 11.

~
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McNemar's 1942 Analysis of the 1937 Stanford-Binet Standardization
Sample

$

N\

McNemar's (1942) factor analysis of the 1937 Stanford-Binet standardization

______sample is one of the most conscientious, comprehensive, and strangh(ﬁ?mnrdnnuysc&_ﬁ;
done on a Stanford-Binet scale. As was common in that era, McNemarused the centroid |
method of factoring. Analyses were done separately for each of the 14 different age groups

+in the 1937 standardization sample. The number of people in each age group ranged from
99 to 200, and the number of items ranged from 19 to 30. Lacking a definite criteria to
determine the appropriate number-of—’factors, and despite stated reservations, McNemar
chose to extract three factors at each age level.

Before looking at the results obtained by McNemar, an inherent limitation of factor.
analyses of the Smnford—Bihet scales (1916-1972) deserves consideration. This limitation
deals with the reliability of individual items on the Stanford-Binet scales. McNemar makes
the %ouowmg astute observation: ".In general, one cannot expect to find large factor
loadings-ef largé common factor variances for individual items because of their relatively
low reliabilities. In other words,beach variable or item will yield a rather large error
variance which coupled with possible specific variance will tend definitely to limit its
communality” (p. 101). The problem of low reliabilities presents a problem for factor
analysis, in that the communality of an item generally cannot exceed its reliability. Thus,
with an average reliability of about .65, the analysis of items is somewhat problematic.
The major problem this creates is that the percentage of total variance accounted for by the
factors tends to be lower than the error variance combined with the specific variance. Put
simply, too much of the variance from the items is unaccounted for by the factors.

McNemar (1942) clearly outlines his conception of intelligence before presenting
his factor analytic results: "Without committing ourselves to any particular theory as to the
organization of intellectual abilities, we are inc\lincd to the position that a useful measuring

scale should be highly saturated with one common factor to the exclusion of all
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conspicuous group factors” (McNemar, 1942', p: 99A). Because a researcher's expectations
influence interpretation of factors, it is important to know his or her bias. Indeed,
McNemar's expectation of a strong general factor was not unfounded but almost
~‘guaranteed by the way items were selected for the 1937 Stanford-Binet scales: (a) a priori
selection of items for the initial tryout, (b) chccldng of tryout items against the 1916
Stanford-Binet,/;;d (c) insistence that each item show a substantia% correlation with the
composite (McNemar, 1942). Not surprisingly, McNemar found thﬁt\a general factor
emerged at each age level: "The results indicate that the several items ;hcluded in a given
analysis tend to be saturated, though in varying degreés, with a common factor”
(McNemar, 1942, p. 168). Based on overlap of items in his analyses, he further concludes
that this general factor is probably measuring the same construét at each age level.

In contrast to the strong general factor found at eachy’agc, level, McNemar (1942)
states that no "conspicuous” group factors were found. However, he does acknowledge
the existence 6f small "minor" group factors for several ages. McNemar (1942) found that
on the average, the first factor accounted for about 40% of the variance; the second factor
accounted for 5-11% of the variance; and £he third factor accounted for 4-7% of the
variance. According to Thorndike (1975), reanalysis of McNemar's correlations with
newer factoring procedures indicates thaf approximately 80% of the common-factor
variance is extracted by the first factor. “Thus, the general factor appears to have saturated
the 1937 Stanford-Binet scales. \;ith due caution, McNemar warns against the
overinterpretation of the group factors in that their structure is not always clear. With this
warning in mind, and remembering that the magnitude of the general factor is far greater

than any of these group factors, it is now time to review the minor factors that McNemar

found at some of the age levels.

\u
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' For ages 2, and 2 1/,, the second factor!0 involved "identifying" or "knowing" of

objects while the third factor included .items related to "motor” and "memory". For ages 3,
s

3 1/,, 4, and 4 1/ McNemar concluded that no logical groupings appeared in the second
and third factors, and hence no attempt was made to interpret them. Forages 5 and 6
there were two separate abiliﬁeé: one being verbal, the other numerical. For age 7 there
were no distinct groupings. For age 9 and 11, the second factor appeared to have two
components, one pait being verbal, and the other being memory oriented; although
unclear, the th/x‘d factor was also bipolar with one pole involvi;lg memory for designs while
the other inv,dived repeating of digits. For age 13 there appeared to be a grou’;!)in gs for
verbal items, and a grouping for "problem"” items and memory items. For .agc 15, there
was. once again a differentiation between "problem" and verbal items. Finally, for age 18
the second factor involved verbal and immediate memory, while the third factor wa§
difficult to interpret.

Overall, McNemar states "For any one given analysis there is considerable variation
from item to item in first factor loadings" (p. 110). Fortunately, he summarizes whicﬁ_
items have high and low loadings on the general factor. Because several of these item
ry;:Z: have been retained on the Stanford-Binet IV, it is relevant to consider their
relationship to general intelligence. Items with high loadings included cbmprchension,
vocabulary, similarities, verbal absurdities, and arithmetic reasoning; thosé with low
loadings included copying of figures, buildiné with blocks, motor coordination, paper
folding, copying gf beads from memory, picture absurdities, memory for stories, paper
cutting, and repeating digits. Thus, sorhe items appeared to be better measures of general
intelligence while others had more unique content. N

Attempting to integrétc the dverall pattern of factor ioadings at the different age

levels, McNemar (1942) suggested that three "special scales” might be formed from the

10 In McNemar's (1942) analysés at each age level, general intelligence always emerged as
the first factor. o ‘
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Stanford-Binet items. These spccxal scales do not seem to have come directly from
McNemar's factorial work but rather from an a priori conception. These three scales were
(a) vocabulary, (b) non-verbal, and (c) memory. For each scale McNemar gave not only

the items from the Stanford-Binet that should be included, but also means and standard

- s
deviations for each of the items involved. Given McNemar's commitment to the general- -

factor, it is interesting that he even.included a chapter on these special scales.

Although discussing these special scales, McNemar warns against using the results
from one or two Binet items in order to make judgments about special abilities like
memory, visual imagery, or perception. However, McNemar's special scales represent an -
early attempt to organize the Stanﬁ\)rd-Binet itemns into se'paratc,' meaqingful categories. Of
special interest, McNemar's three scales (vocabulary, non-verbal, and memory)
correspond, at least vaguely, to three of the Reasoning Areas‘ .on the Stanford-Binet IV
(respectively, Verbal Reasoning Area, Abstract / Visual Reasoning Area, and Short-Term
Memory Area). Add to this Thorndike's (1975) praise of McNemar for generating multiple
factors that have been more-or-less interpretable on the Stanford-Binet scales. Taken as a
whole, McNemar's fmdihgs do seem to provide a justification for the new structure on the
Stanford;Binet IV.

I§§1964 McNemar suggested that neither the Stanford-Binet :-M nor the WISC
provided a "factorial pure, unidimensional measure of a g " (p. 873). Referring to the
Stanford-Binet L-M he made the following statement: "The current Stanford-Binet was in
reality constructed too early to benefit from the implication of factor analysis for test purity,
whereas the Wechsler scales were based on the impossible premise that 10 or 11 subtests
“can simultaneously provide diagnostic subscores and a meaningful total score™ (p. 873).
~As pointed outﬂby McNemar (1964), the older Binet scales as well as the WISC (and now

the WISC-R) were not designed on the basis of factorial results. In coritrast, the Stanford-
" Binet IV's theoretical underpinnings provide a factorial base against which this latest

revision can be assessed. Indeed, a major issue addressed in this thesis is whether the
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design of the Stanford-BTﬁ?:} IV with four Reasoning Areas is supported by factor analytic

findings.

Jones' Analysis of the 1937 Stanford-Binet

In analyzing the 1937 Stanford-Binet, Jones (1949) used the centroid method of
factoring on a matrix of tetrachoric correlations. Factors were rotated graphically
(presumably orthogonally) with attention being given to three criteria: (a) maximizing
simple structure, (b) maintaining positive manifolci, and (c) psychological meaningfulness

\of factors. Four age levels (seven, nine, eleven, and thirteen years) were included in the
analysis, and each group had 200 children. The number of items included in the analysis at
each age level was 30. ‘

For the 7 year-olds, Jones extracted four factors. The first, accounting for 21.1%
of the total variance, was a Verbal factor. A Reasoning factor emerged next, accounting for
18.3% of the total variance. The third and fourth factors were considerah]y smallc;:
Memory accounting for another 9.4% of the total variance, and Number ak({unting for
8.8% of the total variance. \

At the 9 year-old level, Jones extracted five factors. (bncc again the first factor was

Verbal in naturcfa{:counting for 15% of the total variance. /A Reasoning factor emerged
next, accounting for an additional 13.7% of the total variance. In the same pattern as for
the 7 year-olds, the ;hird factor related to Memory, explainihg 9.6% of the total variance.
Fourth, a Spatial factor accounting for 8.9% of the ;otal variance, was found. Finally, a
"Residual fa'ctor" (3.1% of the total variance) was found.

In the 11 year-old group, the factofs that emerged were similar to those found at the
7 and 9 year-old levels. Once again four factors were extracted. As expected, the first
factor was Verbal in nature, accounting for 25.2% of the total variance. In an unc?xpcctcd
fashion a Memory factor emerged next, accounting for11.5% of the vdriance. Asinthe 9
year-old group, a Spatial factor was found as the last meaningful factor, accounting for

12.2% of the total variance. Finally, another "Residual factor” (2.8% of the total variance)

P



€ -~
|
* | 33

was found, though it had no apparent utility. Of interest, no reasoning factor appeared at
this age lcvél. |

For thé_ 173 year-old level Jones extracted six factors. Not surprisingly, the first
factor to emerge was Verbal in nature, accounting for 19.4% of the total variance. The next
two factors, Reasoning I and Reasoning II, were quite similar accounting fé;r 11.8% and
6.4% of the total variance respectively. Fourth, a Memory factor emerged, accounting for
8.3% of the total variance. The final two factors both involved visual perception and were

/ called Visualization and Spatial, respectively accounting for 7.8% and 7.0% of the total

variancc.‘

In 1954 Jones reanalyzed the data of the 13 year-old group from his 1949 samiyle.
This time he used oblique rather than orthogonal rotations, and extracted ten rather than six
factors!! . A list of the ten factors found by Jones (1954) follows: Three Verbal
Comprehension factors (supplying previously leamned linguistic méanings, ability to
manipulate words such that a meaningful felationship is imposed, and definition and
manip'ulation f words and ideas); Memory for Disconnected Elements; Memory for
VerbalMzterial; Visualization of Configurations; General Reasoning; Closure (the ability
tq,fuse a perceptual field into a single percept); Carefulness (ability to accurately perceive
details of spatial configurations); and finally a Residual factor. From these ten first-order
factors Jones extracted three second-order factors: (a) Ability to Profit From Scholastic
Experience, (b) Abiiity to Synthesize Perceptions and Perceive the Gestalt, and (c) Facility
for Dealing with Relationships, both verbal and spatial. Given the complexity of Jones'
second-order factors, many alternate interpretations could have been made; for example,
the three factors could have been called (a) Verbal, (b) Visual/Spatial, and (c) Reasoning.

Thus, Jones' 1954 analysis does not stand in direct contradiction to his 1949 analysis. It

11 Extraction of ten factors without an adequate criteria for deciding the number-of-factors
to extract brings up the question of whether over-factoring occurred; when over-factoring
occurs, the variance from the major factors is often splintered into very narrow factors

which are not replicable.
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does, however, demonstrate that interpretation of factorial results may bc biased both by
the number of factors cxtrdszted and by the type of rotation used.

Before looking at t}:e general trends in Jones' (1949) work 12 it is important to note
that Jones qualifies his findings by stating that many of the emergent factors were "not
clearly defined"” (p. 314). Indeed, the combination of item loadings on a given factors
was often puzzling. Itis also worth noting that a general factor was not extracted before
rotations were conducted; in contrast, the first unrotated centroid for the different age
levels accounted for 35-38% of the total variance and represented a geperal factor.

Thus, the overall pattern of factors found by Jones (1949) across the four age lcv‘cls
suggests that there are fewer latent factors for younger children than there are for older :
children. He therefore comes to the following conclusion: "The battery of items included at
one age level of the Stanford-Binet is not factorially identical to the batteries of items at
other age levels" (p. 318). However, some pattern differences may have resulted from the
number of factors that were extracted. Despite Jones' suggestion of factorial variation
across age levels, there does appear to be much similarity in the major group factors. At all

age levels there was a Verbal factor, and a Memory factor; at almost all of the levels a

Spatial factor and a Reasoning factor were also found.

Ramsey and Vane's Analysis of the 1960 5: -ford-Binet L-M

Ramsey and Vane (1970) factored the Stanford-Binet L-M using the principal
components method and the eigenvalue-one criteria for determining the number of
componenis. Their ;ample included 152 children between the ages of three and seven
years. Whether the first unrotated principal component was a general factor is debatable in
that only two-thirds of the 18 items loaded on this corﬁponent. The seven factors rotated
by the varimax criterion are listed in the order that they were extracted: Verbal, Visual-

Motor, an unnamed factor perhaps involving Persistence, Visual Ability and Judgment,

12 Jones' 1954 results will not be included here as they are somewhat prolematic and do
not allow for comparison across the different age groups.
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General Knowledge, Control of Impulsivity / Memory factor, and Visualization. The
Ramsey and Vane study is Interesting in that it appears to ba\}c been the first factor analytic
study of the ﬁSmnford—Binct scales to use an objective criteria for deciding the number of
factors to extract. However, a potential flaw in this study relates to the use of principal
components factoring with items that have relatively low reliabilities (this problem is treated
in more detail when Thompson's (1984) factor analysis of the Stanford-Binet L-M is

reviewed).

Hallahan, Ball, and Payne's Analysis of the 1960 Stanford-Binet L-M

Hallahan , Ball, and Payne's (1973) factor analysis of the Stanford-Binet L-M was
restricted to 363 preschool age children ranging in age from E’>-O to 5-8 years. These
children were from culturally disadvantaged backgrounds and had been enrolled in the
Head Start program. Because a short form of the Stanford-Binet L-M had been
administered to the children, only 15 items were included in the factor analysis. Principal
axes factoring was used and initial communalities were estimated by squared multiple
correlations (R2). Using the scree test criterion, three factors were extracted and rotated by
the varimax criterion. In the order of extraction these three factors were General
Knowlcdgc,' Visual-Motor, and Verbal. Although Hallahan et al. interpreted their first
rotated factor as General Knowledge, it should be noted that only 12 of the 15 items loaded
on this factor. Failure to find a strong general factor is not surprising in that rotation by the
vaﬁmax criterion usually results in the loss of z}/g'/cneral factor. However, though the
nature of the first factor is not totally clear; it does seem to approximate a general factor or

perhaps a reasoning factor.
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Thompson's Analysis of the 1972 Stanfosd-Binet 1.-M

In her analysis of the 1972 renormed Stanford-Binet L.-M Thompson used the
principal components method of factoring; however, unlike previous factor analyses ot the
Stanford-Binet scales, she used phi correlations between items rather than tetrachoric
correlations. Her sample was divided into two age-groups each with 110 subjects. Sixteen
items were included in the analysis for the younger group while 22 items were included for
the older group .

Compared to previous studies, the correlations between individual items were
surprisingly low. ,For the younger group, these correlations ranged from -.22 10 .64 with
most being betwet:n 10 and .35. Simif gy for the older group the correlations rang,cd

from -.11 to .58 Wlth most being bctweg& ﬁO and .50. Thompson suggc%tcd th.n hcr use

of phi rather than tetrac\()nc correla . ably explains why her cor}elauons were

lower than those usually reported. As she points out, tetrachoric corr{c}'..'uions are designed
to give estimates of what the product-moment correlation would ’bc if the item was
continuous even though in reality it is dichotomous. Thus Thompson suggests that
tetrachoric correlations are often poor estimates (often inflated) of product-moment
correlations when the variable is dichotomous. Her rationale for using phi correlations
rather than tetrachoric appears to be sound in that each item from the Stanford-Binet is
treated as a variable which is either passed or failed, and no partial credits are given.

An important point to remember in interpreting the results from Thompson's work
is that she lﬁcﬂ a principal components analysis. As was mentioned briefly when
cons?cfenng McNemars (1942) work the low reliabilities of indivicua! items on the
Stanford-Binet scales cause some problems because the communality of an item generally
cannot exceed its reliability. Consequently, the low item reliabilities on the Stanford-Binet

dictate that communalities will be fairly low and conversely that a fairly large amount of the

item variance will be unique!3. Hence the principal components method may not be the

13 That is, specific + error variance.
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most appropriate to use in factoring the Stanford-Binet L-M because it assumes that all of
the variance of the variable will be reliable; the principal factoring!4 method used by
Hallahan et al. (1973) ;vould probably have been a better choice.

Though one can question Thompson's (1984) use of the principal components
rather than the principal factoring method, her results are still informative and probably
reasonably accurate. For her younger group the first unrotated component seemed to be a
general component, though loadings were between .29 and .63. The ﬁvo rotated ‘
components that emerged were similar regardless of whether the varimax or oblique
promax methods of rotation were used. She gave the following names to her fac tors: (a)
Verbal / Nonverbal Reasoning, (b) Verbal, (c) Visualization / Visual Judgme=, 1) Cont ol
of Impulsivity, and (e) Visual-Motor. |

For the older group the first unrotated component again appcarcd to be a general
component with loadings ranging from .22 to .75. Though six components had
* eigenvalues greater than one, the five component sclution was more conducive to
intcrbretation. In both .the_ varimax and oblique promax rotated matrices the following five
factors were named: (a) Verbal, (b) Veroal / Nonvcfbal Reasonin g, (c) i)ifﬁculty, (d)
Visuaiization, and (é) Meaningful / Nonmeaningful Auditory Mgmo;'y. |

Comparison of the componems found by Thompson (1984) in her older and
younger groups is worthwhile. Fu‘st it should be noted that Control of Irnpulswuy from
the younger group may alternately be con51dered as a Memory component (as mdlcated by
loadings from repeating of 5.digits, and naming days of the week); using this alternate
| mterpretauon the similarity betwecn the components in the two d1fferent age- groups is
remarkable. For both age-groups, there is a Verbal factor,a Reasomng factor a

Visualization factor, and some type of Memory factor.

)

14 For the sake of brevity, the apphcauon of the common factor modelo thé¥rincipal axes
method will be referred to as "principal factoring” to: distinguish it the principal

components method.

g
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Summary of the Factorial Studies on the 1916-1972 Stanford-Binet *
Scales
The importance of the factor analytic studies on the earlier Stanford-Binet scales is
perhaps unclear to some. Why in a test designed to measure general intelligence have
researchers persistently conducted factor analyses in order to find group factors?
Furthermore, now that several researchers have demonstrated that group factors appear to
exist on the Stanford-Binet scales, what are the implications? To a:;swer the first qucstion,
the persistent attempts to find gfoup factors on the Stanford-Binet are basically an attempt
to aid in its interpretation and general utility. Though general intelligence may be one of the .
best predictors of scholastic achievement, development of specialized programs for children
requires some idea of their specific strengths and weaknesses, not just an indication of their
overall cognitive ability. Therefore, the rationale fer searching for group factors follows
from the belief that individuals may possess differential levels of ability on diffefent areas
that’ we consider as pafe of ihtelligence (e.g., Verbal and Nonverbal ability). Thus, in order

to use the Stanford-Binet scales for designing educational plans, it has been desirable to

find factors on which proﬁles of strengths and weaknesses can be assessed. In short, there

o wasa need to find group factors on the Stanford-Binet.

Another reason for factoring the Stanford-Binet scales has a theoretical origin.

*Slmply, is there really a general mtelhgence like that suggested by Spearman (1904, 1927),

oris a,‘model like Thurstone's (1938) more workable in that it suggests primary factors
v ‘
rather than a single geheral factor. In this respect, the previous review of the factor analytic

studies of the ‘Sihnfordeinet is important in terms of theoretical impiications for the

. ‘Stanford-Binet IV. Thatis, is the fourth Edition really a Stanford-Binet type test or, as

suggested by Vernon (1987), is it so different that it really should not be called a Stanford-
Binet scale? .'I'his is an important question which deserves a brief comment. In the old

Stanford-Binet scales we had a test that was designed to measure general intelligence.

" However, despite attempts by Terman and Merrill to construct a scale with a unitary focus,

factor analytic studies have demonstrated the presence of group factors on the Stanford-
: o
e
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Binet. Perhaps then it is time to recognize the presence of group factors, and to move
away from the idea that intelligence is unifocal. Although the Stanford-Binet Scales have
in}iced demonstrated that they contain a strong general factor, the presence of group factors
on these scales does provide a precedent for developing Reasoning Areas on the Stanford-
Binet I'V. ’

As a basis for answering whether'the Fourth Edition of the Stanford-Binet is really
a.Binet type test, it is imperative that one not impulsively cbnclude that it is not because it
has broken from the concept of measuring only general intelligence. Rather, the thoughtful
psychometrician will carefully weigh the structure of the Stanford—Binet IV against the
factorial results that have emerged from the factoring of ‘the various Stanford-Binet scales
ﬁreceding the Fourth Edition.

From the review of the factorial studies covered in this section, some
generalizations can be madé about what should be expected in a Stanford-Binet scale.

First, it should contain a strong general factor (Burt & John, 1942a, 1942b; Hallahan et
al., 1973; Jones, 1949; McNemar, 1942; Wright, 1939). Second, several group factors
will- probably be tp‘\'rcsent: a Verbal factor (Hallahan et al., 1973; Jones, 1949; McNemar,
1942; Ramsey & Vane, 1970; Thompson, 1984); a Visual-Spatial or Nonverbal factor
(Hallahan et al., 1973; Jones, 1949; McNer}lar, 1942; Ramsey & Vane, 1970;
Thompson, 1984 ); a Memory factor (Jones, 1949; McNemar 1942? Ramsey & Vane,
1970; Thompson, 1984); a Re§§oning factor (Jones, 1949; Thompson, 1984); and a
Number factor (Burt & John, 1942a, 1942b; ]ones, 1949; Wright, 19&'9}, Further, given
the emergence of group factors, a model of intelligence that retains a general factor, and

~ also allows group fggtors must be adopted to provide a theoretical explanaﬁon of the
empirical ﬁndm&&f{vm the factorial studles |

Should altef the factors fou’r.xd in previous factor analytic studies of the Binet scales
" be presert on a new Binet type test? Probably not. 'fhe reason they all need not be present

is complex. Because the factoring done in the early studies of the Sfariférd-Binet (Burt &



John, 1942a, 1942b; Jones, 1949, 1954; McNemar, 1942; Wright, 1939) lacked a
formal method for deciding the number of factors to rotate, some overfactoring or
underfactoring may have occurred; the implication is that some of these factors may have
been too narrow or specif{c. Second, because each item on the Stanford-Binet is treated as
a variable, their low reliabilities makes the principal components analysis potentially flawed
(applicable to Ramsey & Vane's,1970 analysis and Thompson's 1984 imalysis).

Another unaddressed but important issue regarding the factoring of the Stanford-

Binet Scales is whether dlfferwv fzg;tdx‘s are measured at different ages. Determining the

“‘}

answer to this question is problemauc m that the entire scale could not be used in any
analysis--because the 1916, 1937, 1960 and 1972 Stanford-Binets are basically an age
scale, not all children received the same tests. Iﬁ her overview of the factor analytic studies
on the Stanfofd—Binct scales Thompson (1984) provides a quick tabular summary
(Thompson, 1984, Table 2.1, pp. 54-55) of the factors found in most of the studies that
have been reviewed in this section. Her main conclusion is that there may be several group

factors embedded in the Stanford-Binet scales. However, a second conclusion is that the

nature of the group factors may change with age. Hence, following the Stanford-Binet

tradition it is possible that different factors may emerge at different age levels on the
Stanford-Binet IV. |

To summarize, previous factor analytic work on earlier Stanford-Binet scales
suggests that-in designing a new Stanford-Binet, the test constructors sl;ould retain a strgng
cl-ornmitme)nt to general intelligence, and secondarily a commitment to the presence of

several group factors which have consistently been found on the older Stanford-Binet

scales. In essence, Thorndike et al. (1986) have{adhered to these criteria.

" . a0 O
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D. Profile Analysis of the Stanford-Binet Form L-M

‘Commcn_ting on the transition between the second and third edition, Terman and
Merrill state that "Attempts to construct profiles that are psychologically meaningful on tests
designed to yield a single measure of general mental ability have been very discouraging"
(197%1 p. 13). Terman and Mcrriﬂ further warned that attempts to group the items from
the Sta}iford-Binet onto meaningful scales appeared to have little psychological
justification, because of the way the the Binet sé:ales had been created and honed. For all
intents and purposes, the Stanford-Binet L-M is mﬁinly unitary in natﬁrc--most strongly
measuring general intellectual ability. Despite this, many attempts have been made to
conduct profile analysis baséd on grouping of individual items from the Stanford-Binet.

The utility of the Stanford-Binet L-M in educatiohal settings has been hampered by
the lack of subtest/subscale scores on which proﬁl'es can be based. This lack of subtests
has been a concern to those seeking to identify individual strengths and weaknesses of
children. Faced with a choice of interpreting only the g{lobal IQ on the Stanforﬁ—Binet L-M
or resorting to some classification scheme to facilitate interpretation of differential ability,
most clinicians have chosen the latter. Fortunately, two prorr}inent classification schemes
have been dcvcioped, one by Valett and one by Sattler. Thegurpose of a classification
scheme has been succinctly described by Sattler (1982): "A classification scheme is a‘
convenient way of describing clusters of items in catégories that have some face validity. '
Classification schemes aid in evaluating the child's performance, especially the pattern of
successes and failures, and enable the examiner to make recommendations based on these
patterns" (p. 133). h

In the next section, these two schemes and their criticisms and proposed revisions
will be considered. Although these classification schemes have not been df(;riyed from
. factor analytic work, the categories are very similar to the factors found in ééveral studies,
and they have proven to be very helpful in interpreting the Stanford-Binet L-M. Further,

the prevalent use of profile analysis on the Stanford-Binet L-M warrants some
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understanding of how these profiles are constructed. The major utility of using a
classification scheme is not the definitive identification of strengths and weaknesses but
rather to generate hypdmcses: "The classifications are to be used to generate hypotheses
about the child's performance in order to make more meanin gful recommendations; they
are not to be used to make diagnoses about special abilities" (Saﬁlcr, 1982, p. 136).

The importance of looking at these classification schemes is twofold. First, it
should alert the reader to the great need for categories by ‘whi_ch the Stanford-Binet L-M can
be meaningfully interpreted. Second, it will hopefully awaken in the reader an elementary
understanding that factorially derived categories are superior to subjectively derived
categories such as Valett's and Sattler's. Even more importantly, it is hoped that
discussion of these schemes will provide the reader with a greater appreciation of why it
was necessity to rcplé.cc the Stanford-Binet L-M with a new Stanford-Binet that has not

only four major group factors!3 but also subtests within these four factors.

Valett's Six Category Classificatioh Scheme

Valett (1964) proposed a classification scheme with six categories: general
comprehension, visual-motor ability, arithmetic reasoning, memory and concentration, -
vocabulary and verbal fluency, and judgment and reasoning. Placement of items into
appropriate categories was done subjectively by "cxpcrtsL Using these categories, a
clinician can construct a profile which is useful in identifying children's strengths and

weaknesses. Although some items from the Stanford-Binet appeared in more than one

category, Valett defends this by suggesting that abilities overlap in "real” life as well.

Sattler's Seven Category Classification Scheme
Sattler (1965) also constructed his classification scheme on "somewhat arbitrary
groupings according to item content” (p. 173). Sattler's scheme has seven major categories

(with subcategories given here in parentheses): Language, Memory (Meaningful Memory,

15 On the Stanford-Binet IV these group factors are referred to as Reasoning Areas.
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Nonmeaningful Memory, and Visual Memory), Conceptual Thinking, Reasoning

(Nonverbal Reasoning, and Verbal Reasoning), Numerical Reasoning, Visual-Motor, and
Social Intelligence. Sattler refers to this classification schemes as a "Binetéam" (1982, p.
134). In constructing his scheme and analyzing the items at each level according to this
scheme, Sattler suggests that his categories substantiate the suspicion that the Stanford-

Binet L-M‘docs not measure the same factors at each age. At the younger ages, stress is -
placed on the categories of visual-motor capacities, nonverbal reasoning, social /
intelligence, and language functions; during the middle years of childhood, more emphasis

is placed on memory functions, and reasoning; and finally, during adolescence emphasis is

placed on verbal reasoning (Sattler, 1965).

Comparison of Valett's and Sattler's Classification Schemes

Silverstein (1965) compared Valctt:s (1964) and Sattler's (1965) classification
schemes. He fouﬁd that several areas overlapped considerably (coefficient of overlap being
as high as .85 to0 .89 in three areas). Thus, Silverstein.concludes that "If the categories
with the greatest amount of overlap are taken as equivalent, the schemes agree in
classifying 75% of the total number of test items” (p. 964). Silverstein (1969) further
examined Valett's and Sattler's classification schemes by applying the schemes to the
Stanford-Binets of 80 retarded children. He calculated correlations between the different
categories of the two schemes and again concluded that the schemes have a great dca;l'fg
common. However, he quickly point§out a hazard of using item-classification schemes:
namely that the use of abstract categories like "Rgasoning" may cause the examiner to lose

sight of what individual items actually requir >f examinees.

Sattler's SD Method of Determ:: -« Strengths and Weaknesses
Although the two classification schem- 1w ned above are useful heuristics, it is
difficult to tell whether performance in one area . ficantly better or worse than for

another area. Because of this problem, Sattler(1982) devised a method that can be used to
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evaluate the scatter in a Binet profile. This procedure is used in connection with the
examinee's CA and MA and is known as the standard deviation technique (SD). The SD
method provides guidelines that help to determine whether successes or failures result from
normal variability or from mcanir;gful differences in abilities; thus the SD technique helps
guard against overinterpretation of miﬁor fluctuations in a child's performance.

The major assumption behind the SD mcthgd"/is that IQs that are less than one
standard deviation above or below a score of 100 arc normal, and represents the norm:ll
range of functioning. In short, the goal is to identify a band that surrounds an age level
(MA or CA) for which one would expect normal variation. Strengths and weaknesses are
then inferred from successes or failures outside of t;ﬁs band (Chase & Sattler, 1980).
Once specific items are found to be strengths or weaknesses, they can be interpreted by
either Sattler's (1965) or Valett's (1964) classiﬁcation_ schemes, or can be used singularly
to generate hypotheses about broader strengths and weaknesses (Kaufman & Waterstreet,
1978).

Because Sattler (1974) did not provide reference tables for use with the SD
technique, Kaufman and Waterstrget (1978) made an attempt to correct this deficiency.
They present a table that gives guidelines for both CAs and MAs in terms of normal
variability using Sattler's SD method. Although éhase and Sattler (1980) agree with the
basic methodology outlined by Kaufma<1 and Waterstreet (1978), the former point out that
CAs and MAs provided by the latter havc; been rounded to half-years, and therefore may
_give improper estimates. Also, at some age levels the Kaufman and Waterstreet tables do
not accurately reflect the variability as outlined by Sattler. To correct these errors, Chase
and Sattler (1980) provide a refinement of the Kaufman and Waterstreet table as does
Sattler (1982). They also clarify that using the CA provides normative information while

r .
using the MA provides ipsative information as to strengths and weaknesses. ‘Again, the

[
' wéming is that information gained through the SD method shou(?djonly be treated as a

working hypothesis.
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Although Sattler’s (1974) SD method is a noble attempt to salvage information from

the Stanford-Binet L-M, it is far more cumbersome than a similar method provided by

" Sattler (1982) for use with the WISC-R. To illustrate the superiority of multi-scale subtests
(like the WISC-R or Stanford-Binet IV) for the purpose of profile analysis and planning of
individual educational plans, Sattler's (1982) method for profile analysis of the WISC-R is
briefly described. For the WISC-R, Satiler provides tables for determining when a subtest
scaled score is significantly different from the mean scaleq score for the appropriate scale
(Verbal or Performance). Because the WISC-R is divided into subtests w}igth a mean of 10
and standard deviation of 3, it is relatively easy to see which subtests are weak and which
are strong. Further, the WISC-R manual lists the minimum differences between subtests
that are needed for determination of significant differences. Also, for the Verbal and
Performance scales, the manual provides information on the size of differences that are
required in order to conclude that the two scales are significantly different.

As such, the WISC-R provides not only information that lends itself to profile
analysis, but also provides statistical information useful in examining profiles (Evans &
Richmond, 1976). In the same respect, the Stanford-Binef IV lends itself to profile
analysis in that Areas have a mean of 100 and standard deviation of 16 while subtest:s have
amean of 50 and a standard deviation of 8. Furthermore, in the Technical Manual for the
Stanford-Binet IV Thorndike et al. (1986) provide several tables which provide information
need for determining which subtests and areas are signiﬂcanﬂy different from one another.
This new feature on the Stanford-Binet IV represents a great improvement over the
Stanford-Binet L-M in terms of usefulness for profile analysis.

Classification of the Stanford-Binet According to Guilford's SI
Model '

As outlined by Sattler (1982) it was Meeker in the late 1960s who developed an
approach for classifying Stanford-Binet items in terms of Guilford's Structure of Intellect
(SI)’modél. The belief was that each item could be classified according to the operation,

content, and product that it méaSures in Guilford's SI model (see review of Guilford for a
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brief description of the SI model). However, when psychologists attempted to classify the
Stanford-Binet items according to Guilford's SI model, there is considerable disagreement
as to the appropriate category that an item belongs in. In fact, Sattler (1982) concludes that
some of the categories have such poor agreement across different raters that this
cfassiﬁcation scheme is probably not justified.

Despite the problems with this SI classification system, some rcscarct{’crs like
Silverstein (1974) have attempted to classify the items of the Stanford-Binet L-M according
to the SI model. Thc:ugh Silverstein suggested that 28 of Guilford's SI categories can be
found on the Stanford-Binet L-M, only 14 of Guilford's categories were used in
Silverstein's study. An important finding was that "Although conceptually the structure-
of-intellect abilities are independent, the average r s were .89, .80 and .80 for the
operation, content, aitd product categories, respectively" (Silverstein, 1974, p. 763).
These high correlations suggest that the categories based on Guilford's ST model are
probably not independent enough to be helpful in constructing profiles. Thus, for the
Stanford-Binet L-M ther= appears to be little support for the use of a classification scheme

based on Guilford's SI mocel.

Summary of Profile Analysis of the Stanford-Binet L-M

Indeed, as noted by Terman and Merrill (1973) attempts to construct profiles based
on the Stanford-Binet L-M have been disappointing. Although classification schemes have
been developed by Valett (1964) and by Sattler (1965), the clinician is still left with a web
to untangle. Both of these schemes were constructed subjectively, and lack the empirical
support that could be offered by more precise methods (e.g., classification of the WISC-R
subtests according to factor analytic findings). Neither of these classification schemes
allows the clinician to-determine whether one category in the scheme is significantly
different from another. Although Sattler's standard deviation technique has been useful in
identifying individual items that are strengths or weaknesses, the clinician still needs some

type of scheme for identifying what each item measures. Further, because individual items
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do not have high reliability, interpreting a single ifcm may be unwise, and therefore
groupings of items that are strengths or weaknesses must be checked by some classification
scheme such as Valett's or Sattler's. Overall, profile analysis based on the Stanford-Binet
L-M has proven to be cumbersome. ‘

In comparison to the Stanford-Binet L-M, the WISC-R has proven extremely useful

_ for constructing profiles. To a large extent, this is probably one of the biggest reasons why

the WISC-R has overshadowed the Stanford-Binet L-M in recent years. | Fortunately, the
structure of the Stanford-Binet IV is now designed to facilitate profile analysis, and
important statistical differences between subtest and Area scores are évailablc in the
Technical Manual (Thomdike et al., 1986). The key question that needs to be addressed
is whether or not the hypothesized Areas and corresponding subtests on the Stanford-Binet

IV are substantiated through factor analysis and hence are viable in developing profiles.

Correlations Between the Stanford-Binet Form L-M and the WISC-R

In general, the correlations between the Stanford-Binet L-M and the WISC-R were
moderately strong. In the manual for the WISC-R Wechsler (1974) reports that for four
age groups, the mean coefficients of correlation of Zhe WISC-R Verbal, Performance, and
Full Scale IQs with the Stanford-Binet IQ were .71, .60, and .73 respectively. Covin and
Sattler (1985) did a short review of the literature comparing the correlations between the
Stanford-Binet and the WISC-R; they found that reported correlations between the
Stanford-Binet IQ and WISC-R Full Scale IQ ranged from .58 to .95 with a median of .81.

-. In order to show some interesting relationships between Fhe WISC-R and the

~ Stanford-Binet, three correlational studies will be reviewed. The first, by Sewell and
Manni (1977), is of interest because it shows that for normal children the correlation
between the WISC-R Verbal IQ and the Stanford-Binet IQ is higher than the correlation
between the WISC-R Performance IQ and the Stanford-Binet IQ. Sewell and Manni_fs)
sample included 106 children between the ages of 6-0 and 16-10 years. The correlations
between the Stanford-Binet L-M IQ and the WISC-R Verbal, Performance, and Full Scale
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IQs were .86, .71, and .86 respectively. While there was no significant difference between
the mean Stanford-Binet I1Q and either of the WISC:R-Verbal IQ (VIQ) or the WISC-R Full
Scale IQ (FSIQ), there was a significant difference between the mean Stanford-Binet [Q
and the mean WISC-R Performance 1Q (PIQ). The inﬂblication is that the Stanford-Binet
L-M may be quite verbal in nature. |
A second study, by Covin and Sattler (1985) is of interest bccaus; it found that for
retarded children, the WISC-R PIQ was more closely related to the Stanford-Binet 1Q than
was the WISC-R VIQ. Each child was assessed with the Stanford-Binet L-M and three
years later reassessed with the WISC-R. These 147 children ranged in age from 9 to 16
years, were from homes with low socioeconomic status, and were labelled as trainable or

.
educable mentally retarded. With this methodology and time span, the correlations between

the Sta;FE)rd-Binct L-M and the WISC-R VIQ, PIQ, and FSIQ we ’ .56, and :60
respectively. Thus, for children with fairly low ability, it appears gt WIS"CV’R.'

Performance scale correlates more strongly with the Stanford-Binet L-M than does the
Verbal Scale. However, one must be careful in'makjn g this statement because design of
the Covin and Sattler study allows for possible confounding of time and instrument used.
A better design would have been to assess the children with both tests at the same time and
then reassess them with both tests after a period of three years.

Finally, the third study by Bloom, Reese, Altshuler, Meckler, and Raskin (1983)
points out that for children with developmental probl¢ms, the relationship between the
Stanford-Binet L-M IQ and the WISC-R PIQ and VIQ is not always straightforward.
Bloom et al. administered both the WISC-R and Stanford-Binet L-M to a sample of 121
children with developmental problems. Of these children, 23% had a difference of i2 or
m;)rc points between their WISC R FSIQ and their Stanford Binet L-M IQ. In fact, the
mean Stanford-Binet IQ was 94 2 while the mean WISC-R FSIQ was 79.2. This
discrepancy is mtcrestm%n that the WISC-R VIQ was usually similar to the Stanford Bmct
IQ, while the WISC-R PIQ was usually, though not always, lower. The implication is that



49

children in special populations may have different levels of ability in different areas such as
the Performance and Verbal realm. This difference is not seen when the Stanford-Binet L\
M is used because it is a highly verbal test. The new Stanford-Binet IV, on the other hand,
provides IQs for four major areas; and would hence appear to have potentially more
importance for assessing children from special groups in that it can measure strengths or

weaknesses in each of these four areas.

The Need for Tests Useful in Constructing Educational Plans

With the introduction of laws ensuring the right of public education for all persons
including handicapped children, individualized educational plans have become mandatory.
In the United States, Public Law 94-142 has had a profound effect. As quoted in Sattler
(1982), part of this law states that educational agencies should insure that : "Tests and
other evaluation materials include those tailored to assess specific areas of educational need
and not merely those which are designed to provide a single general intelligence quotient”
(p. 518).. Thus, Public Law 94-142 in the United States makes in imperative that the
Stanford-Binet L-M not be used in evaluating handicapped children'beéause it is designed
to provide only a single 1Q score. A ' n N

| Furthermore, because trends in education had been movin g towards in‘diyi:d.ual,; :

educational plans, the global score provided by the Binet Form L-M does not proyvgde*
enough specific information on areas such as language, comprehension, visual-mofér o
ability, reasoning, memory, attention and concéptrdtion, and social awareness that are
important for educators and clinicians. Despite akempts 6 adapt the StanfordBmetto V

i
lid
N

profile analysis (Covin & Sattler, 1985; Kaufman and Waterstreet, 1978%? Sat{ler 1965, l‘

1982; Valett, 1964), the WISC-R has a distinct advantage in that its demgn ‘ 1ly lends

itself to profile analysis. Given this limitation in the design of the Stanford—Bmct L-M its
£\

questionable and outdated norms, and factorial research done on it, the u;pe-‘wag ngh,t for a

change in the structure of the Stanford-Binet scale to make it more useful lédu‘éatom andﬁ

clinicians.
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The ultimate decision of a test's utility must be judged on its usefulness in educating
children: "Binet's test, like others used in education, must be judged in terms of its ability
to facilitate constructive adaptions of educational programs for individuals. This is the
challenge for the next 70 years" (Thorndike, 1975, p. 7). Clearly then, the Stanford-
Binet's decline in popularity was largely a result of its structural design. Busy clinicians
found the WiSC—R a better researched and more easily interpretable instrument. Not
surprisingly, ths Stanford-Binet IV was destined to take on a new form--a form not unlike
the WISC-R--Q;R: that is better suited to educational planning.

Criticisms of the Binet Scales and the Need For Tests with a
Theoretical Basis

Dinnan (1977) gives a glowing analysis of Binet's contribution to the testing
movement, and labels him the "grandfather of all testing utilized in psychoeducational
evaluation” (p. 272). Dinnan's major complaint against the older Binet tests is that they
were not based on a sound theory of psychological principals. For example, Binet cid not
claim that the items he used were unitary in nature; he was looking for a broad sampling of
items that would solve a pragmatic problem. _;I,aterk %cvisions of thé Binet scales at Stanford
University also tended to be more pragmatic than &éofctical, though there was a strong
commitment to measuring general intelligence. However, factor analyses on the Stanford-
Binet scales provided infc;frnation that group factors nﬁght also exist on these scales.

Another often quoted criticism of the Stanford-Binet is made by a reviewer in The
Seventh Mental Measurements Yearbook: "The Stanford-Binet Intelligence Scale is an old,
old vehicle. It has led a distinguished life as a pioneer in the bootstrap operation that is the
assessment enterprise. Its time is just about over” (Friedes, 1972, p. 773). Despite
advancement in theories of intelligence (e.g., Cattell, 1971; Gustafsson, 1984; Vernon,
1961), the Stanford-Binet L-M remained inert to the changing times, clinging as it were to a
sinking ship--with occasional attempts to patch up major structural defects. /

Davis and Rowland (1974) list several pragmatic criticisms of the Stanford-Binet

Form L-M. First, they suggest that there are too many objects and too many kinds of items
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for examiners .» handle conveniently. Second, because each item type occurs only once at
each level, it is "taxing" for the examiner to maintain the correct sequence. Third, the
la?ut of the manual with separate sections for administration and scoring is troublesome.

Fijally, children are often subjected to a large number of failures before a ceiling is

reached. ,.

Waddell (1980) provides two further criticisms regarding the norming and validity
of the Stanford-Binet L-M. One is the lack of new reliabilitie; and standard errors of
measurement for the 1972 norms. ‘Another weakness is the lack7 of validity reports; that is,
does the Stanford-Binet L-M measures what it intends to with a 1980's population.
Waddell notes that there has been a lack.of studies assessing the predictive validity of the
1972 norms edition. Referring to the technical data available for the 1972 norms, Waddell
boldly states that "It is contended that the Stanford-Binet should not be used in important
decision making processes unless this weakness is corrected"” (p. 203)-. Hélroyd and
- Bickley (1976) comé to an almost identical conclusion: "Despite its superiority over the |

1960 norms, the inadequacy of the 1972 restandardization throws into doubt the
advisability of continuing to use the Stanford Binet at all" (p. 104). Briefly, despite
attcmpis to patch up the Stanford-Binet L-M, ciinicians have become w\ary of its
usefulness. |
According to Hollinger and Kosek (1986) tests like thé Stanford-Binet L-M which
ﬁi‘ovide only a global méasure of intelligence are antiquated and‘undesirablc_. The findings “
“from their study give some credence to the rationale behind Public Law 94-142: unitary
tests may not adequately capture differences in potential on differiné areas of intelligence{
Hollinger and Kosek's sample included 26 children between the ages of 6 and iS years.
| Ail of these children were being assessed for placement in prc}grams for the gifted (IQ =
130Y Despite their high 1Qs, 96% of the children had at least one WISC-R subtest score
that w: - in the normatively average range. Appropriately, Hollinger and Kosek's ’

conclusion and warning was that the measurement of intelligence with tests designed to
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provide,pnly a global score may results in a lack of ability to differentiate unique patterns of
: o ,,_{4_?” 3 P
cognitive abilities. For example, the WISC-R PIQg were more likely than the VIQs to be

in the normative range; that is, these gifted children were more likely to demonstrate
Bt

superior levels of performance on subtests requiring verpejigbrehension and expression

(i.e., subtests of Vocabulary, Similarities, and Compreh S ; conversely, they were
more likely to demonstrate only average ability on subtests requiring simultaneous
processing, visual orientation, and distinguishing of essential from nonessential elements.
Thus, using the Stanford-Binet L-M on children ;vith special ability may fail to adequately
sample and identify strengths and weaknesses.

With the development of newer and more theoretical based tests, the antiquated

. Stanford-Binet L-M was losing out. A good explanation of why this is happening is

offered by McCallum, Karnes, and Edwards (1984). McCallum et al. compared the K-
ABC, WISC-R, and Stanford-Binet for the use with 41 gifted children ranging from 9.5 to
12.5 years of age. In accordance with the recent shift towards more "process-oriented”

tests and those with a strong theoretical basis, McCallum et al. suggest that the Stanford-

-~ Binet L-M is not the most apprbpriate test for assessing children in special populations.

They suggest that the reason for this is that: "Apparently test results based on a theoretical

~model are perceived as more conducive to subsequent educational intervention than are the

more traditional product-oriented results (p. 57). Kieth (1987) also agrees that one of the.

~ pervasive problems in psychological assessment for schools has been the absence of theory

guiding research desigﬁ and interpretation of results. He applauds the development of the
Stanfbrd-Binet IV for its-contribution towards this goal.

Changing trends in the development c;f tests has also been noted by Sternberg
(1986). He suggests that there has been a move towards designing new tests that are more
closely tied to theories of intelligence. Not only this, but he also notes that the present

trend is for new tests to measure "a broader set of abilities underlying intclligc%:e" (p. 20).

3

However, he also warns that test designiers needs to be careful in not broadening their

4 £

/
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definition of intelligence so much that they "include evcfﬁ,hmg but the kitchen sink" (p.
20). Thus, the new structure of the Stanford-Binet IV %c;llo“;? current trends, measures
four broad Areas, and flows from a well respected theoretical basis.

Hargreaves (1974) provides an overview of the psychometric tralldition and this
provides an excellent rationale for the designing of the Stanford-Binet IV around a
theoretical model. He notes that the piom;.ering worlkk in psychometrics wé;“lg;g’c\ly based
upon "technological rather than theoretical advance” (p. 27). He suggests that even the
work of Vernon and Burt was based on factor analysis of existing data rather than being
guided by theoretical perspectives. To some extent this may have been true. When little is
know about an area, it is best to work from the data and then to develop theories to fit the
data. However, once the theories have been refined, they can begin to guide the
construction of tests to a greater degree. This is, to some extent, what has happened on the
Stanford-Binet IV. Cattell's and Vernon's theories of intelligence have been used tb
determine how the test should be;tructured, and what areas should be included.

In summary, resgarchcrs and clinicians have found the Stanford-Binet L-M to be
antiquated and lackin g a solid theoretical base by which results could be interpreted. Also,
it has not'prOvcﬁ' to bc directly amenable to assessment of differential abilities in children. "
Though the Stanford-Binet L-M was a formidable instrument in its time, the time has come

for it to retire and let its offs;;rin,g,'a new and theorcticallygsgealing Stanford-Binet IV,

mplacc it.
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E. Theoretical Models of Intelligence: Impllcntlons and Background For
The Stanford-Binet IV

The following section reviews several pertinent theories of intelligence which
provide justification for the structure of the Stanford-Binet IV. To understand and
appreciate the structure of this new Binet scale a basic understanding of these theories is
needed. No attempt will be made to provide a comprehensive review of all theories of
intelligence; rather, the primary focus will be on theories of intelligence which have been
derived or supported by the use of factor analys‘is.

In the last 80 years several theorist have made major contributions to the field of
intelligence and intelligence testing: Spearman, Thurstone, Vernon, Cattell, Horn, Jensen,
Guilford, and Stemberg" to mention but a few.- Th::re are many different ways that these
theorists can be grouped. One way is to group those that subscribe to a general intellectual
factor as opposed to those that do not allow for such a ‘fdctor. Another way is to exuhinc
whet'her the theorist has a hierarchical model of intelligence or not. Yet another way is to
determine whether the theorist follows a psychometric n'ad.ition or a cognitive perspective.
Although the purpose of this review is not to categorize the relevant theories, féur implicit

-areas or categories will be examined. First, the hierarchical models proposed by Cattell and
Horn, and by Vernon will be exar;xined; next, the controversy over the existence of a
general factor (g ) will be examined via the work of Spearman, Thurstone, and others;
third, the information processing theories of Guilford and Sternberg will be examined
because they have implications for factorial models; finally, the HILI model proposed by
Gustafsson (1984) wiil be exai/;nincd as it represents a synthesis of factorial studies. ;These
implicit categories will hopefully aid the reader in organiii;ng his or her thoughts,:and will
allow for some meaningful comparxsons o v‘

In the opening chapter of the Techmcal Mamﬁil for the Stanford- Binet IV
(Thorndike et al., 1986), it quickly becomcs apparent that this new Binet scale places more
emphasis upon theorencal models of intelligence than any of its prcdeccssors The theories

of Cattell and Vernon have played gan important role i in shapmg the structure of the
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stanford-Binet IV. To illustrate the contributions of these authors, the theoretical structure
f the Stanford-Binet IV (Thorndike et al., 1986) is presented in Figure 1. Adequate

inderstanding of the theoretical structure of the Stanford-Binet I'V is an essential step in
!

1't;"lping to interpret factorial results from this test. Hence, a relatively lengthy review/pf the

vork of Cattell and Vernon is needed and will be covered next.

_ Figure 1 _
Theoretical Model of Intelligence as Presented in the
Fourth Edition of the Stanford-Binet

Fiqure 1 has been removed because of the
unavailability of copyright perws1on.

* Figure 1 has been icproduccd from the Technical Manual for the Stanford-Binet IV (Thorndike,
Hagen, & Sattler, 1986).
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Cattell and Horn's Theory of Fluid and Crystallized Intelligence

Although Cattell (1971) admits that the Gf-Gc16 theory does not rest solely on the
results of factor analysis, the latter is géncrally taken as the main support for the theory. It
should be noted that the factorial work by Cattell (1971) and Cattell and Horn17 (1966,
1982) used principal axes factoring with iteration for communalities, and oblique rotations
that were done graphically. Through the years Cattell's theory of intelligence has been
modified somewhat. However, the most commonly known version of the tﬁcory |
represents the earliest of his work, and postulates two types of intelligence, Fluid (Gf) and
Crystallizéd (Gc). In theTechnical Manual for the Stanford-Binet IV (Thorndike et al.,
1986), the early version of Cattell's theory seems to be espoused--that is the Gf-Gc¢ theory;
later revisions by Cattell and Horn will be considered after the presentation of this simpler
Gf-Gc model.

Horn and Cattell (1966) identify Fluid Intglligcncc as the innate-biological, or
constitutional element of intelligence: "the major measurable outcome of the influence of
biological factors on intellectual development--that is, heredity, injury to the central nervous
system (CNS) or to basic sensory structures,‘etc." (p. 254). Typically, Fluid Intelligence

s measured by any type of item that requires analytic ability, perception of relationships, or
educing of correlates; this includes series, classifications, analogies, mzéccs, reasoning, .
and also items requiring immediate awareness and memory (Hom & Cattell, 1966).
However, Gf is not only present in tasks requiring figural and symbolic materials, but can

also be present in tasks with semantic content. For example, when verbal synonyms or

16 Depending onthe publication, Fluid Intelligence is alternately symbolized by Gf or gy ;
similarly Crystallized Intelligence is alternately symbolized as Gc or g . For the purposes

of this thesis, the uppercase symbolization will generally be used, though in certain cases
the lower case subscripted symbols will be used. The uppercase symbolization generally is
used in the American tradition, while the lower case symbolization comes from the Briti$h =

tradition following Spearman's designation of general intelligence as g .

17 Although Hom was an active participant in the work done by Cattell, his name is often
omitted and Cattell is given the primary credit for developing this theory of intelligence. As
such, when reference is made to Cattell's theory in this thesis, the contribution of Hom is

- also assumed. pie- SN Y

<
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analogies are presented and the words are chosen to be éasily within the vocabulary of the
. group tested then Gf may be required (Cattell, 1971).

Whereas iﬂ?}d Intelligence is closely tied to ihnate potential, Crystallized
Intelligence, on the other hand, relates to knowledge that has been acquired through
learning. Hom and Cattell (1966) further clarify the nature of Ge: "Crystallized '
inte ligence, representing similar processes of perceiving relations, educing correlates, etc.,
in speeded and unspeeded tasks involving various kinds of content, but tasks requiring
considerable pretraining to acquire techniques representing the accumulated wisdom of a
culture” (p. 268). Usually, Ge is demonstrated on task requiring verbal ability, numerical
ability, and mechanical information and skills. However, Gg is also involved in areas
where reasoning, judgment, and discrimination have been systematically taught or
experienced (Cattell, 1971). In a more current paper, Cattell and Horn (1978) give a
simplified definition of Gc that tieé\it fairly closely to achievement: "Crystallized
intelligence (Gc) is similar to achievement in that it is the accumulated knowledge of an
individual" (p. 140). Thus, any knowledge that is taught or learned génerally represents
Crystallized Intelligence rather than Fluid Intelligence.

J Another way of conceiving of the difference between Gf and G¢ has been
suégcstcd by Nicholls, Patashnick, and Mettetal (1986): "First, the concept of fluid
intelligence appears to embody a more general, higher-level s%ll than does the concept of
crystalhzcd intelligence, in which the contents of memory play a larger role” (Nicholls,
Patashnick, & Mettetal, 1986, p. 637). ThlS implies that Gf requires ability to deal with
more conceptual matters while Gc is found on tasks requiring more passive remembering
of facts, or the agphcauon of learned knowledge.

Despite the distinction between Gf and Gc made by Cattell and Horn, there is a
considerable overlap between these. &yﬂreas of mtelhgcnce Particularly interesting is the
fact that although nystalhzed Intelhgence does not enter into tasks that require Flud

A

Intelligence, Fluid ability does enter mib some tasks (though toa lcsscr degree than Gc) L
’ : ey ; ¢ -
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that are verbal and numerical in nature. Cattell (1971) suggest the following reason for this
finding: "In other words purely learned jﬁdgmental skills are not enough, even in the
traditional intelligence tests, to enable such problems to be solved. Some fluidity of
relation eduction is needed and some adaptability to new situations is demanded, even
when using acquired judgments” (p. 95, emphasis in the dMginal). Furthermore, Cattell
(1971) himself admits that Gf and Ge partially overlap. In fact, he reports that the
correlations between the two genezally run between .4 and .5 for all ages. To explain this
finding he suggests that the acquisition of Crystallized Inteiligence "depends partly on the
level of insightful 'fluid’ ability and partly on hours spent in school” (Cattell, 1971, p. \
100). |

The origin of Crystallized Intelligence i§ further elaborated by Cattell (1971). He
suggests that "crystallized ability is a product over time of earlier fluid ability action" (p.
79). Itis at this point that Cattell and Homn's earlier work (1966) begins to flounder.
Because of the moderate correlations between Gf and Gc, Cattell has attempted to find
higher-order factors. He asserts that the two main general factors (Gf andGc) do not

reliably come together intoa single factor on a third-stratum analysis; however, the third-
stratum factor which he labels "gg)" does emerge, and Gf loads more heavily on it (.80)
than does Gc (.60) (Cattell, 1971, p. 117). In explaining gg, Cattell implies that itis a_
“historical" antecedent that one is born with. From this Gf and Ge emerge. In sim’piiﬁéd
form, this means that G¢ is a result of earlier influences of Gf. In Cattell's (1971) own
words, '

we are going to argue that the fluid ability factor typically found at the .

second stratum, ar@x‘fch can be estimated from the individual's present

scores on the primary abilities, is his present fluid intelligence level, but

that the single ability appearing at the third (or fourth) stratum and loading

both second-stratum g¢ and g is the fluid ability of yesteryear, which
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fathered the present fluid ability directly and begot the present crystallized
ability out of past cxperience (p. 119). .

This finding of a higher-order factor tends to substantiate a géneral factor at the apex of the
hierarchy, much like proposed by Vernon (1961).

Of interest to this thesis, Cattell and Horn (1978) suggested that the development
of Ge follows a developmental trend. . That is, one is born with an innate ability (whether it
be Gf or gg) ) from which Gc develops because of the uniformity of the cultural learning
environment in most of the English speaking world. This developmental trend is clearly
elaborated by Horn and Cattell (1966): "It follows that the distinction between Gf and Ge
will be difficult to draw in carly childhood, will become gradually more clear-cut as
development proceeds through childhood and Will become most evident in adulthood"”
(1966, p.259)>’. Furthermore, though perceptual abilities (Gf) teqd to decline after age -25,
verbal and numerical abilities (Gc) tend to show a slight but steady rise throughout most of
life. Thus, based on the theory of Gf and Gc, it should be expected that the influence of a
gehcral factor will be greater for younger children, while older children will have had a
greater influence from cﬁln_lral-cducational learning and hence Gc will be stron ger than at
the younger ages.

The preceding discussion of Cattell and Horn's theory in terms of Gf and Gc has
proven to be a slight oversimplification. Although Fluid and Crystallized Intelligence are
the most prominent factors that have been found in this stream of research, additional
factors have emerged faifly consistently, depending on the types of tests that were included

in the analyses. For example, Cattell (1971) suggested that besides Gf and Gc, other

general factors exist: Visualization (Gv or sometimes labelled py)» Speed of Cognitive
’ 4 ““"’}‘.‘"

k)

conclusion about the number of general factors is as follows: "To retumn tqour metaphor,

“thete is not one vast mountain range, or even two (g and g), but several great ranges in

the domain of cognitive effectiveness” (p. 109). What started out as é!iaossible theory of
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two géneral factors to replace Spearman's one had mushroomed into several "g's" which
began to look like group factors rather than general factors (See Undheim's 1982a, 1982b
work presented later),

Cattell calls ’t,he latest vers%n of his theory a‘ triadic ome: "three classes of abilities
(1) the primary abilities or agencies--the a's; (2) the provincial neural-experimental
organizations, visual, auditory, etc.--the p's, and (3) the general capacities--the g's"
(Cattell, 1971, p. 163). In essence, this "triadic" theory absorbed his earlier g; - g, theory
with the former being more general than the later (Carroll, 1984). Unfortunately, the
triadic theory‘is not totally clear as to which level of the stratum the p's as opposed to the
g's should emerge. That is, sometimes the p's and g's are found at the same level of the
stratum even though they presumably do not have the sa;ne degree of broadness.

Because of the difficulties involved in the triadic theory mentioned above, it is
probably better fo conceptualize Cattell and Horn's various factors as group factors. In
Hom and Cattell's 1966 paper a revised theory including Fluid, Crystallized, and three
further factors is outlined. Because these three additional factors (Gv,.Gs, and Gr) are
often not considcreci when the Cattell-Horn theory is described, they will be dealt with
m-ore‘thoroughly in the three following paragraphs. Because Horn and Cattell do an
admirable job of describing the processes involved in these three factors, rather extensive
quotations will be used so that the cxact.ﬂavof of these factors can be reported.

First, General visualization (Gv) is suggested as a process involving visual acuity,
depth perception, br;eadth and depth of the visual ﬁcld, transformationsdf spatial patterns,
and location of elements in a visual field. Horn and Cattell (1966) provide the following
definition of the processes involved in this factor: "General visualization, representing
processes of imagining the way objects may change as they move in space, maintaining
orientation with respect to objects in space, keeping configurations in mind, finding the
gestalt among disparate parts in a visual field, and maintaining a flexibility concerning other

possible structuring of elements in space” (p. 268).
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Second, General fluency (Gr) involves recall and recognition of cultural concepts
usually requiring the use of conceptual labels. This factor is described by Hom and Cattell
(1966) in the following manner: "Facility in the use of concept labels, an ability to quickiy
bring words (i.e., concept labels) from long-term memory into immediate awareness, a
facility which the evidence of this study suggests is largely independent of comprehension
of the subtlety éf the concepts themselves, as:indicated iﬁ Ge" (p. 269). As noted
previously, Cattell (1971) alternately refers to this factor as Retrieval From Memory
Storage. ‘

Third, General Speediness (Gs) involves speed of performance as opposed to
capacity to perceive rclationships. Put in a different way,\"Gencral Speediness, an attribute
measured in simple writing and checking tasks requiring little in the way of complex
relation-perceiving, but an attribute producing variance in the measure of most intellectual
factors" (Horn & Cattell, 1966, p. 268).

The existence of these three factors.in addition to Gf and Gc has been recorded
through the work of Undheim (1976, 1981a, 1981b). Because these factors are part of the
fuller mode! proposed by Horn and Cattell, and because one or more of these factors may
emerge in the factoring of the Stanford-Binet Iv; Undheim's work will be briefly
reviewed.

Undheim (1976) examined the abilities of 144 fourth-grade children in Norway.
The twelve subtests from a preliminary version of the "Norwegian Wechsler Intelligence
Scale for Children were included in the test battery along with 23 group-administered tests.
Nine factors were extracted even though only six had eigenvalues greater than one.
Principal axes factoring with communalities iterated to convergence was used. Rotations
were done graphically as well as with the promax and varimax criteria. Unfortunately,
Undheim's (1976) work is handicapped by the f:ct that he deleted several variables that he
felt they would not clearly define primary factors, including many of the WISC-R subtests

(leaving a total of 18 variables). This process of selecting tests based on theo"(gtical and
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previous factor results may have strongly biased the factors that emerged. However,
Undheim's (1976) results are of interest in that four of Horn and Cattell's (1966) five
factors were confirmed. The four factors were interpreted by Undheim to be Broad
Speealiness (Gs), Broad Visualization (Gv), Fluid Intelligence (Gf), and a Crystallized /
Verbal-Educational Intelligence (Gc).

Encouraged by his previous findings, Undheim (1981a) designed another study in
which he hoped to distinguish whether the measurement and definit:on of Gf and Ge was
distinct from other broad factors of intelligence like Broad Visualization, Cognitive Speed,
and Broad Fluency. Twenty-one tests were administered to 148 eighth- and ninth-grade
children in Norway. Five factors were found to have eigenvalues greater or equal to one.
These five factors were interpreted as Fluid Intelligence (Gf), Crystallized Intelligence
(Gc), Broad Visualization (Gv), Speediness (Gs), and Fluency (Gr).

In another publication in the same year, Undheim (1981b) looked at the hierarchical
nature of Horn and Cattell's theory. Undheim proposes that Gf is really equivalent to
Spearman's conception of g , whereas Gc probably represent a broad verbal-educational
factor. To test this hypothesis, Uﬁdheim reanalysed several previously published works.
Using a hierarchical analysis, he concluded that Gf is indeed similar to Spearman’s g .
Further, three group factors were present representing Crystallized Imclvli gence (or
alternately called verbal-educational intelligence), Visualization, and S+ -diness. From this
analysis Updheim conc}udcs that the twin péaks of Gf and Gc as initially proposed by
Cattell are not necessarily substantiated. Rather he suggests that the results are more
consistent, and more parsimonious if explained with a "neo-Spearman Sn'uctudng of broad
intelligence factor>s'.' (p. 185). However, because of Undheim's (1981b) analysis was not
based on a new study that was well designed, his findings and conclusions must be

regarded as tentative.
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In summary, Cattell and Horns theory of Fluid and Crystallized Intelligence has
been a fairly popular depiction of intelligence. Initially, Cattell (1971) suggested that
Spearman's concept of g was erroneous, and that there were actually two types of ge\ncral
intelligence (Gf and Gc). However, as early as 1966 Horn and Cattell found it necessary
to revise their theory to include three additional factors: General Speediness (Gs), Broad
Visualizationl (Gv), and General Fluency (Gr)--though Fluid and Crystallized Intelligence
were usually the most stable and largest factors. A glance at Figure 1 illustrates how
Thorndike et al. (1986) have incorporated Cattell and Horns Gf and Gc into a hierarchical
model of intelligence. It is noteworthy that Thorndike et al (1986) have demoted Gf and
Gc to the level of group factors. This has some merit considering Homn and Cattell's
(1966) suggestion that Gf and Gc are possibly accompanied by Gv, Gs, and Gr at the same
level in the hierarchy. The retentfon of a general factor (g ) at the apex of the hierarchy
corresponds paﬁially to Cattcll's‘( 1971) conception of ggp), but in reality, is more akin to
Vernon's staunch adherence to the presence of g at the apex of the hierarchy or to

Undheim's (1982b) work.

Vernon's Hierarchical Model of Intelligence

Like Cattell and Horn, Vernon maintains that intelligence is hierarchical, with a
general ability at the top, with group factors under this, and with specific factors under the
group factors. Following the British tradition, Vernon suggested that group factors not be
given names, but rather be identified as symbols such as v for verbal, and k for spatal;
he suggested. that using symbols rather than names helps avoid misinterpretation. Vernon
also warned that factors be r;garded "primérily as categories for classifying mental or
behavioural performances, rather than as entities in the mind or nervous system" (1961, p.
8). %ﬂe these suggestions, names are usually applied to the factors because doing so
helps cliniéians to understand the nature of the factors.

AN
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Based on his work with Army and Navy recruits in the 1940s, Vernon gradually

developed his model of intelligence. He found that in most analyses g accounted for more
than twice as much vm’aﬁc’c as all group factors combined. These analyses led Vermon
(1961) to the conclusion that intelligence is hierarchical: "After the removal of g, tests tend
to fall into two main groups: the verbal-numerical-educational on the one hand (referred to
as vzed factor), and the practical-mechanical-spatial-physical on the other hand (referred to
as km factor)" (p. 23). ,

Vermnon goes on to specify that the vied and k:m  factors can be further broken
into minor group factors. Lestone be carried away, Vernon (1961) wams that "the strict
hierarchical pictuge, of mental structure is an over-simplification. For the results of any
factor analysis depend largely on the composition of the population tested (e.g. its degree

of sélection), and on the«:t;umber and kind of tests studied” (p. 25). However, based on the
results from much research, Vernon (1961) suggested that his model of intelligence is fairly
stable: This model is presented in Figure 2 so that it can be compared to the theoretical
structure of the Stanford-Binef v presénted in F?gurc 1. Vernon's main contribution to the
theoretical Structure of the Stanford-Binet IV can be seen in the hierarchical or three tiered
conCCptualizatibrf of infclligcncc with g at the apex.
o In éllater publication Vemon-(1965) adeptly summarized his theory:
- After removing the general factor (whether by group-factor technique or
by “fqmtion of centroid factors), the positive residual correlations always fall
. Vintc'iltwo main groups--the verbal-educational (v:ed ) group and the spatial-
practical-mcchanical“group. The v:ed factor usually yields additional minor
- fluency and divergent thinking abilities--scholastic andn or number of
subfactors. Likewise, the k:m complex includes perceptual, physical, and
‘psychomotor, as well as spatial and mechanical factors, which can be
further subdivided by more detailed testing. In addition there seem to be

various cross-links: For example clerical tests usually combine verbal
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ability and perceptual speed, p ; likewise math and séience depend both on
number and spaiiag.\abilitics, n and k. Sometimes an inductive reasoning
ability (algo very relevant to science) can be distinguished, though most of
the common variance of reasoning tests is apt to be absorbed into g . Ata
§till'lchr level in the hierarchy comes what are .usually referred to as
specific factors, ;haugh of course any specific can be turned into an

additional narrow group factor by devising additional tests" (Vemon, 1965,

p- 725),
“.f - : , .
Figure 2
Vernon's‘;\}i{ierarchicall Structure of Human Abilities
Figure 2 has been removed bg ause of the
unavailability of conyrighjiigermission.
4
r‘
‘Diagrarfnakcnfrochmof(l%l) . T

-

charding/ g_roup factors, choh (196v’1):statcd that "Ancv'érthel;,sys there is ample '
evidence to support the view that grouz; factors Jzirc al;host:infmitely subdivisible, .
gcpcndmg on§ on the-degree of detail to which the analysis is carried” (p. 26). He goes
op to boldly stéte that “the only mﬂy specific element is the gnrcliébﬂify'qr’ error variance of
the test; Thus in a comi)lcté “fgéwrim investigation’ the corhrhunality of each test should o

approximate to its reliability cocfﬁcicnt;" (p. 26). He also warns that there is "no absolute
] - . \ ~ ’ - » »
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distinction" between a general or specific factors (p. 26). Whether a factor emerges as
more specific or more general may depend upon the Gther variables that are included in the
analysis. Rather than tallé"‘abou't whether a latent construct is a group or specific factor,
Vemon prefers to make a distinction. between "broad” and "narrow" group factors. He
~ suggests that to be considered a broad factor, a factor should account for at least 5 percent
of the vaﬁance of sorne_ educational orv occupational criterion; a narrow factor will
contribute less than 5 percent to the variance.
Vemon further clanﬁes the relative i 1mportance that each level in the hlenrchy plays.
First, the hierarchical model suggests that the largest amount &f vanance in hUX}ﬁl aNa nes
is attnbutable to the general factor at the apex of the hierarchy. Surpnsm gly, M&ﬂon i
(1961) attnbutes little mﬂuence to the group factors
The hierarchical group -factor v1ewpomt 1r;phes that most of the variance of
‘human abilities in daily life is atmbutable tog and to hlghly specrﬁc (or
very small group) factors, and that the role of the broader group factors is
rather meagre. I our diagram could be. worked out completely to cover all
hurnan abilities, the g -variance might amount to about 40 per cent., the
maJor a%d mxnor group faémqga some 10 per cent. each and the re:naxmug

40 per cent would consrst of very narrow group factors and unreliability"

(pp. 27- 28)

' The implication from this statement is not totally clear. However, it seems that
rVernon is strongly advocating the use of general inteliigence as a predictor of perforrnance.
In terms of group factors, these,would seem to be of little importance as long as the |
van'ance from the general factor has been partialled out. As a‘sidenote, the Non'h‘ American
| tradition and preoccupation with the varirnax criterion for rotation of factors (e.g., see the
factorial studies\%on the WISC-R) does not fouowvwith VernOn's sugéestions above-- "
because the variance from the general factor is spread out to the group factors when the i
# ;A.f.

vanmax criterion is used, the group fact&s emergmg -in thxs manner fhay ‘;ndecd nog be

4 . v ; 5 f’”“ -
2 . Yot
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"meager” but important factors for predicting performance. Differences in methodological |
and theoretical proceedings between the North American and British approaches need to be

considered in the evaluation of factorial studies. For example, the method of factor

analysis used on the Stanford-Binet IV (Thorndike et al., 1986) more closely follows the

British tradition than the American tradition; that is, extraction of g first followed by

factoring of the residuals to find group faetors. Thebappr.opriate factoring procedure
depends a great deal on the theoretical assumptions that.are made about intelligence.

A further assumption of Vernon deals with the heritability of intelligence. He does

. not mairitain that g is "purely an inherited” qua}ity (Vemnon, 1961, ﬁ.33) but rather that

education, training, and occupation may be important in determining g. As such, Vernon
(1961) suggests that intelligence is formulated through an interaction between hereditary

and the environment: "factors over and above g arise, partly perhaps from hereditary

influences, but mainly because an individual's upbringing ag/d education imposes a certain

groupir’xhg on his bonds" (p. 32). By'bo'nds Vernon is referring to both inherited "reflexes”
as well as acquxred hablts and associations. As such he suggests that the v:ed fag;or is
strong because our society gives a fairly umform education to a.'{ its membcrs. This is

interesting, because it parallels Cat;ell and Horn's suggestion that Crystallized Intelligence

ﬁo results fromr uniformity of education.

In essence, the Stanford-Bmet IV does measure most of these areas suggested by
Vernon (1978), especmlly if the Perceptual-Organization and Psychomotor abﬂmes are
equlvalent to the Stanford-Binet IV Abstract {}/ isual Reasoning Area. At the heart of

e .
Vernon's criticism, of the Wechsler type tests is that they do not sufﬁcwntly measure the

° group > factors in his h1erarch1ca1 model of intelligence. In contrast the Stanford-Binet IV is

-

more theoretlcally in agreement with hxs hierarchical model of mtelhgence It is as if the

authors of the Founh Edition of the Stanford-Binet took careful note of Vemo'n 8 (1961)

e

. gg;ement, "T'he Stanford- Bmet for example, does not give rehable dlagnosuc mdlcatlons

-
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of verbal, numerical, memory, spatial or other abilities" (p. 64). These are the exact areas

that Thorndike et al. (1986) have included on the Stanford-Binet IV,

Comparison of Gf and Ge with v:ed and k:m

O At this point it is appropriate to consider the similarity between the Cattell-Horn Gf-
Ge t}reory and Vernon's v:ed-k:m theory. This comparison is extremely relevant because
the Technical Manual for the Stanford-Binet IV (Thorndike et al., 1986) suggests that the
theoretical structure of the Fourth Edition is based on both Cattell's and Vernon's r{odcls.
Although rrrany researchers tend to equate Ge with v:ed and Gf with k;m , Cattell (1971)

strongly denies the comparability of the two models. The primary distinction made by

o~

I4 .
-~ Cattell is that in Vernon's model v:ed and k.m are subservient to g, while in his model, Gf

\ |

L bﬁe/ chy, f{mt extracting g

and Gc replace g . Methodologically, Vemori works from the top to the bottor of the *
(1"7.0.‘
L -_ﬁfacroring the residuals to obtain group factors. In

-

contrast, Cattell works from !lr om to the top of the hierarchy, first factbriné the
variables to find obhque gr\oﬁp factors and then factormg the correlations between the

group factors to ﬁnd higher-order factors. Despite Cattcll 's assertion that his Gf and Gc

are not comparable tov;ed and k‘m evidence suggests otherwise, especially if it is
recognlzed that later research (Hom & Cattell, 1966; Undheim, 1976, 1981a) has fouzd
Gfand Gc to have counterparts of Gs, Gv, and Gr, with higher-order factors presumably
more closely rop enting Spearman s g ; orput another wanyf and Gc may be closer to .
group factors mt;:ﬁ;r:n“ general factors as mrtxally claimed by Eattell If Gf and Geare ., -
tentatively cons@ered as verytoad group factors, then they seem to be quite comparabi’o
to v:ed and km . v .

Horn (1976%5 to have recognized the comparobility between the Gf an.d Ge
factors and Vemon's v.ed ‘and k:m factors and further r}leir similarity to the Verbal -
Compr,é’ﬂ‘é‘hsion and Perceptual Organization factorsAfound on the Wechsler scales. He
states that in much of the Briu?sil work ('e.g.v, Vemon} Gc has been labeled v:gf __N("_?g)af:

eduoaﬁopal intelligence). He describes this as "Awareness of oonc'éﬁts ond,tcrms
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pertaining to a broad variety of topics..." (p. 445). He goes onto say that it is found in
tests measuring general information, vocabulary, as well as tests requiring a knowledge in
science, mcchzinics, social studies, English literature, and mathematics. From the Wechsler
scales, Homn says that the Information, Vocabulary, Comprehension, Similarities, and to

some extent the Arithmetic subtests manifest Gc.

\

On the other hand, Horn (1976) suggests that Gf involves "Facility in reasoning,
particularly in figural and non—word symbolic materials..." (p. 445). He suggests that the
Block Dc51gn Object Assembly, Picture Arrangemem, Picture Completion, and the Mazes
\A subtests from the Wechsler scales, as well as mamccs fro@ther tests, measure Gf. He

further likens it to the Brmsh factor known as k:m (spatial-perceptual-practical -

in . ce). £

- ¥

Although Cattell explicifi'y states that his Gf and Gc factors are not the same as

nnnnn

Vemnon's v: ed and k:m, the two thq(fnes seem very similar. Stembcrg (1980) in referring

e

to Cattell and Horn's theory goes_q.s ‘far as saying "A very #;mlar theory has been proposed
by Vemon (1971), whose major grbup factors of practital-mechanical ability and verbal-
. ' g, Ty

educational ability seem to éorrespond closely, if not exactly, to Cattéll and }f‘Iorn's facters
) of fluid and crystallizcd ability" (p.41). For all intents and purposes, the two theories v?/ill
be treated as somewhat mterchangeable preference will be given to Vernon's

| 'mcthodology, as it fits better thh that used on the Stanford-Bmet IV, and also is slightly
more straight-forw% in that higher order factoring of oblique factors is not required.

¥

TR
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Spearman’'s Theory of g

A mafor cornerstone of the Binet scales, including the Stanford-Binet 1V, is the
conception of general intelligence. The debate over general intelligence versus primary
factors would not be complete if the work of Spearman and Thurstone was not covered.
The theoretical work of these two aud@ors has had a far-reaching influence, and their
contributions to the field of intelligenfe testing provides some insights into the pitfalls that

theorists and factor analysts can fall. ~ kS -

Spearman's early work (1904) was rather crude and hj v 3

totally supported by hisJimited data. Nonetheless, his 1904 cd asa
classic. *Thou‘ghe method of amvm at his conclusxons was conclusmn itself
seems to have held much merit. In M ’4? ( 8 kg Spcarman suggcstcd and measured four

school cleverness" by teacher, (d) rating of
4

vs rank in age, (c) rating of "bnghtnes 5:

@oquon sense by two peers (oldest chlldren in the class). Besides these four measures of

{4

.

intelligence, he also measured three types of sensory discrimination: mgj,\touch, and

‘ -
hearing. The average correlations between the intcllectw m::tjm & b) and the
sensory data was ,38; between school cleverness (c) and commodn sense (d) the rankings

intercorrelated .55; and finally, the threcé/elsory measures hz§d correlations of around .25
. BN ..
0 ?

yvith each other (Fancher, 1985a).

’

Based on the abovc correlations Spearman (1904) amvcd at a monumentous

conclusion: "On the whole then, we reach the profoundly important conclusmn that there

" “‘really exists a something that we may provzszonally term ’General Sensory Dlscrtmmanon o

and simi Iarly a ‘General Intellzgence, dnd further that the functzonal correspondence
between thesetwo is not appreczably less than absolute” (p 272, emphasis in the ori gu}al).
Thls suggestion that %sory dxscrmﬁnauon and general intelligence correlate pcrfcctly is
puzzhng, given our knowlcdge on mtclhgcntc A nPtcworthy point is that Spcarman

(1904) was still attempting to measure intelligence by means of sensory dxscnmmauon
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Comparison of Spearman's measurements of intelligence with the method used by Binet -
and Simon (1905/1916) clearly illustrates the revolutionary advancement thnt‘ Binet and
Simon's work brought to the field of intelligence testing. Although the work of Spearman
as well as Binet and Simon focused on global general ability, Speaxmz;m's work was
mainly theoretical while Binet and Simon's work was pragmatic. o ~ ’
A careful reading of Spearman's 1904 work has often left readers withquestions
about the accuracy of Spearman's statement?and calculations. To this end Fancher
(1985a) reexamined Speannan's (1904) calcnlations and concluded that Spearman's
findings had "a large number of errors of many. different kinds, and results considerably
less theoretically 'perfect’ than he claimed"” (p. 341). Ustng" Spearman's raw data, Fancher
(1985a) recalculated all of Spearman'’s major correlatior 3 Fancher (1985) suggests that
:'II: ;um Spearman's treatment of the Village School datd. seems marked from beginning to
" end by arithmetical mistakes, erroneous calculatlon of correlations, ambiguous or
‘incomplete descriptions of method, and inconsistencies of reporting between his own text
and tables of results'; &%ncher, 1985a, p. 345). The general pattern of cor%ions ‘ .
remains ‘the same as reported by Spearman (1904) except that the precision of the
calculations is not as "perfect" as reported. Despite the errors in Spearman's 1904 article,

his work has been an important contribution to the field because of the debate th% it created
(’ -]

3 - il

over the existence of g .

In his 1927 book, Spearman expounds on what has come to be known as the "two
factor" ability model. As suggested by the name, ‘the main concept is that fnb’ﬁgmge can
be broken into two parts. First, a general factor (g) pervades all abilities, and second
specific factors (s ) exist whlch are spec1ﬁc to given tasks. The relationship between g and
s is expounded by Spearman (1927): "Although however both of these factors occur in
every ability, they need not be equally influential in all" (p. 75). Furthermore, Spearman
(1927) suggests that heredxty has a large effect-on the general factor, wlule trammg may
%) 8

‘havea greater impact on the specrﬁc abilities.

3
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Acgording to Spearman (1927), m;iny different s’ s exist, "one for each distinct
kind of pér{dmance". However, he’ also recognized that these specific factors may overlap
to some :xtent: "Obvicusly, the spcciﬁc factors for any two pgfomu}nccs can only be:
independent of each other when these performances are quite differeat” (1927, p. 80).
From these specific factors, if enough exist close together, it is also possible to find group
factors. This rclationship‘between sp,ec%,ﬁc factors and group factors is further elaborated
by Spearman (19?7): ) v

Overlapping specific factors have since often been spoken of as 'group

n., " factors! They may be defined as those which occur in more than one but

less than all of any given set of abilities. Thus, they indicate no Qarticuglr
characters in any of the abilities themsclvés, but only some kihship bc{@eén
those which happen to be takef; togwxcr in a set. Any element whatever in
the specific factor of an ability will be tuméd into a group factor, if this
ability is inclﬁded in the same set with some other ability which also:
contains ‘clement. The most that can be said is that some elements have

a broader range than othefs, and therefore are more likely to play the part of

group factors. (p. 82, emphasis in or zi¢ .

| Thus, although Spearman did not heartily endor . the idea of group factors, he did
aéknowledgc their existence. Speciﬁcaliy he suggested that "Among the exceptional cases

where, on the contrary, specific correlations and group factors do become of app?cciablc

vitude, the four most important have been in respect of what may be called the logical,
ﬁ:&haﬂiém, the psychological, and the arithmetical abilitics'(S pearman, 1927, pp. 241-
242). | | _ | < |

Defining g ands proved to be a rather difficult task for Spearman. Before his :
1927 work Spearman referred to g as that which is common to all abilities; it was defined
basically by the process by which it was measured. In his 1927 book he clarifies the nature
of the general factor by using Mogies. The general factor is likened to "mental energy”, a -
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force capable of being transferred from one type of mental activity to another. As such,
general intelligence was described as the energy that powers the "specific engines”
(Spearman, 1927, p. 133). That is, specific factors are empowered by the general ability
ithat the person possesses.
| Spearman's work was not without criticism and a few of these will be presented in
order to idcntify*»;om of the potential pitfalls in his methods. First, a major criticisrﬁ and
probable cause o;' ﬁls not finding group factors, has to do with how he chose vanables to
include in hls anaIyscs Hc insisted that no two tests in a battery be too similar--as this gk
would crcatc problems m*i‘nat the two tests would correlate above and beyond the
c;g;njll;uﬁon made by g.. By carefully selectmg tests and ensuring that no two tests had
much in common }S'qu factors were th likely to cmergc A second criticism of
Spcarman S mexhaéo;ﬁgy was that his samples were quite small (Vemon 1961). Because
ofthese cnuasmg, 1t~ is pcrhaps safcst to think of Spearman's conmbunon to the field as
‘ be?ilg thcomhca! rathcr than empmcal
‘F ~ Rathcr than crmcxzc Spcarman E'xtgnswely, Cattell (1971) chooses to point out three
major conmfgmons thax Sy;axjman s work made to the field of intelligence: first, the
C i S‘ﬁ_ggs,fion th;t correlations betweén MOSt measures of intelligencg are positive; second,
thgt tests havc.d'zgfc}'cht loaﬁing§ 'Qn the gencia.l\Wending on the nature of the tests
(those requiring complex mathematical and abstract verbal abilities have the highest
1oadings, and those requiring motar skills and repetition of tasks have the lowest loacing: .
and third, thag speed by which an itemcan be solved and‘ level of int,clligencéihave some
rclationsﬂip. Though these contributions are important, it was Spearman's insistence that a
general intellectual factor (g ) existed that made him famous. And it is this belief that has
filtered its way down through the psychometric tradition ﬁnd now is embodied in the

Stanford-Binet IV. A
“\
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Thurstone's Primary Mental Abilities

While Spearman championed the idea of general intelligence, it was Thurstone
(1938) who propagated the idea of primary mental abilities. A primary ability has been
defined as "a functional unity that is strongly present in some tests and almost comp[e:e!y
abf&: in many others” (Thurstone & Thurstone, 1941, P- 9, emphasis in original). The
object of Thurstone's early work (lm) was to construct tests that were heavily saturated
with only one primary ability while simultaneously having minimal loadings on othgr
primaries. '

Thurstone's (1938) sample consisted of 240 highly select college students wﬂo had
"exceptionally high" average mental endowments, and who also had volunteered for the
study (Thurstone, 1938, p. 17). As pointed out by Eysenck (1979), the homogencous
nature of this group may have precluded the emergence of a strong general factor and this
must be remembered when the results are considered. The battery included 56 separate
tests. Results were analyzed using the centroid factoring method which Thurstpﬁc had
| perfected. As was also common in that era, the factors wert?ﬁtéd graphically .

Nine primary faclors were identified: Verbal Relations, Perceptual, Inductive -»
Reasoniﬁg, Number, Rote Metmory, Word Flucnc?, Space or Visualization‘cductivc\
Reasoning, and Restriction in Solution; the two la‘&cr factors being taken as tentative. The
ignplication of Thurstone's 1938 work wgs that seven or eight distinct and well defined
primary abilities might exist rather than a singupr general intcllcctuai ability. However, by
1941 Thurstone and Thurstone clearly indicated that it was possiBlé to identify a second-
order general factor from the primaries. '

To demonstrate that a general factor was obtainable from Thurstone's work, Paden
(1981) reanalysed Thurstone's 1938 data using oblique rotations. Thurstone's primary -
factors were taken as first-order factors. Paden found tRat three second-order factors
(Verbal, Spatial, and Numerical) emergcd with all three loading strongly on a third-order

factor representing general intelligence. She concluded that a hierarchical analysis of
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Thurstone's 1938 data results in a structure that is quite compatible with a hierarciical

)
model such as Vernon's.

Eysenck (1939) also reanalysed Thurstone's 1938 work. His reanalysis is
pertinent at this point because it demonstrates a very important point. That is, when factor
analytic procedures are used, different theorists can draw seemingly contrary conclusions
from the same data. Much depends on the rotational method and the type of analysis used
to extract factors. "I‘hc method used by Eysenck (1939) follows the British tradition used 8
by Vernon, and is ;imilar to that used in the factoring of the Stanford-Binet IV. This
procedure follows a theoretical pcr@ecnvc that strongly supports th; presence ofa general
‘mtclhgencc factor—-and guldes the extraction of factors accordmgly first the general factor- N
is cxtractcd from the correlation mamx then the remairing re51dual matrix is factored and
group factors are identified. Usipg this method of factoring Eysen 9) found
Thurstone's data had a strong general factor and also a number of *ty factors that
were quite sﬁnilar to Th;mtone's primary abilitie.s; <g#accounted for approximately 31% of
the total variance while cacﬁ.additioné.l group factors accounted for 2 to 6% of the total |
variance.

In 1941 Thurstone and Thurstone continued their work on primary mental abilities.
However, this Efnc instead of using college students, eighth grade chiidren (14 year-olds)
were used. A total of 60 tests were administered to 710 ch11dren Once again the centroid

3
factoridg method was uscd Because the orthogonal rotations failed to achieve 51mple

struhurc, Thurstone and T;mtone chose to use oblique rotations in their 1941 work. *
Aﬂhgu‘g‘h tc\p}in)ary factors were identified, only six were interpretable and well defined.
These six grimary factors were Number, Word Fluency, Space, Verbal Comprehension,
Rote Memory, and Inductive or Rca:,a,‘«ningy. |

Indeed, the Thurstones (1941)-indicated that the second-order correlations between
these six primaries was agryidem\bly high?r thgn had been found for the adult population

(Thurstone, 1938). In fact, they concluded that a single gen'&?l\factor accounted for most
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of the correlations between the primaries with the Verbal factor loading most heavily and
the Rote M&nory factor having the lowest loading. Thelma Thurstone (19'41)‘ Anlso noted
that the Inductive factor had a high loading on the second-order general factor; Of further
interest, Thelma 'Thurstone pointed out that "Among the high correlations we note that the
Number factor is correlated with the two Verbal factors. The Word Fluency factor has high
correlation with the Verbal Comprehension factor and with Induction. The Rote Memory
factor seems to be independent of the other factors.” (Thurstone, 1941, p. 109). This
finding is of theoretical importance in that numerical and verbal ability are generally found
to load on Crystallized Intelligence as well as Vernon's v:ed factor. Further, the
combination of Word Fluency, Verbal Comprehension, and Induction appear to (\
approximate a Verbal factor of some type. In a major revelation, Thurstone and Thursu\)nc
(1941) arrived at the following conclusion: "Each of the primary factors can be regarded as
a composite of an independent primary factor and a general factor which it shares with

other primary factors" (p. 38).

Defending the Concept of General Intelligence (g )
Because the conc&p&%g{cncral intelligence has been fundamental to the older

Stanford-Binet scales, and becau’g the Fourth Edition continues this tradigion to a large

deg;ce it is appropriate to look at SO funher mfomlanon regarding g. The importance |,

,pf general intelligence on the Stanford Bmet ' io mbhshcd by Terman
and Merrill; Thorndike et al. (1986) state that, "It is our strong belief that the best measure
of g -- and consequently broadly effective prediction—-wiu stem from a diverse set of
cognitive tasks that call for relational thinking in a diversity of contexts” (p. 6). Thus,
al_though the format of the older B;net scales yvas;;:hangco, and thougbh group factors are

theorized on the Fourth Edition, thc test constructors still maintain that a.general ability“"*"(v;:f i

A

factor is an important entity, and is consequently reportcd as the "Composite I1Q". ’ fg R
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At least three major reasons for the retention of the concept of general intclligencé
can be marshalled. First, g is parsimonious. Second, there is a pervasive source of
common or general variance associated with most tests of mental abilities. Third, clinical
experience as well as day-to-day living suggest that people differ in intellectual ability.
These three reasons are compelling and along with the empirical support have convinced
many theoreticians to adopt a model of intelligence that includes a general factor.

Although the mechanisms underlying g have not been clearly identified by
researchers, the product of g can be measured. It is entirely foreseeable that the
identification of thcéc processes will have to be relegated to information processing
approaches (e.g., Sternberg, 1981a). Despite uncertainty about the exact mechanisms
undcrlying general intelligence, it is maintained that general intelligence does exist and can
be measured. The impoftancc of the Stanford-Binet IV as an assessment tool is not it
ability to explain the mechanism of g , but rather to asscss/the product or outcome of g ;
that is. the Stanford-Binet IV measures the behavioral outco‘r;]c (product) of the
hypothetical construct of general intelligencel8 . ;

The concept of g maintained in this thesis is similar to that outlined by McNemar
in 1964: "It has been the thesis of this paper that the concept of general intelligence, despite
being maligned by a few, regarded as a second-order function by some, and discarded or
ignored By others, still has a rightful place in the science of psychology and in the practical
affairs of man. It has not been argued that the nature of general intelligence is well
understood" (p. 880). Although mechanisras underlying general intelligence have not been

thoroughly explained in the literature, it is assumed that the construct of g can be measured

3

" reliably, and statistically isolated through factorial studies!® .

L) - A
[E A I

s a I '
. 1B If the reader does not hold this philosophy, he or she would probably feel more
*" - comfortable with a tests like the K-ABC that purport to utilize an information processing

“approach.

19 The Stanford-Binet tests, for example, have effectively si;rvcd as measuring tools for g
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Gustafsson's Synthesis of Factorial 'A‘fﬁyModels of Intelligence

Gustafsson (1984) has written an interesting urticlc that outlines his work with
approximately 1,000 sixth-grade children in Sweden. He used a maximum likelihood
method of confirmatory factor analysis (the LISREL program) and compared the models of
Spearman, Thurstone, Guilford, Vernon, and Cattell-Horn. His test battery included 13
test of ability and 3 achievement tests. However, before looking at his findings, some
sefious methodological short-comings in his study need to be addressed.

Unfortunately, his choice of particular tests, and the limited number he included,
may have biased his findings. As noted previously by Cattell (1971), with such a limited
number of variables, and with the "factorial pyramid illusion" it is highly likely that the
number of second- and third-order factors ¢ould have been severely limited by the number
of tests at the first order of analysis. Another major problem encountered in Gustafsson's
work is his splitting of subtests into halves so that he could substantiate factors; the result
of this may have been an artificial confirmation of several factors. However, despite these
problems, Gustafsson's research is interesting in that it attempts to demonstrate how
several seemingly contrary theories may have more in common than first appears.

| Gustafsson (1984) calls his final model the "HILI-model" which is short for
"Hlerarchical, LISREL-based model” (p. 193). This model has a third order general
factor, second order factors of Gf, G¢, and Gv, and ten first order factors. As such, it is
quite similar to the revised Horn and Cattell (1966) model. Gustafsson (1984) suggests
that the HILI-model is a unifying one: (

The Spearman, Thurstone, and Cattell-Horn models may, in a structural

sense at least, be viewed as subsets of the HILLI-model: the Spearman

“ ”" 5 ;nodeltakes ’int‘(; acéoimt variance from the third-order factor; the Thurstone
model takes into account first-order variance; and the Cattell-Horm model

takes into account both first- and second-order variance. [he Vernon model

comes close to the proposed model: The g -factor is included in both



~~models, and at the second-order level v:ed closely corresponds to G¢', and

k:m corresponds to Gv' (p. 193).
d

~ Although the Gustafsson:nodel and methodology have inn“cfe'nt limitations
resulting from '_c\hoice of initial variablcsvand\thc prog'rcssive modiﬁoatiop of modcls, his
attempt to irttégrate diverse factorial models holds merit. Most noteworthy and applicable
to the Stanford-Binet IV is. the fact that his final model included a general factor and was
hierarchical in nature, Also, he suggests that both the Cattell-Horn model as well as,

" chon s model fit the structure faxrly wcll--an encouraging finding for the Stanford Binet
v Wthh is based on these theoretical models. -With a cautionary note, Gustafsson warns
that the HILI-modcl is extremely tentative. This wammg should be duly noted, H for with

ﬁmore initial variables the number of levels.in the -hierarchy as well as the numbcr of factors

‘*gt the second-order rmght change--perhaps dnftmg closcr to the Hom and Cattell model

with five or so second-oﬁler factors.

Summary of the Theoretical Models

From this review of the theoretical models of intelligence which are pertinent to toc
Stanford-Binet IV, it is evident that gcnerali intelligent:e is a defensible construct.
Furthermore, the work of both Vernon and Cattell substantiétc a hierarchical st\ructure.of
‘ ‘mtolﬁgonce from which the Stanford-Binet IV has been gbnstrtxctcd. A noteworthy point to
consuierls that several different methods of factoring exist, and that the method used will
partially detérmine the findings that eroorge. Therefore, it must be remembered that factor
analysts use methods that tend to support their theoretical notions. Hence, in é_yaluating the

Stanford-Binet IV, it is appropriate to use factoring metltods that at least allow for the

possibility of confirming the proposed theoretical structure.
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F. Review of the Factor Analytic Studiesk of the WIS‘C-R |

Because the WISC-R is hincluded.in thie thes'is as an instrument against whicﬂﬁthe '
concurrent validity and factor structure of:the Stanford-Binet iV can be judged, féotor ‘
“analytic studies done on the WISC-R are reviewed next . Although principal axé§ factodng
followed by varimax rotations has been the most popular method used for exarmmng the
factor structure of the WISC-R, hierarchical analysis usmg the Wherry and Wherry method
has also been done. The latter is of special interest because it attempts to deal.»wrth the:
general factor at the same time ao the group fac\t\ors. Because Kaufrnan's (1975)' analysis of
‘thc WISC-R standardization satnple has been the prototype fOr subsequent factoring of the

scale, it will be given more priority than other studies. Also, because Kuufman's sample

was a "normal” one, and because the current sample for this thesis isba clinigal sample, a

review of the‘factorial studies for clinical populhtions was included. Finally, the
development of deviation quouants based on the factonal structure of the WIS%R will be
considered. The reason for including the latter is that a snmlar type of procedure is
anticipated for the Stanford Binet IV as further factonal studJes clarify the factorlal structure

of this new Binet tcst.

A Brief History of the Wechsler Scales

To begin this section on the WISC-R it is only fitting that a brief history of the
Wechsler scales be un'dertaken.v Given David WechSler's contribution to the m(;isurement
of intelligence, his work deserves credit. E“"Lurther, the conception behind his tests will
hopefully help to clarify the factor structu/,r’e that emerges when the WISC-R and the
Stanford-Binet IV are fuctored jointly m/ this thesis. Once Wechsler's conception of
intelligence is understood, thcn empirical findings in this thesis can be compared to not
only the theoretical model as proposed on the Stanford-Binet IV but also with Wechsler's

theoreueal conception of mtelhgence It is of considerable interest to see Wthh theoretical

.
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model of intelligence best fits the factor sm\xcturc,that results when these two tests are
factored jointly. | .

A fam11y of Wechsler tests have sprung fmm thc original chhslcr—Bcllcvuc scales
- (Form I and Form II). This family has mcluded the Wechsler Intelligence Scalc For
* Children (WISC)20, the We’chsler Adult Intcllxgencc Scale (WALIS), the Wechsler
Preschool and Primary Scale of Intelligence (WPPSI), the Wechsler Intclii gence Scale For
Children-Revised (WISC -R) and ﬁnally the Wechsler Adult Intelligence Scale-Revised
(WAIS R). In fact, whereas the Binet scales once served as the s;andard by which other
tests were Judgefl, Hxll, Reddon, and Jackson (1985) note that the Wechslcr\scalcs have
bc'come‘ the. new standard by which intelligence tests are judged. The WISC-R is,
therefore, an excellent test against which the Stanford-Binet IV can be cémparcd.

The WISC-R shares much with its predetessor the WISC. The popularity of the
éarlier WISC almost guaranteed th?t the WISC~R.would thrive, especially with its
improved‘ reliability and organization. Accbrd'mg to“W’cchsler the WISC-R remaiits
3 structurally and contextually the same as the WISC, Ll;ou gh on the revised tcsi the ordér of
administering the Verbal 5nd Performanéc Subtes_tﬁs,»@as alternated. Indeed, the bulk of
research cbmpéring the WISC-R to the WISC tendé to support the similarity of the two
tests (for a rcv1ew see Qua:;g'occm & Sherrets, 1980) An exception is that the age ranges
for which the WISC-R is :;phcable (6-0 to 16-11 ycars) is shghtly different from the
WISC (5-0 through 15-11 years). In terms of content, a- 'substannal amount of continuity:
éxi;ts, between the two scales: 78% of tﬁc items on the W\I\ﬁSC—R have come directly from
the WISC; an édditional 5.9% came fror\n the WISC buit ;v&c substantially modified; in
contrast, 16.1% are cr;ﬁrely new (Swerdiik & Schweitzer, 1978).

The major theoretical underpinning behind the WISC-R is a commitment to the
measurement of general intelligence. In the prefacc of th&WISC-R manual (Wechsler, N

1974), the opening statement is as follows: "The revised WISC, like the Scale it succeeds,
—

20 The WISC was originally designed as a downwa}d extension of the Wechsler-Bellevue.
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has been dcmgned and organized as a test of general mtelhgcnce Its author believes that
©

general intelligence exists; that itis pos§iblc to measure it objectively; and tha*} SO
kdoing, one can obtain a meaningful and useful isdex ofa subjec‘t'js' mental capacity" (p. iii).
Despite being arranged into subtests for convenience of administration, thc.WISC-R
remains primarily a tcst of general intelligence. A look at Wechsler's definition of}
intelligence also confirms his belief in the idea of gcnerai intcl_li'gonce: "Intelligence is the
overall capaci'ty of an individual to understand and cope with the world around him"
(Wechsler, 1974, p. 5) A‘s such, Wechsler's definition of intelligence is both practical and
oasy,to grasp. |

Not only does Wechsler stress that intelligence is a global entity, but he also
maintains that it is multidetermined and multifaceted; as such, certain abilities (e.g.,
abstract reasoning) are not singled out as more .important than other abilities. To illustrate
the multifaceted nature of intelligence, Wechsler (1974) uses an analogy in which he likens
thc manifestation of intelligence to different languages: »
To the extent that tests are particular modes of communication, they may be
regarded as different Ianguages.’ These lang_uagcs may be easier or harder
for different subjects, but it cannot be assumed that one language is
'neccssarily more vali than;other. Intelligence can manife‘gt'!i itself in many
forms, and an intelligence scale, to be effective as well as fair, tnust utilize

* as many diffcrént languages (tests) as possible (p. 5).

In order to mbfsure these different "languagesf' the WISC-R was constructed to
1
provide not only a Full Scale IQ (FSIQ) but also a Verbal Scale IQ (VIQ) and a
chrformancc Scalc IQ (PIQ). Although the Pcrformancc and Verbal scales each have six

subtests only fiye of each scale are mandatory On the Verbal Scale, these are
Information, Sirfilarities, Anthn‘icuc, Vocabulary, and Comprehension. On the
Performance Scale, the "mandatory subtests are Picture Completion, Picture Arrangement,

Block Design, Object Assembly and Coding (or alternately Mazes as indicated by - '
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Wechsler, 1974). The two supplcm;:ntal tcsts;_flr)c Digit Span on the Verbal Scale, and
Mazes on the Performance Scale. An added benefit of the WISC-R is that the same
subtests are administered to each child at each age. This mdkes it a useful tool for both
longitudinal research as well as for comparison across difféﬁ:m ages. Statistically, the
three major scales have a mcan of 100 and a standard dc'vliation of 15; éimilarly, each
subtest has a mean of 10 and a standard deviaﬁqn of 3. 'f'hc IQ's are deviation quotients,
and thus allow for direct comparison of a child's score with those of other children. |

- A final point to consider about the wWISC-R is the thorough norming that was”
done. The standardization Sample consisted of 2,200 children--200 at each age level from
61/210 16 1/2. Furthermore, based on the 1970 U.S census data, the sample was |
s&atiﬁed in terms of age, sex, race, geographic region, occupation of head of household,
and urbaﬁ-mral residence. Because of the care taken by Wechsler, the WISC-R

standardization sample was quite representative of the U.S. population--something that the

sample from the Stanford-Binet L-M was not.

Prevalence of Factor Analytic and Other Research on the WISC-R

Research pl;blications on the WISC-R in thé late 1970's and early 1980's were
numerous. As noted by Kaufmaﬂ (19813, the structure of the WISC-R is conducive not
only to research but also to clinical utility. The ease of administration, reliability, and
interpretability of the WISC-R resulted in "...the emergence of the WISC-R as the clear-

. cut inétrument of choice for the assessment of intelligence in school age children, with the
Stanford-Binet left wallowing in theT WISC-R's wake" (Kaufman, 1981, p. 520).

The structure of the WISC-R makes it highly an;enablc to factorial work. Because
each child is given the same ten mandatory subtests, it is usually assumed that the same
type of intelligence is measured at each age. This conception is further ﬁfmncd by the fact

that on both the WPPSI and WAIS-R have subtests that are similar to those on the WISC-
| R. A final advantage of the WISC-R, though not immediately evident, is that research

studies are not plagued by the problem of missing data. This problem can be noted on tests
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| like the Stanford-Binct IV which are administered according to an adaptive testing format.
With this type of format not all children take the same tests, depending on the age and
ability of the child. Conscql;cntly, researchers are often faced with the problem of missing
-data. .

With this knowledge about the background of the WISC-R, it is now possible to -
begina révicw of its factorial structure. As a preview, ip is worth noting that m:)st factorial
studies done on the WISC-R have indicated that two robust factors emerge. 'i'hese
correspond roughly to the Verbal and.Performance Scales, and are respectively called
Verbal Comprehension and Perceptual Organization. For administrative purposes, when
the phrase ';thc typical two factor solution” is used, reference is being made to the Verbal
Comprehension and Perceptual Organization factors found by Kaufman (1975). Similarly,
because m;my studies have found three factors ratherkthan just two, when the phrase "ti1c
typical three factor solution"” is used, the reference is to the above two factors as well as
Ka;xfman's (‘1975) third factor which is known as Freedom From Distractibility.

Kaufman's 1975 Factor Analysis of the WISC-R Standardization
Sample _

Kaufman's (1975) factor analysis of the WISC-R is an extremely important article.

It has been }iighly influential for two reasons. First, the correlations reported in the WISC-
R manual for the sta;\dmdizaﬁon sample were used as "he basis for the factor analysis. |
- Second, the threc, actor solﬁtion and the pattern of loadings that he afouﬁq have- been typical
of almost all subscquent factorial studies on the WISC-R . His anailyvs'is involved 200
children at each of 1 age levels. All twelve tests (the 10 mandatory and 2 optional ones)
were used. The numbe;\of factors to retain at each age level was determined l;y performing
principal components analyses and hsing the eigenvalue-one criteria. In the main analysis,
however, principal axes factoring was used; squared multiple correlations were iniiialljx

inserted into the diagonals as communality estimates and these were iterated.
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From the principal components analysis, it appeared that three factor were ingk‘mcd

for most of the eleven age levels; the eigenvalues for the third factor ranged from 9 to 1.1,

Even so, Kaufrbaxgdccidcd to rotate 2, 3, 4.‘and 5.factors for each age level. He states that

_ at all age levels, the two-factor rotated soluti'éns indicated that "clcar—cpt" Vcl:bnl and

AN

Performance factors wére present. To fit »\"ith previous literature, these were described as
Verbal Comprehension and Perceptual Organization. When three-factor golutions were
examined, Kaufman found that at all age levels except 6 1/, and 14 1/, years that the third
factor turned out to be Freedom From Distractibility, with higt; lc;adings from Arithmetic
and Digit Span; for these two exceptional age levels, Kaufman found that Freedom From
Distracn'bility did emerge, but as the fourth rather than third factor. Asa géneral rule

Kaufman suggested that the four-, and five-factor solutions added no additional
v N ‘ {

:iriterprctability to any of the 11 age groups.
7 .

From Kaufman's results it is apparent that for all ages the Verbal Comprehension
factor had its highest loadings from the Vocabulary, Information, Comprehension, and
Similarities subtests. The loadings from the Arithmetic subtest on this factor were
moderate with a median loading of “.37. Somewhat unexpected, Picture Completion and
Picture Arrangemeng also had moderate loadings on the Verbal Comp;chcnsion facior,
Kaufman interpreted this to mean that both of these subtests probably involve a greater
degree of verbal mediation than do other Performance subtests. Mcanwﬁilc, the Perceptual
Organization factor was aJS(; qQuite consistent across all ages. It had high loadings from the
Block Design, Object Assembly, and Picture Compleﬁon subtests; two further subtests, .
Picture A;rangemcnt and Mazes had moderate loadings on this factor. Finally, at mosf age
levels the Ffeedom From Distractibility factor had substantial loadings from the Arithmetic
and Digit Span subtest--the Information and Coding subtests had moderate loadings on this

third factor, but not at all age levels.
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The factor loadings found by Kaufman (1975) on the three varimax rotated factors
of Verbal Comprehension, Perceptual Organization, and Freedom From Distractibility have
been summarized in Table 1. Because the current research will utilize three age groups
(ages 6-0 to 8-11 years, 9-0 to 12-11 years, and 13-0 to 16-11 years) Kaufman's factor
loadings for the 1 Iw levels have been regrouped accérding to the above three age
groupings. The mean of the appropriate loadings was calculated for each subtest at each
level. Collapsing across Kaufman's age levels was done in order g ‘ >'€c.fcrencc

. R
structure for the appropriate age range for each of the three age groups used in this thesis.



Table 1
Three-Factor Varimax Rotated Solutions for the WISC-R Standardization

87

Sample: A Regrouping of Kaufman's (1975) Findings into Three Age
Groups
) 91_52“2"‘:;'1‘;;8 Three Factor Varimax Rotated Principal Axes
of theWISC-R | oy —
Standardization Mean Loadings™ | Mean Londlngsb Mean Loadings®
Sdmple For Ages For Ages For Ages
6 1/2 to 8 12 91/2 to 12 112 1312 to 16 1/2
Tests I o I I n o om i nm
Information 50| 24 | 46 |62 |30 |37 61| 27| 35
Similarities 56 26 31 1 .66 8 30 66 331 28
An'lfxmctic M 20 56 1 .35 27 54 43 19 54
Vocabulary - 67 21 28 § .69 32 39 11 23 3
Comprehension S7 ] 29 | 23 )64 |31 [25 | 67| 30| 20
Digit Span as | ar | s3bar | |se 23| oo sa
Picture Completion 30| a2 a7 )3 |e0 |0 | 35| s6] 09
Picture Arrangement 38 | 46 | 21 |33 (48 | .17 31 | 41} 11
Blotk Design 28 56 28 1 .28 64 37 26 J2 1 .26
Object Assembly 21 64 21 28 64 13 19 67 09
Coding 14 20 30 | .14 A7 46 21 20 ] 33
Mazes .16 56 20 1 12 A6 21 07 44 .19

2 The loadings reported for the three factors here are the mean of the loadings for the three ages 6 172, 7 172,
and 8 1/2 reported in Kaufman's (1975) Tables 1, 2, and 3.

b The loadings reported for the three factors here are the mean of the loadings for the four ages 9 1/2, 10 172,
11 1/2 and 12 1/2 reported in Kaufmans (1975) Tables 1, 2, and 3.

The loadings reported for the three factors here are the mean of the loadings for the four ages 13 172, 14 172,
15 1/2 and 16 1/2 reported ifi Kaufman's (1975) Tables 1, 2, and 3.
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* Kaufman (1975) examined the first unrotated factor at each level and f%nd that it
accounted for z;ppmximatcly 79-92% (Median = 82%) of the common factor variance.
Most of the subtest loadings on this first unrotated factor ranged from .60 to .80 with the
exception of Digit Span, Coding and Mages which were in the .40 to .50 range. Kaufmxm
interpreted this first unrotated principal fa;tm as synonymous with general intellectual
ability. In so doing he suggested that each subtest's loading on this first factor be taken as
the degree to which the subtest measures general intelligence; by squaring these loadings
on the first factor, one can obtain the proportion of each subtest's variance that may be
attributed to general intelligence. Although this method of estimating g is acceptable, it
becomes son;cwhat problematic if it is reported along with factors that have been rotated
orthogonally by the varimax criterion--as was done by Kaufman (1975). When researchers
report the general factor in this manner, the rcgdcr must remember that a large percentage
of the variance from the general factor is duplicated in the rotated factors--the variances are
not additive as they would be if the first unrotated factors was extracted and then the
residuals factored (e.g., as done by Vernon (1961) or by Tﬂomdikc et al., (1986)).

Nonetheless, thcsc_}oadings on the first unrotated factor found by Kaufman (1975)
are typical of those rcponcd by other researchers. For example, Silverstein (1980)
compared Kaufman's (1975) reported values for the first unrotated factor with Wallbrown,
Blaha, Wallbrown, and Engin's (1975) general factor that emerged from a hierarchical
analysis of the WISC-R; this is a particularly appropriate comparison because both
Wallbrown et al. (1975) and Kaufman (1975) used the standardization data from the
WISC-R as a starting point. Despite th;: difference in these two methods, the general factor
that emerged was nearly identical. Thus, Kaufman's (1975) suggestion that the first
unrotated factor be considered synonomous with general factor seems meritous; however,
it must be remembered that when factors are rotated according to analytic criteria that the
variance from the first unrotated factor (general intelligence) is usually spread out onto

other factors, and that to report the variance of the gencml factor along with these other
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factors may lead some to erroncously believe that the variance attributable to these other !

factor is independent of general intelligence. For example, in Kaufian's analysis he did

not partial out the variance attributable to general intelligence but rather it was included in
/

! A

the varimax rotated facf&s he reported.
Asa si;)ienotc, before leaving the analysis of the standardization s&mplc to look at
the factorial str;lcturc of the WISC-R in clinical populations, it is worth noting that
Reynolds and Gutkin (1980) reanalysed the standardization sample to compare the factor
patterns for males and females. The three factors that they found for cach sex were nearly
identical to those found by Kaufman (1975). Similarly, Carlson, Reynolds, and Gutkin
(1983) reanalysed the standardization sample by comparing the factor structure for lower
and upper SES groups. They also found that the factor structure for the two groups was
very similar and nearly identical with the structure found by Kaufman. These findings led
the respective researchers to conclude that the factor structure of the WISC-R is invariant
across sex, age, and socioeconomic status in terms of the magnitude of loadings and also

the composition of the three factors that emerge.

Factorial Structure of the WISC-R for Clinically Referred Children

Several researchers have anlayzed the factor structure of the WISC-R in clinical
populations. These populations have varied in terms of the type of problems that the
children had as well as the IQ ranges that were present. Generally, the Verbal
Comprehension and Perceptual Organization factors have emerged in the stable pattern
found by Kaufman (1975). However, some variation in factor loadings on these factors
does occur. Also, in these clinical populations, the subtests loading on the third factor, if it
emerges, may change in magnitude or composition. (i.e., the size of the loadings and
which subtests load on the factor). The purpose of this brief review of the factorial
structure of clinically referred children is to provide some indication of how factor loadings
on the three WISC-R factors vary as compared 1 the factor structure for "normal” children

(Kaufman, 1975).
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Unless reported otherwise, all the studies in this section have use the principal
factoring method, squared multiple correlations in the diagonal, iterations to convergence,
and vanmax rotation of factors.

L.ombard and Riedel (1978) looked at the WISC-R factor structure f()( 76 children
(ages 8-0 to 16-11) who had been referred for assessment and placement in special
education programs because of leaming disabilities. The Full Scale Qs ranged from 59 to
138 with a mean of 94.7 and a standard deviation of 15.7. Unfortunately only the 10
mandatory subtests were used in the analysis. The pattern of loadings on the Verbal
Comprehension and Perceptual Organization factors was that sm'nc as reported by Kaufman
(1975) except that the loadings were much higher. Loadings on the Verbal Comprehension
factor were as follows: Information (.81), Similanities (.74), Arithmetic (.74), Vocabulary
(.86) and Comprehension (.86). Loadings on the Perceptual Organization factor included
Picture Completion (.80), Picture Arrangement (.69), Block Design (.81), and Object
Assembly (.74). The third factor was defined mainly by the Coding subtest which had a
~ loading of .93; this is not surprising in that Digit Span was omitted from the analysis. The
implication from this study is that for referred populations, the factor loadings may be
slightly higher than for normal populations--perhaps because of the.extreme spread in the
IQ range. With the large range in FSIQs, one would expect ihc correlations between
subtests to be slightly higher than normal, and thus the factor loadings may have been
slightly higher than reported by Kanfman (1975).

Naglieri (1981) also examined the factor structure of 140 children between the ages
of 6-2 and 14-8 who had been classified as learning disabled (Mean FSIQ =94.8). Both
principal components and principal factoring followed by varimax rotation of factors with
cigenvalues greater than one was employed on eleven subtests (Mazes omitted). From the
principal components analysis, the Verbal Comprehension factor consisted of Information,
Similarities, Comprehension, and Vocabulary (with loadings between .74 and .88), as well

as Arithmetic (.33). The Perceptual Organization factor consisted of Picture Completion,
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Block Design, and Object Assembly (with loadings between 76 and .82), as well as
Picture Arrangement (.52). The Freedom from Distractibility fuctor consisted of Digit Span
(.67), Coding (.75), Artthmetic (.23), and Picture Arrangement (.29).

From the Naglieri (1981) study, two points are worth emphasizing. First, the
principal factoring and principal component methods prodduced nearly identical patterns of
loadings though the component model does pnxidéc shghtly higher loadings. Second, the
loading of Piclu*r.mgcmcm on the third principal component is somewhat unusual. To
account for this finding, Naglieri suggested that the nature of the third factor may involve
sequencing, or perhaps successive processing. However, because the Picture Arrangement
loading was only in the low moderate range, this hypothesis should be regarded cautiously.

Petersen and Hart (1979) examined the factor structure of the WISC-R for three
groups of second-, third- and fourth-graders who hgd been referred for assessment: those
who were slow leamgrs or were learning disabled (n=162); those who were emotionally
handicapped (n=147); and those who had 'no significant problem’ (n=248). All 1l
WISC-R subtests except Mazes were included in the analysis and all factors with
eigenvalues greater or equal to one were rotated. In all three groups, the Verbal
Comprehension and Perceptual Organization factor were clearly evident. However, the
factor loadings for the third factor were somewhat different from gro:xp to group, and also
somewhat different than the third factor loadings reported by Kaufman (1975). For the 'no
significant problem’ group, factor loadings on the third factor included Information (.32),
Arithmetic (.46), Digit Span (.38), Block Design (.55), Object Assembly (.48) and Coding
(.25). For the emotionally handicapped group, oﬁly Arithmetic had a salient loading (.75)
on the third factor. For the slow learner / learning disabled group, the third factor had
loadings from Picture Cor;;plction (.37), Picture Armngémcnt (.39), and Coding (.48).
Thus, Petersen and Hart (1979) concluded that although the first two factors on the WISC-
R are stable across populations, the third factor may have genuine compositional

differences depending on the nature of the sample.
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Groff and Hubblg (1982) analysed the factor structure for children who were being
éonsuicrcd for placcmclf in special education pmgrams because of low intellectual ability
(IQs in the rctarded to borderline rangc) Two groups based on age lcve{were established;
thc younger ﬁroup ranging fr6m 9t 11 ycars (n—107) and the older group ranging from
14 to 16 yeidrs (n=78). All the WISC-R subtcsts with the cxccpnon of Mazes were
mcludcd in the analysis. Although two-, three-, fourr,-and five-factors solutions were
rotated, the three factor solution seemed most appropriate. Several findings are worth
noting. For the younger age gréup, the Simil.arities and Comprehension subtests had only
‘ fnodex'atc *loadings (.41 and .36) on the Verbal Comprehe,nsjon factor; also, the Coding
subtest} only moderately on the Freedom from Distractibility factor (.31)'which was
defined prifnarily by Digit Span (.79) and Arithmetic (.48). For the older group,' Picture
Armran gcment had a moderate loading on the Verbal Comprchcnsmn factor (.37); also in an
unusal fashion, D1g1t Span had its hlghest loadmg on the Perceptual Organization factor
(. 41) the th1rd factor, had modcratc loadings fmm only Arithmetic (.58) and Coding (.42).
Overall, the three factor soluuon was supported for both age levels even though some
unusual factor loadings on some of the factors were present. |
. ‘ Swerdlik and Schweitzer (1978) also examined the WISC-R factor structure for L
children suspected of low intellectual ability. Their sample-consisted of 164 childfen
ranging in age from 7 to 15 yéars. All twelve subtests were used in a principal components
analysis followed by varimax rotation of factors. When two factors weré rotated the typical
‘pattern cmcrged However, when three factors were rotated the cdmposition of the third
R factor was somewhat unusual as typically found, Anthmcuc Information, and D1g1t Span
had hxgh loadings; Codmg, on the other hand did not load on the third factor (. 19) but
Picture Arrangement did have a moderate loadlng (.43). ( \
Var: Hagen and Kaufmian (1975) examined the factor structure of 80 childrer?{ who
v)erc classified as mentally retarded. These children ranged in age from 6-3to 16-9 yéars
and had FSIQs ranging from 40 to 79. The principal factoring method was used with
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factors being rotated by the varimax, oblimax, and biquartimin criterion. Only two factors
hz;d eigenvalues greater than or equal to one, and these corresponded to the Verbal
Comprehension and Perceptual Organization factors found by Kaufman (1975). The
Verbal Comprehension factor had loadings from all of the Verbal Scale subtests as well as
from Picture Arrangement (.46); the Perceptual Organization factor had loadings from all
of the Performance Scale subtest as _,wcll as from Comprehension (.48). Further, the ﬁrsi
unrotated factor had loadings of .44 to .74 from the subtests and accounted fo: 74% of the < +y
common variance. When a three-factor éolution was rotated, the Arithmetc (.53), Picture
Arrangement (.45) and Coding (.43) subtests had salient loadings on the third factor. As
had been found by ‘Kaufman ~(197%), the orihogonal (varimax) and the oblique (oblimax
and“biquartimin) rotations ‘produced essentially the same loadings on each factor. Van
Hagen and Kaufman _(1975) concluded that the WISC-R factor structure is essentially the
same for children with low intellectual abili‘ty as it is for children with normal intellectual
ability. -

Johnston and Bolen (1984) corri;);lrcd the factor structure for a clinical sample of
black and white children who had been rcfe_rred because of boor academic progrc,s’s/, _
| reading difficulties, suspected mental retardation, or learning disabi® ties. Thejr;amplc ‘
.consistéd of 274 black children and 430 white children, all with FSIQs in the 70 to 100
range. Only the 10 mandatory tests were included in the analysis. Althouéh no set criteria
was used to decide oﬁ the number of factors to accept, Johnston and B’o/len report that the
usual three factor solution emerged for both blacks and whites. Hoy&cver, with the Digit
Span test not being included in the analysis, the third factor was dcﬁncd almost solely by a
singular high loz_iding (.98) from tﬁe Arithmetié subtest.

Karnes and Brown (1980) exa;'nined the WISC-R factor structure ina sample of
946 childrenwiih high IQs (Mean FSIQ = 126.4) who were in gifted programs.
Unfortunately‘”énly the ten mandatory subtests were used in the ahzilfy§is. When two

: J
factors were extracted the typical two factor pattern emerged with u?e exception that the
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- Coding subtest had its highest loading on the Verbal Comprehension factor (.36). When
three factors were rotated, ‘the high loadings on the th1rd factor included Aﬁth?netic (.81),
Picture Completion (.55), and Coding (.27). | -
Sapp, Chissom, and Graham (1985) also looked at the WISC-R factor structure for
. children with high levels of intclligeﬁcc (n =371, Mean FSIQ =128.7, SD =9.4). The ten
- mandatory WISC-R subtests were used in the anlaysis. For the three factor solution, the
ﬁrst two factors had typical loadings as suggestcd by Kaufman's (1975) results; however,
the third factor had loadings from the Information (.68), Amhmcuc ( %2) Vocabulary
(.43), and Block Design (.39) subtests. Of i interest, the Codmg subtest failed to load on
any of the three factors, with its highest loading being 05. !
The unusual pattcm of loadings on the third factor found by Sapp etal. (1985) may.
“have resulted from the omission of the Digit Span subtest from the analysis. Bccause Digit
\Span is usually a strong marker variable for the thxrd factor, its absence may have
prevented the emergence of the typical third facsor ‘The composition of Sapp et al $ th1rd
factor seemed to fit with the category that Bannatyne labelled "Acquired K'nowlcdge", that ‘ .
is, a dimension that develops through learning experiences (Arithmetic, -infomiétion, and
Vocabulary). Given the unusual composition of the third factor, Sapp etal.'s conciusion
was gklat the third factor may have a slightly diff,ezent meaning for gifted children’than for
"normal” children; however, this suggestion must be strongly quziliﬁed, as Digit Span and
Mazes were not included in the analysis.
Schooler, Beebe, and Koepke (1978) factored the 10 mandatory subtests from th@ "
. WISC-Rin a‘sample of 799 children who had been placed in one of three groups: learning
disabled, educable mentally impaired, or emotionally impaired. Principal components with
cigenvalues greater or equal to one were subjected to variméx rotations for each group.
With this criteria, only two principal components emerged. Similar to Kaufman's findin gs,
these were remarkably similar to the Verbal and Performance scales. Imercstingly, :

Arithmetic loaded on both factors. The reason for this is not totally clear, though several
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possible explanations are possible. First, because Digit Span was ndt included in the
analysis, the third factor may not have been adcquzitcly defined in ordet for the eigenvalue
criteria to be met; ifa third factor had becn rotated, the variance of the Arithmetic subtest
~ may have been shifted to the thlrd factor rather than being spread out on the first two
factors. Second, as Schooler et al. suggest, Arithmetic may be a complex subtest, and,
therefore load on both the first and ,scco'nd factors.. Tiéovcrall conclusion reached by
Schooler et al. was that the factor structure of the WISC-R was stable across the different
groups in their sarhp!e.

Hodges (1982) examined the WISC-R factor structure in a psychiatric population of
~ 240 children ages 6 to 16 who were "outpatieats" at a mental health facility. The results fit
very closely with Kaufman's (1975) three factor solutibn tﬁough some slight deviations -
were:found: Picture Arrangcmen\t had a moderate loading (.31) on the Verbal
Cofnprehcnsion factor; Similarities had a modcratc: loading on the Perceptual Organization
faétor (.34); ‘and time Freedom from Distractibility had moderate loadings from Arifhmctic
(60), Coding (.58), Digit Span (.38), and Block Design (.37). | |

In summary, the factor structure of the WISC-R for chmcally referred children is
somewhat similar to the factor structure for normal children (Kaufman, 1975). However,
though the Verbal Comprehension and Perceptual Organization factors appear to be stable
across pbpulations, the third factor (Fifeedom From Distractibility) does not emerge in all
clinical samples; when it does emefgg,) the pattern of loadings sometimes is different than
those found for normal children. Overall, though, the factor structure for learning
disabled, retarded, gifted, and emotionally disturbed children is similar enough to that of
normal children that most researchers suggest that no qualitative differences exist in the

comparative factor structures.
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The Number of l.""actors Problem Concerning the WISC-R

In most factor analytic studies of the WISC-R, the number of factors to rotate has
been taken as the number of principal components that have eigenvalues greater than or
equal to one. Following the lead of Kaufman (1975) many researchers have also rotated
two-, three-, four- and five-factor soluﬁons and retained only factors that are. found to be
psychologically meaningful--usually three which coincidentally happens to be the number
of factors with eigenvalues greater or equal to one. Hill, Reddon, and Jackson (1985)
address the issue of how many factor exist and/or can be interpreté on the WISC-R. They
‘suggests that "A three factér égiuﬁon has been the one typically reported, and seems to be
the preferred number of factors for clinical applications" (p. 296). However, tﬁcy Also |
suggest that in terms of several "number-of-factor rules” that one or two factor solutions
may be preferable. Further complicating the number of factors pmbiem on the WISC-R is
the fact that-differing numbers of subtests are included in different analyses. In.gencral,
whcn/tﬁlsi‘%orthogqnal rotations (primarily varimax) the two-factor solution appears to be

’i\}vwcl/l’;sﬁi)stantiatgd in'terms of clinical utility; the three-factor solutions also appears to be

: :ﬁécally useful, though somewhat more tentative in certain populations.

Summary of the Three Factors and Their Loadings

The previous literature review has focused on the WISC-R factor structure in
normal children (the standardizau'onﬁmple) and in clinically referred children, and in _
different ethnic groups. The most general finding is that the Verbal Comprehension and
Perceptual Organizatiqn factl)rs are very robust and emerge regardless of the factor mﬂyﬁc
tcéhn‘\iquc used, the age of the subjects, or the nature of the sémple (e.g, psychiatric, |
learning disabled, mentally retarded, gifted, or normal). In contrast, the third factor,
known by the name of Frécdom From Disu'actibility, is less robust anc.ir may be limited to
whitg / anglo éhildren. Nevertheless, in clinical populations the third factor has prov::n to
be ybeful and therefore substantiated to some degree. To help clarify the nature and

variability of these three factors, a brief summary of each is given.
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Four of the five regularly administer Verbal Scale subtests (Information,
Similarities, Yocabulary, and Comprehension) almost invariably have strong loadings on
the Verbal Comprehcnsjbn factor. In conﬁast, the Aﬁtﬁmedc and Digit Span subtests
sometimes load on this factor, but often load on the third factor morg strongly. Of the

Performance Scdle subtests, Picture Completion and Picture Arrangement occasionally

have small but apparently significant loadings on this factor. °
Similarly, most of the subtests from the Performance Scale tend to load
substantially on the Perceptual Organization factor. Those with the highest loadings are
usually Block Design, Object Assembly, Picture Completion, and Mazes. Picture
Ar;angement also usually loads~ on this factor though not always as strongly as the four
previously mentioned subtests. The only Performance Scale subtest that usually ‘docS not

load on the Perceptual Organization factor is Coding, which usually loads most heavily on

[3

__the third factor.

E ] E . D. | .] .l.

This factor is the mést complex of the three typical factors found on th:g WISC-R.
When the third factor emerges, it is most likely to have high loadings from thc«%)i git Span,
Arithmetic, and Coding subtests. However, studies have demonstrated that other subtests
may have moderate loadings on this factor, especially in clinical samples. A list of these
subtests and the studies ﬁndmg them loading on the third factors follows: Information
(Kaufman, 1975), Picture Arrangement (Naglieri, 1981; Swerdlik & Schweitzer, 1978),
* Picture Completion (Karnes & Brown, 1980; Petersen & Hart, 1979), and Block Design
(Hodges, 1982; Kaufman, 1975; Petersen & Hart, 1979). Overall, though, it is still the
Digit Spa;l, Arithmetic, and Coding subtests that define the third factor.
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Given the complexity of this third factor, it is not surprising that Kaufman (1975)
suggests that its interpretation is a "thorny problem" (p. 139). At an pragmatic level,
Kaufman (1979) wams that clinicians doing ipsative comparisons not consider a child
'distrac '612' unless that child has similar loadings--all low in comparison to other subtests-
-on the Digit Span, Arithmetic, and Coding subtests (and possibly on the Information
subtest). o \\ . \

A further problem with the third factor is that it can be conceived of in many
different ways. For example, Kaufman (1975) admits that this factor can and has been
alternately conceived of as Frecdc;m From Distractibility, as a Memory factor, and as a
Numerical factor. Although he does not discount the possibility of the third factor being a
Memory or Quantitative factor, Kaufman suggests that tentatively it be callea Freedom

From Distractibility in that each of the abovc\s‘ubtestls would seem susceptible to the effects

of distractibility.

Development of Deviation Quotients For the Three WISC-R Factors

Based on the factorial work done with the WISC-R,vsevcral attempts ha\(re been |
made to develop factor scores as well as deviation qﬁotients for each of the three WISC-R
factors (Clampit, Adair, & Strenio, 1983; Clampit & Silver, 198621 ; Gutkin, 1978,
1979, 1982; Sobotka & Black, 1978) These attempts have import;nt implications for
those using the WISC-R. Using factor scores or factor ially derived deviation quotients
rather than relying on the Verbal or Performance Scale IQs allows for more pure measures
of different types of intellectual abilities (i.e., different group factors). Although these
factorially derived deviation quotients (DQ) are not expected to replace Wechsler's VIQ or

' PIQ, a clinician can profitably use these new deviation quotients to help understand and

guide profile analysis cml the WISC-R.

21 Clampit & Silver use unit weights rather than differential weights.
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Of further anticipated importance, the methodology used for deriving factorially
pure deviation quotients for the WISC-R has much merit for use on the Stanford-Binet IV.
As more research is accumulated on the Stanford-Binet IV, factorially derived deviation
quotients may be r;cedcd to replace the four Standard Area Scores; this would be a positive .
step to take if research consistently indicates that the subtests on the Stanford-Binet IV do
not load on on their respective Areas as outlined in the structure of the test If such a finding
| emerges, it will behoove researchers to calculate alternate deviation quotients that are more
compatible with the factor structure of the Stanford-Binet IV. Therefore, it is extremely
worthwhile to note how factorially pure deviation quotients have been devised for the
WISC-R. This is especially true given that Thorndike et al. (1986) found that their
confirmatory factor analysis did not substantiate the arrangement of several subtests onto

hypothesized factors.

Hierarchical Factor Analyses of the WISC-R ‘

A look at the hiefarchical factoring of the WISC-R is worthwhile, for it
demonstrates how different methods of factoring can result in slightly different picturcs of
mental ability. It should be noted that all of the hierarchical analyses of the WISC-R have
been done by a small number of researchers (primarily Vance, Wallbrown, and Blaha).
Further, they proceed from Vernon's model of intelligence and subsequently talk of the
v:ed (Verbal Educétional factor) and the k:m (spatial-mechanical er spatial-perceptual
factor) factors rather than the Verbal Comprehension and Perceptual Organization factors as
named by Kaufman (1975). Nevertheless, dcspite the difference in names, the factors
appear to be basically the same as those found using varimax rotations, though the general
factor is included in the solution.

The method of factoring in these hierarchical analyscs istﬁc thrry and Wherry
Hierarchical method (see Wallbrown, Blaha, Wallbrown, & Engin, 1975, for a description
of the Wherry and Wherry Method). Of some interest, the Wherry and Wherry method is

%

not akin to other hierarchical factoriﬁg methods that use oblique rotations and then second-
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and third-order factoring of correlations between first-order factors. Rather, the Wherry
and- Wherry method maintains orthogonality among factors at all levels of the hierarchy
(Wallbrown et al., 1975). As explained by Vance and Wallbrown (1978) the Wherry and
Wherry method employs a principal factor analysis with use of Minres "cleanup" (ignores
the diagonal of the correlation matrix) in order to eliminate problems of obtaining
communality estimates; the resulting matrix is rotated by the varimax criterion in order to
assign variables to clusters. A theoretical correlation matrix is then constructed with
corrected communalities in the diagonal, and a multigroup analysis is done. Though this
method is more complex than other factor analyses done on the WISC-R, it does have
some theoretical merit.

Wallbrown et al. (1975) analysed the standardization sample for the WISC-R at
each of the 11 age levels using the Wherry and Wherry Pﬁcmmhical factoring method.
Specifications were preset so that only two group factors (v.ed and k:m ) would be
. extracted along with the general factor. All of the subtests loaded on the g factor, ranging
from a low of .44 to a high of .74, with a mean of .58. Further, the magnitude of the g -
loadings was relatively stable across all 11 age groups. It should be noted that with this
method of factoring g is defined as the "pervasive overlap among diverse intelligence
assessors” (Vance & Wallbrown, 1977, p. 700). At the second level in the hierarchy
(group factors), there appeared to be a clear distinction between two factors based primarily
on the distinction between Verbal and‘ Performance subtests.

| Wallbrown et al. (1975) suggested that the verbal factor is akin to Vernon's v:ed
| fact& while the performance factor is akin to Vernon's kzm factor. In general, all of @
Verbal Scale subtests tended to load on the v:ed factor (mean of .32) with a few
exceptions: first, the Digit Span subtests did not load on the v:ed factor for the 8.5 or 10.5*
year old group; second, the Arithmetic subtest did not load on the v:ed factor for the 8.5

year old group; third, the Information and Comprehension subtests did not load on the

A !
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v:ed factor for the 12.5 year old group. Further, the Coding subtest had small loadings

on the v:ed factor for the age groups of 11.5, 12.5, and 16.5 years.

N

|
Meanwhile, Wallbrown et al. (1975) found that all of the Performance SQulc

subtests had loadings on the k:m factor (mean of .32) at each of the 11 age lcvd1 Coding

was the only exception. Table 3.provides the mean loadings for the general fao}o as well

as the v;ed and the k:m factors collapsed across the 11 age levels. Because \

q("'

i }‘;'jy"‘;\\« J’l"

presented in Table 3 are more-or-less comparable to those prcscnfyd du Tatja.1 v

al. (1975) used the standardization sample for the WISC-R as their samp{gghc méults
’*Wﬂ

Kaufman's varimax rotated factors for the same sample.
From Table 3, the percentage of variance attributable to each of the three factors is
- given: about 36% of the total variance is attributable to g while 6% is attributable to v:ed
and 5% is attributable to k:m . Interestingly, the specificity of each WISC-R subtest in the
hierarchical model, ranges from .28 to .34 with a mean of .31. Thus, each subtcs't would —
appear to have adequate specificity in order to be interpreted individually (as per Kaufman's
1975 and 1979 suggestion of .25 as a minimum criteria). Thus, one can see that
approximétely 47% of the total variance is attributable to the three factors (g, v.-ed, and
k:m) while 31% is attributable to specific variance, and about 22% to error variance. From
the hierarchical model, profile analysis appears to have some j.ustiﬁcation. However, at the
end of this section, a pragmatic approach to interpretation of the WISC-R as given by Blaha

and Wallbrown (1984) will be reviewed



*Table 3
| Mean Factor Loadings on g, v:ed, and k:m in the Hierarchical Model of
Wallbrown, Blaha, Wallbrown, and Engin (1975) Based on the
Analysis of the WISC-R Standardization Sample

Wallbrown et al.
(1975) Hierarchical

Factor Structure

of the WISC-R Mean* Mean* Mean*
Loadings {Loadings | Loadings

Tests For g |Forv:ed |Fork:mX
Information .70 35 .02
Similarities .70 30 07
Arithmetic 59 30 01
Vocabulary 74 41 -.03
Comprehension 65 30 05
Digit Span A3 23 00
Picture Completion .58 01 31
Picture Amangement .55 06 23
Block DeSign 70 -02 40
Object Assembly 59 .09 40
Coding 39 13 .09
M 28
Percent of Total Variance
Accounted for by Mean 36.0 6.0 - 5.0
Loadings

* The loadings reported here are the mean across all 11 age groups for each variable
This Table has been adapted from information given in Wallbrown et al.'s (1975)
Tables 1, 2, & 3.
Wallbrown et al. (1975) conclude that the WISC-R has a substantial amount of
_ construct validity: the large g factor supports the use of the Full Scale IQ; the v:ed and
k:m factors support the use of the Verbal and Performance IQs. However, it should be
noted that in this hierarchical model the specificity of the subtests accBunts for almost as

much variance as the general factor does.
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Other hierarchical analyses have been donc on several clinically referred samples.
For cxamplc Vance and Wallbrown (1977) did a hierarchical analysis of the ten
mandatory subtests of the WISC-R in a sample of 169 children and adolescents who had
been referred to a community agency for intellectual assessment. These children ranged in
age fror: 6-3 to 15-11 years and had a mean Full Scale IQ of 75.5 with a rangc.from 40 to
119. The procedure used was similar to that used by Wallbrown et al. (1975); the Wherry
and Wherry factoring method was used and the number of primary factors to cxtmét was
preset to two. However, unlike WMIbmwn et al. (1975), Vance and Wallb\mwn (1977
found that the general factor accoumt‘:d for 55% of the total variance of the subtests. On'the
other hand, the two group factors of v.ed and k:m were again distinct and defined by the
Verbal Scale and Performance Scale subtest rcspcctivclx,.and accounted for a similar
amount of variance as had been found by Wallbrown et al. (1975): v.ed accounting for
about 5% of the total variance and k:m accounting for about another 5% of the total |
variance. , | ,

This discrepancy between the the percentage of variance accounted for by g as
found by Vance and Wallbrown (1977) as opposed to Walibrr;)wn etal. (1975) is of s;)mc
interest. Deépitc using the same factorial procedure, the loadings on g for each of the
subtests was higher in the Vance and Wallbrown study. The most likely reason for this has
todo witl; the extreme range of 1Qs (FSIQ ranging from 40 to 119) in the sampic used by
Vance and Wallbrown (1977). Because of this extreme range, the correlations between
subtests were probably higher in this clinical sampchA than in the standardization sample; as
such, the factor loadings for the general factor could be expected to be highcr.

Another hierarchical analysis of the WISC-R was done on a samplc of 85 lcamm g
disabled children with ages varying form 6-3 to 14-1 years (Blaha &Vance, 1979). All 12
WISC-R subtests were used in this analysis, and the range of Full Scale IQs was from §2
to 123 with a mean 6f 95. The number of factors to extract at the second level was not

preset to two, but rather left open--eventually allowing three factors to emerge. In an
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interesting twist, the general factor only acﬁountcd for 20% of the total variance. In
contrast, the k:m factor accounted for about 11% of l!lc total variance, the Verbal
Comprehension factor acounted for 7%, and the Frcédom From Distractibility accounted
for 6%. In typical fashion, the Freedom From Distractibility factor was defined by the
Arithmetic (.48), Digit Span (.48), and Mazes (.33) subtests.

The puzzling nature of the general factor was further complicated by the results
from a study by Vance and Wallbrown (1978) who used a clinical sample of 150 black
children. In t.{lcir hierarchical analysis of the factor structure of the WISC-R they found
that the general factor only accounted for about 6% of the total variance. The loadingsgon
this general factor were weak ranging from .16 to .35 with a mean of .24. Conversely,
thev.ed and k:m factors showed a corresponding increase in the amount of total variance
with thev:ed factor accounting for 22% of the subtest variance and the k:m factor
accounting for 16%. Vance and Wallbrown (1978) attempted to explain the weak general
factor by suggesting that the sample was very homogeneous in nature. These fluctuations
on the general factor are rather disturbing; though they could be due to sampling
fluctuations or actual differences, Athcy may also have resulted from problems in the Wherry
and Wherry factoring method. As such, the findings from the Wherry and Wherry
factoring method should probably be interpreted cautiously and\iith some hesitation.

In yet another hierarchical study, Wallbrown and Blaha (1979) look at the WISC-R
factor structure in a sample of 112 reading disabled children ranging in age from 9-2 to 13-
7 years. They had a mean Full Scale IQ of 101.6 with a range from 86 to 429. The
| general factor only accounted for 17% of the total variance, and the mean factor loading on
the general factor was .39. To complicate matters, the factors from the second level of the
hierarchy were not sufficient to account for all the subtest variance and two "subgeneral”
factors were needed. The v:ed factor had moderate loadings from all the Verbal Scale
subtests (mean of .35) and accounted for 7% of the total variance; the k:m factor

accounted for another 6% of the total varianee and had moderate loadings from all of the
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Performance Scale subtests (mean of .27) except Coding which had a loading of -.0S.
Further, four factors at a lower level of the hierarchy were found. These were interpreted
by Wallbmwn- and Blaha (1979) as follows: a Verbal Comprehension factor (Information,
Similarities, Voczibulary, and Comprehension) accounting for 8% of the total variance; o
Freedom from Distractibility factor (Digit Span and Arithmetic) accounting for 4% of the
total variance; a Spatial factor (Block Design, Object Assembly, Picture Completion, and
Mazes) accounting for 3% of the total variance; and finally, a Quasi-Specific factor (Picture -
Arrangement and Coding) accounting for 4% of the total variance.

Wallbrown and Blaha (1979) concluded that although the factor structure for the
first two levels of the hierarchy for this sample was comparable to the hierarchy found for
other groups, the full hierarchical structure of this reading disabled group was more
complex than it was for normal children (i.e., the need to extract 4 primary, or third level
factors, to explain the variance). Thus, with leaming di;z;blcd children, the variance from
the general factor appeared to be spread out more to the second and third levels of the
hierarchy (if the Wherry and Wherry factoring method is indeed correct).

Because of the apparent confusion involved in comparing the discrepant findings of
different hierarchical studies, Blaha and Wallbrown (1984) did a review of all the
hierarchical studies of the WISC and WISC-R. As a guiding principal, they interpreted
each study through the model proposed by Vemon. Despite contradictions found from
various studies, Blaha and Wallbrown endorsed Vernon's suggestion that in heterogeneous
samples the general factor (g ) accounts for approximately 40% of the total variance while
the two group factors (;.'ed and k:m ) account for about another 10%, and that minor
factors (similar to Thurstong's primaries) account for an additional 10% of the total
variance. The following diagram (Figure 3) has been taker f-om Blaha and Wallbrown
(1984) and is their dcpiétion of the hierarchical organization of the WISC-R as synthesized

from their review of 13 hierarchical studies of the WISC and WISC-R.
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{ Figure 3
\? The Hierarchical Structure of the WISC R as Conceived .of

by laha and Wallbrown (1984) Using Vernon's Model of Intelllgence

1

Figure 3 has been removed becau'se of the
unavailability of copyright permission.

,
. . ! . . ' P

* The above diagram has been modified and reproduced from Blaha & Wallbrown (1984).

| So what we see in a hierarchical anulysis is a large general factor (queé_tignabl’e in
clinical sainples),mnd usuzilly the emergence of at least a verbal factor and a pexforr'nance /

* .

spn’tial factor; however, the loadings on the two latter factors are substantially lower than
in varimax rotated solutions because the heavy contnbutlon of g has been removed pnor to
the emergence of the Verbal and Performance factors. Thus, espemally with special
populations, it may be possible that the hierarchical structure is not as stable as the structure
that emerges from the principal axes factoring follo;wed by vaﬁmax.roiations. Overall

though, the hierarchical analysis supports Wechsler's (1974) contention that the WISC-R
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measures general intelligence, and also his division of the subtest into the Verbal and

Performance Scales.

Joint Factor Analysns of the WISC R with Other Tests

A few studies have been conductcd where the WISC-R has been jointly factored

- with other types of intelligence and achicvcmcn_t_ tests. The ‘importancc of such a procedure
may not be immediately obvious to some. Qn,c:‘pr(')pone@,vt of joint factoring of new tests
with older more established ones is Kieth ( 19\‘8’7).‘ He suggests that factor analysis of new
instruments’in combination with existing, well undgrstood instruments, should become
more prevalent; the reason for this being that such a pméedurc leads to a better
understanding of what the new instrument measures. Put more simply. when a new test
like the Stanford-Binet I'V is jointly fa: -ed with an existing test that has a known factor
structure (like the WISC-R), the reﬁulting factor structurecanbe conr . ‘he separate
factor structures. Furthermore, such a procedure gi\;cs a better indic hich subtests
from each of the tests are measuring similar constructs (factors). Becau.. .he WISC-R and
Stanford-Binet IV will b jointly factored in this thesis, a b;-icf réview of joint factor
analyses of the WISC-R and other tests is appropriate. Such a ré'&icw will>clarify what

typically happens to the WISC-R factor structure when other tests are added.

E ing the WISC-R with Other Intell T
DeHorn and Klinge (1978) performed a joint énalysis of the WISC—R énd the
Peabody Picture Vdcabulary Test (single scorc) in a psychiatric population. Using a
principal components analysis three factors were rotateds The emergent factors were the
same as the typical three-factor WISC-R structure except that loadings were a little higher
than those found by Kaufman (1975) because principal components as opposed to principal
factoring had been uScd. The Peabody Picture_ Vocabulary Test loaded (.75) on the Verbz;l

Comprehension factor, suggesting that it has a verbal content of some sort.
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Sutter and Bishop (1986) did a joint factor analysis of the WISC-R and the Illinois
Test of Psycholinguistic Abilities (ITPA)in a sample with three types of children: lczlxnﬁng
disabled, emotionally disturbed, and a control group. Although the eigcnvalue¥one
criterion suggested six factors, only three were rotated. Under these constrelxints; the
familiar WISC-R pattern did notA emerge. Only the Verbal Comprchensioh facto; remained
imaét. The Block Design and Object Assembly subtests did nc:t load on any of the three
factors. Taken as a whole, thelauthors suggested that the three factors represent linguistic,
auditory memory, and visual-motor ability. As it stands, this study failed to find the core
factors from the WISC-R. However, in a serious methodological short-coming, only three’
of the factors that had eigenvalues greater than one were rotated. i-tc possibly, ihen, the
under-rotated matrix may have resulted in the distortion of the three typical factors usually
found on the WISC-R. Therefore, Sutter and Bishop's (1986) results need to be replicated
before any conclusions can be drawn from their methodologically flawed study.

Two final studies involving thé joint analysis of the WISC-R with Kaufman
Assessment Battery for Children (K-ABC) will be reviewed. These two studies are
perhaps the most informative of those dealing with the joint analy‘sis of the WISC-R with
other intelligence tests. Befofe moving directly to these two studies, a little preliminary
background is need on the K—ABC. This brief discussion of the K-ABC is not complete,
and is intended only to provide an illustration of how important # can be to jointly factor
new Fes’ts along with the WISC~R. |

The K-ABC is designed to measure Achievement as well as Sequential and
Simultaneous proccssing skills. Several investigators have looked at the factor structure of
the K-ABC (e. g., Kieth, 1986; Valencia & Rankin, 1986). Although the factor structure

.does gcncrally seem to substantiate the three major scales, Kieth (1985) has suggested that
the K-ABC may provide measures of verbal reasoning, nonverbal reasoning, and verbal
memory rather than of achievement, and simultaneous and sequential mental processing.

Kaufman and McLean (1987) also acknowledge that such renaming of the K-ABC factors

®
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may be equally justifiable depending on one's theoretical orientation. From the joint
analyéis'df the WISC-R and K-ABC, much has been learned, especially that both tests may
in essence be measuring the same three constructs. '

Kaufman and McLean (1987) did a joint factor analysis of the WISC-R and K-ABC
on a sample of 212 "normal” children. All eleven of the WISC-R subtests (excluding
Mazes) ar 3 of the K-ABC subtests were included in the analysis. Principal factor
analysis was vonducted with squared multiple correlations as initial estimates of
communalities--these were then iterated to convergence. Furthermore, vaﬁmax rotation of |
factors was used. Using both the eigenvalue-one, and the scree test criteria, three factors
were indicated for the joint analysis. The results indicated that the three typical factors
found on the WISC-R and the three found on the K-ABC had a great deal in common. The
following statement by Kaufman and McLean (1987) indicatss the relationship between the
WISC-R and K-ABC factors: - v . |

The first factor represents a merger of the WISC-R Verbal Comprehension

and K-ABC Achievement, the second a blend of Perceptual Organization

"and Simultaneous Processing, and the third a combinatioﬁ of Freedom

From Distractibility and Sequential Processing. Only Coding did not load

as predicted, lbading below .40 on ali three factorg and loading about

equally well on Factor 2 and 3 (pp. 112-113).

As noted by Kaufman and McLean (1987), the congruence between the WISC-R
factors and the K-ABC factors does not ansvx;cr the qucsﬁon abéut the specific construct
that are bcing measured by each factor-—;his is dctcx}a‘gi}?ed largely by the researchers
theoretical orientafion. A further warning by Kaufm::n and McLean is that although the
factors from the two test mefge, this convergence does not always extend to the subtest

level even though the underlying constructs are the same.
Another joint factor analysis of the WISC-R and K-ABC was done by Kaufman

and McLean (1986). This time, however, the sample was a group of 198 children who had
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been referred for or diagnosed as having leamning disabilities. Along with the full l?attcry of
the K-ABC, all of the WISC-R subtest except Mazes were given. Principal factor analysis
was cc;nductcd With squared multiple correlations initially inserted in the diagonals--
followed by iteration to convergence. The scree test again indicate that three factors were
‘appropriate, and these were rotated by the varimax criterion. Once again the K-ABC
Achievement factor and the WISC-R Verbal Comprehension factor merged into the first
factor. The second factor was a combination of the WISC-R Perceptual Organization factor
and the K-ABC Simultaneous factor. Finally, the third fz;ctor involved the K-A}SC
Sequential factor and the WISC-R Digit Span subtest. |

The key thing to note from Kaufman and McLean's work,(1986, 1987) is that
despite differences in theoretical construction, the joint analysis of the WISC-R and K-
ABC resulted jn the merging of the factors from the two tests. Thatis, the core factors
from the WISC-R were not changed with the addition of subtest; from the K-ABC. This
finding is encouraging, in that the WISC-R factor structure appéars to be robust even when
it is factored jointly with other tests. This has important implications for the joint analyyrsis
of the Stanford-Binet IV and the WISC-R as planned in this thesis. If additional fac
beyond the three normally found on the WISC-R em‘erge,‘ some support for a revised
Cattell-Homn model, or modified version of Vernon's model as prqposcd in the Stanford-
Binet IV may be validated.
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G . Construction of the Stgnford-Bingt 1V (1986)

In summarizing the impetus for the development of the Stanford-Binet I'V,
Thorndike et al. (1986) cite three major influences: (a) social and cultural changes, (b) -
research in cognitive psychology, and (c) difficulty in an:iving at good diagnostic analysis
when only a gcner,él intellectual factor is reported. Furthermore, intelligence tests are no
longer being used only for classifying children in terms of ability. Ra\thcr as seen in the
opening chapter of the Technical Manual for the Stanford-Binet IV, Thomdlkc etal.
(1986) acknowledge that intelligence tests are bemg used more for prediction as well as for
providing guidelines for how to adapt instruction to the characteristics of the individual
learner; in adapting instruction to individuals (individual educational plans) it is m(;st often
believed that measurement of specialized abilities provides a basis 'on which educational
plans can be constructed to correct weak areas while simultaneously using strong areas22
Although Thorndike et al. suggest tha} measurement of specialized abilities has not been
highly successful, they do suggest continued attempts: "It is important that we continue to
_ seek such interactions and develop the measuring devices that will make such a search
possible" (1986, p. 6). Thus, the Stanford~Bin§t IV is an attempt to make the out-dated
Binet type scales into an instrument on which specialized abilities are included--abilities that

%)

are useful in developing individual educational plans.

Structure of the Stanford-Binet 1V -

Thorndike and his colleagues explicitly outline the theoretical model (see Figure 1)
that helped guide the construction of the Stanford-Binet IV. Close examination of Figure 1
reveals that both Cattell's and Vemnon's models have been synthesized into a single model.
The general theoretical structure of the Stanford-Binet IV envisions a three-le_:vci

hierarchical model. At the apex of the hierarchy is g, described as a general reasoning

. 22 Thorndike et al. (1986) are largely referring to the use of profile analysis in order to
construct educational plans that are suited to the individual child.
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factor. The second level consists of three "broad" factors: Crystallized Intelligence, Fluid |
Intclligcncéc, and Short-Term Memory. On the third level one finds factors that are more
"specific" than on the second level: Verbal Reasoning and Quantitative Reasoning
stemming from Crystallized Intelligence, and Abstract/Visual Reasoning stemming from
Fluid Intelligence. It is these three "specific" factors along with Short-Term Memory that
the Stanford-Binet IV is purported to measure. '

Eéégitc the theoretical threc-lcv;l hierarchical model that is presumed for the
Stanford-Binet IV, its structural layout suggests that it measures (a) general intelligence--
the Composite score, and (b) four "Areas" or group factors--Verbal Reasoning, -
Abstract/Visual Reasoning, Qua.ntitan'vc Reasoning, and Short-Term Merﬁory. The second
level of the hierarchy as depicted in Figufc 1, is "invisible" and no score on éither
Crystallized or Fluid Intelligence is reported. However, the actual structure of the ’
Stanford-Binet IV does have a third level which is made up by the subtests. Altogether
there are 15 subtcsts on the Fourth Edition. The Vocabulary, Comprehension, Absurdities,
and Verbal Relations subtests comprise the Verbal Reasoning Area; the Pattern Analysis,
Copying, Matrices, and Paper Folding & Cutting subtests comprise the Abstract/Visual
Reasoning Area; the Quantitative, Number Series, and Equation Building subtests
comprise thc\Quantitative Reasoning Area; and the Bead Memory, Memory For Sentences,
Memory For Digits, and Memory For Objects subtests comprise the Short-Term Memory
Area. _ ‘

The choice of areas to measure on the Fourth Edition was not based solely on factor
analytic studies or on an existing model of intelligence. Rather, as in previous Binet scalés,
pragmatic concerns helped guide the selection of areas to include on the new test
(Thorndike et al., 1986):

To some extent, the selection of the theoretical model was influenced by

consideration of the ways that clinicians and educators have uscd previous

editions of the Stanford-Binet. They have used it most frequently to
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identify gifted students, to assess the cognitive abilities of mainstream
students who were having difficulty learning, and to identify the mentally
retarded. Since the results of the test are most frequently \;scd. together
with other information, to make recommendations for educational
intervention, the authors wanted to assess the kinds of cognitive abilities
that ychrs of research have shown are correlated with school progress (p.

o
9). :

The structure and organization of the Stanford-Binet IV is more like the Wechsler
scales than like the Stanford-Binet Form L-M. That is,'likc the Wechsler scales, the Fourth
Edition collects all items of a similar type onto a subtest rather than placing six items at each

+age level as on the L-M. Does this mean, as suggested by Vemon (1987), that the Fourth

' Edition is no longer a "Binet type" or "Stanford-Binet type” test? Probably not. What it
means is that the cumbersome problematic age scale seen in the older Stanford-Binet tests
has been updated to bring the Fourth Edition more in line with the needs of educators.
What about thé inclusion of group factors on the Stanford-Binet IV-- does this suggest that
itis not a "Stanford-Binet type" scale? Indeed it does not. Rather, what the new Binet

" scale has done is make explicit the formerly implicit group factors. Those in need of

convincing can review the numerous factor analytic studies conducted on the Stanford-

Binet scales; the four Areas included on the Stanford-Binet have all been found as group

factors in earlier factor analyscs though they may have had different names: Verbal,

Nonverbal/V 1sual§pat1al Number and Memory Further, as was seen in the review of

the 1937 Forms L atgd FomrM, as well as in the 1960 Form L-M, Terman and Mermill

( 1973; dia admit to|the possibility of group factors on the Stanford-Binet. Thus, what the

Fourth Edition h§§,£ionc is make explicit the implicit, and done away with the pretense of

. hiding behinqv"é{’unitary measure of general intelligence.
- / -

e
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Although the inclusion of four Areas or group factors on the Stanford-Binet IV has

considerable support from a variety of sources (e.g., factor analyses on the Stanford-Binet
scales and Terman & Merrill's admission of their possible existence), this is a revolutionary
step towards bringing the Stanford-Binet scales into a modem world. The inclusion of
group factors on the Fourth Edition indicates thz'n its authors recognized that the previous
Binet Scales had minimized intra-individual differences in abilities. Conversely, current
use of intelligence tests seeks maximization of intra-individual differences on which
educational plans can be built. Further, the inclusion of four reasoning areas was made in
response to criticisms that carlier Binet scales were too verbal, and therefore often
underestimated the botcnt:ial of children with language handicaps or stronger nonverbal than
verbal abilities.

Yet, to be truly a Binet-type scale, the Fourth Edition must remain committed to the
measurement of general intelligence, as this has been the hallmark of the Binet-type scales.
Once again, the Fourth Edition does maintain a strong commitment to general intelligence.
As outlined by Thomndike et al. (1986) they conceivs of g in a manner siﬁCilar to previous
Stanford-Binet constructors (i.e., Terman & Merrill, 1937, 1973). Accord-ing to
Thorndike et al. (1986), "It is our strong belief that the best measure of g --and
consequently bx.'oadly effective prediction--will stem from a diverse set of cognitive tasks
that c&.’.l‘tbr relational thinking in a diversity of contexts" (p. 6). Furthermore, Thorndike et
al. emphasize the importance of g in that it is usually the best predictor of performance in -
both educational and vocational settings. They conclude their first chapter with the
following statement: "Still, the general ability factor, g , refuses to die. Like a phoenix, it
keeps rising from its ashes and will no doubt continue to be:an enduring part of our:
psychometric theory and psychometric practice” (Thomdike et al., 1986, p. 6). Clearly,
the theory behind the Stanford-Binet IV attributes the same pro‘minencc to g as previous

Stanford-Binet scales.
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Continuity and Changes From Earlier Stanford-Binet Scales

It has already been noted that the concept of general intelligence has retained the
same prominence on the Fourth Edition as on earlier Stanford-Binet scales; also, it was
noted that the inclusion of explicit group factors is not really a new idea on the Stanford-
Binet scales, but rather a bringing of the implicit group factors found in factor analyses of
the older scales out into the open. The only real change that has been mentioned so far is
the abandoning of the problematic age-scale format of previous Stanford-Bingt s?:ﬁlcs in
favor of grouping items according to type; items of the same type (e.g., Vocabulary) have
been grouped into a subtest "so that an individual's cognitive functioning could be more
efficiently evaluated” (Thomdike et al., 1986, p. 8). The use of subtests as opposed to the
older age scale format is a vast improvement. Children who are strong in one area do not
need to suffer through repeated failure on other areas; or conversely, there is less fumbling
than using an unorthodox procedure (as suggested by Vernon, 1987) of administering all
similar type items from Form L-M at the same time. Further, by grouping similar items
onto subtests, the reliability of the subtest is greatly improved over individual item
reliability.

Two further items that indicate a continuation of the earlier Stanford-Binet scales
deserve mention. First, the F\ourth Edition has maintained the adaptive testing format that
was used on previous Stanford-Binet scales. Second, like its prcdcces§ors, the new
Stanford-Binet is designed to be applicable for measuring cognitive abilities in examinees
from age two through to adult; however, as noted by Vernon (1987) the use of the Fourth

Edition may be questionable beyond 18 years of age in that no norming was done.

Preparing Subtests for the Stanford-Binet IV

As pointed out by Thorndike et al. (1986) the decision of which item types to retain
from the older Binet scales was made using several criteria: (a) the item had to measure
either Verbal Reasoning, Quantitative Reasoning, Abstract/Visual Reasoning, or Short-

Term Memory; (b) items could be scored reliably; (c) items were to be free from ethnic or
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gender bias; (d) the items would function over a wide age range. The item types retained
from Form L-M included Vocabulary, Comprehension, Picture Absurdities, Opposite
Analogies, Paper Folding and Cutting, Copying, Repeating of Digits, Memory for
Sentences, Copying a Bead Chain from Mcmoril. Similarities, Identifying Parts of the
Body, Form Board, and several quantitative types of items (Thorndike et al., 1986).
Thus, according to Thorndike et al. (1986) 9 of the 15 subtests on the Stanford-Binet IV
have evolved from Form L-M. Furthermore, Picture Memory, Memory for Objects, and
Arithmetic, were also to be found on the 1937 Stunt<-d-Binet scales (Forms L or M). 5
Stretching things, it seems that possibly up to 11 -f the 15 subtest have some similar item
type on some revision of the Binet scales; this leaves Pattcx)n Analysis, Matrices, Number
Series, and Equation Building as relatively new additions to the Binet family of tegts.

Because many of the item types were not available for use with a wide age range,
the authors had to construct similar item types for tryout. Besides the item types taken
from earlier Stanford-Binet scales, 'Ihoxindi_kc et al. (1986) report that they reviewed the
research on the measurement of cognitive abilities in order to find new item types that
would be useful in measuring the Abstract/Visual, Quantitative, and Short-Term Memory
Areas (and hence reduce the vérbal natu{'q of the Fourth Edition).

Several stages of field testing were done. Initially 29 item types were included as
possibilities; this was subsequently reduced to 23 and then to 17 types. After the second
field trial the number of item types was reduced to 15,Iand these were retained on the final
version of the Fourth Edition. Because of the nature of the item types, not all subtests are
applicable for each age level. Therefore, the subtests are arranged in levels (known as
"entry levels") which are designated by letters. The number of levels for'each subtest
varies from 7 to 20; those with fewer levels being applicable to a narrower age range and

those with more levels being applicable to a wider age range.



1 L-M Included Vocabulary, LOmprenension, FICture Apsuraities, Upposiic

, Paper Folding and Cutting, Copying, Repeating of Digits, Memory for

Copying a Bead Chain from Mcmoril. Similarities, Identifying Parts of the

m Board, and several quantitative types of items (Thorndike et al., 1986).

rding to Thorndike et al. (1986) 9 of the 15 subtests on the Stanford-Binet IV

red from Form L-M. Furthermore, Picture Memory, Memory for Objects, and

., were also to be found on the 1937 Stunt:-d-Binet scales (Forms L or M). X
things, it seems that possibly up to 11 -+f tir¢ 15 subtest have some similar item

me revision of the Binet scales; this leaves Pattcx)n Analysis, Matrices, Number

| Equation Building as relatively new additions to the Binet family of tegts.

cause many of the item types were not available for use with a wide age range,

: had to construct similar item types for tryout. Besides the item types taken

r Stanford-Binet scales, 'Ihoxindi_kc et al. (1986) report that they reviewed the

1 the measurement of cognitive abilities in order to find new item types that

iseful in measuring the Abstract/Visual, Quantitative, and Short-Term Memory
hence reduce the vérbal natu{'q of the Fourth Edition). -

reral stages of field testing were done. Initially 29 item types were included as

s, this was subsequently reduced to 23 and then to 17 types. After the second

ne number of item types was reduced to 15,Iand these were retained on the final

the Fourth Edition. Because of the nature of the item types, not all subtests are
for each age level. Therefore, the subtests are arranged in levels (known as

1s") which are designated by letters. The number of levels for'each subtest

17 to 20; those with fewer levels being applicable to a narrower age range and

more levels being applicable to a wider age range.




underestimated while others were highly overestimated. The most under-represented
groups were children whose parents had less thané high school graduation, children
whose parents were operators/fabricators, and children whose parents were precision
production workers; the most overestimated were children whose parents were college
graduates and whose parents were in managcnal/profcsglonal roles. ;

Authors like Slate (1986) have severely crmclzed the standardization sample of the
Stanford-Binet I'V as being unrepresentative of the U.S. population. Osberg (1986),
however, attempted to rebut this criticism by pointing out that the standardization sample
for the Fourth Edition is the largest that has ever been used on any individual intelligence
test. Even so, this does not ncgatc\‘lhe fact that the standardization sample was not
representative of the U.S. population. Even though d proportional weighting procedure
was used to correct imbalances, the restricted number of individuals in some categories
may not have ensured a good representation of examinees in these categories; by applying
differential wcightiﬁ g, this lack of representativeness coqld have been further compoundecﬁ
- Although differential weighting is probably the best way to deal with the problem, it does
not ensure that the norms will be representative of the U.S population. Vernon (1987) also
addresses the problem of using differential wcig.htin.g.' In an unexpected fashion he
suggests that "corrections were attempted for the much too large proportion of college
graduates in the later group; but I would prefer myself to discard it" (p. 355). However,
discarding the weighting procedure would seem unadvisakle in that it would guarantee that
the sample had serious problems in terms of representativeness of the U.S. population.

On a more pragmatic level, Vernon notes that approximately 1/4 of the
standardization sample was non-white. As such, he suggests that for English-speaking
Canadians, the mean would probably be 104 rather than 100. This consideration is one to
keep in mind when workmg with Canadian children; a Composite score of 100 may be
slightly below the mean for Canadian children.
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Devialion Scores on the Stanford-Binet [V
For the individual subtests, Standard Age Scores (SAS) with a mean of 50 and
standard deviation of 8 are used. Actual means and standard deviations in the ‘
standardization sample come close to these theoretical values: the means for the subtests
range from 49.5 to 50.5 while the standard deviations range from 7.3 10 8.5. For the Area
and Composite scores the SAS have a mean of 100 a‘nd standard deviation of 16. Slate
(1986) has criticized the retention of a standard deviation of 16 on the Fourth Edition: he
suggests that the authors should have used a standard deviation of 15 like that used on the
Wechsler scales. However, a standard deviation of 16 has been used on the older
Stanford-Binet tests, and the choice of retaining this figure can be equally justified in terms
of continuity with older Stanford-Binet scales. Furthermore, Thorndike et al. (1986) have
provided a table by which deviation scores with a standard deviation of 16 can be converted

to scores with a standard-deviation of 15.

Reliabiliti
As a general rend, Thorndike et 4l. (1986) note that the reliabilities tend to be

slightly higher’at the older age lcvcls: Looking at the reliabilities across the different ages
and S{btests, it can be seen that there are considerable varia}ipnsnr different age levels. For
example, on the Vocabulary subtest, the lowest reliability{ﬁs for six-year-old children (.78)
while the highest reliability is for the 18-23 year-old grou\ﬁ\( .94). In general, most of the
reliabilities are in the .80s and .90s with relatively few in the miid or high .70s (with the
exception of Memory for Objects which has most of its reliabilities, regardless of age level,
in the .70s). Excluding Memory for Objects (which has a median reliability across ages of
.73) the median reliabilities across ages 2 through 17 for each subtest are in the mid .80s to
low .90s (ranging from .83 t0 .94). Thus, for most subtests, the Stanford-Binet IV

appears to be fairly reliable across appropriate ages.
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The reliabilities of the Area Scores are dependent on the number of subtests taken
by the examinee i.n each of the Areas; the more subtests taken, the higher the reliabili;ies.
In general, these reliabilitiesrarc in the high .80s and the 90s. The ciearest trend of
reliabilities is seen in the Composite SAS which has reliabilities ranging from 951t0.99
depending on the age level; once again the pattern is for older ages to have more reliable

scores. O

Confirmatory Factor Analysis on the vStandardization Sample

After constructing the Stanford-Binet IV and’adﬁlinistering it to the standardization
_sample, the test scores were factor analyzed with™a variant of confirmatory factor analysis”
(Thb_mdike et al., 1986, p.’52). In this procedure, a general factor was extracted ﬁrﬁt, and
then groul; factors were extracted "tl}at geheriilly accounted for the residual correlation
among tests assigned to a given con.tént area” ('I'homdiké etal., 1986, p. 52). According
to Thofndike et al. the extraction .of group factors was done in the‘following order: Verbal,
Memory, Quantitative, and Abstract/Visual. Unfortunately, Thomndike et al. did not -
specify the criterion they used to determine the number of _factors to extract.

* In a personal written communication with Dr. R. L. Therndike (June 2, 1987), he
elaborated on some of the finer points of the confirmatory factor analysis ﬁsed on the
Stanford-Binet IV. He admits that his procedures were "not méthematically elegant” and
that no indices of goodness df fit between ;he data and thé hypothetié___al model (Figure 1)
were available. In his é_omments, he indicated that his background in \\factor analysis dates
back 50 years, and as such, he uséd an "old—style Thurstone centroid analysis". He
makes the following statement conéerning the way the faétoring was done:

I'm afraid my procedure of analysis was slightly idiosyncratic. Basically,
the variables were assigned to their pre-specified clusters. Then by a series
of iterations the G-factor weights were determined such that the cf‘és;-

cluster correlations were minimized. That is, for each variable the sum of
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its cg')}'rclaﬁons with all of the variables from the other clusters was made as
nearly zero as possible.
Subsequent factors were fitted to the matrix of residuals, after the e
1
carrelations due to the G-factor had been removed. This was done one

factor at a time, starting in each instance with the Verbal cluster of variables

(R. L. Thorndike, personal communication, June 2, 1987).

Basically, the general factor was extracted first and then the residual matrix was factored to
yield consecutive factors. Termination of factoring was done in an arbitrary manner by
inspecting the size of the residual matrix left over after the previous factor was removed. #
A key point to consider about Thorndike et al.'s (1986) confirmatory factor anulyﬁ
is that the median correlations which were used were obtained from pooled age groups.
Dr. Thorndike indicates that the decision to pool the correlation data from several age
groups was done in order to obtain a larger sample size and therefore ‘morc stable
correlations. Further, "The variables used in the analyses for a particular range of ages
were those for which data existed for all or.;part‘ of the persons iﬁ that age range" (R.L. 7
_Thom(iike, pefsonal communication June 2, 1987). This method 6f using mcdiaﬁ
corrclat%ons did away with the problems of missing data. For-example, looking at the
correlations for éach age group (reported in the Technical Manual pp. 110-126) one can
see that a different number of children took different subtests. By taking the median
intercorrelation across a range of ages, the result is that the correlations between any two
subtests are based on different number of subjects. .
Although Thomndike et al. (198~ eport the results of a factor analysis on the
median correlations across all age leve. . ..ch a procedure is severely lacking in that not all
children took the same subtests; a possible confc;unding variable is developmental change
in the factor structure with changing age (see Kieth, 1987). Given that cliangcs do occur in
terms of the content of sub‘tests at different ages (e.g., the Copying subtest ghangcs from

stacking of blocks at younger ages to copying of figures with a pencil.and paper at Level
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G) as well as the number of subtest for a given Area, it would not be unexpected for some
variation in factors to occur depending on the age group studied. Perhaps more
importantly, Thorndike et al.'s (1986) choice of age groupings does not match the entry
levels assigned to given sut;tests. For example, children age 7 fall below entry Level I
which is required for the Matrices and Number Series subtests--yet the 7 year-old children
have been placed in an age group for which the Matrices and Nuﬁ1ber Series subtests were .
includcd in the analysis.
7 Because of possible confounding of developmental trends, only‘the factor analyses
that Thorndike et al. (1986) carried’ out on specific age groups will be discussed.
“Thorndike et al. r::port separate analyses for three age groups: 2 through 6 years, 7
through 11, and 12 through 18-23 years. The result from each of these groups will be
discussed separately; to facilitate comparison with the results from this thesis, the three
tables representing Thomndike et al.'s findings have been reproduced. Only subtests with
~ loadings of .30 or greater will be considered in the naming and identification of the factors
found by Thorndike et al., though subtests with loadings between .20 and .30 will be
d;scussed if they were expected to load on a given factor. One must bear in mind,
however, that the age groupings dsed by Thdmdike_et al. may héve been rather\poorly

chosen and thus introduce some additional error into the analyses.

LB



Age Group 2 Through 6 Years
Table 4
Confirmatory Factor Structure for the Stanford-Binet IV for Age Group

2 Through 6 in the Standardlzatlon Sample (Thorndike, Hagen, and Sattler,
1986) ;

Table 4 has been removed because of the
unavailability Qf copyright nermission.

* The above table has been reproduced from the Technical Manual from nford-Binct 1V
(Thomndike, Hagen, & Sattler, 1986, p. 55). ‘

As can be seen from Table 4, for the age gmup' 2 through 6,'1h§mdike et al.w
(1986) only extracted two factors beyond g . Worth noéhg is the fact that all subtcst‘s at
this age have fairly consistent Joadings c;n the general factor which accounts for 42% of the;
total subtest variance. The first group factor is Verbal in nature and has loédings from
Vocabulary, Comprehensjon, and Memory for Sentences. Givcn that Memory for
Sentences has verbal content, and with the absence of Memory for Digits at this age level, it
is not sur_pn'sing that a Merhoxy factor does not emerge and consequently that Memory for
‘Sentences loads on the Verbal factor. In contrast, Absurdities--which is on the Verbal
- Reasoning Area--has only a slight loading on the Verbal factor (.26); perhaps this occurs
because Absurdities has a strong loading on the general factor.
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On the second factor, which Thorndike et al. have called Abstract/Visual, it is
interesting that Bead Memory has the highest loading of any subtest. In discussing this
subtest, Thorndike et al suggest that Bead Memory deals with abstract/visual materials that
are presented simultahcously; however, this interpretation is specific only to the age 2
through 6 group as Bead Memory did not load on any group factor for the other two age
groups. Further, in a personal communication with Dr. Rt L. Thorndike (June 2, 1987) he
indicated that Bead Memory not only seems to require simultaneous processing, but also
the use of strategies for perceiving and organizing matcﬁais. The only other loading on the
Abstract/ViSqal factor that is higher than .30 is Copying.- It is of further interest that the
Quantitative subtest has a slight loading on the second factor; Thomdike et al. imply that
, this occurred because tﬁere were not sufficient similar subtests for a Quantitative factor to
emerge. Finally it is puzzling that the Pattern Analysis sﬁbtest does not load significantly on
the Abstract/Visual factor. Because Pattern Analysis does not load substantially on the
second factor, the "Abstract” designation is less substantiated at this age. Taken together,
the pattern of loadings on the second factor clearly indicates that it has a Qisual nature, ahd
may be akin to Broad Visualization (Gv) as outlined by Horn and Cattell (1966)23.

Frém the confirmatory factor analysis conducted by Thorndike et a1.€(1986) it
appears that the grouping of subtests onto four Areas for young children (ages 2 through 6)

Fg
is not supported. Rather, at best there appears, to be only two group factors.

23 Technically the term "Broad" comes-from Undhelm (1976). Horn and Cattell (1966)
use the term "General Visualization".



Age Group 7 Through 11 Years
Table §
Confirmatory Factor Structure for the Stanford-Binet IV for Age Group

7 Through 11 in the Standardimtion Sample (Thorndike, Hagen, and Sattler,
1986) o

Table 5 has beén remo>ved because of the
unavailability of copyright permission.

* The above table has been reproduced from the Technical Manual from the Stanford-Binet IV
(Thorndike, Hagen, & Sattler, 1986, p. 56).

For the age group 7 through 11, Thorndike et al.'s (1986) conﬁrmatory factor
a’;lalysis yielded a general factor and three group factors (Verbal, Memory, and
| Abstract/Visual). The general factor again accounts for 42% of the total subtest variance,
just as in the age group 2 through 6. However, the loadings on the general factor are not as

consistent as they were in tﬁe younger age group. Notable deviations include Memory for
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Digits, Memory for Objects, and Copying which have the lowest loadings on g ranging
from .54 to .57; the remaining subtest have loadings ranging from .65 to .72,

The first grdup factor is Verbal in nature and has loadings from the Vocabulary and
Comprehension subtests. Once again the Absurdities subtest fails to load substantially on
the Verbal factor. The second factor is clearly a Memory factor, with loadings from
Memory for Sentences, Memory for Digits, and Memory for Objects. This factor contains
mo’st of the subtests from the Short-Term Memory Area, with the exception of Bead
Memory which does not load on any group factor in this age group. Thorndike et al.
(1986) named the third factor as Abstract/Visual. It should be duly noted that only one
subtest (Pattern Analysis) has a substantial loading on this factor. Absurdities does have a
weak loading on this factor (.20) but not strong enough to warrant ipclusion. As such, this
factor is a'singlet and probably should not have been extracted (see Zwick & Velicer,
1986).

A potential problem for this age grouping as used by Thorndike et al. (1986) is that
several of the subtests are not totally applicable for all ages included in the grdup. For
example, Matrices and Number Series are most applicable for the average child of 8 years
or greater; conversely, Copying is most applicable for the average child up to 9-11 years
(see the methodology section of this thesis for a more detailed explanation). Though these
subtests can be given to all children between 7 and 11 years, they are not always the most
applicable; this is a pragmatic problem which may result in some distortion in the factor
structure for this age grouping as used by Thorndike et al.. The inappropriateness of these
subtests for some ages can also be seen in Thorndike et al.’s reported intercorrelations for
each .speciﬁc age (i.e., Tables B.7-B.10 in the Technical Manual ). For example from the
415 éight-year-old children, only 176 took the Matrices subtest and 162 took the Number
Series subtest. Thus, by taking the median correlation from dle’fiiffcrent ages combined
into a single Ngroup (e.g., the median for 7, 8,9, 10, and 11 year-olds) and factoring this
median, Thorndike et al. have introduccd unnecessary error. This could have easily been
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avoided by more appropriate grouping of ages based on the which tests were taken at each

age ‘ ,

To this point thc; issue of variance accounted for%sef:h of Thorndike et al'.s
(1986) group factors for this age group has not been mentioned. With the Verbal,
Memory, and Abstract/Visual factors respectively accounting for 5%, 4%, and 3.5% of the
total subtest variance, one can question whether they should have been interpreted at all.
These group factors simply do not account for enough of the total subtest variance to
warrant interpretation; hence, there appears to be limited support for the grouping of
subtests onto Areas at this age level. On the other hand, the specific variance is high and
suggests that profile analysis may be worthwhile, as each sﬁbtest seem to be measuring

something unique and separate from g and the group factors.



Table 6
Confirmatory Factor Structure for the Stanford-Binet 1V
for Age Group 12 Through 18-23 in the Standardization Sample
(Thorndike, Hagen, and Sattler, 1986)

Table 6 has been removed because of the
unavailability of conyright permission.

* The above table has been reproduced from the Technical Manual from the Stanford-Binet IV
(Thomdike, Hagen, & Sattler, 1986, p. 57).

For the ;gc group of 12 through 18-23, the confirmatory factor analysis lead
Thomndike et al. (1986) to mention that "loadings on the general factor were noticeably
larger than at the earlier ages..." (p. 57). This is interesting in that the work of Hom and |
Cattell (1966) suggests that Fluid Intelligence (the "more innate" aspect of imclligencc )
tends to have less of an impact as age increases while Crystallized Intelligence tends to

increase with age; hence, from a developmental perspective, one would possibly expect the
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amount of variance accounted for by g to decrease as age increases, unless the test is
measuring learned information. Many explanations for an increase in the variance
accounted for by g can be postulated. For example, the Matrices and Number Series
subtests are more appropriate for older children and therefore the battery may be measurin g
slightly different areas than at younger ages--more nonverbal reasoning type skills being
included. Second, as suggested by Cattell (1971) most intelligence tests may be heavily
weighted to mcasuring Crystallized Intelligence, and hence one would expect Ge to
increase in magnitude@ith age--the assumption then being that g as measured on the
Stanford-Binet IV is really closer to Gc than to either Gf (Cattell, 1971) or g as thought of
by Spearman, - Neither of thcs‘c two explanations is clearly supported by the data; the high
loadings on‘Mat;ices and Number Series suppqrt the former explanation while the high
loadings on Vocabulary, Comprehension, and Quantitative partially support the lz.\tter
explanation. |

I_.ookmg at the Verbal factor for the 12 through 18-23 age group, Vocabulary,
Comprehension, and Verbal Relations load as expected, supporting to some degree their
inclusion on the Verbal Reasoning Area at this age. Once again thL Memory for Sentences
sggtest has a small loading (.24) on the Verbal factor; this provides additional confirmation
of this subtest's i‘elationship to the Verbal factor.

On the Memory factor, the Memory for Digits and Memory for Objects subtests
hav’adings of .45 and .38 respectively. However, the loading from Memory for
Sentences is less clear (.29). In fact, thc;ugh Memory for Sentences does load on the
Memory factor, the lo;ding is not much higher than its loading on the Verbal factor. Bead
Memory again does not load.on the Memory factor. Thus, the Short-Term Memory Area is
only partially substantiated at this age level.

The third group factor at this age level is Abstract/Visual. It has substantial
loadings from the Pattern Analysis and Paper Folding and Cutting subtelts. The Matrices

subtest fails to load on this factor despite its inclusion on the Abstract/Visual Reasoning
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Area; the reason for thi: probably being Matrices' strong loading on the general factor.
Therefore, the inclusion of Matrices on the Abstract/Visual Reasoning area at this age is
questionable in tcrms.of factorial purity.

The fourth factor extracted for this age level was labélled Quantitative. This factor
was a singlet with only Equation Building loading on it. Neither the Quantitative or
Number Series subtests loadc;i on this factor though both had extremely high loadings on
the general factor. As such this factor probably should not have been extractéslg_Further,
the Quantitative Reasoning Area was not substantiated at this age level.

To conclude the review of the confirmatory factor analysis at the 12 through 18-23
age group it is appropriate to note that all of the group factors were extremely small.
Hence, from a factorial viewpoint the inclusion of the four Areas 'on the Stanford-Binet IV
is not strongly supported for this age group.

Summary of the Confinnatory Factor Analyses

What can be concluded by comparing the factor analyses done on each of the three
age groups (Thorndike et al., 1986)? First, it is apparent that several of the subtests do not
load on the factors that Thorndike et al. (1986) suggested they would. Lacking support
from the confirmatory factor analyses, several subtests do not seem to be justifiably
included on the Reasoning Areas to which &cy belong.

As was seen, the Absurdities subtest does not load substantially on the Verbal
factor as hypothesized by Thorndike et al.; rathier it has a high degree of specificity (.54-
.57) for the two age groups on which it v;'as’included in the analysis. As such, the
Absurdities subtest does not seem to belong on the Verbal Reasoning Area.

Similarly, the Bead Memory subtest loads on a visual factor for the youngest age
group and does not load on a memory factor (or any other factor) for the two older age
groups. As such, the exact relationship of Bead Memory to the rest of the battery is not
clear; Slate (1986) has also suggested that the inclusion of Bead Memory on the Short-
Term Memory Area is not substantiated by Thorndike et al.'s confirmatory factor analysis.
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In a personal communication, Dr. R. L. Thomdike (June 2, 1987) acknowledged that Bead
Mcmbry does 'not "hang" together well with the other memory tests, but rather seems to
involve simultaneous processing as well as use of strategies of perceiving and organizing
materials. Thus, the inclusion of Bead Memory on the Short-Term Memory Area is not
justified b)" the confirmatory factor analysis. |

Another problematic subtest is Memory for Sentences. For the age group of 2
through 6, and to a lesser degree for the age group 12 through 18-23 it loaded on the
Verbal factor. Thus, though it may have some relationship to Short-Term Memory, it also
seems to have enough verbal content to warrant its inclusion on a Verbal factor, at least for
the youngest age group where no Memory factor emerged. When the loadings from Bead
Memory and Memory for Sentences are considered in conjunction, they provide a
formidable basis for questioning the Short-Term Memory Area on the Stanford-Binet IV,
especially for young children.

Next, the Number Series and Matrices subtests do not load on the Abstract/Visual
factor but rather appear to be very strong measures of g , especially in the oldest group.
This is not surprising in that both measure nonverbal reasoning, and have been reported as
good measures of general intelligence (Eysenck, 1979); once the variance attributable to g
_isextracted, these two subtests do not seem to load strongly on the - “stract/Visual factor.

Somewhat surprising is the fact that the Quantitative subtest does not load
substantially on any group factor at any age level. Instead it loads only on the general
factor, with an especially high loading on g for the oldest age group. The reason for this
pattern of loadings is not clear, unless the general factor is closer to Ge than to Gf. Given
that neither the Quantitative nor Number Series subtests load on the Quantitative factor, the
Quantitative Reasoning Area seems to be totally unsupportcd.'

Finally, for all three age levels the size of the group factors was found to be quite
small after the variance from g had been removed; because these group factors are so

small the usefulness of interpreting them can be questioned. In contrast, it should be noted
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that most of the subtests have a substantial amount of specificity fgr each age group.
Hence, though discussion of group factors may be él helpful heuristic for organizing and
discussing the results from the Stanford-Binet IV, profile analysis based on individual
subtests seems to be a more defensible approach given the findings of the confirmatory
factor analyses reported by Thorndike et al. (1986).

Thorndike et al.’s (1986) conclusion that "The results provided good support for
the theoretical mtionaie underlying the test battery” (p. 87) can not be endorsed. Rather,
there appears to be very meager su;ﬁport for the underlying structure of the Stanford-Binet
[V as evidenced by the confxﬁnatory factor analysis. Furthermore, as pointed out by Slate
(1986) the three-level hierarchical model of intelligence proposed by Thorndike et al. is not
supported very well. However, before abandoning the Stanford-Binet IV as a test with
poor construct validity, further factor analyses based on more conventional methods and
more appropriate age groupings need to be done. Only with further independent analyses
will any consensus about the appropriateness of each subtest to its respective Reasoning
Area be answered. Because the confirmatory factor analyses done by Thorndike et al. did
not substantiate f}lc theoretical structure of the Stanford-Binet I'V, exploratory factoring
woulq seem adviSablc, so that the data can "speak" for themselves. Therefore, in this

thesis exploratory rather than confirmatory factor analyses have been used.
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Research on The Stanford-Binet IV

The most gubsmndal comparison of the Stanford-Binet IV with other tests has been
done by Thorndike et al. (1986) and is reported in the Technical Manual of the Stanford-
Binet IV. Although the Fourth Edition has been compared to several other tests including
the WPPSI, WAIS-R, and K-ABC, only some of the comparisons with the WISC-R and
Stanford-Binet L-M will be considered here as they are directly relevant to the current
thesis.

First, the Stanford-Binet IV and the Sw ord-Binet L-M were both given to 139

"normal” examinees. Thorndike et al. found t&[ e mean for the Composite score on

“d"

‘thc L-M mean Total score of 108.1

Fourth Edition was 105.8 (SD = 13.8) comitng
(SD =16.7). Because 86 percent of the ex in this sample were given the Fourth
Edition prior to Form L-M, Thorndike et al. caution that the 2.3 point difference may be the
result of a practice effect. The correlation between the Total score on Form L-M and the
Verbal Reasoning, Abstract/Visual Reasoning, Quantitative Reasoning, and Short-Term
Memory Areas of the Fourth Edition were .76, .56, .70, and .67 respectively. Indirectly
this substantiates a claim that the new test manages to measure more nonverbal areas than
the older Stanford-Binet tests--something that was attempted unsuccessfullv in the 1937
revision.

In the Technical Manual Thorndike et al. (1986) also report the correlations
between the Stanford-Binet IV and the WISC-R. Each of the 205 examinec, (“normal"
children) took both tests in a counterbalanced order. The mean Composite score on the
Fourth Edidoﬁ‘was 102.4 (SD = 15.3) while the mean FSIQ on the WISC-R was 105.2
(SD =16.7). The correlations between the WISC-R VIQ, PIQ, and FSIQ were as follows:
with the Fourth Edition Composite .78, .73, and .83 respectively; with the Fourth Edition
Verbal Reasoning Area .72, .60, and .73 respectively; with the Fourth Edition
Abstract/Visual Reasoning Area .68, .67, and .73 respectively; with the Fourth Edition

Quantitative Reasoning Area .64, .63, and .69 respectively; and with the Fourth Edition
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Short-Term Memory Area .64, .63, and .70 respectively. From this it can be seen that the

“WISC-R FSIQ and Stanford-Binet IV Composite score are relatively strongly correlated. It
is also apparent that the four Areas on the Stanford-Binet IV have some relationship to the
varioys ‘scalcs' on tﬁc WISC-RQ, but Fhe strength of these relationships differs depending on

‘how similar the co}itcnt for the spéciﬁc Area of the Stanford-Binet IV is to the particular

. Scale on the WISC-R. |

In a group of 19 gifted children Thorndike et al. (1986) found that the Stanford-

Binet IV Composite correlated .69 with the WISC-R FSIQ. The respective meaﬁs and

staﬁdard deviations were 116.3 (16..4) and 117.7 (12.1). As would be expected ina gifted

~ sample, the strongest score; on both tests were in the Verbal areas; conversely, the
weakest areas were the WISC-R Performance Scale and the Fourth Edition's
AbStfact/Visué.l Reasoning Area. In gegéral, the results from the two tests are very
comparable. | | |

In another clinica.i sample the WTSC-R.and Stanford-Binet IV were administered :n

90 children who had been idcnﬁﬁcd as leamning Jisabled. In neariy all the cases the WISC-
R wés administered before the Fourth Edition. As expected, tthWISC-R PIQ was
slightly higher than the WISC-R VIQ. Howevcf,'on the Fourth Edition, only thé Short-
Term Memory Area appeared to be wealg compared to the other three Reasoning Areas; the
means for Verbal Rpésoning, Abstract/Visual Reasoning, and Quantitative Reasoning Areas
were all within about two points. The'mean WISC-R FSIQ was 87.8 (SD = 15.7) while
for the Fourth Edition Composite.thc mean was 84.8 (SD = 1\4.5);}funher, these two

“scales correlated at .87 . Comparison of these means suggests that ic Composite score on

 the Stanford-Binet IV may be 3 or so points lower than the WISC-R FSIQ. 'If’l}us,i for

learning disabled children the Fourth Edition probably has slightly-lower s‘coreaé~ thanthe

WISC-R, especially when a poss%blc practice effect is considered (i.e., the WISC-R was n

nearly always tidfninistered first). However, the results are encouraging in that there seems

to bcva»i great deal of consistepcy between the various scores on the two tests. | W

5

> ﬁ:"
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The next study of interest reported by Thomdike et al. (1986) compaﬁd the WISC-
R and Stanford-Binet IV in a eample of 61 children identified-as mentally retarded. Once
again all children were tested first with the WISC-R and then with the Stanford-Binet [V.
The mean Composite score on the Fourth Edition was 66.2 (SD =9.8) while the mean
WISC-R FSIQ was 67.0 (SD =9.9); the correlation between thcse two scales was .66
which is not surprising given the restrictéd range of the sample. As in the leamning disabled
sample, the WISC-R PIQ was stronger that the WISC-R VIQ. Meanwhile, on the

Stanford-Binet IV the Verbal Reasoning and Short-Term Memory Areas were slightly
weaker than the Abstract/V isnal and Quantitative Reasoning Areas. Once again the two
tests gave similar results across all of the major scales.

Finally, Thorndike et al. (1986) reported the means and stnndard deviations
achieved by "exceptional groups” (gifted, leaming.disabled, and mentally retardéd) on the
Stanford-Binet IV, The striking finding is that the four Reasoning Areas are all very
similar with the only notable difference being tnat the Short-Tenn Memory Area was
usnally a few points lower than the other Areas; otherwise, only minor fluctuations of a
point or two were noted between the Arens despite the fact that special groups were being

tested. 'I'hls ﬁndmg is heartening, suggesting that there is much con51stency across the
= } ‘f‘.'

P ‘vanous areas24

The only pubhshed research article that has appeared on the Stanford-Binet [V in

. current Joumals has been by Carvajal and Weyand (1986). Their study was extremely

' limited in scope and is mghlygasuspe_ct because of their limited sample size. Carvajal and
Weyand adminis;ere@the "General Purpose 'Abbreyiated Battery" of the Stanford-Binet IV
(i/ ocqpnﬂiary, Bead Men)ory,’ éuantitative, Memory for Sentences, Pattern Analysis, and

o -foiihprehension) and the complete WISC-R to 23 children ranging in age from 8-51t0 9-10

24 Alternately, it may be argued that the Stanford-Binet IV is nothing more than a g - test;
therefore, one would expect to find relatively little variation in the: major Areas, as they are
really measuring only g and not group factors. This type of argument does have some

basis given the confirmatory factor analyses reported by Thorndike et al. (1986).
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years. Their sample was a third-grade class described as being "middle class”. In all
cases, the WISC-R was given first and followed by administration of the Stanford-Binet
IV. The mean Stanford-Binet IV Composite scdre was 113.3(SD = 1‘1.3) with a range
from 87 to 133. Meanwhile for the WISC-R the mean FSIQ was 115.0 (SD =12.6) witha
range of 92 to 142. | | A

Carvajal and cha.nd (1986) found that the Stanford-Binet I'V Com_positc score and

the WISC-R Full Scale score correlated .78. They also reported some correlations between
‘WISC-R and Stanford-Binet I'V subtests: the Stanford-Binet IV Vocabulary test correlated
.65 with the WISC‘-R Vocabulary subtest; the Stanford-Binet IV Comprehension test
correlated .42 with the WISC-R Comprehension subtest; the Stanford—Binet IV Pattern
Analysis test correlated .18 with the WISC-R Block Design subtest; and the Stanford-
Binet IV Quantitative test corrclated\.l“4 with the WISC-R Arithmetic subtest. As noted by
Carvajal and Weyand the standard deviations in their small sample were lower than those |
found in the standardizaﬁon éamplcs for either the WISC-R or Lhe Stanford-Binet IV. As
su.ch,_ they qualify their findings by stating "The homogeneity of the study group may have
reduced the correlations” a(? 966). | '

Further research or; the Stanford-Binet IV has been done by Meloff (1987) in an
unpublished thesis. In her thesis Meloff describes theQStanford-Binet IV and looks at the
discriminative ability of the test in special populations (learning disabled, mer%tally
retarded, gifted, and normal groups). The findings from Meloff's thesis that are most
applicable to the current thesis are the correlations between subtests on the Stahford—Binet
V. Unfominatcly, these correlations arc\'nof broken down into the age groups used in this

| thesis. Therefore, her reported com:latiéns do not allow for possible devclopmcntél trends
or diffex;énccs in cone}aﬁoqfsft given age levels. However, Méloff suggests that her

correlations are genei'»éllﬁkﬁﬁﬁé "similar'kto those found by Thorndike et al. (1986).

)
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. Meloff (1987) does report some unusually low correlations (e.g.,r=.18 between
Matrices and Copying; r=.27 between Copying and Memory for Objects). This brings
out an important point for any researcher that plans to do work with the Stanford-Binet I'V.

> The low comlations that Meloff reported may be a result of inherent methodological
difficulties. It should be noted that the 119 subjects in Meloff's sample ranged in age from
3-6 to 17-5 years, and hence there may have been some compounding of error resulting |
from correlating subtests across such a wide age range. That is, the Copying subtest is
most applicable for children between the aggﬁ\) of 2-0 through 9-11 years while Matrices is
most applicable for children age &t&%ugéna&uk Hence, correlating these two subtests is

: meﬂlodologicauy unwise in tﬁat the ovel;ie;p 1n age ranges (in terms of tﬂhe average child) is
only two years. This restriction of range undoubtably accounts for the low correlations |
found by Meloff between some of the subtests on the Stanford-Bfnet IV. Consequently,

any further correlational studies should ensure that subtests are appropriate for all ages that

s

a;gbcing correlated. |
Further Critiques and Reviews on the Stanford-Binet‘ IV
The remaining literature on the Stanford-Binct IV has been restrictcd to brief review |
-:’»-:,,;,grticles, most of which have been of limited scope. One article published in Communique
- was a commentary by Fagan (1986) about the premature release of test kits. His major
criticism focussed on the lack of a technical manual and errors iﬁ norm tables of the first
-manual. Since that time, however, the Technical Manual (Thorndike et al., 1986) has'
been published and a second manual with correct norms has been released.

A more substantial criticism of the Stanford-Binet IV has been made by Slate
(1986). Hg listed several complaints that indeed seem to be justified. His first criticism
has to do with the measurement of g as opposed to group factors. Apparently he did not
have the Technical Manual | available when he was writing his article, despite the fact that

he mentions that it was recently published. cherttheSs, Slate's (21986) criticism of the
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inclusion of group factors on a test measuring a strong genetal factor 1s still relevant:
In addition, it was mentioned that the revised Stanford-Binet essentially
measures 'g,’ but to what percentage of the variance does this 'essentially’

refer? If 'g’ accounts for about the same variance that 'g' accounts for on

the WISC-R (about 82%; Kaufman, 1975), thén the factor areas that the
revised Stanford-Binet is supposed to measure (i.e. visual reasoning,
abstract)visual reasoning, quantitativc reasoning, short-term memory) are

A not, in fact, measured. This would mean that the Stanford-Binet is a

measure of 'g' and 'g' alone (p. 3).

Slate's concern about the role of g can be addressed more fully now that the
Technical Manual has provided the needed information about the confirmatory factor
' anaiyscs done on the Stanford-Binet IV. Indeed, the relatively small afount of variance
accounted for by the group factors does bring up ;hé question of whether or not they
deserve mention as separate constructs; in this sense the Fourth Edition does appear to be
. pﬁmarily a measure of g rather than of g and ‘group factors.

What Slate has failed to clarify is the fact that the factoring of the WISC-R that he
referred to (i.e., Kaufman, 197.5) used a totzﬁly different method than‘;ihat used on the
Stanford-Binet IV. That is, Kaufman's 'analysis of the standardization data for the WISC-
R used principal factoring with varimax rotations; .when varimax rotations are used the
variance from the gencrai '.factor is dispersed onto the group factors. Thlis, the general
factor that Kaufman reported was the first unrotated principal factor. This general factor
was not extracted by Kaufman before the factors were rotated. Conversely, Thomndike et
" al. (1986) did extract the general factor before extracting further factors. As such, the
factoring used by Kaufman (1975) is not directly compérablc to that done by Thorndike et
al. (1986). Anyone comparing the factorial results from these two tests needs to be aware

of how differences can be cause by using different factoring procedures.
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Similar ignorance concemning the factoring of the Stanford-Binet IV has been
propagated by Sim (1987). Sim attempts to rebut Slate’s criticism that the general factor on
Stanford-Binet I'V accounts for 82% of variahce (as per Kaufman, 1975). Sim makes thc
following statement, apparently lacking an understanding or appreciation of factor analysis:

Critics claim that the Fourth Edition does not ﬁdcquatcly measure the four

specific abilities it purports to measure. They have pointed out that if the

amount of variance covered by the "g" factor is similar to the amount on the

WISC-R, 82%, this would leave the four specific abilities to account for a

paltry 18% of the variance. However, as reported in the Stanford-Binet IV

manual, variance attributed to the "g" factor ranges from 42-50%. Thus,

the four specific abilities actually account for approximately 50-58% of the

variance (p. 19).

This statement is not totally correct, and it is surprising that such ignorance could be
published in a scholarly journal. First, it must be recognized that Kaufman's 82% is
referring to percentage of common factor variance, not percentage of total subtest variance;
in such a case, the common factor variance does add to 100%. However, Thorndike et al.
(1986) are réfen’ing to percentage of total subtest variance; this does not add up to 100%
_ for the general factor and group factors--the unique variance, including error variance, is
included in this 100%. Whereas Sim suggests that the group factors on the Fourth Edition
account for 50-58% of the variance he apparently fails to understand that this figure
contains not only the variance from the group factors (a small amount) but also the
specificity and error variance. Mr. Sim needs to brush up on his factor analysis.
Returning to Slate's (1986) review of the Stanford-Binet I'V, it is worth mentioning
that if Slate had been cognizant of the factoring method used by Thorndike et al. (1986), he
should have referred to the factoring of the WISC-R standardization sample done by
Wallbrown et al. (1975) rather than that done.by Kaufman's (1975). Wallbrown et al.'s

hierarchical factoring method is at least morc comparable with the method used by
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Thomdike et al. (1986). As a reminder, Wallbrown et al. (1975) found that the general
factor on the WISC-R accounted for 36% of the total subtest variance while the Verbgl
factor accounted for 6% and the Perceptual-Spatial factor accounted for 5% of the variance.
This finding is comparable to that for the Stanford-Binet IV where g accounts for 42-50%
of ‘thc. total subtest variance while group factors account for anywhere from 2.2 to 9% of
the total subtest variance depending on the specific age group that is being referred to.
Thus, comparing the factoring of the Stanford-Binet IV with the WISC-R indicates that the
amount of variance accounted for by the general and group factors is not all that different if
similar facfon'ng procedures are used on both tests.

What does all this mean? First, using the British method of extracting a general
factor and then factoring the residual matrix to find group factors, both the Stanford-Binet
IV and the WISC-R are basically measures of general intelligence--though the ‘Stanf@rd-
Binet IV may be slightly more a.g -test than the WISC-R, especially for children over 6
years of age. As Osberg (1986) points out, "Additional factor analyses will no doubt be -
performed by others using alternative techniques and assumptions. Results from these
. analyses should provide further documentation and provide users with additional
information for interpreting test results” (p. 3). Totally différent results will be found on
the Stanford-Binet IV if a factoring procedure like Kaufman's (1975) is used because the |
variance from the group factors will be spread onto the group factors.

A further complaint by Slate is the cost of the Fourth Edition (about $327 American
in 1986) as comparcd to the cost of the WAIS-R (about $135 American in 1986). This
complaint fails to take into accoum the fact that the Stanford-Bingt IV covers the same age
span covered by three Wechsler tests (WPPSI, WISC-r m(mm. Hence this
criticism is one that was not well though through. Osbe:. "'*-26), for example, pointed out
that the WISC-R and WPPSI together cost approximate. 7 American funds in 1986).

Thus, the cost issue is a straw-man that is easily dismissec.

gl
F
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»
Yet another criticism by Slate (1986) focuses on the possibility of several different

abbreviated batteries being used on the Stanford-Binet IV: "the flexibility that permits one
examiner to select a different set of subtests than another to obtain an Intelligence Quotient "
(p. 3). Thisis another poorly chosen criticism. In the Scoring Guide for the Stanford-
Binet IV23, Thorridike et al. fail to clarify th/c/issuc of which subtest should be included in
a battery. However, abbreviated batteries Sﬂould be considered just that, just as
abbreviated batteries from the WISC-R are considered short-forms and not full battery
tests. If Thorndike and his cdlleagues have not made it clear enough, then common sense
should claﬁfy that in administering the Stanford-Binet I'V, all subtests that are appropriate
for a given age level should be given. Any other combinations of subtests should be
clearly marked a} an "Abbreviated Battery". @
Slate's (1986) criticism about the subtests used in an given administration of the
Stanford-Binet IV would have been nf/ effective if he had gotten to the heart of the issue.
That is, because different subtgsts are appropriate for different ages and ability levels, the
Stanford-Binet IV may indeed measure slightly different things at different age levels (see
Vernon, 1987 for a djscussion’of this); thqs: results across different ages may be difficult
to compare. The latter is a justifiable hypothesis,bbut it needs to be verified empirically,
especially if the Stanford-Binet IV turns out to be primarily a test of general intelligence.
Other commentaries on the Stanford-Binet I'V have been given by Barnard (1987),
and Sim (1987). They add no important information to the understanding of the Stanford-
Binet I'V but rather restated Slate's concerns or attempt to feebly displace them. A more
informative commentary on the Fourth Edition has be:en given by Telzrow (1987). She
considers the use of the new Stanford-Binet with preschool children. She notes that with

\_/ 2-year-olds it i,s possible that no basal might be obtained; as such, the scores should be

N ,
25 All references tothe Scoring Guide are in reference to: Thorndike, lf\ft Hagen, E.
P., & Sattler, J. M. (1986). Guide for Administering and Scoring the Fourth Edition.
Chlcago Riverside Publishing Company. To avaid confusion with the Technical
Manual, which is also published in 1986, the above Source is not listed in the reference

list.
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considered "estimates” as outlined by Thorndike et al. (1986). She also criticizes the
organization of the Fourth Edition items into subests rather than retaining the age level
organization of the carlier Binet scales; althouj this criticism may have some bearing for
two-year-olds, it does not apply to‘older children. Further, Telzrow notes that at the
youngest age levels the Fourth Edition measures g and possibly Verbal Fluency and
Visuo-Spatfal Performance rather than all four Areas that exist on the Scale. Taken
together, her comment do point out that the Stanford-Binet [V may have some limitation
with two- and three-year-old children, especially those with below average intellectual
capabilities. Time will tell if her concerns are valid.

The most thorough and also most scathing review of the Stanford-Binet IV has
been done by Philip Vemon. Given that the ziuthors of the Fourth Edition claim that their
test is partially structured after Vernon's model of intelligence, it is fitting that he has
reviewed the new Binet Scale. The first two lines from the abstract of Vernon's (1987)
article set the tone for the remainder of the article: "The recently publighed fourth edition of
the Stanford-BSct Scale should not be so entitled, since it is more similar in structure and
content to the Wechsler scales. It lacks the large variety of items and the flexibility of
administration of the Terman-Binet tt;StS" (p. 251).

A reading of Vernon's (1987) article leaves an impression that one of the major
problems for older clihicians may be resistance to char;ge: "Testers may find it difﬁcult to
learn the administration details and to train new students, and thus may prefer to rely
mainly on WISC-R and WAIS-R" (p. 251); he further states that "The complexity of
instructions and administration is clearly greater than that of L-M or Wechsler scales; and
testers will need to spend a lot of time in learning how to give it" (p. 252). Change is often
met with resistance, for the new challenges what Was previously held: "Having used
and/or taught the the previous editions of the SB,for 53 years, [ was naturally perturbed to
find that Thorndike & al. had given up the traditional Binet format and adopted a structure

much more like that of the Wechsler scales, where the items are grouped into subtests, each
e
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measuring a different aspect of ability” (p. 253). Clearly Dr. Vernon is sentimental
towards the older Stanford-Binet tests and rﬁagntains that despite the "haphazard
arrangement of item" it gives greater flexibility. Vernon's words will have to be reviewed
in ten or so years, once younger clinician's trained on the Stanford-Binet IV have been in
the field for a few years.

Another of Vernon's criticisms of the Fourth Edition is that it may measure different
things at different ages: "The tontinuity of the NS scores is questionable also insofar s |
dl;tgercnt sets of subtests are given at different age lévels..." (1987, p. 254)26, There is
some truth in his statement that the four reasoning Areas are comprised of different subtcsts
at different age levels, and that this may result in a "seriously lack of comparability in the
content of area scores at different ages” (p. 252). Even :d}m!gh this may be a problem, it
was also present on Form L-M where there was considt:rablc change in items at djfferent
age levels. Ina summary statement, Vernon acknowledges the pragmatic need for
changing content: "Thus the content, both of the four area scores and 0ﬁ the composite,
does alter, much as it did in SB anc L-M. I conclude, then, that this is ot a matter that
could be solved by psychometric ingenuity, but is a necessary characteristic of human
mental growth" (p. 254). Because of the problem of changing content and weakness of
certain item types, Vernon (1987) Suggests that testers omit the Absurdities, Paper Folding
and Cutting, Equation Building, and Memory for Objects subtests. This suggestion needs
further research to substantiate it,

In his review, Vemon presents a Table (see "Table 1" on p. 253 of Vernon, 1987)
which summarizes the age range for given subtests. Unfortunately information for this
table was taken fro;n the Scoring Guide for the Stanford-Binet IV and there are some
problems in that th'e age ranges that are specified; these age ranges fo; some subtests are

not accurate in terms of "average" children. For example, Matrices, Memory for Digits,

26 Vernon uses NS to refer to the Stanford-Binet 1V, and SB to refer to the Stanford-
Binet.
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and Memory for Objects are not appropriate for children age 5 and up as Ve;-rnon suggests;
rather they are appropriate for children of age 8 and up?’ . This leads one to wonder if Dr.
Vernon has actually had much experience in administering the Fourth Edition or if most of
his comments were derived from examination of the items (i.e., his statement of "In my
own judécmcnt, based mainly on inspection of the subtest items, the weakest ones, which
should be dispensed with if possible..." (p. 252)). Readers should carefully note this
important error in Dr. Vernon's article and in the Scoring Guide for the Stanford-Binet IV.
Regarding the factor analyses conducted on the Stanford-Binet IV, Vernon (1987)

suggests "That is, the mean group-factor loadings for any subtest is less than one quarter of
the g variance, on average. It is doubtful whether this 11% figure is statistically
significant. And it is probably too small to justify the authors' belief that the NS measures
four diagnostically useful group factors besides g " (p. 254). Vernon also comments that
he is suspicious of the high g loadings found for the Short-Term Memory subtests on the
Fourth Edition. Overall, Vernon does not give a favorable review of the Fourth Editions
factor structure: "The WISC and WAIS area scores seem to be preferable to the NS for
another reason. Many factorial studies have in fact shown that the Wechsler tests measure
three distinct group factors, not two" (p. 255). This last comment needs to be taken |
cautiously, as further factor analyses are needed on-the Stanford-Binet I'V before one can
conclude which factors are being measured, especially given the type of confirmatory
analysis done by Thomdike et al. (1986). '

~In terms of face validity of the subtests and Areas, Vernon endorsed the Verbal
Reasoning Area though he found fault with the Absurdities subtest in that it is entirely
pictorial. He gave thé Abstract/Visual Reasoning Area a pat on the back, suggesting that it
provides a heterogeneous sampling of nonverbal skills "which may well be superior to the

WISC-WAIS performance tests, though less extensive than Kaufman's (1983)

Z7Sec the Methodology section of this thesis for a detailed description of appropriate ages;
this contention can also be verified from Thorndike et al. (1986) by inspecting the

intercorrelations for each age level and the number of children taking each subtest.



145

Simultaneous Processing battery” (Vernon, 1987, P. 255). He criticized the Quantitative
Reasoning Area suggesting that it is dependent on "New Math" teaching and that none of
the subtests appear to involve a substantial degree of mathematical reasoning. Finally, he
noted that memory items on Form L-M accounted for only 12% of the total items, where
they account for nearly 25% of all items on the Fourth Edition. Thus, Vemnon suggest that
the Short-Term Memory Area be down-played.

Vernon's (1987) overall impression of the Stanford-Binet IV can be seen in the
following quote: "But it is misleading to call the battery a Stanford-Binet scale. Indeed it

marks the end of Terman's 70-year era. It is based on a novel theory of the organization of

abilities, and unfortunately this is i'nadequately confirmed. But the main drawba ' re the
greater complexity that testers and tutors will find in leaming and administering e,
and the problems raised by omitting some of the subtests" (p. 257). Despite these o

criticisms, Vernon suggests that a "considerable” number of Canadian psychologist should

use the Fourth Edition and after a few years meet and reach a consensus about its use.

H. A Brief Look at Short-Term Memory o

Because the confirmatory factor analyses conducted by Thorndike et al. (1986)
suggest that the four subtests on Short-Term Memory Area of the Stanford-Binet IV do not
all load on the same factor, it is relevant to briefly consider research in the area of memory.
For many clinicians, the inclusion of the Short-Term Memory Area on the Stanford-Binet
IV is a welcomed addition; problems in memory are often taken as possible indicators of
brain dysfunction, disease, or injury. In fact, in clinical and neurological samples, it is not
unusual for clinicians to administer a separate memory test when they are using one of the
Wechsler intelligence tests (e.g., the use of the Wechsler Mcm(‘)ry.Scaie as discussed by

Cohen &Sandberg, 1977).
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Since the inclusion of the digit span type items by Binet and Simon on the 1905
Binet-Simon scale, the inclusion of digit-span subtests had been quite common on
intelligence tests. Indeed, historically many intelligence tests have included some types of
memory items. Horn (1976) in his review of human abilities in thg early 1970s suggested
that "At least since the time of the pioneerifig work of Woodrow in the 1930s it has been
known (by some) that there is only a low felationship (r = 0.35) between commonly
accq’)tcd measures of intelligence and-short-term acquisition of the kind measured in span
r’ﬁcmory, recognition memory, paired-associates learning, and serial learning tasks" (p.
451). Further, Horn suggested that when "memory primaries” are considered in second-
order analyses, a broad memory factor can be found that is distinguishable from Gf, G,
and Gv. .In the concluding remarks of his review, Horn (1976) stated that "Memory theory
is becoming part of theory of intellect” (p. 478). Thus, though earlier work by Horn and
Cattell did not include a Memory factor, Horn (1976) acknowledged that such a factor
probably exists. Therefore, the inclusion of the Short-Term Memory Area on the Stanford- '
Binet IV has support not only from.prcvious Stanford-Binet scales, but also from Horn's -
acknowledgement of its presence.

Many traditional theories of memory postulate two mechanisms, one shon:terrn;
and the other long-term. However, Baddeley (1976) clearly stated that the concéptid‘n‘of

memory as having only two components ié a "gross oversimplification” (p. 169). He ,‘;ﬁ,

suggested that in the 1970s memory was beginning to be.considered more of an actives
system than it had been in the past: "whereas the characteristic 1960s view of mcmor}‘i; wé ;

that of a store that had the sole function of hold’mg information which might or might ﬁet be '1?1,

used in other information-processing tasks, the tendency in the 1970s is to regard memory

as an integral part of other information-processing tasks, such as perceptlon pattem
recognition, comprehension, and reasoning" (Baddeley, 1976, p. 187). Thus, in the

1970s and 1980s there has been a tendency to consider models of memory which a?ﬁ1bute

more active role to the memory system; that is, short-term memory is usually replaced by

o



"working memory". Whereas short-term memory is traditionally conceived of as a passive
storage buffer, working memory refers to a more active component in the processing
system: "Working memory is assumed to have processing as well as storage functions; it
serves as the site for executing processes and for storing the products of these

processes..." (Daneman & Carpenter, 1980, p. 450). 1t is also assumed that processes and
structure compete for a shared limited capacity in working memory.

In a different vein Baddeley (1967) suggested that there is "clear evidence for quite
separate visual, auditory, and kinesthetic memory systems. Although we know
considerably less about any of these than we know about verbal memory, it is already
becoming clear that they do not represent simple unitary systems either” (p. 187). Thus, as
suggested by Baddeley, it is possible that there are really several types of short-term
memory, depending on the medium by which items are expressed. Couple this with a
conceptior: of working memory, and one can explain why the Bead Memory subtest does
not load on a Memory factor. Bead Memory involves not on?y visual memory but also the

B L.vfi" .
ability to processing information throu gh conceptual strategies; hence Bead Memory

: probably exerts a greater strain on working memory than does other memory subtests

i

which réquire more passive storage. Therefore, Bead Memory may have more in common
with other subtests which require visual processing skills and or efficiency of categorical
skills than with subtests requiring only passive short-term memory.

in summary, the area of short-term memory is movin g away from a passive buffer
¢ ept towards a more interactive definition of "working memory". In the latter, both
storage and processing compete for a limited amount of space. Further, there is some

evidence that different types of short-term memory may exist especially in terms of stimuli

 that are presented auditorily as opposed to visually. Thus, it is entirely possible that the

subtests on the Short-Term Memory Area from the Stanford-Binet IV may not load on the

1

same factor. -
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CHAPTER III
R:SEARCH DESIGN AND PROCEDURES
A. Introducti#)n
This thesis is concerned with the construct and concurrent validity of the Stanford-
Binet I'V g#0 achieve this goal, a sericé of principal components fa;tor analyses were

conducted. The examinees were given both the WISC-R and the Stanford-Binet IV in a

‘countcbrbalanccd oidc’r, the factoring of the Stanford-Binet IV provides an assessment of

the construct validity of this new intelligence test. To ensure that sampling variations are
not rcspons'ibl_c for the rcsul‘tant factor,stélcnue, the WISC-R was also factored to provide
a reference strdcture; by comparing the current WISC-R factor structure to that found by
other researchers, the adetjuacy of the current sample can be estimated, and possible ™
implications for the factorial results from thie Stanford-Binet IV can be determined.
Besides factoring the WISC-R and Stanford-Binet IV, a joint factor analysis of
these two tests was done. As poirited out by Kieth (1987) thxs is an important venture, for
it allo;vs ;direét comparison of the similarity of constructs measured on the two tests.
Fur_thermon:c, with the inclusion of more subtests in the factored battery, it is poésiblc_that
ﬁew factors will emerge--ones for which there was an insufficient number of similar tests -
ox; either l‘bz'mery alone to allow for a common factor to emerge.
| Becaus_c of the structure of the Stanford-Binet IV, and because of possible |
devélopmental trends, the total sample was divided into three groups. The rationale for

these age groupmgs is given in some detail, as each group was administered slightly

different tests on the Stanford-Binet IV. Also, the adaptive testing format of the Stanford-

Binet IV creates a problem with missing data, and an explanation of how this was dealt‘

with is given.
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B . Instruments
U

The Stanford-Binet IV and the WISC-R were tahus 7) in this study. All 12

WISC R subtests were administered to each.child, though a few chlldrcn had missing data
‘ -

differing cognitive abilities, not alt children took the bsame subtests on the Stanford-Bingt
Iv. | ‘

All child_ren in this study were tested by graduate students enrolled in a testing
course (Educational Psychology 524). All testing was conducted under the supervision of
clinically trained psychologists. Testmg procedures followcd those outlined in the
appropnate manuals for the WISC-R and Stanford-Binet IV. The testing was done
betwcen October 1986 and May of 1987. Although the WISC-R and Stanford-Binet IV
were onlyy two tests in a larger battery given to these children, only these two test are
relevant to this thesis. Despite an attempt to counterbalance the order of administration of
the two tests, pragmatic concemé resulted in a slight imbalance: 57% of the children first
took the WISC—R followed by the Stanford-Binet IV, while 43% took the Stanford-Binet
IV first followed by the WISC-R. The length of time betwcen one admmxstratlon and the
suibsequent testing with the other instrument ranged from 1 to 100 days. The mean length

of time between the two administrations was 37 days (SD = 18.0 days).

C. Subjects o 3
The subjects included 168 children who had been referred to the Education Clinic at
the University of Alberta for intéllcctual assessment. The Education Cfific is open to all
clients whether self-referred, referred by parent, teacher, or other professional. Itisa free
service offered to the general public with the understanding that graduate students being
trained in testing and counseling will perform the services as needed. As such, the current

sample is clinical in naturé, containing not only gifted children, mentally retarded children,

q
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children with learning problems, but also "normal” children whose parents were simply

. e
interested in knowing their child's intellectual potential. The demographics of this sample,
including reason for referral, are given below in Table 7. Because scﬁjne referrals were

made through school districts etc., information was not always available, and was

£
A W

recorded as "unknown". _
The naturc of the current sample from Table 7 can be compared to the information
provided in the Technical Manual (Thorndike et al., 1986) for the respective percentage in
the U.S. population that fits into the appropriate categories. Although the "ur}lmowp'q'
categories in 'I:able 7 are fairly large, the overall trends in the cafrent sample‘ are not totally
“unlike those in the 1980 U.S. Census. Especially important is the fact that the sample is
not skewed in terms of an over-representation of ‘children whose parents have more than a
high school education, nor in terms of children whose parents work in
managerial/profcssional occupations. Race and ethnic group were fairly diverse and
included not only Native Canadians and Caucasian children, but also those from Negro «nd
Asnan decent. There was, however, an apparent under-representation of children from
rural areas. The reasons for referral were diverse with the largest single category being
chxl(‘i'ren with general 1leam1ng} problems in school.
The ages of the children in the sample ranged in age from 6-0 to 16-11 years28
including 101 males and 67 females, the Stanford-Binet IV Composite IQs ranged from 36

to 141; and the WISC-R Full Scale IQs rangcd from 40 to 145. b

‘

28 This age range is for testing on the Stanford-Binet IV.
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Demographics of the Sample

Characteristic Percent Characteristic Percent
r ion !
Less Than High School Graduate 19.6 Less Than High School Graduate 15.5
High School Graduate 19.6 High School Graduate 28.0 -
1 to 3 years of College. 13.1 1 to 3 years of College 137
College Graduate or Greater 17.9 College Graduate or Greater 12.5
Unknown 29.8 Unknown 30.4
Ethnic Background N f Siblings
Caucasian 79.2 None 6.0
- Native Canadian 5.4 One 29.8
Negro 1.2 “Two 31.0
Asian 4.8 " Three . 179
Other | 4.8 Four or More 107
~. +Unknown 4.8 Unknoan 4.8
' cupation ; M ! i
Managerial / Professional 25.0 Managerial / Professional 19.0
Technical & Sales 1.7 Technical & Sales 7.1
Service Occupations 31.0 Service Occupations 28.0
Precision Production 6.0 Precisiori Production 1.8
wOperator / Fabricator 17 Operator / Fabricator 3.0
Other ' 13.1 Other ‘ 35.1
Unknown 9.5 Unknown e 6.0
Married 72.0 299,000 + 71.4
Separated or Divorced 7.2 25,000 - 99,000 4.8
Widowed 1.2 2,500 - 24,999 16.7
Common-Law 2.4 Less than 2,500 7.1
Unknown 17.3 '
School Learning Problems 35.7 Parents 55.4
Behavior/Developmental Problems 5.4 Medical . 1.2 -
Reading Problems 10.1 School - 41.7
Giftedness 16.1 Other : 1.2
Mental Retardation 16.7 o
Parental Interest 16.1
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D. Choosing of Age Groups
The decision to use three age groups in the current study was arrived at by (a)

determining the appropriate ages whefe most subjects took the same subtests on the
Stanfo:d Binet IV, and (b) after examination of the pattern of Stanford-Binet IV subtests
taken by subjccts of various age levels. To facilitate the determination of ages to be
included in each age group, the entry Levels for each subtest were inspected. The
appropriaiérﬂagc range for each subtest was then estimated using the Vocabulary subtest
which serves as the Routing Test by which the child's entry level is determined. A few
assumptions were used in arriving\ at the appropriate ages for each subtest: (a) that the:
'.'avcra'gc'-' child at any age level would obtain a score of 50 on the Vocabulary subtest; (b)
that a subtest is most appmpqate at a given age level when a child with the lowest specified
entry level (e.g., entry chc'l I for Matrices) obtains a score of 50, which would be the

"average" for children that age; and (c) that the diagonal?® of the En'—Level Chart on the
back of the Record Booklet for the Stanford-Binet IV could be used to estimate the
approximate chronological age for a given e/mry Level.

_Thus, the procedure for dctcrminix}é the'most appropriate age range was rather
complex. Fix:st, thcf;ibwcsf entry Levéh{);' a given subtest was noted; for example, Level I
for the Matrices subtest. S'econd,‘an inspection of the Entry-Level Chart on the back of the
Record Booklet was male to find tﬂe most likely chronological age for the Level | in
concem; for Level I, this would be between 8-0 and 8-11 years--which is near the diagonal
of the chart. Third, to verify this, the highest pair of items administered on the Vocabulary
subtcst needed to rcaéh that entry level was read from the Entry-Level Chart; for the age
8-0to 8-11 this is 23 24 or 25-26. Fourth, thc number of itemns passed (a rangc) needed to
‘be estimated fmm the highest pairs that were administered. This was done assumin g that -

the child passed all items ,except the last three or four, thus giving a ceilinig. Inour

29 By diagonal, it is meant from the top leri o the bottom right of the Entry-Level Chart
with the bottom right being taken as the point in the last row between P and Q.
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example, this would mean that the child had a score between 19 and 22 on the Vocabul@
subtest, Fiftﬁ and finally, the Scoring Guide for the Stanford-Binet IV was consulted to .
see if this range contained a score of 50 on the Vocabulary subtest at the given
chronological age. Using Athc above method, the ages for each subtest were calculated.

These ages are presented in Table 8.

. Table 8
Entry Levels For Each of the 15 Subtests

Subtest Entry Level Subtest - Entry Level
Vocabulary A-Q1 Quantitative A-Q!
Comprehension A-Q1 Number Series I-Q2
Absurdities . A-L4 - Equation Building M-Q5

... Verbal Relations M-Q5 Bead Memory A-Q!
Pattern Analysis A-Q! - Memory For Sentences  A-Q'!
Copying A-J3 Memory For Digits 1-Q2
Matrices 1-Q2 Memory For Objects 1-Q2
Paper Folding M-Q5

1" Anentry level of A begins at age 2-0; the average adult has an entry level of about P;
entry levels beyond P are for older children and adults who are above average in

intelligence. Entry levels designated as "A-Q" apply to all people from 2 years
through adulthood. : ‘

An entry level of I is for the average child of atut 8-0 to 8-11 years. -
An entry level of ] is for the average child of about 9-0 and 9-11 years,
An entry level of L is for the average child of about 11-0 to 12-11 years.
An entry level of M is for the average child of about 13-0 to 14-11 years.

th & W N

For those who wish to check the accuracy of Table 8, a simple procedure can be followed.
For the subtest in question, the reader can consult the tables.in the Technical Manual
(Thbrndike, et al, 198‘6, pp. 110-126) that give the intercorrelations between Tests, Areas,
and Cbmposite for c;ach" age level (2, 3, 4, 5....18-23 years). In Thorndike et al.'s tables,
the numbers below'the diagonal give the number of subjects who took the given pair of
subtests in the standardization sample. One needs to note the maximum number below the

diagonal, as this comes close to representing the total sample size at that

B |
PE 2. <]
ot i

!
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age; then for the given subtést, one flips through the age levels until it is found that nearly
all of the subject at that age level take the subtest in question. For our example of Matrices,
it is seen that roughly 176 ogj;l’? seven-year olds took this test, while 365 of 439 eight-
year-olds took the subtest. éfé'érly, the Matrices subtest, with entry Level I is most

)

kadpropriatc for children over the age of 8-0 years, which coincides with Table 8. !
c AA further reason for using age groups is that by doing so, one is able to observe
dcvciopmcntal changes in intelligence if they occur (Kieth, 1987). Also, because the
children at different age levels take different subtests on the Stanford-Binet IV, it is
possible th‘at'slightly different constructs are being measured at each age level (Vernon,
1987). Thus, it is doubly important that an‘y correlational studies, or any factor analytic
studies on the Stanford-Binet IV, use appropriate age groupings that are in agreement with
Table 8. Only children who take the same subtests should be grouped together--otherwise
spurious findings may result 30 . ’
From examination of Table 8, and the current sample, it was decided that the most -
appropriate age ‘groupings for the current study would be from 6-0 through 8-1 liycars, 9-
0 through 12-11 years, and 13-0 throhgh 16-11 years. These three groups will at times be
referred to-as the "younger group”, the "middle group"”, and the "older groﬁp" respectively.
It should be noted that thesé groupings do not match with those used by Thomdike et al.
(1986) in the confirmatory factoring that was conducted on the standardiz)atio,n sample31.
As previously pointed out, it is maintained that Thorndike et al.'s groupings are
inappropriate and result in both some unnecessary error, and some loss of pertinent
information. Further, their use of median correlations for the factor analyses in the age

groups tends to obscure the fact that thefc were large differences in the number of.

30 An exception to this rule would be if the six test Abbreviated Battery (Vocabulary,
Comprehension, Pattern Analysis, Quantitative, ad Memory, and Memory for
Sentences) was used in the study. Because these## test cover the entire age span from 2
through adult, no age groupings would be'necessary if one was not concerned with
possible develop{nental trends. . o ’
- 31 Thomdike et al. (1986) used the age groups of:® through 6 ye
-and' 12 through 18-23 years. UL "

; 7 through 11 years;

o
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individuals taking certain subtests; this can be a serious methodological problem (see
Gorsuch, 1983).

Appendix A.1 gives the number and percentage of subjects in each age group taking
each of the 15 subtests on the Stanford-Binet IV. This appendix was used in conjunction
with Table.8 in determining which subtests to at:ludc in the factoring of the Stanford—Binct‘
IV at each of the three age levels. Appendix A.1.1, A.1.2, and A.1.3 give the number of
subjects that took each pair of tests appropriate at that age level. These appendices are
important for two reasons. First, they provide the number of cases c.m which the pairwise
correlations (reported in the results section) are based. Secondly, they indicate which
subtests tended to be taken by the same individuals and therefore, which subtests are most
appropriate to be included in the same factor analysis. For comparison sake, the
percentage of sﬁbjects taking each subtest as a function of Thorndike et al.'s (1986)
groupings32 are given in Appendix A.2; corresponding numbers of pairwise cases are
provided in Appendix A.2.1 and A.2.2,

Because of the need for three age groupings in this ihcsis, the size of each sample
has been reduced considerably. In the 6-0 through 8-11 year group, the sample size is 46.
This includes 27 males and 19 females. The mean age for the group33 is 7-4 years (SD =
10 months) with a range from 6-0 to 8-11 years. Inthe 9-0to 12-11 yedr group, the
sample size is 66. This includes 47 males and 19 females. The mean age for this middle
group is 10-11 years (SD = 14 months) with a range from 9-0 to 12-10 years. Finally, in
the 13-0 to 16-11 year group, the sample size is 56. This includes 27 males and 29
females. The mean age for the older group is 15-0 years (SD = 15 months) with a ran ge
from 13-2 to 16-11 years.

32 Actually, the age 6-0 through 6-11 has been added to Thorndike et al.'s age group of 7
through 11 thus giving a grouping of ages 6 through 11, and 12 through 16-11 years; the
-reason for this was to make Thorndike et al.'s groupings appropriate for the full range of
the WISC-R which covers the span of 6-0 through 16-11 years. _ o
_ 33 Unless otherwise specified, the ages referred to in this thesis are the ages at time of
testing on the Stanford-Binet Iv. -
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E. Handling Missing Data

The adaptive testing format of the Stanford-Binet I'V makes it somewhat difficult
to calculate correlations and to perform factor analyses on this scale. Because not all
children take the same subtests, the problem of missing data emerges. Looking at
Appendix A.1 it can be seen that for each of the three age groups, some tests are not
taken by all children. This type of problem is not usgglly encountered when correlations
and factor analyses are run on the WISC-R, because each child takes at least the 10
mandatory subtests and often the two optional subtes?; as well.

There are several ways to deal with missing data such as found on the Stanford-
Binet IV. From the Technical Manual (Thorndike et al., 1986) it is obviops that
correlations were calculated on a pairwise basis; that is, each correlation coefficient is
computed using all cases which have complete data for the pair of subtests being
coﬁ'clatcd, even if that rccord\ has xpissing values on other subtests. This can be seen
from the ‘diffcring n's for each) pair of subtests when intercorrelations were reported at
each age level (Thorndike et al., pp. 110-127). This method h‘a;s some merit, especially
for correlations; however, as warned by Gorsuch (1983) this can present problems in
factoring the correlation matrix if the n's differ from one another very much. Because
calculating pairwise correlations utilizes a maximum amount of data, it will be used for~ -
calculating correlations between the the subtests on the Stanford-Binet IV34 , between the
subtests on the WISC-R, and between the Stanford-Binet IV and WISC-R subtests taken
together. Further, because few cases were missing from the WISC-R data, pairwise
corrg:lations were also used as ﬂ"nc basis for factoring the WISC-R. |

However, for the factorin g of the Stanford-Binet IV, the amount of missing dat
>

especially for the two older age groups, necessitated an alternate and more appropﬁate{;

method of handling the problem. Dropping all cases for which there was not comgl\cté?- |

E

34 The number of cases for each pairwise comparison between subtests on the Stémford-
Binet IV for each of the three age groups is given in Appendix A.1.1 - A.1.3.
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data-would have reduced the total sample size too much. Besides, a more effective
procedure as outlined by Timm (1970) exists for dealing with missing data. This
procedure involves replacing missing data with estimates derived frop a multiple
regression analysis. First, a regression equation is obtained by using existing data for
the subtests where no variables are missing35, Then the resulting regression equation is
used in conjunction with existing scores for the indiviaual, and the missing data point is
estimated. The use of this type of multiplé regression procedure for dealing with missing
data has proven to be one of the best overall procedures for maintaining true correlations
and leaving the variance unchanged as well (Timm, 1970). Therefore, fpr the factoring
of the Stanford-Binet I'V; and the joint factoring of the Stanford-Binet IV and the WISC-
R the multiple regression procedure was used to estimate missing values.

A step-wise multiple regression procedure based on pairwise correlations was
used to calculate the regression equations which would be used to estimate missing data;
A cut-off criteria of .05 was chosen; that is, in attempting to add a new subtest to the
equation, that subtest had to make a significant contribution (at the .05 level) to the
squared multiple correlation, otherwise it would not be entered into the equation.
Regression equations were computed separately for each variable at each of the three age
levels. Table 9 give the regression equations and squared multiple correlation (R2) for -
each subtest in the age group 6-0 through 8-11 years; Table 10 gives the regression
equation and the corresponding R? for each subtest in the age group 9-0 through 12-11
years; and Table 11 gives the regression equation and the corresponding R2 for each

subtest in the age group 13-0 through 16-11.

35 Or altemately, as used in this study, the pairwise correlations can be used to calculate
the multiple correlations from which the regression equation is derived.

SN
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Table 9
Regression Equations Used to Estimate Missing Values
For the Age Group 6-0 Through 8-11 Years

‘ R? Values For The
icti issin I Regression Equation

'Vocabulary = 3.906 +.450 Comp + 277 Copying + .214 Mem For Sent2 ~ R2= 68 |

Comprehension = 7.224 + .642 Vocabulary + .260 Pattern Analysis R?= .54
Absurdities = 0.863 +.594 Quantitative + .428 Vocabulary R2= 46
Pattern Analysis = 11.434 + .446 Comprehension + .324 Absurdities R2= .39
Copying = 15.374 + .620 Vocabulary R2= 34
Matrices: No Variables Entered by Stepwise Regression at a .05 criterion ¢ R2 = N/A
Quantitative = 29.871 + .419 Absurdities 2 R2= 34
Number Series = 36.853 + .340 Pattern Analysis b RZ= .72
Bead Memory = 34.600 +.330 Pattern Analysis 2 RZ=.10
Memory For Sentences = 13.029 + .728 Vocabulary. " RZ= 36
Memory For Digits = 16.854 + .383 Vocabulary + .324 Quantitative b R2= 57
Memory For Objects = 36.788 + .356 Memory For Sentences b RZ= 24

2 Even though there was no missing data for Vocabulary, Quantitative, and Bead Memory,
regression equations were calculate to assist clinicians who may for some reason not be
able to administer these subtest, but still desire a rough estimation of the child's possible
performance on these subtests. ’

b For Matrices, Number Series, Memory For Digits, and Memory For Objects, the
independent variables used to predict the criterion excluded the other three in this list. For
example in attempting to build a regression equation for Number Series, the subtests of
Matrices, Memory For Digits and Memory For Objects were not allowed to enter the
equation as independent variables. This was done for pragmatic reasons--because all four
of these subtests tended to be missing for the same subjects. If they had been included in
the regression process and had been entered into the regression equation, then the
predicted dependent variable would have been uncalculatable since the variables used to
predict the dependent were often not available. For the remaining eight variables the
Matrices, Number Series, Memory For Digits, and Memory For Objects were not included
in the regression analysis, as they are not the most appropriate for this age level.

¢ For Matrices, even when all twelve variables were allowed to enter into the stepwise

regression as independent variables, none of the subtest surpassed the .05 criteria: as
such, no regression equation was calculated.
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. Table 10
Regression Equations Used to Estimate Missing Values
For the Age Group 9-0 Through 12-11 Years

R2 Values For The

Regression Equation For Predicting Missing Scores Regression Equation
Vocabulary = -2.595 +.380 Comp + .363 Mem For Sent + .327 Num Series R2 = 75
Comprehension = 4.909+ 468 Absurdiiic;s +.433 Vocabulary R2 = .69
Absurdities = -1.524 +.465 Comprehension + .335 Copying + .284 Matrices R2 = .77
Pattern Analysis = 6.457 + .550 Bead Memory + .374 Quantitative R2= 61
Copying = 14.626 + .579 Absurdities RZ= .38
Matrices = 8.499 +.483 Absurdities + .340 Vocabulary RZ= 61
Quantitative = 12.553 + .696 Number Series R2 = 45
Number Series = 8.942 + .284 Absurdities +.276 Vocab + 264 Quantitative R2 = .66
Bead Memory = 2.467 + .580 Pattern Analysis + .304 Matrices RZ = .55‘

Memory For Sentences = - 5.811 + .487 Vocab +.568 Memory For Digits R2 = .69
-Memory For Digits = 15.073 +.515 Memory For Sentences + .223 Copying. R2? = .58
Memory For Objects = 27.390 + .438 Matrices RZ =30
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Table 11
Regression Equations Used to Estimate Missing Values
For The Age Group 13-0 Through 16-11 Years

R? Values For The

Regression Equation For Predicting Missing Scores Regression Equation

Vocabulary = 6.297 +.600 Comprehension + .322 Memory For Sentencesa R2= .77
Comprehension = - .259 + .344 Quant + .336 Vocab + .298 Number Series R2'= 87

Absurdities = 14.097 + .416 Comprehension + .295 Copying b R2= 75
Pattern Analysis = 18.317 +.335 Quantitative +.307 Bead Memory RZ= 76
Copying = 11.606 + .561 Bead Memory b R2 = 63
Matrices = 9.525 + .569 Quantitative + .269 Bead Memory RZ= 79
Quantitative = - 4.331 +.650 Comprehension + .425 Matrices 3 R?2 = 85
Number Series = 12.573 + .397 Quantitative + .401 Comprehension R2= 79
Bead Memory = - 10.592 + .745 Pattern Analysis + .432 Matrices 2 RZ =71
Memory For Sentences = - 1.499 + 280 Comp+ .343 MFD + .307 Vocab RZ2 =76
Memory For Digits = 12.806 + .451 MFS + .343 Quantitative R2= 65
Memory For Objects = 16.306 + . 1 MFS + .334 Memory For Digits RZ = 50

@ Even though there was no missing data for Vocabulary, Quantitative, and Bead Memory,
regression equations were calculate to assist clinicians who may for some reason not be
able to administer these subtest, but still desire a rough estimation of the child's possible
performance on these subtests. .

b For the Absurdities and Copying Subtest, all 11 other subtest were allowed to enter as
independent variables in the regression equation. For the remaining subtests only 9
subtests (excluding Absurdities and Copying) were used as independent variables. The
reason for this being that inclusion of these two subtests as independent variables would
often make it impossible to estimate scores--because a fairly large number of children this
age do not take these two subtests.
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Table 12
Regression Equations Used ‘% Estimate Missing Values On the WISC-R#

All Ages

R2 Values For The

R Regression Equation

Digit Span =.2.273 +.407 Information + .210 Arithmetic + .123 Coding R2 = .60

4

Coding = 1.212 + 310 Arithmetic + .233 Vocabulary + .292 Digit Span RZ = 3§
Mazes = 3.079 + .388 Block Design + .232 Picture Arrangement RZ = .32

* These regression equations were used for the WISC-R 10 estimate missing values only
when the WISC-R was Jointly factored with the Stanford-Binet IV, otherwise, the
factoring done on the WISC-R was based on correlation matrices coitiputed on pairwise
correlations. For the entire sample (n=168) there were 3 missing data points on Digit
Spaii. 3 on Coding subtest, and 11 on Mazes.

From Tables 9-11 it should be noted that for the younger group the R2 values tend
to be relzgftively tow. ThlS indicates that although there is some overlap of variance between
the subtests, this amoixq; is not nearly as high as'in the two ‘dlder groups. The implication

from this is that estimates of missing data in the youngest age group will be less accurate

- than in the older groups.- Frther, the test with the lowest R2 in both the two older groups

is Memory For Objects; this suggests that it has the least variance in common with the
other subtests, and consequently will have the poorest regression estimates when data is

missing.

F. Data Analysis

All comﬁutations were done with the Statistical Package for the Social Sciences-
Revised (SPSS);). .Accordi)ng to Pollane & Schnittjer (1977) SPSS (the forerunner of
SPSSx) was found to be one of the best packages for running principal components
anélyscs in terms of relative cost, options available, pedagogical aids, accuracy, and
outpht. Similarly, MacCallum (1983) found that SPSS had no computational problems

when doing principal components factoring,
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~ Analysis of the data was conducted in several stages.

'Means and standard deviations were calculated for all scales and subtests on

both the WISC-R and StanfordsBinet IV for each of the three age groups.

. Pearson product-moment correlations based on pairwise comparison were

) computéd separatelx for each of the three age groups:

a. Intercorrelations between subtests and scales on the WISC-R

b. ,Intercorrelations between subtests, Areas, and the bCornpo‘site on the
Stanford-Binet IV. |

c. Intercorrelations.between WISC-R subtests and scales with the Stanford-

Binet IV subtests, Ateas, and Composite

. Principal components factor analysis of all 12 WISC-R subtests--followed by

1J)

varimax rotation of factors, this was done separately for each of the three age

groups and missing data was handled in-a pairwise fashion. Further, the entire )

sample (n = 168) was then factored in a single age group for<the WISC-R to

check on the effect that dividing the sample into three age, bps might have on

- _factoring are presented in Appendices B.1, B.2, and B. 3)

The subtests fr‘n the Stanford-Binet IV were subjected to separate prbapal

*p

components factor analysis at each of the three age levels. Missing data was

dealt w1th by using the mulnple regressron procedure (for companson sake, the

3

" pairwise method was also used to handle missing data and the results from

these analyses are placed m_Appendlces C.l-C.7). For each age group,

-components were rotated using the varimax dnd q‘uartimax criteria (The direct -

oblimin cnterron ‘was also used to rotate components, but glven lmntanons of
space and negatlvf nelauons between components these rotations are
reponed only in Appendlces D.1-D.6). The subtests included in the factor
analyses of the dxﬂ'erent age groups va.ned |
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- a. Forthe 6-0 through 8-11 age group, 8 subtests were included in the
& _analysis: Vocabulary,' Comprehe‘nsion Absurdities, Pattern Analysis,

Copying, Quanutauve Bead Memory, and Memory for Sentences.

b. For the 9-0 through 12 ll age group, 12 subtests were tncluded in the
-analysis: Vocabulary, Comprehension, Absurdities, Pattern Analysis,
Copylng, Matrices, Quantitative, Number Series, Bead Memory, Memory
for Sentences, Memory for Digits, and Memory for Objects.

c. For the 13-0 through 16-11 age group, 10 subtests were included in the

L

Quantitative, Number Senes, Bead Memory, Mcmory for Sentences o

analysis: Vocabulary, Comprehension, Pattern Analysis, Matriccs

Memory for Digits, and Mcmory for Objects.
5. A Jomt pringipal components analysis of the WISC-R arid Stanford- Bmet IV

was done at each of the three age levels.’ Components were rotated by the
Y

.

2 varxmax and quartirhax criteria. All 12 WISC R subtests were included at each
of the three age groups; the Stanford Binet IV subtests included for eachage’

group were as outhncd in4a-c above

Prmcxpal components analyses were useddn‘ _&gl&» thesm asan approxxmauon of )
_ B Py
prmmpal factormg, more spec 1cally, a trunc*ate%nhmpal components mcthod was used

in this thesrs. Because priacipal t?omponcnts an simpler #nd less expensxve than

prlpcipal factoring, and because the two do not give atly dlffenng results (Lee &
Comrey’ 1979; Mulaik, 1972; Velicer et al 1982) the former method was used.

| Furthermore, pnncxpal component analyses would have been i ncccssary in order to
determiile the number of factors to extract and rotate even if principal factoring $vas used;
therefore by using principal components analyses an additional step was ormtted Also

the problcm of communality estlmatcs and possxble Heywood cases was avotded by usmg

. the principal components method. Because of tlp hlgh rchabthtxes of the subtests from

" both the Stanford-Binet IV and the WISC-R, and becausgthe resulting communaht_te? frogt;& 5

. X . . s
. E - ¢ . v
2 A ‘o ‘
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the principal components analyses are high, the use of this method receiyes additional
support. .

Although Thorndike et al. (1986) used a}versi’nn of confirmatory factor analysis,
the factor structure that emerged did not clearly substantiate the thegretical structure of the
§tanfox’ﬂ‘,%inet IV. Given these problems, it seemed that an exploratory factor analysis of
this test was called for. That is, the relationships between .the_subtests were allowed to
determine the emergent structure of the test; however, in general tefms, it was believed that

the factor structure of the Stanford-Binet IV that would emerge would not be totally

differcnt from the hypothesized structure as outlined by Thorndike et al. (1986). To allow

" for comparison with Thorndike et al.'s factorial results, the quartimax criterion for rotatin g

factors was used; the quartimax method is actually close to the procedure used by

w0

Thorndike et al. in that a general factor is allowed to emerge and the resultmg group factors

- are found from the residual matrix left over after the general factor has been extracted.

Similarly, to allow for comparison with the known WISC-R fa"c)tor structure (e.g.,
Kaufman, 1975) varimax rotation of the principal components was undertaken. Although

the general factor is lost in this procedure, it does allow for a Clearer identfﬂcation of group

factors, though they do contain variance from the general factor.- Nonetheless, the use of

varimax %ns with the WISC R has resulted in clinically useful information, and
therefore probably can do the same W1th the Stanford Binet IV. . : ~ B

vy The joint factonng of the, WISC-R and Stanford- Bmet IV was done in otder to help

clarify the relationship between the various subtests on each test. The importance of this ,.{

aspect of this thesis ¢annot be overstated. First, when fat{or analyzing variables, the o
. M o, » ) - ,’
number of factors, extracted do?:s bear some relationship to the number of variables included

© -in the analys1s, at.least two and preferably three variables are needed to adequately define.a

factor. 'ﬁ:us, by comblmng the Stanford-Bmet IV and WISC-R subtests, the number of

vana%les is intreased,; and facf5rs can be more adequately deﬁned by the variables.
- "3—2“ -t . . &
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McDonald and Mulaik (1979) in discussing g the common factor meéthod briefly
discuss thc case of the addition of more variables to a first set. Let us assume that & factor
_pattern emerges for the WISC-R (withn variablcs); this will be called the "core".’ The
S rd-Bmct IV tests (the m variables) are added as variables to form a combined matrix
that is then factored "Although the effect of adding more variables may be to add further
“common factors, so that, say, there are r common factors altogcthcr the requirement of
consistent loadings is that one must be able to fit the model and choose a rotation in such a
way that the factor loadmgs of the n core variables are unaltered in the contcxt of them
. vanablcs" (McDonald & Mulaik, 1979, p. 302). Thus, it is possible that whcn them +n

variables are factored, that the unique variance of some variables may be redefined into

/ N L
commo/u vanance and a new factor will emerge. %
A
By Jomtly factoring the Stanford Binet IV and WISC-R it is possible that the same
‘ e i To '
factor ound’on one\of the tests will be o) ey, or that factors from both tests will

emerge, or that a set of totally nmew factors \ y found. If the addition of the Stanford-

Bmet IV subtests to the WISC- R subt;ts results in the same factors as typically found on
the WISC-R (or vice versa) further vahdatlon is given to the generalizability of the WISC
R (or Stanford-Binet IV) factor structure as‘ﬁ'basxc structure of human intelligence. By
| jointly factoring the two tests the nature of the Stanford-Binet IV will be further clarified.
Further, by determmmg the relationship between the subtcsts on the Stanford Bmct v ané_
the WISC-R factor structure, clifiicians using thc WISC-R wdl havc the opt‘Qn of using
certain tests from the Stanfor Bmet v (c:r&\"lcc versa) to supplcmcnt the WI§C -R.
subtests.

The number-of.factors problem in;this thesis is handlcd ina pragmatic”rvay
Actually, a combination of mffeﬂ rulgs is used as suggested by scveral researchers
(Gorsuch, 1983; Hakstran et al 1982). Although several different rules are used, the-

pnmary emphasis %*on a combined usage of the eigenvalue-one and scree test criteria
¥

(Hakstian et al., 1982). ‘Ho;wwcr, as suggested by rnany different researchers (Carroll,

V

b
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1985; Comrey, 1978; Gorsﬁch, 1983; Hakstian et al., 1982) various number-of-factors
solutions around those suggested by the eigenvalue-one and scree test criteria were also
examined; also, as suggested by Walkéy (1983) the number of factors hypothesized to
underlie the test was taken into consideration and rotated for inspection even if not
warranted by thc_ eigenvalue-one or scree test criteria. The ultimate criteria for deciding the
number of factors to accept as the "correct” number was made on the basis of p'sychological
meaningfulness. | ‘
Typically when interpreting factors only variables with loadings greater or equal to
~:30 are used in naming facfors. The reason for this being that ‘a load%f .30 explains less

than 10% of the variancc of that variable (Nunnally, 1967). However, because of the very. -

small sample sifiiidain the L};rce age groups, a more stringent level of loadings was used. As

w,j

pointed out b); 11983), if the'true population correlation is O then the formula for the
: U

stahdard error of r is o, and the formula for caIcglaﬁng this is as follows: s
e C

or=1/VYN-1 .‘ S e

¥

Thus, with a sample size of 46, o, = .15. Therefore, in order to gchieve an alpha level of

.01, correlations as high as .45 may happen purely by chance. When the sample size is t o

—

increased to 56, 6, = .13 which means that to b&depart from a rixll hypothesis that the
A sarrfnlc' cofrelation (p) departs from zero (=.01), a correlation must be .39. Witha
sample size of 66, 6, = .12 which means that correlations as high as .36 do not lead to
rejection of the \%ull ‘hy.pothesis%Thcrefprc, asa rqugh guide in this thesis, only factor
.1oad‘ings above .40 were uscd"t'c4> hclp interpret factors}hough lower loadings were

considered if they clearly help to define a factor. - ,
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G . Limitations of This Study ‘ : L
The small sample sizes for the three agel groups presents a serious limitation on the
results from the principal components factor analyses. Generally it is desirable to have a
-minimum of 100 subjects (Gotsuch, 1983) for any type of factor analysis. However, given
pragmatic concerns, the current sample sizes are not that large. As such, the results must be
taken cautiously, and as a’preliminaxy finding thlt will need further validation from factoring

of larger samples. The main problem with small samples is that correlations tend to bc less

10). N . . o 4 ’1 a .
m’further gonsidcration, a formula prescntediby Carroll (1985), though ngt taking
into account the strength of intercorrelations, suggests that roughly three components will be
justifiable from the current sample sizes, Taking into considcra;i*c high intercorrelations |
between subtests, four or five factors may also tentat{vely bc’consi‘ﬂcred . '

‘ Another factor to remember is that heterogeneougsamples tend to inflate a gcneral
factor and oémversely xmmmnc group factors. chce given the wide range in abnhtlcs of the
children g'xcludqg, in this: Qg%sls itis not unlikely that thef‘corfelan,ons and4 general factor may
be higherithan in a "normal" éamplc that is nonnalll)"i disﬁ-ibutcd. " o

Overall the results froﬁ1 this thesis should be taken cautiously ‘as the sarr;plc sizes fof
the three age groups are small and the samplg-is qmte heterogeneous. Howevcr because no
prevuguﬁ factor analytlc work ha been done on thc Stanford-Binet IV, it is important that
- some preliminary undcrstandmgalts factor structure in a clinically rcfcrrcd population be

investigated. ‘ ’ : /
\3 ' =



CHAPTER Y
RESULTS AND DISCUSSION \/j

N

Because of the amount of data that is presented in this thesis, the arrangement of the
results section has been divided into several areas that correspond to the description of the |
"data analysis" phase as outlined in the research and procedures chapter. The first section
deali with the effect that order of adrninistration has on{cores for the WISC-R and
Stanford-Binet IV. The primary question is whether a previous administration of one of -
these two tests will result inva slight increase in IQ scores on the test that is administere?/
sccond;< in other words, is there a practice effect when these two tests are administered in a
relatively short period of time. Also reported in the first section is a .otkof the WISC-R
Full Scale IQ‘”aﬂhinst the Stanford-Binet IV Composite score; this isitvvided to give an
index of how similar the two tests are, to indicate the concurrent validity of tl?e Stanford-

Binet IV agamst the WISC-R, and how much variability there is between the IQs on these

e e
2o,

two different tests, and the an. - . .
' The second section provides the means and standard dev'i,at:ionS on the WISC-R d
Stanford-Binet IV for each of the three age groups. A‘lso provided is a histogram of the
WISC-R FSIQ and Stanford-Binet IV Composite IQ for each of the three age groups;
these are given to clarify the range of scores on each test for each age group. Examination 5’3‘*
of the histograms provides an indication of the degree of homogeneity or heterogeneity in
the three age groups. | Iy |
The third section deals with the correlations on the two tests. Three tables are provided for |
each age group: one gives the correlations between the WISC-R subtests-and scales;
‘another gives the correlations between the Stanford-Binet IV subtests, Areas, and
Composite;" and the final table gtves the correlattons between the WISC-R- subtests and

. scales and the Stanford Binet IV subtests, Areas, and Composrte For the sake of future
H ,(( ?‘

reference, the tables have been orgamzed by test rather than age level; that is,Qll the )

. - 168
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/\

WISC R correlanor(s a? given first, then the Stanford-Binet IV correlations, and finally the
joint correlations between the WISC-R and Stanford-Binet IV. After all nine tahles have
been presented, each table is discussed individually. |
The fourth section provxdes the results of the principal components analyses of the
WISC-R for each of the three age groups. A brief drscusmon of the component structure
for each age group is given after the appropriate tableS' the emphasis is on how similar the’
WISC-R component pattem in the specific age group is when compared to the:the factor
- pattern that. 1s_ﬁsmil ?f’ound
| - The ﬁfth section prowdes the results of the principal components analyses of thc
Stanford-Binet IV. Of the three different criteria used for rotating the factors (varimax |
- quartimax, and direct oblimin) only the results fmm vaamax and quartimax ‘methods are
presented in this chapter, while the results from the direct oblimin rotations have been given
in appendices. Within each age group, the unrotated components are given first, then the
scree plot, then the quartima*tations, and ﬁnz;lly the varimax rotations. |
The sixth section provides the results of the joint principal components analyses of
WISC-R and Stanford-Binet IV. In the beginning of thi- -« jon the eigenvalues, and
unrotated c'omponents for all three age groups are provided. ' hen, by age group the scree .
MM the vanmax rotated components and the quartimax rotated components are provndcd

the results frbm each age group are discussed separately

A. Effect of Order of Administration

oﬂ"ed in-Chapter 3, there was an attempt to give the two tests in a
counterbalanced order. Because of pragmatic problems the two tests were not given in a
completely counterbalanccd orc!er, nor was there a standard length of time between
administraﬁon of the two tests. The length of time bet'v"een one adminiftration and the
subsequent tcsting with the other instrument ranged from 1 day to 100 days. The mean

length of time between the two adnxinisuzitions was 37 days (SD = 18.0).- Simillrl}z of the
o . )
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168 subjects, 96 received the WISC-R followed by the Stanford-Binet IV (referred to as
"Order 1"), while 72 receive the Stanford-Binet IV followed by the WISC-R (refered to as

"Order 2"). The means and standard deviations for Order 1 and Order 2 are reported in

Table 13. Because division of the sample into three age groups based on order of test

administration would have resulted in rather small sample sizes, the effect of ordéring is

8 P
’ T

. examined independent of Qgc éroup. Thus, only the Area andr gf)mposite scores OR the
Stanford-Binet IV are given3é, . ‘ ’
| Examm?tion of Tab}lel3 md&cates that agljght practice effect may exist when both
the WISC-ReafidStanford-Binet IV re given to the same child within a short period of
tim(c;"‘hoquc'r, this effc;,ct; 13“%1‘33.11, and not immediately clear. Before interpreting Table
13, it should be noted that g;@m children, Thomdike et al. (1986) found that the
Stanford-Binet IV Composite.ytore was 2.8 points lower than the WISC-R FSIQ when the

4 —

two testg were given in !{’t{bqtté'rbalanc‘cd order; similarly, in a sample of learning disabled
%lluild{cx;, Thbmdike ’-ct’ zi:l fpm;hd that the Stanford-Binet IV Composite score was 3.0 points
Tower than tbe WISC-R ESiQ when 'the WISC-R was 521ministered Beforc the Stanford-
“'Binet IV. A 4

f * M X
¢ . B
= - _ S .
. #
’ v .- e \\‘\,’

A 7
36 Comparison of subtests would be inappropriate for checking the effect of ordering as
children of different ages took different subtests. Also, as pointed out by Vernon (1987) it
should be remembered that the Area scores on the Stanford-Bjnet IV may measure slightly
different things at different ages--because different subtestsaffe include in computing the
SAS for the Area. Despite this possible complication, the Area scores have been treated as

if they measure the same construct at each age level.

3
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Effect of Order of Administration on Test Score Results?

ORDER 1b
ﬂ\\
? Stanfor@Binet: Fourth Edition WISC-R
‘ (Given After"the WISC-R) w~ (divcn First)
Areas and Composite Mean S Dm Scales Mean SD
, -
Composite IQ 101.0 21.9 Full Scale IQ 101.2 23.6
Verbal Reasoning SAS 103.1 20.2 Verbal-Scale IQ 99.3 239
Abstract/Visual Reasoning SAS 100.2  20.0 Performance Scale IQ  102.7 21.2
Quantitative Reasoning SAS  101.4 21.3
Short Term Memory SAS 98.2 20.6
ORDER 2¢
Stanford-Binet: Fourth Edition WISC-R
(Given First) S~ (Given after the Binet 1V)
Areas and Composite Mean SD Scales Mean SD
Composite 1Q 95.0 20.3 Full Scale IQ 98.1. 21.8
Verbal Reasoning SAS 98.7 19.6 Verbal Scale IQ E 96.0 21.2
Abstract/Visual Reasoning SAS 94.1 '19.3 Performance Scale [Q  100.5 20.8-
Quantitative Reasoning SAS 95.6 18.4
Short Term Memory SAS 93.6( 20.8

3 Age Range 6-0to 16-11 (all subjects, n = 168)

! \

b For "Order 1", 96 children received the WISCH followed by the Stanford-Binet IV.
¢ For "Order 2", 72 children received the Stanford-Binet IV followed by the WISC-R.

TN
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. Retuming to Tat:lc 13, examination of Order 1 suggests that when the WISC-R is
given before the Stanford-Binet IV the WISC-R FSIQ and Binet IV Composite score are
nearly identical. This relationship was further investigated by performing, a forced
regression analysis; the dependent variable being the WISC-R FSIQ and the independent
variable being the Stanford-Binet IV Composite score; the regression equation is:

WISC-R FSIQ = 1.02 Stanford-Binet IV Composite IQ - 1.76 and R2 = .89
In contrast, examination of Ordgr 2 suggests that when the WISC-R is given afEer the
Stanford-Binet IV,‘ the mean WISC-R‘FVSIQ is 1 points higher than the mean Stanford-
Binet IV Cémpositc« s;:ore. To substantiate thi;, a forced rc;gression analysis was
Sonductcd with the dependent variable‘ being the WISC-R FSIQ anc ‘e independent
variable being thc"Stanford-Binct IV Composite score; the regression equation i
WISC-R FSIQ = 1.00 Stanford-Binet IV Composite IQ + 2.92 an’
If there was no p;}ctice effcc;, then one would expect.onétest to be lower than the
other kby the same amount) regardless 6f.which test was administered first. On the other
hand, if there was a practice effect but no difference in the means, then whichever test was
given second should have been higher. From inspection of Table 13, neither a differences
in means, nor a practice eff:cﬂt can explain the current findings. Rather, it appears 'twhat the
Sté.nford-Binct IV Composite sdore is 1.5-2.0 points lower than the WISC-R FSIQ37 and
that a practice effect of 1.5 t0 2.0 poi;lts exists, regardless of which test is given first.
> Comparing the Stanford-Binet I\? Verbal Reasonin g IQ and the WISC-R VIQ
indicates that fo;?ncr-‘igﬁigh\c_r than the latter regardless of which test was administered

first, However, the mean for the Verbal Reasoning Area on the Stanford-Binet IV

‘ . '\j .

37 The mean effect with the WISC-R FSIQ being higher than the Stanforg<Binet IV
Composite score can be verified by taking the respective means for the erfti dsample (98.4
versus 99.8). Thus the WISC-R FSIQ was 1.4 points higher even though only 43% of the

sample took the WISC-R after the Stanford-Binet IV.

Pl
-
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appears to be 3 points higher than the mean VIQ on the WISC-R38 ; this would leave a
practice effect of about 1 point regardless of which test is taken first.

As a final comparison, the WISC-R PIQ is found to be higher than the Stanford-
Binet IV Abstract / Visual Reasoning Area regardless of which test is given first. Overall,
the mean WISC-R PIQ appears to be about 4 points higher than the mean Stanford-Binet
IV Abstract / Visual Reasoning Area3? ; also, there appears to be a practice effect of about
2 points regardless of which test is given first. |

To summarize the effects of ordering, it appears that the Stanford-Binet [V
Composite score is about 1.5 to 2.0 points lower than the WISC-R FSIQ, that the
Stanford-Binet IV Verbal Reasoning are is about 3 points higher than the WISC-R VIQ,
and that the Abstract / Visual Reasoning Area is 4 points lower than the WISC-R PIQ.
- These findings are in concordance with those reported by Thorndike et al. (1986) for their
sample of non-exceptional children (p. 62) and for learning disabled children (p. 75).
Furthermore, the current findings suggest that there may be a small practice effect of 1 to 2

points (regardless of which test is ag

tests, combined with the small practice effect, Ypay make these two tests cxtremcly useful if
repeated qdﬁnistmtions are necessary in a short - e sipg-the Stasford-

Binet IV gs an alternate for the WISC-R and vice versa, problems i‘t"ihg from large

practice effects (up to 8 points on test-rétest on the Stanford-Binet [V Composite score, -
Thorndike et al., 1986; up to 7 points on test-retest on the WISC-R FSIQ, Wechsler,

\JE |

v

38 The mean effect with the Stanford-Binet IY Verbal Reasoning Area bein g higher than the
WISC-R VIQ can be verified by taking the respective means for the entire sample (101.2
versus 97.9). Thus the Verbal Reasoning Areas was 3.3 points higher even though only

!

43% of the sample took the WISC-R after the Stanford-Binet IV. - - v

39 ‘The mean effect with the WISC-R PIQ being higher than the Stanford-Binet IV Abstract
/ Visual Reasoning Area can be verified by taking the respective means for the entire sample
(101.8 versus 97.6). Thus the WISC-R PIQ was 4.2 points higher even though only 43%

of the sample took the WISC-R after the Stanford-Binet I'V. \
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1974) can be reduced, as long as appropriate allowances are made for differences between

the scores on the WISC-R and Stanford-Binct IV as indicated above.

In order to provide a clearer picture of how the Stanford-Binet IV Composite score

and the WISC-R Full Scale IQ compare on an individual basis rather than just mean

differences, Figure 5 was constructed. This figure confirms that the two major scales from

the respective tests are indeed quite similar, even though for some individuals the two

scores are Ciuitc different. Overall, the general relationship between the Stanford-Binet IV

Composite and WISC-R FSIQ is very promising.

HEZAHw
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Figure §

Stanford-Binet IV Composite IQ Versus WISC-R Full Scale IQ
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B. Means and Standard Deviations for Each of the Three Age Groups
| Tables 14-16 provide the means and standard deviations for the Stanford-Binet 1V
and the WISC R for each of the three age group. Several i Important trends in the standard
deviations of the Stanford-Binet [V Composite and Areas scores, and the WISC-R FSIQ,
VIQ, and PIQ should be noted. First, because a clinical sample was used, the standard
deviations tend to be higher than those found for the respective standardization samples.
This is not surprising given that the range of children's abilities in the current sample is
broad, ranging from children being considered for placement in programs for the gifted, to
those being considered for placement in programs for the mentally retarded. For the 13-0
t0 16-11 age group, the standard deviations are extremely high, indicating extreme
heterogeneity; as such, correlations and factor loadings will tend to be inflated in this age
group and the results must be interpreted cautiously.
A surprising trend for the standard deviations is that the Area and Composite scores
.on the Stanford-Binet IV tend to be slightly lower than those on the WISC-R FSIQ, VIQ,
and PIQ. This fact is interesting in that the standard deviations for the respective
standardization samples are 16 for the Stanford-Binet IV and 15 for the WISC-R.
Although this pattern may be inherent to the current sample, Thorndike et al. (1986) found
the same trend in non-exceptional children (p. 62), and in learning disabled children (p.
75). Further studies will be needed to dcterrnine whether the standard deviations on the
Stanford-Binet IV are truly lower than those on the WISC-R or whether the current
findings are a result of sampling variability.

The standard devratrons on the Quantrtatrvt, Reasoning Area of the Stanford- Bmct

i
L5

'IV .appcar to devratc from thc standard deviations on the other Arcas For the 6-0 to 8 11
year-old group, the standard deviation on Quantitative Reasoning Area is iower than the
other Areas by 3 or more units; the probable rcason is the low standard devi*ion on the
Quantitative subtest which is often the only subtest from the Quantitative Reasoning Area
that is given to children at this age. In contrast, the standard deviation on the Quantitativc

-,

B
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- Reasoning Area for the 13-0 to 16-11 age group is higher than the other Area scores by 3 '_ )
‘ .“‘o‘r more umts _Overa}l, the variability in the standard deviations of the Quantit.ativc‘
Reasﬁo_ging Area £or (iifferent age groups raises some gaestions as to its standardizxfion. as,
well as to whether the same deviation sc§re means the sarﬂe‘thing at different age lqydcls. o
Based on these preliminary reslﬂts, itis suggcgted thz;t in qompariqg the Quantitative Area
“ SAS scores to other Area SAS scores, the tlinician should make fa\'llowanccs for possible
differencés i the meaning of deviation score, because of differing normal scores.
Vernon's (1987) criticism of the Quantitative Reasoning Area as being toc') dependenton '
"new miath" t_cachingmay éxplain differing variability at different ages because of different
school curriculum emphases at different ages and ability levels.

The standard deviations for thé subtests on the Stanford{Binet 1V vary goméwhat;
however, in interprcting\ these differences cautionn must be used, especially - for subtests ihzit
are not taken by all children iii\g\lat age groﬁp. For example, the Matrices, Number Series, . |

«Memory ‘for Digits, and Memory for Objects subicsts in the youngest agé group were taken .
on{y be older children and those with higher ability. Therefore, the homogeneity c;f those
taking these subtests is high, and standard deviations would be expecctcd.to be lower,
becauge of the homogencous nature of these children. For this same reason, the standard

deviations for Absurdities and Copying subtests in the 13-0 to:16-11 age group arcbalso‘

lower than other subtests. ' /
’ e
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> L - C ‘Table 14 .
' " Means and Standard Deviations For the Stanford-Binet IV " -
and WISC-R For the Age Group 6-0 to 811 Years?

7 } - -
Stanford-Binet IV ° WISC-R

< Areas and Coinposité’ Mean SD Scales - - Mean SD

'Compositc IQ 109.0  14.2 Full Scale1Q ~ * - 111.3 174

Verbal Reasoning SAS 111.1 154 Verbal Scale IQ "~ 108.8 17.1

| * Abstract/Visual Reasoning SAS 104.6 15.3 ~ Performance Scale IQ "111.6 16.5
Quantitative Reasoning SAS  106.9 11.4 \ ¥ s

Short-Term Memory SAS 1074 162 ey
L . . 4
Binet IV Subtests .. Mean SD - WISC-R Subtests Mean SD.
" Vocabulary _ - 536 7.4 Information 11.3 3.1
Comprehension , 357 7.9 - Similarities 11.8 3.8
Absurdities . 553 8.4 - Arithmeti¢ ~10.1 - 2.8
Pattern’ Analysis - 542 8.7 » Vocabulary 11.8 3.9
Copying : ' 486 7.9 Comprehension 120 3.0
~ Matrices 4 . 549> 52 Digit Spant 10.7%- " 2.4
Quantitative 53.0 6.0 Picture Cgipletion 12.1° 2.9
Number Series 55.3b 4.8 Picture’ gement  12.6 3.6 ,
Bead Memory = . 52.5 9.2 - Block Design® = - 122 3.0
Memory For Sentences - 520 9.1 Object Assembly 11.0 2.4
.« Memory For Digits 54.5b 5.4 Coding 10.1 4.4
Memory For Objects 55.3> 6.7 Mazes 120 3.2

8 The sample size for this age was n = 46; 27 of these children were malé and 19 were
female. ‘ <

b Interpret these means and standard deviations with caution as the number of children ¥
taking these subtests was much lower than the total number of subjects in this age group
. (n's of 25, 19, 30, and 28 respectively for Matrices, Number Series, Memory For -
Digits, and Memory For Objects). It is important to note that gnly older children, and
brighter children in this age group took these four subtests--See Table 8 for entry levels
and Appendix\ A.1 for the percentage of cl}ildren taking each subtest.

y /
N . /’
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-Table 15 _
Means and Standard Deviations For the Stanford-Binet IV.
and WISC-R For the Age Group 9-0 to 12-11 Years?
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Stanford-Binet IV WISC-R
Areas and Composite Mean SD , Scales Mean SD
Composite IQ . 942 17.8 Full Scale IQ . 96.3 20.1
Verbal Reasoning SAS 98.3 18.5 Verbal Scale IQ 946 21.2
Abstract/Visual Reasoning SAS 95.1 17.9 Performance Scale IQ  98.5 18.3
-Quantitative Reasoning SAS 944 157 .
Short-Term Memory SAS 91.7 16.8
Binet IV Subtests Mean SD WISC-R Subtests Mean SD
Vocabulary “ - 483 9.1 Information 83 3.6
Comprehension 492 89 Similarities 10.4 4.7
Absurdities . 49.9 8.6 Arithmetic 7.8 34
Pattern Analysis 49.0 84 Vocabulary . 9.0 4.1
Copying ' 43.5b §.1 Comprehension 102 3.7
Matrices - 49,00 8.6 Digit Span 7.8 3.1
Quantitative 46.5 1.9 Picture Completion 109 3.2
‘Number Series 43,80 7.6 Picture Arraggement 109 3.2
Bead Memory 458 9.1 Block Design 10,0 4.1
Memory For Sentences 450 9.2 Object Assembly 95 3.8
- Memory For Digits 48.0 7.5 Coding - 1.4 37
Memory For Objects 489 6.9 Mazes 11.4 4.1

2 The sample size for this age was n = .66; 47 of these children were male and 19 were

female.

"b Less&n 90% of the subjects in this age group took these three tests; see Appendix A 1

for d?:taxls




) o
. 179
Table 16 wo ‘
Means and Standard Devnatlons For the Stanford-Binet IV
and WISC-R For the Age Group 13-0 t&-ll Years?
* Stanford-Binet I§ " WISC-R*

“Areas and ‘Composit‘e Mean SD  Scales i Mean SD
Composite IQ 94.7 26.8  Full'Scale IQ 948 26.7
Verbal Reasoning SAS 96.4 22.3 Verbal Scale IQ 92.8 25.8
Abstract/Visual Reasoning SAS 94.7 23.9 Performance Scale 1Q 97.6 24,6 .
Quantitative Reasoning SAS 97.7 27.7 :
Short-Term Memory SAS 92.3 247
Binet IV Subtests Mean SD WISC-R Subtests Mean, SD
Vocabulary 49.1 11.1 Information 8.0 43
Comprehension 479 11.2 Similarities 99 5.0
Absurdities 452 77%Y  Arthmetic 8.6 4.4
Pattern Analysis 48.8 8.7 Vocabulary 84 44
Copying 38.0 9.0b Comprehension 9.4 ;}
Matrices 49.4 112  Digit Span 8.3 34
Quantitative 47.8 12.5  Picture Completion 9.9 3.8
Number Series 5.0 104 Picture Arrangement 9.9 4.1
Bead Memory 47.1 127 Block Design 10.1 4.6
Memory For Sentences 43.8 10.5  Object Assembly 9.7 44
Memory For Digits 48.9 10.6 Coding 85 45
Memory For Objects 47.6 9.5 Mazes 10.1 3.8
Verbal 552 67¢
Paper Folding tting 555 72¢
Equation Bu ding 640 8.1¢

8 The sample size for this agc was n =56; 27 of these children were male and 29 were

female.

b Less than 80% of the subjects in this age group took these three tests; see Appendlx Al

for details.

[ﬁs than-55% of the subjects in this age group took these three tests; see Appendix A.1

details. The means and standard deviations for these three subtests should be

mterprctcd very cautiously.
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Bﬁzimining thc means for the different age groups, it is apparent that the Stanford-
Binet IV Composite 1Q is about 2 points lower than the WISC-R FSIQ for the two
youngest age groups (Tables 14 & 15) thbugh fqr the oldest age group.the two scores are
nearly identical. Figures 6 through 11 graphically represent the frequencies of the
Stanford-Binct IV Composite and WISC-R FSIQ for each of the three age groups.
Ov?rall, the shape of the distributions for the two scales on the two tests is similar.
Ho»\:ever, though the curve is roughly bell-shapgjd, thére is more heterogeneity to the
distribution than would be expected on a "truly" normal curve. Hence, factor loadings and
,Ehc size of the general factor may be sli ghtly inflated.

Néxt, a comparison of the Stanford-Binet IV Verbal Reasoning SAS with the
WISC-R VIQ indicates that for all three age groups the Verbal Reasoﬁilng SAS is about 2.3
to 3.7 higiler. Conversely, in ‘all three groupé the WISC-R PIQ is2.91t0 7.0 points higher
than the Stanford-Binet IV Abstract / Visual Reasoning Areas SAS. These findings
corxespond to mean differences that were found when ordéring 'eff%cts were also

. $
considered.
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Figure 6\
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Figure

am of the Binet lV Composite Score
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In terms of the means for individual subtests on the Stanford-Binet IV, high and
low means must be interpreted with caution; as mentioned grc\;iously. some subtests are
not taken by all children in a given age group, and hence will have cither lower or higher
means than other subtests; these subtests can be determined from Table 8 as well as from
Appendix A.1. Briefly, the subtests with means that deviate unexpectedly?0 from other
means are as follows: in the 6-0 to 8-11 age group, the Copying subtests has a low mean:
for the 9-0 to 12-11 age group, ch Quaﬁtitativc, Bead Memory, and Memory for Sentences
are slightly lower than other subtests; in the age group 13-0to 16-11 the Memory for
Sentences subtest is lower than other sub}cs}s. |

For the WISC-R subtests, the means for all subtests tended to be similar, though
the Information, Arithmetic, Digit Span, and Coding .subtcsts were generally lower than the
means for other subtests in all three groups. This suggests that thé third factor of Freedom
From Distractibility may be present in the sample (Kaufrﬁan, 1975, 1979); the presence of
‘this factor is most pronounced in the 9-0 to 12-11 age group. Because a clinical sample

was used in this thesis, it is not surprising that the means on these four subtests are lower

than other means.

40 "Unexpectedly" is meant as a subtest that was appropriate for the entire range of ages in
the group and also that nearly all of the children in the group took the subtest (i.e., over
90% of the children). For appropriateness of each subtest for children of a given age, sce
Table 8. For example, the mean of 38.0 for the Copying subtest in the 13-0 to 16-0 group
is not unexpected; because this subtest is most applicable for "average” children under 10
years of age, in the 13-0 to 16-11 age group, only children with low IQs would take the

Copying subtest and hence a low mean is expected.
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C. Intercorrelations Between Subtests, Arcas, Scales, and (omposu(c on
the Stanford-Binet IV and the WISC-R

The tables reported in this section provide the com:lmi&ns for the Stanford-Binet IV
and WISC-R. The f{rst three tables (Tables 17-19) report the correlations between the
WISC-R subtests and scales; Tables 20-22 report the correlations between the Stanford-
’Binct IV subtests, Areas, and Composite; finally, Tables 23-25 report the correlations
bctwccﬁ the Stanford-Binet IV Subtest, Areas, and Composite with the WISC-R subtests
and scales. All correlations reported in Tables 17-25 are based on pairwise correlations;
the number of pairwise cases for each comparison can be obtained from Appendix A.1.1 -
A.1.3. After all nine tables of correlations are reported, a brief discussion of each is given
with the emphasis being on unexpected correlations that differ from those reported by

Wechsler (1974) or Thorndike et al.(1986).



Table 17

Intercorrelations Between the WISC-R Subtests and Scales
For the Age Group 6-0 tq 8-11 Years

!
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‘o ’ Scale
WISC-R Verbal Performance Scores
-Tests Tests Tests (1Qs)

and
Scales
HE

Age 6-0 to 8-11 ) 5 sl 2l g o
Years 3.8 g el 8 g § g g g o o
HUHEEEEEREHEHE
E |- E| @ 2 § =
Ela|E|s|S|al&|&|z(&8]S 23|23
Information 621.68].671.41] .45]|.21].55]).49].29 |.44 | 36]|.81] .54| .74
Similaritics 61 .641.641.53|.18 | .56 45]|.40 .39 | .19 87| .56| .79
Arithmetic 541.591.65].31] .491.381.431.59 | .37 .81] .62] .78
Yocabulary 58] .43]1.27]1.641.411.401.53|.28] .84 60| .80
Comprehension S1[.311.571.261.36 .42 | .141.76 .52] .70
. Digit Span 291 .531.511.64 .53 1.09].62| .66} .68
Picture Completion 37).191.28 |25 |.17].30] .55| .44
Picture Arrangement S11.611.43 1.30{.67] 78] 78
Block Design 5930 | #7151 69 63
Object Assembly 447 | 21 49| 79| 67
Coding 35(.59] .73| .70
Mazes 311 .42] .39
Verbal 1Q 72| 94
Performance IQ 91

Full Scale IQ »




Table 18

Intercorrelations Between the WISC-R Subtests and Scales

For the Age Group 9-0 to 12-11 Years
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v Scale

WISC-R Verbal Performance Scores

Tests Tdsts Tests (1Qs)

and
Scales
&
2 N o
Age 9-0 to 12-11 ; ol &l g g il el
Years g ;g 3 g § g g 2 ol &l =2
ERE: E ) o - | 20 - g 3
Z |8 MR IEIEIE g -
| E| E|l | S| 81282 ]|8 | e
=|wn E >|ol Al&El &3 |02 >4 &
Information 00 .69 .77).74] 71| 46| 29].65[.47] .25] 36| 87| .58 80
Similarities 66| .721.78] 49| 59| .39 .62 (.46 | .30|.31] .89 | .64] 84
Arithmetic 671.66) .59 .47} 29|.621471] 36| .28] 81| 61] 78
Vocabulary 80| 58] .63] 26| .64 .52 | .39{.18| .90 .68| 86
Comprehension 50| .58].27| 661.52 | 31].34| 90| .65] 85
Digit Span 25| 25) 45|32 34| 25| 64| 44 60
Picture Completion A401.56(.601.311.25].63] .764 .74
Picture Arrangement 271471 .291.28].361 64| .52
Block Design 714 .39].51).72] .80{ .81
Object Assembly 31].49] .57] 84 .74
Coding 121.361 .63} .52
Mazes 341 44] 41
Verbal IQ 731 94
Performance IQ 91
Full Scale IQ
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Table 19
Intercorrelations Between the WISC-R Subtests and Scales
For the Age Group 13-0 to 16-11 ?carx

WISC-R Verbal Performance ;:‘?rl:g
« Tests Tests Tests (1Qs)
and
Scales
A
1

W;\ge 13-0 to 16-11 é i £ 1o

el F AR UL TR

HHHHHEHEEREHEHE

Information BT1 .78 BO| .83 781 61 64| 781.72 | 61] 54| 94| 81| 91

Similarities 82| 87| .86[.761 67] 73| 81].70 | 68| .66] 95| 86| 94

Arithmetc T4 801.71) 63] .73].751.66 | 501 61} 89| 78] 87

Vocabulary ' 821764 56| .61].715].64 | 60].51].93] 77| 80

Comprehension T4 581 6417063 | 641 591 .92 .76] 88

Digit Span S} 601.69) 4] .61].63] 81] .74 S(T

Picture Completion H611.69]1621 .571.74]1 .65 83| .76

Picture Arrangement 691.72] 421 691 .72] 82| .79

Block Design 73] .57 651 82] 89| 8R

Object Assembly S581.691.72| 88| 82

Coding S91.65( 78] .75

Mazes ; 62| .78 .72

Verbal 1Q 861 .97

Performance 1Q 96
Full Scale 1Q




Table 20
Intercorrelations Between the Stanford-Binet IV Subtests, Areas, and
Composite For the Age Group 6-0 to 8-11 Years

-

Q"uan_t-

, Abstract/ | 2ual
Binet IV Verbal Visual |itativel ghortTerm Areas
Tests Reasoning| Reasoning Rea_— - Memory and -
’ Area Area soning) Area Composite
Areas, g Area
and
Composite 2
20
' AN § 2| e
s | g go & bo | g
< -2 e S8 8 513 S
‘Age 6-0 to 8-11 § g 8212518 % 3=|2] |
Years g8 :«-swge** 2|2l E|2
HHHSHEHHEHBEHEHEHELE
11
2| g|2 g £l 5 HEEE
| s15|12| 518121812 (B|2|2]2|3]8 8|88
Vocabulary 74|56 | 47|.58|.26 | 42| .54 20|.60 | 68| .44 .88 | .63| 48} .56|.80
Comprehension 52| .57].41].02] 37| 42|.30|.50 | .56|.08|.87 | .58| .42| 51[.74
‘Absurdities 52|41].39|.59].51] 23| .44 | 53| 44|82 .58] 61| .50{.77
Pattern Analysis 43| 34| 36| .61|.31|34 | 54| 30|.61| 85| .41 45].73
Copying 01| 41(.50(.17[.32 | .50| .43|.54 | .79 46| 40| 63
(Matrices)* a4|.18].14 |34 | 31{ 33| .28 | .53] .10 40].40]
Quantitative 561.01].33 | 58] 26|54 | .41] 96] 28 62
(Number Series)* 26129 | 49| 36|.57 | .68] 85| 48].78
Bead Memory ’ 27 .19|.37(.28 | .35| .05|.73| .47
Memory for Sentences 63].49|.60 .42].34].79].68
(Memory for Digits)* v .38].66-] .56] .61}1.69].75
(Memory for Objects)* 38| 46/ .40| 76].59
Verbal Reasoning . | .69 .59] .61.90
Abstract/Visual Reasoning | 46|.54|.84.
Quantitative Reasoning ' _\\k& 281.68
Short-Term Memory \ .78
’
Composite ™~

* Items in brackets and with an asterick indicate van‘ébles for which there is a consistent pattern of missing data
for this age; therefore, the correlations for these variables, though reported, must be interpreted very cautiously.

-
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: Table- 21
Intercorrelations Between the Stanford-Binet IV Sybtests, Areas, and Composute
For the Age Group 9-0 to 12-11 Years

Abstract/ | Quant- '
Binet IV - Verbal | Visual |itativel g, Torm Areéas
Tests Reasoning| Reasoning] Rea: Memory and
’ Area Area |Soning Area : Composite
! Areas, o . Area
and —
Composite %
, 9 )
Age 9-0 to 12-11 k| 23 o Elg|3] 8 5|~
Years gl g g 2 & -2 - - > 2 E 9
: S| 32 &0 é E (-4 ’ g = @
HHEHHEHABEHEE R HE
172 p=1 Q. -

K >§§£8§Oz§222’>¢<§w8
Vocabulary 771.721.59 .39 | .70} .58 .72 | .59|.73].55 | .42 (‘_,9r1 J11.70 | .75] .85
Comprehension - 77|49 |35 | 64].56|.66 | .47|.59|.47 | 48| 93] 62|66 | 65| .79
Absurdities 66162 .741.631.731.60|.60].49 | .52| .90{.81].76 | .72| 89
Pattern Analysis ) ' . 541 .58].541.63|.71].52].46| .50} .63].871.67].71}.80
Copying , 47(.48 (.54 | 5h|.37\.48 | 46| 48] 81 .55 55] .67
Matrices 51].69 | .60|.59|.44 | .55|.76( 83 | .66 | .70] 82
Quantitative ’ 67 |.32].50(.38 | .40] .64] .631.93|.52].75
Number Series A48].551.521 .411.77].76 |.90 | 65 .86
Bead Memory ' K .431.40 | .48] .60}.73 |46 | .76].71
Memiory for Sentences | 731 45| .70[ 60| .57 | 84] 75
Memory for Digits | , 41) 55].56|.49 | .81 .67
Memory for Objects » 52).59 |45 | 73] 63
Verbal Reasoning : - J71.761.77].92
Abstract/Visual Reasoning . J71.79]1.93
Quantitative Reasoning 3 64 .88
Short-Term Memory : - .89
Composite |
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~ Table 22
Intercorrelations Between the Stanford-Binet IV Subtests, Areas, and Comssite
For the Age Group 13-0 to 16-11 Years

2

T s \
Abstract/| Quant- : :
Binet IV Verbal Visual |itativel gpone Term ~ Areas
Tests Reasoning] Reasoning Rea: ‘Memory and
’ Area Area soning Area Composite
Areas, Area
and .
Composite 2
=]
a 5 gle
« Y g SHEYCIEIR
2 IR TIEIGEE:
Age 13-0 to 16-11 : Y ol B A A g 152
Yegrs 8 g HE gé 2| & ela|El8
: @ gl g > ElE| & gle]8
JHEHE R HEHHEEHEHBL
p=1 9. [=]
>o§£8§of§2§'§°§§5058
Vocabulary .86].821.77 [.73] .77] .81 .76| .72| .80 ].65 | .62| .94| .81{.83 | .81] .89
Comprehension 82.80 |64 | .83(.90| .87|.76].81 .69 | .59] .96} .85.91 | .83] .93
Absurdities 76 | 73| 77| 76| 79| 77| 79| 66 | 61| 91 .82].81] .82| .88
Pattern Analysis 781 .78].82| .82 :81].73|.73 | 63| .82{.91].84| .83] .89
v " i
Copying 60|.63| .62].79]|.65|.60 | .57} .74] .87].69 | .75{.79
Matrices 1 | 86 83| 78| 72| .71 | 61] 85| .94|.89] .83] 92
Quantitative | 8775|7775 | 61| .89| 88].98 | .84] 94
Number Series ' ’ 77170 .65 | .51) .89] .88 |.95] .83] .95
Bead Memory « = 671.66 | .59} .80].841.79 | .87] .86
Memory for Sentences ' : .76 | .66] .85|.77].78 | .89] .86
Memory for Digits HERE |66} .72|.76].76 | .89] .82
Memory for Objects . ' ? 64|.681.63].84].73
Verbal Reasoning 88].92] .88 96
Abstract/Visual Reasoning ' ' 911 .88}.96
Quanfimive Reasoning .86].97
Short-Term Memory ’ 94
Composite
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Table 23 ’
Intercorrelations Between the Stanford-Binet IV Subtests, Areas, and Cdmposite
with the WISC-R Subtests and Scales For the Age Group 6-0 to 8-11 Years

. ' WISC-R
Age 60 t0 811 | WO | performance | Seale
Tests Tests (IQs)
a
. '.s§a g =z o
. o] o =1
‘Binet IV Tests, §§ g —sg §,§ g§)§ . Qég
Areas, & Eéggggggg‘g%’g
_ Composite 555>U’5‘§:"m805’>§;§.
Vocabulary 65).65 | .60].77|.58] 40 | 20| 62].51 | .42} 47|32 ] 79] 61| 76
Comprehension | |-54|64 | .51].62].57| 25 | 22| 63[ .40 | .17] 40 51 [ 69| 51] 65
Absurdities | |.48].58 | .53|.49|.47].33 | 30].55]|.40 | .50] 41 ].50 | .60] 50] 64
Pattern Analysis 39|.37 | .40 .41 |.22] .25 | 35| .40 (.49 [ .40 45] 64 | 44] 58] 55
Copying - 44).42|.50|.53|.38| .37 | 23] 56|32 | .41 45{.32 | 56| .55 60
(Maricesy* 35|17 | 28p.31 |15 42 | 37].14{.53 | 46| 34| 31 | 33] .55] 47
Quantitative 554.471.55].39.29] .36 | 05| 44 |.44 | 39| 40].33 | 55| 49] 56 |
(Number Series)* 46(.52|.59].62|.24] .37 | .01|.55(.34 | 54| 24| .42 | 67| 46] 61
Beall Memory 18129 28| .31 |.48| .28 | 38| 47[.29 | 28 25| 25 | .36 45| 43 o
Memory for Sentences 4 |.56|.63 | .44|.60|.46[.47 | .14| 41].58 | 27| 24 [F7] 4] 43 50
(Memory_forDigits)"/ 58|64 |.63].62|.50|.73 | 38] 61| .68 | .61| 45|49 | 73[ .73 76
Memory for Objects)*  [.43].51|.39].61].29] .35 {.16].51|.40 | .66 .42|.07{ .55].56] .60
Verbal Reasoning 65].73 1 .63|.72|.62| .38 | 32]-69|.51 | .43] 48].51 [\81] 66| 80
Abstract/Visual Reasoning|.51 |48 | .52|.55 [.37| 35 | 38|.54].54 | 49| 53] 59 | 60| 69| 69
| Quanitative Reasoning | 58|50 | 61| 44 |32 35 | 05| 47| 43 | 42| 40] 37 | 59] 50| 0
Short-Term Memory  |.52|.61 | .52|.65.58}.48 | 36| 62.53 | .39] .40}.35 | 69| 62| 71
Composite 691.73].70].74|.60] 49 | 36].73| .62 | .53| .56 .56 | 84].77| 87

* Items in brackets and with an asterick indicate variables for which there is a consistent pattern of
missing data for this age; therefore, the conelauons for these variables, though rcponcd must be
interpreted very cautiously )
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Table 24
Intercorrelations Between the Stanford-Binet IV Subtests, Areas, and Composite
with the WISC-R Subtests and Scales For the Age Group 9-0 to 12-11 Years

WISC-R

A e 9_0 tO 12_11 WISC'R WISC'R Scale
g Years Verbal Performance Scores

Tests Tests (1Qs)

%\ ,
- - ?
g g -
g 2| s < =4

“ slglel 2|2l 5| 5| BV 8|%

Binet IV Tests, | 5| 2|3 -% 8|S R|< =1 =
Areas, & E—E-_E gﬁggg‘g‘%"g%gﬁ

3 < . bo —t —t @ —y =
Composite IR 8@'5 22121813 SIS
Vocabulary 80).72| .63].82].82|.60 | .51}.34].66 { .57}.36].25] .86}/ .67] .84
Comprehension 681.73| .68].71].77]| .52 | .51 34|.53 | .48} .44].34] 81] .63]|.79
Absurdities 71].67|.571.66].77|.54 | .58§.33|.64 | .62].31].41} .77| .68} .79
Pattern Analysis .581.57|.58|.51].58}.42|.55].20}.78 | .59].32|.38] .63 .67] .69
Copying ) 45].43| .37} .45|.47{440 | .59| .38].60 }-61|.40].45] .51} .69| .64
Marrices 74|.71] .65].73].79) 44 | 162 26|.71 |\60] .32} .40 82 :69| 82.
Quantitative 621.62].51{.57}.63].43 | .58(.304.51 ¥7 .07].30] .67} .50] .64

/ ) : .
Number Series |.761.72|.73].76 | .691.53 | .51].17}.67 .&9 .201.43] .83] .60].79

69
Bead Memory L sila6| 28] 52 60] 27| 47| 03] 74 [ .58 35| 30| 57| 6l 63
Memory for Sentences  |.75].59 | .62|.68].63| .69 | 37] 21|.46 | .28 .34|.20} .72| 46] 65
Memory for Dizﬁ 59(.49] .58].57|.48].83 | .28].13].50 | .30| .34|.13| .61| .44} .58
Memory for Objects | 49.49 | .42} .47].48].39 | .50 .18 .45 | .42 .39}.27] .53 .51] .56
Verbal Reasoning . |.80(.76 | .68].81|.86}.60 | .59].38).66 | .61 .40].36] 89| .72| .88
Abstract/Visual Reasoning] .71 |.68 | .68].691.75|.52 | .68] 32].84 | .70] .41|.45] .79] .81} .86
Quantitative Reasoning |.75|.72 | .67] .69].72] .53 | .59 29].65 ] .53| .17} 42| 81| 61] .78
Short-Term Memory |76 .65 | .66].72|.712| .69 | .51|.19].70 | .51| .46].29] 79| 65| .78
Composite 84].78 | .74].80|.84| .65 | 65| 33].79 | .65| .40].42] 91| .78] 91
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Table 25
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Intercorrelations Between the Stanford-Binet IV Subtests, Areas, and Composite

with the WISC-R Subtests and Scales For the Age Group 13-0 to 16-11 Years

- WISC-R
Age 130 to 11l e Performance | goaie
Tests Tests (IQs)
AE(HINE .
. (=9
Binet IV Tests, JEE -;:8: ) § E § g =1 é E
Areas, & éégg%‘fégggw g
Composite E§5>6’§°Eam8§§>§§
Vocabulary 83] 83| 78| .90|.82|.72 | .61 .63].78 | .62{.57|.49] 89| 77| 87
Comprehehsion 87| .88 .86 .85].87|.80 | .70| .68 .77 | .69] .69|.65| .93| 84| 92
Absurdities 191 85| 81}.77|.76] .69 | 68| .77]|.78 | .70] .55].55] 86| .81] .87
Pattern Analysis 791 81| 78| 70].79|.70 | .70} .69 | .84 | .73| .69 |.67] 83| .86] .88
Copying 1| 72| 57| .72|.55] .62 | .56|.67|.74 | .60| 62 (47| 71| 74| 75
Mafrices 75| .84] 76| .77|.80| .75 | .68].74|.76 | 74| .71 {.70| 84| .88] .90
Quantitative 83| :85(.79| 83].84|.83 | .62 .68|.80 | 72| 61|65} 89| 82 .89
Number Series 84| 87[ 82| .76 |.80| .76 | .56 .68].76 | .60] 62| 56| .90{ .81 .91
Bead Memory .75 73] 80| 67|.64|.71 [ .70] 69.80 | .68] 59 .62] 78] 83| 83
Memory for Sentences | .81 | .79{ .71 85|.75| .82 | .56} .52|.70 | 71] 62| 58| .85l .76] .83
Memory for Digits 70} 72| 67| .68|.72| .82 | .54|.64].68 | 69| .55]|.62| 76| .74] .77
Memory for Objects 60| 55| 61).63|.54|.62.39].59|.54 | 67].51].51] .63| .65] .66
Verbal Reasoning 89| 92| 86| .91(.87( .80 .68].72(.83 | .711] .66|.61] .96| .87[ .95
AbstracyVisual Reasoning] -82 | 88| 80| 80 [.82|.77| .69].79|.85 | .78| .74 {.73| 89| 92| .93
Quantitative Reasoning | .86 | .87| :82|.84'1.85|.83 | .67].72(.82 | .72| 65|.66| .91 .86 .92 |
Short-TemMemory | -84| 83| 81].82[.76] .86 | .65].69|.80 | .79] 68].67] 88| .86] .90
Composite _ 89| .91] 86| 88 .86 .85 | .70} .76 |.88 | 79| .72].70] .95 .92 97




195

L

Intercorrelations Between the WISC-R Subtests and Scales*!

The intercorrelations bcm)ccn the WISC-R subtests and scales for the age group 6-0
to 8-11 years are reported in Table 17; all intercorrelations were significant (p < .05) with
the following exceptions: Picture Completion was not significantly related to Information
(p=.078), Similarities (p=.111), Block Design (p=.102) or to Mazes (p=.130);
furthermore, Mazes was not significantly related to Similarities (p=.112), Comprehension
(p=.182), Digit Span (p=.292) or to Object Assembly (p=.082).

The intercorrelations between the WISC-R subtests and scales for the age group 9-0
to 12-11 years are reported in Table 18; all intercorrelations were significant (b < .05) with
the following exceptions: Mézcs was not significantly related to Voce;bulary (p=.078) or to
deing (p=.182). '

' The intercorrelations between the WISC-R subtests and scales for the age group 13-
0 to 16-11 years are reported in Table'19; all intercorrelations were significant (p < .05)
with no exceptions; in fact all intercorrelations were significant even at the .001 level.

Intercoﬁ‘éiations Between the Stanford-Binet IV Subtests, Areas,

"and Composite

The intercorrelations between the Stanford-Binet IV subtests, Areas, and
Composite for the age group 6-0 to 8-11 are reported in Table 20; the number of pairwise
cases used to calculate each correlation can be obtained from Appendix A.1.1. Alihough
the intercorrelations between Mat' iwes, Number Series, Memory for Digits, and Memory
for Objects with all other subtests and Areas has been reported, these correlations must be

interpreted very cautiously because they are not appropriate for many children in this age

7

41 Following Thorndike et al. (1986, see note 2, p. 110), intercorrelations between

subtests and scales on the WISC-R or between subtests and Areas, or subtests and

Composite on the Stanford-Binet IV have not been adjusted for overlap. The reason for
- this being that "the adaptive testing format of the Fourth Edition does not require each

examinee to take the same test" (Thorndike et al., 1986, p. 110).
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group and the number of pairwise cases for these correlations is often low42. For the eight
subtests appropriate for this age level (see Chapter 3) all intercorrelations between subfcsts.
Areas, and the Composite were significant (p < .05) with the following exceptions: Bead
Memory was not Wsigniﬁcantly related to Vocabulary (p=.088), Absurdities (p=.061),
'Copying (p=.131), Quantitative (p=.464) or to the Quantitative Reasoning Area (p=.363);
further, the Quantitative subtest was not significantly related to the Short-Term ‘Memory
Area (p=.067). |

Comparing the intercorrelations for the 6-0 to 8-11 age group (Table 20) with those
reported by Thorndike et al. (1;)86, pp. 114-116) a striking similarity can be noted. Only a
few correlations differ to some degree. First, the intercorrelations between Bead Memory
" and nearly all other subtests, Areas, and the Composite are much lower in the current
samplc; the correlations between thc‘Quantitativc subtest and the Short-Term Memory Area
is also slightly lower in the current sample; similarly, the correlations between the
QHanﬁtadve Reasoning Area and both the Shon-Tenn Memory {}rea and the Composite are
lower in this sample; and the Short-Term Memory Area has a lojwcr correlation with the
- Composite than reported by Thorndike et al.. Conversely, some of the correlations in the
‘current sample are higher than those reported by Thorndike et al.: the Vocabulary subtest
correlates slightly higher with both the Copyiflg subtest and the Abstract / Visx'ual Reasoning
Area; similarly, the Comprehension su‘btest correlates more highly with both the Pattern
Analysis subtest and the Abstract / Visual Reasoning Area thaLn repoftcd by Thorndike et

al.; also, the Absurdities subtest is more highly correlated with both the Quantitative

42 For the four subtest taken by only some children in this age group (Matrices, Number
Series, Memory for Digits, and Memory for Objects) many correlations were not
significant (p>.05): Matrices was not significantly related to Vocabulary (p=.107),
Comprehension (p=.463), Copying (p=.476), Quantitative (p=.252), Number Series
(p=227), Bead Memory (.254), Memory for Sentences (p=.052), Memory for Digits
(p=.066), Memory for Objects (p=.055), the Verbal Reasoning Area (p=.090) or to the
Quantitative Reasoning Area (p=.310); Memory for Digits was not significantly related to
Bead Memory (p=.160); Memory for Objects was not significantly related to
Comprehension (p=.344), Pattern Analysis (p=.058), Quantitative (p=.092) or to Number
Series (p=.066); and Number Series was not significantly related to Bead Memory

(p=.137) or to Memory for Sentences (p=.116).
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subtest and the Quantitative Reasoning Area than reported by Thorndike et al. (1986).
Overall, however, the correlations from fhc 6-0 to 8-11 age group are nearly
interchangeable with those found by Thorndike et al.

The intercorrelations between the Stanford-Binet TV subtests, Areas, and
Composite for the age group 9-0 to 12-11 are reported in Table 21; the number of pairwise
cases used to calculate each correlation can be obtained from Appendix A.1.2. For the
twelve subtests appropriate for this age level (see Chapter 3) all intercorrelations between
subtests, Areas, and the Composite were significant (p <.05). Comparing the findings
from the current sample (Table 21) with reported intercorrelations by Thorndike et al.
(1986, pp. 117-120) reveals that the two sources indeed report similar\ results. A few of
the correlations in the current sample are slightly higher than those repbrted by Thorndike et
al. (1986): First, the Absurdities subtest correlates more strongly with nearly all subtests,
Areas, and the Composite; second, the Mam'cc‘s subtest has slightly higher correlations
with Vocabulary, Absurdities, Memory for Sentences, Memory for Objects, and the Verbal
Reasoning Area; third, the Pattern Analysis subtest has higher correlations with the Bead
Memory, Memory for Objects, and Short-Term Memory Area; fourth, the Number Series _
subtest has a slightly higher correlation with the Vocabulary, Absurdities, and Verbal
Reasoning Area; fifth, the Memory fo; Di_gits'subtest has a higher correlation with the
Vocabulary and Memory for Sentences subtests; sixth and finally, the Abstract/ Visual
Reasoning Area has a higher correlation with the Vocabulé;y and Absurdities subtests.
Taken as a whglc, however, the correlations reported in Table 21 are indeed very similar to
those reported by Thorndike et al. for the corresponding age range.

The intercorrelations between the Stanford-Binet IV subtests, Areas, and ®
Composite for the age group 13-0to 16-11 are reported in Table 22; the number of
pairwise cases used to calculate each correlation can be obtained from Appendix A.1.3.
For the ten subtests appropriate for this age level (see Chapter 3) all intercorrefations

between tests, Areas, and the Composite were significant (p < .05); in fact, all correlations

A ;

)
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were significant even.at the .001 level. Comparison of Table 22 with the intercorrelations
Y .
for the appropriate age range in 'Ihorhdikc etal. (1986, pp. 121-124) indicates that the
correlations in the current sample (13-0 to 16-11 age group) Tc inflated. This is to be
expected given the extremely large standard deviations for this group on subtests, Areas

)

heterogeneity of this age group (sce Figure 10). Therefore,

and the Composntc on the Stanford-Binet IV (see Table 16); Td also, the extreme
}h factorial findings for this

R

age group must be regarded cautiously, as the artificially hip 1

orrelations may operate to

produce an artifactual general factor.

Intercorrelations Between the Stahfo Ly w;;\btcsts, Areas, and
Composite and the WISC-R Subtests and Sca ey '

The intercorrelations between the Stanford-Binet IV subtests, Areas, and
Composite with the WISC-R subtests and scales for the age group 6-0 to 8-1 ‘l‘.ﬁrc reported
in Table 23. Altpough twelve tests from the Stanford-Binet IV have been included, the
Matrices, Number Series, Memory for Digits, and Memory for é)bjccts subtests are not
applicable to all children in this age group, and therefore have far lower numbers of cases
on which the pairwise corrcla‘ltions are based; also, because of the type of children who
take these subtésts at this age level, a truncation of range is present which will tend to lower
actual correlations. Therefore, th¢ correlations of these four tests with other tests and
scales must be interpreted with extreme caution--to see how thcscbsubtcsts relate to others,
one would be best advised to inspect Table 24 which reports the intercorrelations for the 9-
0 to 12-11 age group--where these four subtests are appropriate for the "average" child.

The intercorrelations between the eight Stanford-Binet IV subtests appropriate for
the younges‘t age (see Chapter 3), the four Areas, and the Composite with the twelve
WiSC-R subtests and three scales were all significant (pA< .05) with the following
exceptions: the Picture Completion subtest was not significantly related to the Stanford-

Binet IV Vocabulary subtest (p=.096), the Stanford-Binet IV Comprehension subtest
(p=.074), the Copying subtest (p=.061), the Quantitative subtest (p=.379), the Memory
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for Sentences subtest (p=. 171) or to the Quantitative Reasoning Area (bm." ‘he Object
Assembly s;ubtcst was not significantly related to the Binet IV Comprehensiui: subtest
(p=.126); the Pattern Analysis subtest was not significantly related to the WISC-R
Comprehension subtest (p=.071); the Bead Memory subtest was not significantly related
to the Information subtest (p=.111) or to the Mazes subtest (p=.051); and the Memory for
Sentences subtest was not significantly related to the Coding subtest (p%.056).

The intercorrelations between the Stanford-Binet I'V subtests, Areas, and
Composite with the WISC-R subtests and scales for the age group 9-0 to 12-11 are
reported in Table 24. The intercorrelations between the twelve Stanford-Binet IV subtests
appropriate for this age (sece Chapter 3), the four Areas, and the Composite with the twelve
WISC-R subtests and three scales were all significant (p < .05) with the following
exceptions: Picture Arrangement was not significantly related to the Pattern Analysis
subtest (p=.052), the Number Series subtest (p=.108), the Béad Memory subtest
(p=.420), the Memory for Digits subtest (p=.146), the Memory for Objécts subtest
(p=.087) or to the Short-Term Memory Area (p=.064); the Coding subtest was not
significantly related to the Quantitative subtest (p=.280), the Number Series subtest
(p=-071) or to the Quantitative Reasoning Area (p=.086); and the Mazes subtest was not
significantly rclatqd to the ory for Sentences subtest (p=.059) or to the Memory for
Digits subtest (p=.165).

The intercorrelations between the Stanford-Binet I'V subtests, Areas, and
Composite with the WISC-R tests and scales for the age group 13-0to 16-11 are reportcc;
in Table 25. The intercorrelations between the ten Stanford-Binet IV subtests used for this
age (see Chapter 3), the four Areas, and the Composite with the twelve WISC-R subtests
and three scales were all significant (p <.05). Also, the intercorrelations between the

Copying and Absurdities subtests with the other subtests and scales were all significant*3.

- 43 Though the number of children in this agé group is 56, the number of pairwise cases for
the intercorrelations ranged from 29-31 for Copying and from 42-44 for Absurdities.



200

D. Principal Components Analyses of the WISC-R

In this section, the results from the principal components analyses of the WISC-R
are reported. Each age group will be dealt with separately. All factoring done on the
WISC-R alone was based on handling missing data in a pairwise fashion--very few data
| points were missing. For each group, a table providing the unrotated principal components
(full component model) is given. From this table, the size of consecutive eigenvalues was
obtained and used in both the eigenvalue-one and scree test criteria; the scree plot is also
provided for inspection. Next, one or more tables are provided where factors have been'
rotated by the varimax criterion. These tables report truncated principal components with
several number-of-factors solutions being reported as suggested by several theoreticians
(Caroll, 1985; Comrey, 1978; Gorsuch, 1§83; Hakstian et al., 1982} Walkey, 1983).
Several number-of-factors solutions are provided to encompass the eigenvalue-one and
scree test criterion (Gorsuch, 1983; Hakstian et al., 1982), as well as the number of factors
hypothesized to underlie the test (Walkey, 1983). Generally, for the WISC-R, this meant
rotating two-, three-, four-, and sometimes five-factor solutions--the two-factor solution
being suggested by Wechsler's (1974) construction of the WISC-R with Verbal and

Performance scales.

WISC-R Principal Components for the Age Group 6-0 to 8-11 Years

The unrotated pi'incipal cor;lponcnts for the age group of 6-0 to 8-11 years is
reported in Table 26. From this table, it can be seen that three of the principal components
have eigenvalues greater than one. Therefore, by the eigenvalue-one criterion, three factors
should be extracted and rotated. This also corresponds With Kaufman's (1975) work
which suggests that three factors underlie the WISC-R. To determine the number of
factors suggested by the scréc test, the successive eigenvalues from Table 23 have been

plotted in Figure 12.
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Table 26
Unrotated Principal Components For the WISC-R:
Ages 6-0 to 8-11 Years?

WISC-R Unrotated Principal Components

Age 6-0 to 8-11

Tests 1| {m| vy v |vejvirvinfrx | x [ xy x| .
Information 76 | 04)-41]-08] 09| 27|-31]-14]-04] 00]-.14] 18
Similarities 77 |-26]-20] -23 18] a1} 5| 23] 27]-21] 07 01
Arithmetic 81 [-10]-17] .08]-31| 28] .11|-21] 09| .10 -.04]-21
Vocabulary 78 |-13]-27] .00| 20| -26]-26] 12[-01] 28] .16]-.07
Comprehension 71 | -44]-06 09] 09]-16| 43| 017 10[-14] 08
Digit Span 76 | -.15] 38| -.17]-29| 21] 01]-.02]-.17]| .00 .25{ .10
Picture Completion 42 1-.021 33] .77] .23 ] 221-.09} .11 .03} -.01] .00} .01
Picture Arrangement .80 | .01} .14] .00} 31 1-27{-.07-.31]-.09 | -25{ .04]|-.08
Block Design 66 | .51 .18/ -.30] .18 | .16] .04| .241-.19 | .01]-.12]-.12
Object Assembly 68 | .18] .57}-.19{-.03 | -.15| -02{-.08| 28| .15{-.11] .08
Coding 68 | 02]-07| .19]-.55 | -29]-.18] .19]-.03 | -.16] -.10] .00
Eigenvalue 5.88 11.1411.05] 0.90{ 0.750.57] 0.51}0.34] 0.27]0.25] 0.19| 0.13
% of Total Variance §49.0] 95 |88 7563 | 47)42}29(23 ]| 2.1] 1.6] 1.1
Cummulative % Var. ]49.0]58.5|67.3| 74.8] 81.1]|85.8] 90.1§92.9] 95.2{97.3198.9{ 100

8  Missing data was dealt with on a pairwise basis for this component analysis; n=46.
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Scree Plot for the WISC-R for the Age Group 6-0 to 8-11 Years
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The scree for this age group has several breaking points, making it difficult to

determine the correct number of components suggested by this criterion; however, the

upper most break in the scree suggests that five factors should be extracted. Therefore,

two-, three-, four-, and five-component solutions were extracted and rotated by the

varimax criterion. The five-factor solution is not reported because the fifth rotated principal

component turned out to be a singlet with only Picture Completion loading on it; the

remaining solutions are presented in Table 27.



Table 27
Two-, Three-, and Four-Component Varimax Rotated Principal Components
' ' For the WISC-R: Ages 6-0 to 8-11. Yearsa
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o WISC-R Varimax Rotated Principal Components
Age 6-0 to 8-11 H-_T

Components Components Components
Extracted .., Extracted Extracted

Tests I 0 1 1 om h I o m o vh

Information 65| 40|57} {76 | 00 41| 751 }.76| .15 | 39]-05] 75

Similarities .80 .14{ 664 §.80 | .25(.08].70{ §.81].30 ]| .02}-07] 75

" Arithmetic 76| 290|671 $7a | 31| 22 70] {74 | 25| 20| 21] 70

Vocabulary 75| 2663} {78 | 21| 22| 708 §.79] .19 | 20} .10] 70

Comprefiension 84]-0s|70} {76 321-15| 704 }.76] .19 |-16]| 27] M

Digit Span 74| 23|60 jn§.46°| 73[-01] 74} f49].70|-11].17] 77

Picture Completion 38| .18]18F {7 | st .01f 298 }.14] .04 | .09] 91] 88

Picture Arrangement 70) 39]63} §.53|.57] 22| 65§ }.54].52| .16[ 24| 65

Block Design 34| 771708 9| 56| .62] 731 §.22] 72| 49]-09] 82

Object Assembly S1| 48|49} {.16] 86| 20| 81§ {20 88| .07| 18] 85

Coding 59 34|47} {54 | 33| 26f 47] 54| 251 25 30 51

Mazes 03| 85{.72} §.17|.03| 89| 82% }.15].09| .91

Sum of Squared Loadmgs -

:, % of Total Variance [40.1
Cummulative % Var. J40.1

4 Missing dala was dealt with on a pairwise basis for this component analysxs, n=46, -

From Table 27, it can be seen that the four-component solution also has a singlet--

with only Picture Completion liaving a substantial loading on the fourth 4c.omponent;

therefore, the four-component solution is not appropriate. The three-component solution

seems the most apprapriate in terms of mterpretablhty, and it also is the solution supported

by the clgcnvaluc-one criterion. The two-component solution, on the other hand, appears

to compress too much variance onto the first component and the second component
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consists of only the Block Design, Object Assembly, and Mazes sgbtcéts. with an
additional moderate loading from Information.

Thus, the three;component solution has been chosen as the correct sdlution, and it
will now be discussed in"v*‘rno're detail. The first component is Verbal in nature and will be
: refém:d to as Verbal Comprehension as is traditionally the case (see Kaufman, 1975). On
this componcnf the Information, Simildrities, Arithmetic, Vocabulary and Cbmprchcnsion |
subtests have High loadings, just as found by Kaufrham (1975) for the WISC-R

* standardization sample. Furthermiore, moderate loadings on this component include Digit
\ ; ‘

b

~ Span, Pic(;turc Arrangément, and Ceding. These moderate loadings are not without
preceden;c: Digit Span has been found to load on the Verbal Comprehension factor
| (Kaufman, 1975) as L. . Picture Arrangement (Hodges 1982; Karnes & Brown, 1980)
and Coding (Karnes & Brown, 1980).

The second component, Perceptual Organiz. strong or moderate loadings
from Digit Span, Picture Completion, Picture Arrangcmcnt Block Desigr, and Object
Assembly; all of these subtests, with the excepnon of Digit Span are commonly found to
have loadmgs on the Perceptual Organization factor (e.g., Kaufman, 1985). Also, Groff
and Hubble (1982) found that Digit Span had its highest loading on the Perceptual
Organization factor for children with low intellectual ability.

The third compopent was fairly unique _\Qiithlock Design and Mazc}s having strong
loadingsand with Information having a moderate loading. Whether or not this component
represents Freedom From Distractibility\is questionable as the traditional markers of Digit
Span, Arithmetic, and Coding did not load on this component. Althdugh Information is

- known to load on the third factor (Kaufman, 1975; Sapp et al., 1985) as is Block'Design
(Hodges, 1982; Petersen & Hart, 1979; Sapp et al., 1985), there does not appear to be a
clear precedence for Mazes loading on the third factor#4. Takén as a whole, however, the

44 Tt must be remembered, however, that most often the Mazes subtest is omitted from the
factor analyses done Qn the WISC-R, so its loading on the Perceptual Orgamzauon factor is

- best substantiated for "normal” chxldren (i.e., Kaufman, 1975).

A
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P
third factor has a visual-motor nature that involves pla;lning and nonverbal reasoning; for < P
this reason the third ébmponent will be referred to as Visual Planning and ~Reasoning.
Taken as a whole, thé first twp components in the 6-0 to 8-11 age group do
resemble Verbal Comprehension and Perccpnﬁial Organization as defined by Kaufman's
(1975)‘ prototypical factor pattern. Slight variations in these two factors from Kaufman's
findings are not surprising given that the current sample is clinical in pature--indced, most
of the unique loadings have some precedence in other clinical samples. On the other hand,
the third corhponcm for this age group does appear to be unique. The inclusion of Mazes
in the %nalysis appears to have had a strong influence in determining the third component';.
this iS not surprising given that several of the correlations between Mazes and other
subtests were not significant for this age group. Although the nature of the third
component is not totally clear, it does seetﬁ to have a Visual Planning and Reasoning
element. Overall, the WISC-R factor structure for this age group is similar enough to that
found by previous researchers to consider the sample adequate for examinirig the factor

structure of the Stanford-Binet IV.

WISC-R Pringipal éompoynents for the Age Group 9-0 to 12-11 Years

The unrotated principal components (full component model) for the WISC-R for the
age group 9-0 to 12-11 Jyears are reported in Table 28. Only two of these comﬁonents have
eigenvalues greater than one though a third component is closé to one (eigenvalue of .95),

hence, the eigenvalue-one criteria suggests that a two-components solution is appropriate.
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\
~ Table 28 .
Unrotated Principal Components For the WISC-R: ' Ages 9-0 to 12-11
g Yearsa

WISC-R

Unrotated Principal Components
Age 9-0 to 12-11 . v

L

Tests 1| fm|v] v |vr v i ix [ x [ x1 |xno
Information 85 |-28]-.19] .10| .14[-06| 09]-07| 00}-25]-.18]-.16
Similarities 83 |-.12|-01]-18| .17| .33}-07( -.07] - 24| .18]-.14{ .04
Arithmetic 80 |-22| 00| 09| .02[203|-49| 21| .13|-a1] .00 .02
) Vocabulary 86 |-28| 08]-.19| -.05|-06| .16| -.07| .14]-09}03)-2
Comprehension 86 |-.17]-.10{-20] -.02| 21f-.08] -.15| 22| .10] .19]-.14
Digit Span o7 |-37]-01 48| .17[-23] .19 .13 -10] 18] .09 .00
Picture Completion |71 [ 23| .18-48]-.03]-07] 16| 37| -06]-03] .02|- 06
Picture Arrangement 147 | .51 36| .13] .58] .03|-.04{-.09| .02]-.10] .08} .03
Block Design 83 | 15|17 01| -31]-.09]-11] -.14] -.26| -.14} .18] .02
Object Assembly - 172 | .48|-04|-07(-.12|-36|-05] -.17} .08} .18]-.13|-.03
Coding 47 | 06| 65| 36| -42| 18] 05| -01] .02-01]-06]-.04

Mazes

Eigenvalue 6.36 | 1.2310.95| 0.85/0.72 [ 0.45] 0.38]0.31] 0.24] 0.2} 0.16] 0.14
% of Total Variance [53.0 103179 {71 [6.0 38 |31 {26 | 20} 17{13]1.1

Cummulative % Var. 53.0}633}71.2{ 78.3|84.3 |88.0} 91.2193.8 | 95.8197.5|98.9{ 100
8 Missing data was dealt with on a pairwise basis for this component analysis; n=66




To determine the number of components to extract and rotated according to the
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icTee test criterion, the successive eigenvalués from Table 27 have been plotted in Figure

|3. Once again, there are several breaking points in the scree. Either a two- or four-

:omponent solution seems to be Thdicated by the scree plot. Therefore, two-, three-, and

‘our-component solutions rotated by the varimax criterion are reported in Table 29.

-

Eigenvalue

6.0

5.0

4.0

v 3.0

2.0

1.6

Figure 13
Scree Plot for the WISC-R for the Age Group 9-0 to 12-11 Years

Successive Factors



Table 29 _
Two-, Three-, and Four-Component Varimax Rotated Principal Components
For the WISC-R: Ages 9-0 to 12-11 Years®

208

WISC-R Varimax Rotated Principal Componenté
Age 9-0 to 12-11 Two Three our
Components Components Components
Extracted Extracted i Extracted
Tests I 11 h2 I I I h2 I II NI 1V h2
Information 86|24 |79} 1.87( 26| 08| 83} | 85| 25| 24| .05] 84
Similarites 7636 |7} {as| 26| 28| 1 | 65| 4] a4 11] 74
Arithmetic 79126 .69} .78 17| 23| 69] | 75| 28] .15] 20] 70
Vocabulary - .871].24 |.82 851 .10].30] .83 5] .531-.02] .14] .86
Comprehension .81}1.33 ].76 811 .28]1.20].77 J1) 54| .15] .02} .81
Digit Span 761.06 |58} §.76 | 02| .10] 58] | 83[-.14] 15| 28] 82
Picture Completion 46 1.59 |.56 A3 1 34| 54| .59 24| .84 .11{ .21] .82
Picture Arrangement A11.69 [49F 1.06| 34| .71 62 | .01f 34| 33| 64| .64
Block Design .611.58 |.1 61| 541 .27 .74 54| 44| 47| .15} .74
Object Assembly .34 1 .80 |.76 32| 65] 48] .76 22y 57} 551 .30 .76 ..
Coding 361.31 }.23 28 1-.16| .74] 65 301 .071-.06| .83} .78
Mazes JA1].69 |.49 A5 871 .001 .77 18| .06 .92] .03] .88°
Sum of Squared Loadings
% of Total Variance J399|233
Cummulative % Var. {399 |63.1},

8 Missing data was dealt with on a pairwise basis for this component analysis; n=66

»




209

From Table 29, the two-component solution is the easiest to intetpret and follows
the prototypic pattern identified by Kaufman (1975) for two-factors. The first component
is clearly similar to Verblal Comprehension as outlined by Kaufman. High loadings on/tgis
factor include Information, Similarities, Arithmetic, Vocabulary, Comprehension, and Digit
Span; moderate loadings includc. Picture Completion and Block Design--both of which
have small loadings on the first component in normal samples (Kaufman, 1975). The
second component includes strong or moderate loadings from all the Performance scales
subtests with the exception of Coding.

In the three-component solution, the first component is clearly Verbal
Comprehension, with high loadings from all the Verbal Scale subtests; once again,
moderate loadings on this component from Picture Completion and Block Design are
noted. The second and third components have loadings from t'he Performance Scale
subtest; in fact, three of the six Perfonnance Scale subtests load on each of these two
components: the second component having loadings from Block Design, Object
Assembly, and Mazes; and the third component having loadings from Picture Completion,
- Picture Arrangement, and Coding just as found by Petersen and Hart (1979) in their group
of slow learners and learning disabled children; furthermorc,?)bject Assembly has a
modcrafc loading on this third component. Worth noting, scores on Picture Arrangement,
Coding, and Object Assembly all are influenced by speed; to a lesser extent the 20 second
time limit for Picture Completion makes time an irﬁportant aspect. Thus, the third factor
may be similar to Freedom from Distractibility, or i't may alternately be conceived of as
Broad Speediness symbolized by Gs (Horn &Cattell, 1966; Undheim, 19815); the latter is
perhaps more defensible in that neither the Digit Span nor Arithmetic subtests load on the
third component.

Comparing the three-component solution to the two-component solution, it can be
" noted that in the three-component solution the Performance Scale subtests ghat load on the

second component are different than those that load on the second component in the two-
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component solution. By extracting three componcnts; rather than two, the Perceptual
Organization component is fractionated into two smaller components. Similarly, when a
four-component solution'is examined, this fractionating of the Performance Scale subtest
onto the second, third, and fourth components is even more evident.

Because the three- and four-component solutions tend to fractionate the Perceptual
Organization component, and because the eigenvalife-one criteria suggests only two
components, the two-component solution is taken as the best. Furthermore, these two
components are similar to Kaufman's factors of Verbal Comprehension and Perceptual
Organization. Hence, the two-component solution in the current age group validates the
current sample (age group 9-0 to 12-11) as being similar to other clinical populations in

terms of the WISC-R factor structure.

WISC-R Principal Components for the Age Group 13-0 to 16-11 Years

The unrotated Principal Components for the age group 13-0 to 16-11 years are
reported in Table 30. Only one component has an eigenvalue greater than one, and hence
the eigc.nvalue-one cn't.eria suggests that only one factor be extracted--this would be the first
unrotated principal tomponent from Table 30. To determine the nlimber of components

suggested by the scree test, the successive eigenvalues have been plotted in Figure 14.



Table 30

Years?

Unrotated Principal Components For the WISC-R: Ages 13-0 to 16-11

WISC-R
Age 13-0 to 16-11

Unrotated Principal Components-

Tests I | jo| vy v |vrvin v ix | x | X1 |xn
Information 90 |-29]-.03]-.03|-.15]-.03] .11}-.06] .03 | -01]-.25| .05
Similarities 94 |-14] 00l -00] 04| 07]-.11]-06|-03 |-10] -01]-23
Arithmetic 87 |-09]-24| -.14] 18]..02| .10] 30| .02}-.14] .02} .05
Vocabulary 87 |-35] 01]-06]-.09|-03] -.03]-22}-03] -13 15| .11
Comprehension 88 |-26| .04|-.09] 21 .09] .11}-02]-.16| 24| .04] .00
Digit Span 84 |-17] .06| 31| .13 |-.32] .00] .03} .18 | .06] .03|-.03
Picture Completion 76 | 43| .11-39(-.10 | -.11} .15)-.06] .15 .05] .04]-.02
Picture Arrangement 80 | .241-39] .10 .11 { .25}-.13]-.11] .17 ] .06]-.01] .05
Block Design 88 | 04]-09|-08]-27]-11] -20] .16]-09] 10| 01 03]
Object Assembly 83 | .21]-08] 33]-29] .12| 22| 04-.08 | -01] .06]-05
Coding 72 | 03] .63] .07] .02 | .22{-.08] .10| .08 | -.03]| -.01} .05
Mazes 50

R

Etgenvalue 8.50) 0.86]0.64]|0.43 | 0.35| 0.30/0.23 | 0.21] 0.1710.13{ 0.04 0.08
% of Total Variance ]709)72 | 5436 | 29125119} 18] 14}111]08]} 07
Cummulative % Var. |70.9] 78.1/83.4]87.0 |89.9 | 92.4}94.3 | 96.0| 97.5{98.5] 99.3| 100

Missing data was dealt with on a pairwise basis for this component analysis; n=56
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From Figure 14, the number of components to extract and rotate according to the

scree test is three; a clear break exists in the sCrcc\lirEbctwccn the third and fourth

—

—

cigenvalues. To be consistent with the two younger age groups, two-, three-, and four-

component solutions are rotated by the varimax criterion and reported in Table 31.

: Table 31
Two-, Three-, and Four-Component Varimax Rotated Principal Components
For the WISC-R: Ages 13-0 to 16-11 Years?

WISC-R Varimax Rotated Principal Components
Age .13-0 to 16-11 oo T hree TOuT
Components Components Components
Extracted ___ Extracted - Extracted
Tests 1K I nom b’ I o I IV h
Information .881].35 }.90 861 .321.25] 90 84| .30 .19] .26] .90
Similarities ‘ .811].49 |.90 .78 | 45] .30 90 781 .34{ 34| 28| 91
Arithmetic , 73149 |.76 51 .511.05] .82 4] 391 37] .02] .84
Vocabulary n .90 1.29 |.89 871 .25] .26 | .89 86l 23| 17| 27| 89}
Comprehension .84 1.36 | .84 811 .31} .31} .84 80| .24 25| 29| 85
Digit Span 76| .40 |.74 J21 351 32174 64 51| 00| 41| 84
Picture Completion 321 .81 1.76 271 .74 391 .78 32| 28| 821 .25( .93
Picture Arrangement. 46|70 |.70 521 .76)-.08 | 85 46{ 721 36]-.05| .86
Block Design 651.59 .77 64 1 .57] .21 .78 63} 43| 42 18] .79
Object Assembly 511.691.73 S0 661 .22|.73 40| .74} 20] .30| .84
Coding 54149 1.52 39| 27| 831.92 37) 17| 291 .82} 92
23] 81| .38 .86 19 .64] 54| 37| .87
% of Total Variance
Cummulative % Var.
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In examining the rotated components for this age group, it must be remembered
that the correlations between the WISC-R subtests were extremely high because of the
heterogencity of the sample. As such, a strong general component was expected*S, From
Table 30 the size of the first unrotated component (eigenvalue of 8.50) dwarfs all others,
accounting for 70.9% of the total subtest variance. As a result, the remaining components
account for relatively little of the total subtest variance. Because of the extremely high
correlations between subtests, the factor structure for this age group must be considered
cautiously as the factor loadings will be artifactually inflated. This effect can be seen in the
fact that only one unrotated component has an eigenvalue greater than one; all other
published research on the WISC-R ré:ports at least two components with eigenvalues equal
to or greater than one. Hence, the sample for the age group 13-11 to 16-11 is atypical and
must be viewed with skepticism.

A one-component solution for this age group can be obtained from Table 30 by
taking the first unrotated component. All of the twelve WISC-R subtests have high
loadings on this component: only Picture Completion, Coding, and Mazes have loadings
in tflc -72-.77 range while all other subtest have loadings above .80. By conventional
interpretation (Kaufman, 1975), this unrotated component can be rcgardcd as general
intelligence (g ). Loadings this high on the first unrotated component have not been
reported in the literature, reaffirming the atypical nature of this age grouping in the current
sample. "

e

The general factor is so strong that when a two-component solution is examined,
the first component resembles Verbal Comprehension, but moderately strong loadings from
most of the Performance Scale subtests are also found. Similarly, the second corﬁponcnt is

similar to Perceputal Organization with most of the Performance Scale subtest having

45 This is the reverse of Thurstone's (1938) problem where the extreme homogeneity of
his sample of college students resulted in the masking of a general factor. As such, the
extreme heterogeneity of this age group will almost guarantee a strong general factor, and

exaggerated loading on the first unrotated component.
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strong or moderate loadings, but Similarities and Arithmetic also have modcr.itc loadings
on this component; the factor pattern is far more complex than that found by other
researchers (e.g, Kaufman, 1975).

In the three-component solution, the first component has its highest loadings from
the Verbal Scale subtest, but several of the Performance Scale subtests also have moderate
loadings on this component, causing it to have some semblance of a general component;
the factor pattern still remains compﬁx. The second component is nearly identical to the
second component from the two-component solution; all the Performance Scale subtest
with the exccpt‘ion of Coding load on the second component. The third component is a
singlet, with only Coding loading on it. The presence of the singlet suggests that )
overfactoring has occurred and that the three-component solution is not the best.

When four-components are extracted and rotated the pattern of loadings on the
second, third, and fourth components indicates that fractionating of the second component
from the two-component solution has occurred. Therefore, the four-component solution is
complex, difficult to interpret and inferior to one-, and two-component solutions.

Overall, the various solutions for the 13-0 to 16-11 age group indicate that the
typical WISC-R factor structure (Kaufman, 1975) does not exist. This is not surprising
given the extreme heterogeneity of this age group and the inflated correlations that result
erm this. Consequently, the atypical nature of this group suggests that any results from it
should be regarded as tentative; that is, the patiern of loadings may be in the correct
direction, but the magnitude and complexity of the factor loadings is bound to be higher
than in other more homogeneous sam;ﬂcs. In terms of implications for interpreting the
results of the Stanford-Binet IV for this age group, it is possible that the component
structure that emerges may give some indications of which subtests load on which
components, but the number of components is bound to be obscured by the influence of the
artifactually high general factor. Thus, all factorial results from the age group of 13-0 to

16-11 years must be treated as highly tentative.
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E. Principal Components Analyses of the Stanford-Binet IV

In this section, the results from the principal componeats analyses of the Stunﬁfd~
Binet IV are reported. For organizational purposes, the three age groups will be dealt with
consecutively. That is, the age group of 6-0 1o 8-11 years will-be dealt with first, followed
by the agt;, group 9-0 to 12-11 years, and finally the age group 13-0t0 16-11 years. Within
each age group, the following order will be maintained: first, the unrotated principal
components are reportcd, then the scree plot is given, then the quartimax rotated
components, and finally the varima® rotated components. For the quartimax and v max
rotations, several number-of-components solutions have been reported, as suggested by a
combination of the eigenvalue-one criterion, the scree test criterion, and the hypothesized
number of factors (which is four).

It should be noted that the quartimax rotated components precede the varimax
rotated components. This order was chosen to allow comparison with Thorndike et al.'s
findings (1986) prior to using varimax rotations. Although the qlxztnfmax criterion for
rotation is not as well known as the varimax criterion, the former is highly desirable
because it allows for the presence of a general factor simultaneous to group factors
(Gorsuch, 1983). Likewise, though the quartimax method is not identical to the procedure
used by Thorndike et al. (1986), the general effect is similar, though the order in which the
group factors is extracted is not controlled as it was by Thorndike et al.. The varimax
rotated componerits are also reported so \tjlat continuity with the WISC-R tradition initiated
by Kaufman (1975) can be maintained. In all faimess, to compare the WISC-R with the
Stanford-Binet IV it is imperative that the two tests be factored using the same methods.
Furthermore, by reporting both the quartimax and varimax rotations, it is easier to

demonstrate how choice of a factoring procedure can bias conclusions.
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Stanford-Binet IV Principal Components for the Age Group
6-0 to 8-11 Years

Fable 32 reports the unrotated principal componeﬁts for the Stz_mford-Binct IV for
' the youngest age group. From this table, it can be seen that only two components in the
full component model have cigcr;values of one or greater. Thus, byvthe eigenvalue-one
‘critérion only two (cor;xponcnts should be rotated. This contrasts with the WISC-R results
in the same group where three cémponents had eigenvalues greater than one. In order to
determine the number of components _suggested by the §cree' test, the successive
eigenvalues for the components for this age group have LBeen plotted in Figure 15.

Table 32

Unrotated Principal Components for the Stanford-Binet IV:
Ages 6-0 to 8-11 Yearsa

Stanford-Binet 1V

Unrotated Principal Components
Age 6-0 to 8-11 '

Tests 1 o | m|w [ v [vi|vi|vm
Vocabulary 85 |-03 |-31 [-200 |-05 |-18 |-07 ] -32
Comprehension 81 | a4 |17 |-08 [-36.|-290 | 15| 23
Absurdities . 28 |17 |20 |35 | 03 |-09 |-44 | 07
Pattern Analysis 2 | a3} 40 |-05 |-40 | 37 | 05| -08
Copying . 67 | -16 | a4 |-59 | 35 | 08 |-05] 12
Quantitative 63 [-55 ] 20 | 30 | 20 |-08 | 351 -05
Bead Memory 31 | 81|27 | a2 | 30 |-14 | 09| -05
Memory for Sentences .68 . 4
T T

Eigenvalue 395 | 1.07 | 075 | 068 | 058 | 041 | 035 019
% of Total Variance 494 | 134 9.4 8.5 73 5.2 44 2.4
Cummulative % Var. 494 62.8 722 80.7 B 88.0 932 | 97.6 ] 100.0

2 The unrotated principal components listed in this table are based on the entire sample for this

age group (n=46).: Missing data were estimated through the regression procedure outlined
previously.
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. Figure 15 / .
Scree Plot for the Stanford-Binet IV at Ages 6-0 to 8-11 Years
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*Examination of Figure 15 reveals that only one prominent breaks exists in the scree
line. THis break, like the eigenvalue-one criteria, also suggests that two components
should be rotated. However, to be consistent with the findings of Thorndike et al. (1986)
“for their 2 through 6 year-old group (g , Verbal, and Abstract/Visual factors), three
components were also rotated; ;imilarly, to be consistent with Thorndike et al.'s findings -
in their 7 through 11 year-old age group (g , Verbal, Memory, and Abstract/Visual factors)
and also to be cor  ~nt with the four Area scores on the Stanford-Binet IV, a four
con’i'ponent solutiu:+ was also rotated. The quartimax rotated two-, three-, and four-

component solutions are reported in Table 33. -
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Table 33

Two-, Three-, and Four-Component Quartimax Rotated Principal Components
For The Stanford-Binet IV: Ages 6-0 to 8-11 Years?

Stanford-Binet IV - Quartimax Rotated Principal Components
Age 6-0 to 8-11 Two Three . Four
‘§ Components Components Components
Extracted __ Extracted —— Extracted

Tests I II h2 I I IO h I I I Iv h2
Vocabulary 851 .03].72 J11.55( .011.82§ ¢ .83] .21| .00 36| .86
Comprehension o 180 .19|67 § §.67)46( 211704 | .73 23] 22| 27| .71
Absurdities 79 ]-.12}1.63 82 .04 .04].67 431 .76] .18 .05} .79
Pattern Analysis 71 .181.54 74 1-091 37].70 29| 48] 46 41] .70
Copying 68 |-.121.48 .70 .05 | .01.50 371 .21} 01| .81} .85
Quantitative 67 }-.51].70 78 |-.121-34].74 § } 26| .85]-.18 .11} .83
Bead Memory 32(.8)79§ §.21].10] 90{.86 § | 23]|-02] 91]-01] .88
Mcmory for Sentences 67 | 20(.49 .76 131.07]-18
Sum of Squaned Loadings |
% of Total Variance J49.4|136F
Cummulative % Var. | 49.4|63.0

8 The rotated principal components listed in this table are based on the entire sample for this age group
(n=46). Missing data were estimated through the regression procedure outlined previously.
Because the two-component solufion is supported by both the ei genvalue-one and

scree test criteria, it will be examined first. From 'f‘able 33 it can be seen that the first

component in the two-component solution is aigeneral component with moderate or strong

loadings from all:subtests cxce@gead Memory The second component is bipolar; one

pole is Bead Memory, while the other polé‘is identified by Quantitative. The exact nature

of this second component is not clear. Tentatively, it may be considered a Memory or

Metamemory component reprcsenﬁng Simultaneous Processing and Planning Strategies

(Bead Memory) as opposoo to Simple Recall of Rehearsed Information taught in school
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(Quantitative). If nothing else, the composition of the second component indicates that
Bead Memory does not fit that well with the otlier subtests at this age level; rather, it seems

to represent a specific skill that may not be related to general intelligence.

Examination of the three-component quartimax sol.udon for the 6-0Oto 8-11 age ‘
group indicates that the general component remains intact. With the exception of Bead
Mémory, all the other subtests have moderate or high loadings on the first component. The
second component is clearly Verbal, with lﬁadin gs from Vocabulary, Comprehension, and
Memory for Sentences. The third component is identified primarily by Bead Memory
- though Pattern Analysis has a weak loading. This suggests that the third component
involves a Visual component coupled with Nonverb;l Reasoning z}nd perhaps could be
considered Abstract / Visual in that the skill required is ability to synthesize visual parts into
a whole. In géneral, the three-componer:t quartimax solution has some similarity to the
factor structure found by Thorndike et al. (1986) for their age groupiné of 2 through 6
years of age. |

Interpretatiqn of the four-component quartimax rotated components for the 6-0 to 8-
11 age g}oup is complex. The general factor has b ispersed, and the first factor
represents Verbal skills with the Vocabulary, Con%l:‘nsion. and Mcmory'for Sentences
subtests having strong loadin gs T}\c second component is identified by high loadings
from the Absurdities and Quantitative subtests and a moderate loading from the Pattern
Analysis(\)subtest; this component seems to be Acquired Knowledge that is non-verbal in
nature. The third component has loadings from Bead Memory and Pattern Analysis atd
deals with Non-Verbal Reasoning including Ability to Organize Visual Material--something
like Broad Visualization. Similarly, the fourth component has a Visual nature, but may
relate more to the Visual-motor Ability than Visual Reasoning ability.

Taken as a whole, both the two-, and three-component quartimax rotations for the
6-0 to 8-11 age group hold some promise. The clearest finding, taken from the two-

component solution, is that all subtests load on a general factor, with the exception of Bead
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Memory, which largely forms the second component. This general factor as represented
by fhe first component is similar to the first unrotated component (see Table 32) and
accounts for 49.4 % of the total subtest‘Va/n:ancc, which is similar to that found by
Thorndike et al who found the general factor for the 2 through 6, as well as the 7 through
11 year-old groups to account for 42% of the total subtest variance. Likewise, the ;hree
component solution does support the notion that for the younger age group the Stanford-
Binet IV may measure g , Verbal ability, and Abstract/Visual ability; in the three-
component solution the general factér accounts for 43.9% of the total subtest variance  ~

while the other two components both account for about 14%.

Table 34

Two-, Three-, and Four-Component Varimax Rotated Principal Components
For The Stanford-Binet IV: Ages 6-0 to 8-11 Years?

| Stanford-Binet IV | Vdrimax Rotated Principal Components
Age 6-0 to 8-11 Two Three Four
Components Components : Components
Extracted ___ Extracted - Extracted
Tests o I u K I nm m h’ I o m v h
Vocabulary - 80 | 29[.72 46|.77|°.09].82§ }.70| 25| .54 | .06] .86
Comiprehension 70| 43|67 §.42|.67| 28| 70¢ }.61] 26| 43| 27| T
Absurdities 78| .13)63 § §.73] .33} 16|67 | .33] 78] .17 23] 79
Patiern Analysis 62| 39|54 | J.65|.18] 49[.70 §.13]| 47| 48| 49| 70
Copying 69| .10]48 § }.63|.30] .12).50% | .17] 20| .88 .04 .85
Quantitative 79 |-28]70 | §.87].17]-21] 74§ §.17] .86] 20| -14] 83
Bead Memory 05| 89[79 1 Yo1].16f 91|86 }.17|-.03]| .03| 92| .88
Memory for Sentences 58| 40|49 § 1.13] 87| .10|.78 ] | 88| 20| .02 13| 84
OO, T:TsT T W S ™ B
Sum of Squared Loadings |3.56 | 1.48 §\§\§ 4243 .08 | 1.
‘% of Total Variance 445|185 §\\ 30.426.0
Cummulative % Var. [445 | 63.00) 30.456.4

(n=46). Missing data were estimated through the regression procedure outlined previously.
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The results from the varimax rotated two-, three- and four-component solutions are
reported in Table 34; however, these solutions do not clarify the situation much. In the
two-component varimax rotated solution, the first component resembles the general
component found in the two-component quartimax solution--all subtests having moderate
or strong loadings except Bead Memory, and this compoq?nt accounts for 44.5 % of the
total subtest variance. Finding such a general compormmn the varimax criterion is
used is unusual. The second component is also difficult to interpret, having its strongest
lo;idings from Bead Memory, Comprehension, Memory for Sentences, and Pattern
Analysis; as such, {t could be conceived of as Ability to Perceive and Organize Material or
perhaps Ability to Form Concepts.

The three-component varimax rotated solution is slightly easier to interpret. '{'he
first component has loadings from Absurdities, Pattern Analysis, Copying, and /\SS
Quantitative. This component appears to involve Non-Verbal Reasoning and/may be
similar to Vernon's Spatial-Mechanical factor or to Fluid Ihtelli gence, though all four
subtests also appear to deal with attention to detail and carefulness. The second component
is clearly Verbal, with mémg loadings from Vocabulary, Comprehension, and Memory for
Sentences. The third component once again seems to represent Ability to Perceive and
Organize Materials. |

The four-component varimax rotated solution is quite similar to the three-
component solution, though the order in which the components emerges changes slightly,
and there is a splitting of one of the components into two. In the four-component solution, -
the first component is yerbal, with loadings from Vocabulary, Comprehension, and
Memory for Sentences. The second component has its highest loadings from Absurdities,

_ Pattern Analysis and Quantitative, indicating Visual Sequencing of Information. The third
component relates to Visual Discrimination and Concept Formation and has high loadings'
from Copying, Pattern Analysis, Vocabulary, and Comprehension. The fourth compofient
is Abstract/ Visual in nature with loadings from Bead Memory and Pattern Analysis.
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Taken as a whole, both the two-, and three-component solutions hold merit, just
as in the quartimax rotations. The two-component solutior; for the varimax rotations is
probably the best fit with the data given that it is supported by the eigenvalue-one and
scree tests criteria. Thus, the first component is a general one, with the second
compohent seemingly relating to Conceptual Thinking and ability to perceive and
organize material. In many ways, the two-component varimax solution is similar to the
two-component qﬁartimax solution. Both have a strong general component as wgll asa

| second component whi‘ch is influenced most strongly by a very high loading from Bead
Memory. However;the threc-c(;mponcnt varimax solutioh alscA>~ déserves menton in that
it appears to measure Fluid Intelligence, Verbal Ability, and Ability to Perceive and
Organize Material. ' ',

Stanford-Binet IV Principal Components for the Age Group

9-0 to 12-11 Years

Table 35 reports the unrotated principal components for the Stanford-Binet IV for
the age group of 9-0 through 12-11 years. From this table it can be noted that only one
component in the full component model has an eigenvalue greater than or equal to one
though a second component comes close (.97) to reaching unity. Thus, by the eigenvalue-
one criteria only the first ynnotated component should be considered. This contrasts with
the WISC-R results whcté‘two’ components had eigenvalues of one or greater and a third
component had an eigenvalue of .95. ,

In order to determine the number of components to rotate using the scree test
criterion, the successive eigenvalues from the full compohcnt model for this age group
were plotted in Figure 16. Examination of this figure indicates that there is more than one
break in the scree line. From the scree plot, the most likely number of factors to rotate
woﬁld be three--which is ind:icateg0 by the break in the scree that occurs between the third

and fourth components. '
. ' . -
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To be consistent with the findings of Thorndike et al. (1986) (g , Verbal, Memory,
and Abstract / Visual factors), and with the organization of the Stanford-Binet into four
Areas, a four component solution is also reported. For the sake of completeness, and
because the second unrotated component almost reaches unity, a two-component solution is
also reported. Hence, Table 36 reports two-, three-, and four-component solutions which

have been rotated according to the quartimax criterion.

Table 35
Unrotated Principal Components For The Stanford-Binet 1V:
Ages 9-0 to 12-11 Years®

Stanford-Binet IV

Unrotated Principal Components
Age 9-0 to 12-11

‘Tests 1| o [m | rv| v |vi v vinf x| x| xx fxao
Vocabulary 86 |-26-04]-27] -.05} 2| 01] 17] 13]-20| 07]-.19
Comprehension 81 [-221-.18]-21} .23|-.171 31] -.04 -.04] .03] .13] .14
Absurdities 88 | .09]-.15]-04| .09]-24] 07 -04] -20| .13]-21]-.14
Pattern Analysis 78 | 27].03]-05] -33] 31| o0& .10} - 28] -.06| .11]-02
Copying 68 | 44l-02| 39] -09|-38]|-02| .17 .01} -08] .09] 03
Matrices 83 | 04f-11)-17] 17| -04]-43| -0 00| .14| 13| m
Quantitative - 70 |-18{-43| 34] -07| 32| 06| 14 11| 17| 00]-m
Number Series 86 |-.11]-24} 09| -.13]-.02]-00] -24 12| -22|-.14] 09
Bead Memory 72 | 48| .18|-34] -20| 06| 08| 07 22| .12|-09] 07
Memory for Sentences 77 |-39| 34} 03| -.03] .05{-.12| 24| -.16] -.03]-.11] .13
Memory for Digits 69 {-30] 51f 24| -13[-09] .08] -2 .11] .13] 07[-07
Memo ects . 23

5] .

ry for Obj

Eigenvalue 7.1710.97(0.77 |0.62 | 0.62 | 0.52] 0.33}0.27] 0.25{0.21] 0.15] 0.11

% of Total Variance [59.7 [8.1165]|521}151 |44 |28|23)201 1.8{12 109

Cummulative % Var. [59.7 | 67.8{74.2] 79.4] 84.6 | 88.9] 91.7]94.0] 96.1197.8 | 99.1] 100

2 The unrotated principal components listed in this table are based on the entire sample for this age ‘
group (n=66). Missing data were estimated through the regression procedure outlined previously.
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Figure 16
Scree Plot for the Stanford-Binet IV at Ages 9-0 to 12-11 Years
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) Table 36
¥ . ..
Two-, Three-, and Four-Component Quartimax Rotated Principal Components
For The Stanford-Binet IV: Ages 9-0 to 12-11 Years®

Stanford-Binet IV Quartimax Rotated Principal Components

Age 9-0 to 12-11 m—
Components Components Components
Extracted pu Extracted —_— Extracted

Tests I 1I h2 I II U1 h I I 1l 1V h2
Vocabulary:’ ' .88 |-.18] .80 85] 22| -19] .80 871 .13]-31]-02| .87
Comprehension A .82 |-.15] .70 821 .08 -.24}.73 831 .01]-28) .09] .78
Absurdities 871 .17] .78 .891-.06 | .04] .81 89]-.06| .07 .03} .81
Pattern Analysis 5] .35] .68 781-.03 1 .28] .68 781-.031 .21 ] -.18] .69
Copying b 63 .50] .65} | 69|-.18 | 39| .65{ | 64|-03| 62| 06 .80
Matrices \ 831.111.70 841 .00 .021.71 86(-.05]-.051] -.06{ .74
Quantitative 72 1-.11) .53 I51-.171-.35[ .71 .71)-.05] .08] 571 .83
Number Series 86 1-.03] .75 .881-.02 | -.18] .80 .86] .01] .00 ] .27] .81
Béad Memory 67 151171 70 .01 |.51 175 731 -.10] .16} -.54 .87
Memory for Sentences 81 ]-.321.75 J1) .59 1-.09).87¢ | .72] .58]-.14| 02| .87
Memory for Digits 72 |-.23] 57 61] .67 .08] 83¢} 60| .721 .09] .01] .89
Memory for Objects 62| .36 51 | 62| .10| 41| .56 61| 16| 401-17] .58

Sum of Squared Loadings |7.12

7.0610.93 | 0.9 7.0210.92 | 0.83

% of Total Variance |s593

58.8] 78 | 7.7 58577169

Cummulative % Var. |59.3 58.8{66.6 | 74.3

4 58.51662] 73.1

@ The rotated principal components listed in this table are based on the entire sample for this age group
(n=66). Missing data were estimated through the regression procedure outlined previously.
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Before examining Table 36, the first unrotated component from Table 35 should be
examined, as the eigenvalue-one criteria suggests that a single component solution is
warranted. Examination of this unrotated component reveals that all twelve subtesthave
fairly strong loadings ranging from .65 to .86 on this component; thus, this can be
coqsidcrcd a general co'mponcnt synonymous with g. Itis iniercsting to note that the
subtests with the lowest loadings on the general component are Memory for Objects,
Memory for Digits and Copying. These are the same three subtests that Thorndike et al. -
(1986) found to have the lowgst loadings on the general factor in their age grouping of 7
through“11 years.

The two-component quartimax solution can be viewed in Table 36. Once again, the
first component is a general one, with loadings ranging from .62 to .88. The subtests with
the lowest loadings on this first component are Memory for Objects, Copying, and Bead
Memory; the subtests with the highest loadings on the first component are Vocabulary,
Absurdities, Matrices, Number Series, and Memory for Sentences. The high loadings
from Vocabulary, Number Series, and Memory for Sentences are consistent with
Thorndike et al.'s (1986) findings; however the strong loading from Absurdities is
unexpected and without precedence; the strong loading from Matrices is an encouraging
finding, even though it contrasts with that of Thorndike et al.. The second component in
the two-component solution is an Abstract / Visual component with strongest loadings fromﬂ}
Copying, Bead Memory, Pattern Analysis, and Memory for Objects.

The three-component solution also retains a strong general component; once again,
the subtests with the highest loadings on this component are Vocabulary, Comprehension,
Absurdities, Matrices, and Number Series. In contrast, the four subtests from the Short-
Term Memory Area, along with Copying, have the lowest loadings. The second
component in the three-component model is Auditory Short-Term Memory, with moderate

loadings from Memory for Sentences and Memory for Digits. The third component is
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Visual / Conceptual, with strongest loadings from Bead Memory, Mcmory for Objects,
Copying, and a moderate negative lodding from Quantitative.

In the four-component solution the first component is clearly a general component,
just as in the two-, and three-component solutions. Also, the second component in the
four-component solution is Auditory Short-Term M;:mory, with loadings from Memory
for Sentences and from Memory for Digits. The difference between the three-, and four-
component solutions is that the third component from the three-component solution has
been divided into two components in the four-component solution; the third component
being Visual Perception / Gestalt Perception with highest loadings from Copying and
Memory for Objects; the fourth component is bipolar with one pole being Rote or Passive
Memory (as indicated by Quantitative) and the other being Conceptual or Woyking Memory
(as indicated by Bead Memory).

Taken as a whole the quartimax rotated two-, three-, and four-component solutions
indicate that the general component is strong and remains intact accounting for 58.5 to 59.3
% of the total subtest variance, dcpending on how many components are rotated. Of
noteworthiness is the fact that the subtests from the Verbal Reasoning Area, along with the
Matrices and Number Series subtests tend to have the highest loadings on the general
component. Of the various number-of-component solutions, the three-component
quartimax rotated solution seems to be the best. * 'ong with the general factor, it has an
Auditory Short-Term Memory, as well as a Visuai / Conceptual component. Unlike
Thorndike et al.'s (1986) findings in their 7 through 11 age group, however, no Verbal
factor was found—sperhaps because of the strong loadings of the Verbal Réasoning Area

subtests on the general component.
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Tabic 37

Two-, Three-, and Four-C'bmponent Varimax Rotated Principal Compdnents
For The Stanford-Binet kFV: Ages 9-0 to 12-11 Years?

Stanford-Binet IV Varimax Rotated Principal Components
Age 9.0 to 12_11 L]
Two Three Four
Components Components Components
Extracted2 — Extracted - Extracted
Tests I 11 h I I I h I I m 1V h
Vocabulary 81| 37| .80y }.67| .30].51] .80 78] 21| 40{ .24 | 87
Comprehension 76| 36{.708 } 73| 27|37 738 { 74| 18| 27| 34| .78
Absurdities 61| 64]1.788 } .65|.56].26] .81 59] 50| 21 .40 .81
Pattern Analysis 41 721 .68 40| 68| .24 | .68 45] 641 191 .21 .69
Copying 22| 781 654 } 32 74| 07|65} §.05| 76| 15| 46| 80
Matrices 61| 57|.70% § 61|.50].30]|.71 66| 43| 21| .28].74
Quantitative 65| 33| .53y b 81|92 71} § 35| .17] 18] .80 .83
Number Series |2 a7] sy b 76| 3729 80 {.ss| 32| 28] .57] 8
Bead Memory 25| 81714 $.20 |81 |23 |75 53 74| 10(-.13] 87
Memory for Sentences 841 21}.75 401 221 .81 .87 46| .18 .771 .18 1 .87
Memory for Digits 72} 231 574 § 21 28 83 19| 28] 87| .16 .89
........ R % BN i : T
Sum of Squared Loadings |4.51 | 3.63} 3.12[2.71] 1.95)1.73
% of Total Variance |37 | 30. 26.0{22.6 | 163{14.4
Cummulative % Var. [37.6 | 67.9} 26.0{48.6| 64.9) 79.3

8 The rotated principal components listed in this table are based on the entire sample for this age group
(n=66). Missing data were estimated through the regression procedure outlined previously.
The results of the varimax rotated two- #ree-, and four-component solutions are
presented in Table 37. Examination of the two-component varimax solution is interesting

in that these two factors approximate Crystallized Intelligence and Fluid Intelligence.
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The first component, accounting for 37.6% of the total subtest variance is
Crystallized Intelligence; alternately, it coul:i be conceived of as a Verbal-Educational
component (Vernon, 1961). The Vocabulary, Comprehension, Absurdities, Memory for
Sentences, Memory for Digits, Quantitative, Number Series, Matrices, and Pattern
Analysis subtests load on this component. Vocabulary, Comprehension, Absurdities, and
Memory for Sentences are clearly verbal in nature and thus would be expected to load on
Crystallized Intelligence. Memory for Digits, Quantitative, and Number Series all involve
the use of numbers, and consequently their loading on Crystallized Intelli géncc 1s logical.

The loadings from Matrices, Pattern Analysis, and Absurdities on the Crystallized
Intelligence component requires some explanation as these subtests are complex and load
on both components. Fir&&'should be noted that the loading by Pattern Analysis is fairly

ing on the second component; nonetheless, familiarity with

small and secondary to/ ;

blocks and shapes probd a learned basis, and hence the small loading on
Crystallized intelligence. Second, it should be noted that Matrices has nearly identical
loadings on both the first and second components. To those familiar with Raven's
Progressive Matrices, this finding may seem confusing; however, closer examination of
the Matrices subtest on the Stanford-Binet IV reveals that the first few questions on the
Matrices subtest involve the use of pictures of common objects like birds and mice rather
than abstract symbols that are used on the Raven's Matrices; therefore, the Matrices
subtest is not purely a measure of Fluid Intelligence, but is also influence by formation of
categories and objects that are learned; hence, the moderate loading on Crystallized
Intelligence. Third, Absurdities also has nearly identical loadings on both components
suggesﬁng that it may have not only a verbal element and 1ence the loading on Crystallized
intelligence, but also a non-verbal / spatial element and hence the loading on Fluid

Intelligence.
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' The second compo'r;cnt, accounting for 30.3 % of the total subtest variance, is
Fluid Intelligence; alternately, it could be conceived of as a Spatial-Mechanical component
(Vcr‘*:ofl, 1961). The Pattern Analysis, Copying, Bead Memory, Memory for Objects,
Absurdities, Matrices, and Number Series subtests load on this component. Pattern
,Anal'(ysis, Copying, Bead Memory, and Memory for Objects are all Spatial in nature,
require ability to conceptualize, to pcrcciyc the gestalt, and to reason nonverbally--and
hence their loadings on Fluid Intelligence are expected. The three remaining subtests
(Absurdities, Mat’n’ces, and Number Series) are complex, loading on both the first and
sccox/ld‘co;npOncnts. It is not that surprising that Absurdities loads on both compnnents--
its pictorial nature requires nonverbal search strategies; while t~¢ verbal element occurs
becéusc answers are given verbaﬂy. Although Matrices loads on Fluid Intelligence as
expected, it also loac:ls oh Crystallized Intelligencc--indichting that for this age group, an
educational / learning element is also involved. Finally, the modc -ate loading of Number
Series on Fluid Intelligence is predictable; Number Series feqmres not only facility with
numbers, but also the ability to identifyvpattems--which involves nonverbal, Fluid
Intelligence.

» s
In the three-component varimax solution the first t%cpmponents are still

Crystallizcd and Fluid Intelligence and the third componedt e‘rn'erges as Auditory Short-
Term Memory. ~“The subtests with 105dings on Crystallized Intelligence are Vocabulal;y,
Comprehension, Absuxtdities, Matrices, ngntitaﬁve, 'Nurhber Series; Pattern Analysis,
and Memory for Sentences. The Fluid Intciligence component has loadings frorﬁ Pattern ,
Analysis, Copying, Bead’Meméry, Memory for Objects, Absurdities; and’Matt‘ice‘s.. The :

- A - : o
Auditory Short-Term Memory Component has loadings from Memory for Sentences, -
; g

Memory for Digits, and Vocabulary.
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i

In the four-component varimax solution, the first component is again Crystallized
Intelligence with loadings from Vocabulary, Comprehension, Absurdmcs, Memory for
Sentences, Pattern Analysis, Matrices, Number Series, and Bead Memory The second
component is more restricted than in previous solunons, and is close to Thorndike et al.'s
(1986) Abstract / Yisual Factor. Subtests with loadings on the sécond component include
Absurdities, Patterrr Analysis, Copying, Bead Memory, and Memory for Objetts. The
third component remains unchanged as Auditory Short-Term Memory; Memory for
Sentences, Memory for Digits, and Vocabulary load on this component. The fourth |
component that emerges is definitely Quantitative in nature with loadirrgs from the
Quantitative, Number Series, and Copying subtests.

As a whole, the varimax mrated two-, three-, and four-component solutions for the
age group of 9-0 to 12-11 years are encouraging. In the two-component solution the two
components that emerge, are Fluid and Crystallized Intelligence. In the three-component
: solution the first two factors are Fluid and Crystallized Intelligence, and the third
component is Auditory Short-Term Memory. Finally, in a four-component solution
'Crystallized Intelligence, Abstract / Visual Rcasoﬁing, Auditory Short-Term Memory, and
Quanﬁtativr: Reasoning emerge. To some extent, the findings from this age group do
provide support for the consn'ucr validity of the Stanford-Binet IV, especially for the
theoretical underpinnings of Fluid and Crystallized Intelligence. Similarly, when a four-
component solution is examined the division of the Stanford-Binet IV into four Reasoning
- ,Aréaasprecelvcs $ome support, however the subtcsts that load on each of the four Areas is

,sornewhat different than outlined on the Stanford-Binet IV.

':'
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Stanford-Binet IV Principal Components for the Agé Group
13-0 to 16-11 Years '

Because of the atypical nature of the sample for the age group 13-0 through 16-11
years, the current findings of the component structure of the Stanford-Binet I'V for this age
group must be examined with extreme caution. As was seen in the éomponent structure of

the WISC-R for this age group, an artifactually high general factor exists because of the

inflated correlations resulting from an extremely heterogdneous sample.

: Table 38
Unrotated Principal Components For The Stanford-Binet IV:
Ages 13-0 to 16-11 Years?

Stanford-Binet IV Unrotated Principal Components
Age 13-0 to 16-11 ,
Tests I | jm|Iv | v vl |viojvin|ix | x
_;ocabulmy 89 1-07}-24| 25| .08] .02 27] 04 }|-02] .01
Comprehension 93 | -17]-18 | 06 |-06 | .01 |[-13]| 08 | .17|-.13
Pattern Analysis 90 | -10].a8 ) 02 ].a8|-33|-01]-10] .01}-02]
Matrices ; 92 |-13].10]-06|-22| .2 .07]-25|-.01}-06
Quantitative 93 | -14]-08]-10]-19}|-08]-02] 04 | 05| 21
Number Series 94 | -17|.01 | -04 |-08 |=02}-08] .13 |-22]-06
Bead Memory 86 | -14137| 09|.13] 22|-03| 06| .04] .06
Memory for Sentences 87| 21|-30|-03] .21 .10 |-15}-13 ] -05] .05
Memory for Digits | 85 | 28| .03 | -41 [ .06 ]| 01 | 14| 08 | .04]-05
Memory forObjects | .87 | 21]-30 | -03 | 21| 10 |-15]-13 | .01]-01
Eigenvalue ' 7.88 | 0.54 | 039 | 032 {025 | 019 0.14] 0.13 | 0.09] 0.08
Ht‘ i‘otal_yariancg_ 788 | sa |39 32 |25 19| 14] 13| o9 08
rﬁgﬁﬁhulativév-% Var. |788 | 842 [88.1|912 |93.7 | 956 97| '98.4| 992|100

- e unrotated iJrinbipal components listed in this table are based on the entire sample for this age
. group (n=56). Missing data were estimated through the regression procedure outlined previously.
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Table 38 reports thcvum'otatcd principal components fo; the Stanford-Binet IV fonf
the oldest age group. This table coﬁﬁrms the presence of an értifactually high general
component. The first unrotated component accounts for 78.8% of the total subtest
variance, just as the first unrotated component on the WISC-R had accounted for 70.9% of
the total subtest variance. As a consequence, only the first component in the full
component model has an eigenvalue of one or greater. Thus, by the eigenvalue-one
criterion no components should be rotated and the first unrotated component should be
reported as a gcpcra;l component. Indeed the loadings on this first component range from

W e
8510.94. T T LA

v

In order to determine the number of components suggested by the scree test, the
successive eigenvalues for the components for this age group have been plotted in Figure

17, Examination of Figure 17 reveals that a one-component solution is probably best,

.-though a two-component solution might be entertained. Despite this, two-, three-, and

Lt

four-component solutions were obtained in order to be consistent with solutionsfi ‘ T
on the two youngér age groups. The quartimax rotated two-, three-, and. fom-con;pohcnt
solutions are reported in Table 39. A

Examination of Téblé 39 reveals that even in the two-, three-, and four-component
quaftimax rotated solutions the general component dwarfs all other components. So much
so, that all of the other components are singlets and therefore not legitimately interpretable.

Table 40 reports the varimax rotatcd two-, three-, and four-component solutions.
These solutions provide little help in understanding thé structure of the Stanford-Binet IV
for this age grbup. In all of Lhe;c solutions, the factor structure is c6mplcx with nearly all
subtests having at least moderate loadings on several components. Thus, no attempt has
been made at interpreting the varimax rotations for this age group--they have been provided N
for the sake of completeness. The decision not to interpret these various solutions is
supported by not only the eigenvalue-one but also the scree test criteria; both these criteria

identify the single component solution as most appropriate. Therefore, anyone examining
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and attempting to identify or name the components in Table 40 should do so with extreme

caution,

Figure 17
Scree Plot for the Stanford-Binet IV at Ages 13-0 to 16-11 Years
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Table 39

Two-, Three-, and Four-Component Quartimax Rotated Principal Components '
For The Stanford-Binet IV: Ages 13-0 to 16-11 Years®

Stanford-Binet IV Quartimax Rotated Principal Components
Age 13-0 to 16-11
Two : Three Four
Components Components Components
Extracted. yw Extracted o < ExNacted )
Tests I 0 K I II IO h I 11 {iIm 1v h
Vocabulary 89 1-03|80 § | 90[-09]-21/.86 | | .90] 05| po]-27|.92,
- m =
Comprehension 94 |-11).89 { | 94 |-16]-13[.92 | | .94-10] 7] 2 |
Pattern Analysis 90 |-.05].81 90| .01 ] .20] .85 90{ .03[-20( .00| .85

Matrices 92 1-.081.85 921-05{ .13} 86 921-.05[-.12| .04| .87

Quantitative 94 |-.08].89 94 |-.10 | -.04] .90 941-.12| 05| .05| .91
Number Series 95 |-.12{.91 95 |-.111 .06].91 95]-.10{-05| .00} .92

Bead Memory | 87{-09]76 | § 86| 02| 40{.90 | | 86| 07]-40]-04] o1
Memory for Sentences .8&\ 26(.81 §{ § .87|.17|-35|.90 { | 86| .16| 35| .09] .90
Memory for Digits sa| 32|80 | 84| 32[ 04|80 | 83| 12| 07| 51| .07
Memory for Objects 74| 58189 § }.74].60]-011.91 | 73| 66| .01] .05] .97

T A AR SO AR AN Fa AR AR AR an

Sum of Squared Loadings 7 87

7.89 .55 | 0.41 7.84]0.52] 0.4(

% of Total Variance |75

7891551 4.1 784152 | 4.0

Cummulative % Var. |78.7 ‘}78.9|84.4] 88.5

78.4|83.6| 87.4

@ The rotated principal components listed in this table are based on the entire sample for this age group
(n=56). Missing data were estimated through the regression procedure outlined previously.
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Table 40

Two, Three, and Four-Compbnept Varimax Rotated Principal Components
~
For The *Stanford-Bynet IV: Ages 13-0 to 16-11 Years?
!
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Stanford-Binet IV Varimax Rotated Principal Components
Age 13-0 to 16-11
Two ‘Three Four
Components Components Components
Extracted g Extracted Extracted
Tests I 1 R I I IIh I 1 m 1vh
Vocabulary .77 |.45 .80 76] 421.331.86 42] 781 151 .33 1.92
Comprehension .86 1.40 |.89 761].52).281.92 521 .731 291 .20].93
Pattern Analysis 79 | .44 |.81 45713785 70} 42| 30].30 .85
Matrices 82 | .42 |.85 53].68].34 |.86 67| 48] 37].23|.87
Quantitative .84 1.43 |.89 681].58]1.32].90 57| .60 43117 1.91
3 74
Number Series .87 1.40 |91 621.66].30 .91 '.65 57| 36].19].92
Bead Memory 78 |.39 {.76 29].83].351.90 83| 28{ 20 .32].91
Memory for Sentences .59 | .68 |.81 73] .24].561.90 231 .67] 48] .41 .90
Memory for Digits 54 1.72 .80 451 .42 .65 .80 39] .30] .78 1.351.97
Memory for Objects 32 (.89 |.89 26.321.86 .91 31| 28] 27].85].97
Sum of Squared Loadings |5.44 3.37 p.21 3.12{2.937 1.60{ 1.47
- =
% of Total Variance |s44 33.7 B2.1 31.2|29.3 | 16.0|14.7
Cummulative %_ Var. [54.41 33.7165.8 31.2160.5 | 76.5]91.2

3 The rotated principal components listed in this table are based on the entire sample for this age group
(n=56). Missing data were estimated through the regression procedure outlined previously.
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F . Principal Components From the Joint Analysis of the Stanford-Binet IV
axﬂl the WISC-R

The joint analysis of the St‘anford-Binct IV and the WISC-R is an important step in
helping to provide further understanding of'the component structure of the Stanford-Binet
IV. Besides providing information as to whether the componcnt structure of the Stanford-
Binet IV is invariant when additional subtests are added, the joint analysis allows a direct
comparison of which subtesti from the Stanford-Binet IV and WISC-R load on the same
components. Furthermore, the joint analysis has the potential to allow more components to
be defined than when either the WISC-R or Stanford-Binet IV are factored separately; that
is, by increasing the domain of subtests faotored, it is possible for new components to
emerge as the additional subtests load on what may have previously been a small and
insignificant minor factor. The point to remember is that the number and composition of

the subtests that are factored does indeed have an impact on the component structure that
> R
/

In this section, the results from the principal components analyses of joint factoring

emerges.

of the Stanford-Binet IV and the WISC-R are reported. For organizational purposes, the
three age groups age‘d’ealt with consecutively. That is, the results from the age group 6-0 to
8-11 years are reported first; these are followed by the results from tho age group 9-0 to
12-11 years; ﬁnali;', the results for the age group 13-0 to 16-11 are reported.

To allow for cornyparison b.ctweenithe groups, Table 41 has been constructed. In
this table the eigenvalues for each component in the full component model46 are reported
for each of the three age groups the percentage of the total subtest variance that each
component accouits for has also been provided. Similarly, the first unrotated component
for each of the three age groups has been prov1dcd in Table 42. In examining these two

tables, the reader should remember that previous analyses have indicated that the 13-0 to
JAN
“

46 These eigenvalues were obtained from the unrotated components in the full component
model; i.e., when as many components as subtests are extracted.
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16-11 year-old age group is extremely heterogeneous and hence an artificially strong first

component exists with inflated factor loadings on that component.

The Eigenvalues and Percent of Total Variance Accounted for by All

Table 41

Principal Components From the Joint Analysis of the
Stanford-Binet 1V and WIgC-R for Each of the Three Age Groups

Age Age Age

6-0 to 8-11 .90 to 12-11 13-0 to 16-11

Component Eigenvalue qvb;;tile Eigenvalue 333(12; Eigenvalue 3a’£:rt:lc
I 9.23 46.2 \ 13.10 54.6 16.15 73.4
11 1.48 7.4 \\ 1.76 7.3 1.06 48
it 1.45 73 122 5.1 0.76 3.5
1Y 1.29 6.5 1116 48 0.61 28
v 1.04 52 0.9 41, 0.48 22
VI 0.80 4.0 0.76 32 0.40 18
vII 0.76 38 0.69 29 039 1.8
VIII 0.66 33 0.55 23 032 14
IX 053 - 2.7 0.50 2.1 0.26 12
X 0.46 2.3 0.43 1.8 0.25 1.1
XI 042 2.1 0.41 1.7 0.23 1.0
XII 0.3 19 0.36 1.5 0.22 1.0
X1 032 16 0.33 14 0.16 0.7
XIV 028 14 0.30 12 0.14 0.6
XV 024 12 0.26 1.1 0.12 06
XVI 023 1.1 0.24 1.0 0.11 0.5
XVII 0.17 0.8 0.20 ! 0.8 0.08 0.4
X VIII 0.12 0.6 0.17 | 0.7 0.08 03
XIX 0.08 04 0.13 06 0.07 0.3
XX 0.06 03 0.13 | 0.5 0.05 02
XXI N/A N/A 0.11 31 0.4 0.04 0.2
XXII NA N/A 0.09 | 0.4 0.03 0.1
XX | nNA N/A 008 | 03 N/A N/A
XXIV NA N/A 0.03 { 0.1 N/A N/A

* N/A mieans that the test was not included in the analysis for the specified age level
* Missing data was estimated through the regression procedure outlined previously.

|
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Table 42
The Unrotated First Principal Component From the Joint Analysis

24Q

of the Stanford-Binet IV and WISC-R for Each of the Three Age Groups

Unrotated First Principal Component
Age Age Age
Tests 60 to 8-11 | 9-0 to 12-11 |13-0 to 16-11

Information .76 .86 90
Similarities .78 .82 93
* 1 Arithmetic .78 .78 88
@ Vocabulary .80 .85 89
.8} Comprehension 69 .87 88
v 3 Digit Span .65 70 86
g Picture Completion 40 .69 74
L 1 Picare Arrangement 79 40 78
5 [ Bioak Design 66 82 87
Object Assembly .62 .69 81
Coding 65 45 76
Mazes .52 A4 73
Vocabulary .82 87 88
Comprehension 74 .81 93

% Absurdities 73 85 N/A
&= | Pauern Analysis 64 .76 89

Z Copying 64 .66 N/A
@ | Matrices N/A .85 91
£ Quantitative 61 .10 92
© | Number Series N/A 85 93
é Bead Memory 43 69 85
b Memory for Sentences .67 5 .86
Memory for Digits N/A .68 B4
Memory for Objects N/A .62 74

* N/A means that the test was not included in the analysis for the specified age range.
* The regression procedure outlined earlier was used to estimate missing values

—_—
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Principal Components From the Joint Analysis of the Stanford-Binet
IV and the WISC-R for the Age Group of 6-0 to 8-11 Years

From Table 41, the number of components with eigenvalues greater or equal to one
can be obtained. Thus, using the eigenvalue-one criterion, five components should be
rotated for the youngest age group. This is interesting in that when the Stanford-Binet IV
was factored by itself only two components had eigenvalues greater than one, and when the
WISC-R was factored by itself only three components had eigenvalues greater than one.
Thus, when the two tests are jointly factored more components emerge than when the tests
are factored separately. In order to determine the number of components suggested by the
scree test, the successive components for this age group have been plotted in Figure 18.
Examination of this figure reveals that a five-component solution is also indicated by the
scree test criterion.

To allow for comparison with the \”two_-, and three-éomponent solutions of the
Stanford-Binet IV and the WISC-R when factored separafely, these solutions are also
provided for the joint analysis. Thus, two-, three-, four-, and five-component solutions
have been presented for the joint analysis of the Stanford-Binet IV and WISC-R for this
age group. These solutions are reported in Table 43, Table 44, and Table 45. Because the
five-component solution is supported by both the eigenvalue-one and scree test criteria it is

examined first.
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Figure 18
Scree Plot for the Joint Analysis of

the Stanford-Binet IV and the WISC-R for Ages 6-0 to 8-11
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Table 43

Varimax Rotated Two- and Three-Component Solutions for the
Joint Analysis of the Stanford-Binet 1V and WISC-R: Ages 6-0 to 8-11

243

Years®
Varimax Rotated Principal Components
Age 6-0 to 8-11 T —
Two Components Three Components
Extracted Extracted
Tests I 1u h I I I h’
Information 70 | 33 | 59 7 28 | 06 | 68
Similarities 82 ] 2 | .7 82 | 0| 21| 73
Arithmetic 73| 33 | 64 70 | 21 | 33 | 64
Vocabulary 76 | 30 | 68 76 | 20 ] 25 | 68
£ | comprehension 7| 1| e 64 | -07 | 50 | 67
= 1| Digit Span 72| a2 | 53 6 | -07 ] 55| 62
s Picture Completion A9 | 42 21 00 |-.23 70 54
c"; Picture Arrangement 67 | 42 .63 58 25 52 67
Block Design 42 | 56 | .48 43 48 | 27 | 48
Object Assembly 41 | 42 | 39 33 [ 25| 59 | st
Coding 50| a1 |42} { 44 | 20°] 390 | 4
Mazes 0| 87 | .76 <12 | 8] 2.4 .78
2 | Vocabulary 78 | 37 | 69 ~80 | 30 | 4] -as
& | Comprenension 55 | s0 | 56 63 |46 | 10 | 62
> | Absurdities 46 | 62 | .59 49 | 547|027 |60
§ | Pattem Analysis 17 | 85 | .76: 22 | 80 |27 76,
@ | Copying 52| 38 | 41 52 | 2904 24 | 41
E Quantitative 41 | 40 | .38 159 | 40 | -06 | 51
§ | Bead Memory 31| 31 | .19 io8 ;| a1 14 | S6
“ | Memory for Sentences 66 | 23 | 48 2l a1
R A RN ARna e s
Sum of Squared Loadings | 6.63 | 4.09
% of Total Variance 33.2 | 20.5
Cummulative % Var. 33.2 | 53.7

8  The rotated principal components listed in this table are basad on the entire sample for.this age

group (n=46). Missing data were estimated through the regxesiﬂ ' procedureoutlmed prevxously
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Table 44
Varimax Rotated Four-Component Solution for the Joint Analygis
of the Stanford-Binet IV and WISC-R: Ages 6-0 to 8-11 Years®

Age 60 to 8-11 Varimax Rotated Principal Components
Tests I I 1 v h2
Information .10 4 .26 -09 .68
Similarities 79 31 .08 10 74
Arithmetic .57 .54 A7 10 66
Vocabulary 77 26 18 17 72
% | _Comprehension 68 25 -.08 45 74
& 1 Digit Span 34 78 -1l 20 8
2‘3 Picture Completion .04 23 .23 68 56
‘é’ Picture Arrangement 52 45 23 37 67
Block Design 29 50 45 06 54
Object Assembly .09 81 20 23 76
Coding 30 55 26 16 49
Mazes 15 08 86 11 79 i
@ | VYocabulary 79 25 .28 06 77 ‘
& | comprehension | 76 067 | 46 19 43
> | Absurdities i 36 | %2 13 60
% | Pattern Analysis 22 21 .19 21 76
':'n? Copying .42 42 27 .07 43
T [ Quantitative 38 54 36 .35 69
% | Bead Memary 21 09 11 80 7
“ |. Memory for Sentences .70 17 .15 .06
‘”Sum of Sﬁ(;;:red Loadings . 346 B 1.86
% of Total Variance 26.9 17.3 137 9.3
Cummulative % Var. 26.9 4.2 579 67.2

The rotated principal components listed in this table are based on the entire sample for this age
group (n=46). Missing data were estimated through the regression procedure outlined previously.

b



Varimax Rotated Five-Component Solution for the Joint Analysis

Table 45

of the Stanford-Binet IV and WISC-R: _Ages 6-0 to 8-11 Years?

.

_Age 6-0 to 8-11. Varimax Rotated Principal Components
Tests 1§ II m IV v h2
Information 65 39 | 22 20 | -.08 68
Similarities 77 29 06 24 g0 | s
Arishmetic 41 |, 64 12 22 13 71
Vocabulary 72 37 15 | .11 A8 | 12
% Comprehension .64 34 -11 07 A7 .76
= | Digit Span 30 46 | -16 | 65 2| s
S Picture Completion -.01 27 21 07 | .69 .60
E, Picture Arrangement 49 | 37 | 20 | 33 38 | .67
Block Design 36 | -01 44 74 .03 87
Object Assembly 07 40 116 74 .24 80
Coding 18 72 20 14 .20 | 65
Mazes 14 13 86 09 a0 | .79
,3' Vocabulary 75 35 26 12 | 06 | .7
& | Comprehension 73 .19 46 -13 .18 83
2 | Absurdities 37 43 48 19 14 | 61
© | Pauem Analysis .19 25 77 15 21 76
@ | Copying 32 .59 21 .09 10 | 52
E Quantitative 30 | 56 | 31 | 31 | -33 [ 70
& | Bead Memory 24 | -07 13 18 79 | 74
“ | Memory for Sentences a1 | -0 | a6 | 39 03 [ 77
T O e HRAREAERSNNRARE 18 > N SRAR SARIRNAER
Sum of Squared Loadings | 4.79
% of Total Variance 24.0
Cummulative % Var. 240 ] 395 52.0

a The rotated principal components listed in this table are based on the entire sample for this age
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group (n=46). Missing data were estimat\ed through the regression procedure outlined previously.
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In the five-component solution (Table 45) the first component is Verbal, with
loadings from Information‘flé; ilarities, W.Vocabulary4?, W.Comprehension, Picture

Arrangement, B.Vocabulary, B.Comprehension, and Memory For Sentences. The second

i A ) pia
component is Numerical / Concentrgtighit nd has loadings from Arithmetic, Digit Span,

Ai""v

Coding, Copying, and Quantitative;, pthird component is Visual Planning / Ability to

See Relatiohships, and has strong loadings from Mazes and Pattern Analysis, and moderate
loadings from Block.Design, Absurdifies, and B.Comprche;xsion. The fourth component
is Perceptual Organization as typically found on the WISC-R; Block Design, Object
Assembly, and Digit Span have high loadings on this component. The fifth component is
Working Memory / Goneeptual Categorization; Picture Completion and Bead Memory
. have high leadings on this compenent, while W.Comprehension has a moderate loading.

In the five-component solution, 72.6% of the total subtest variance is accounted for
‘by the five components; the Verbal component is slightly larger thap the other components,
accounting for 24.0% of the total subtest variance; the remaining components are similar in
size, and range from 9.6-15.5% of the total subtest variance.

R Examination of the three-, and four-component solutions also indicates that the first
cdmponent is fairly large and that th¢ remaining components are qui;e similar in size.
However, i;l the two—corhpenent solution both components are reasonably large, together
accounting for 53.7% of the total subtest variance.

When the two-component solution is inspected, the first eompohent appears to be
Veérbal-Educational / Crystallized Intelligence while the second is Spatial-Mechanical / Fluid
Intelligence. In the three-component solution the first two compenents are very similar to

those in the two-component Solution; the third component involves both Sequencing and

47 Because some subtests on the Stanford-Binet IV and the WISC-R have the same names,
a capitalized letter "W" precedes the WISC-R subtests while a "B" precedes that Stanford-
Binet IV subtests; for example, W.Vocabulary means that this is the Vocabulary subtest

| _ from the WISC-R. :
48 The presence of loadings from Arithmetic, Digit Span, and Coding suggest that this
component could also be concgived of as "Freedom from Distractibility". ;

4 .
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Gestalt Perception, and has high loadings fggm Bead Memory, Picture Completion,
Comprehension, Digit S.pa'r‘l, Picture An'ai;'gémcnt, and Object Assembly.

In the four-component solution the nature%f ‘thc first two components has changed as
compared to the two-, and three-components solﬁtions. The first component is Verbal,
with high loadings from Information, Similarities, Arithmetic, W.Vocabulary,
W.Comprchénsion, B.Vocabulary, B.Qompréhcnsion, and Memory For Sentences. The
second component involves Perception of Relationships & Numerical Ability, and has high
loadings from Arithmetic, Digit Span, Block Design,w(),bject Assembly, Coding, and
Quantitative. The third component is Nonverbal Reasoning & Planning, and has loadings
from Block Design, Mazes, B.Cpmprehension, Absurditiest Pattern Analysis, and
Quantitative. The fourth component is Working Memory / Conceptual Categorization, and
has high loadings from Bead Memory, Picture Compﬁl“'etion, and W.Comprehension. "

TQ this point, only the varimax rotated components for the joint analysis of the
Stanford-Binet IV and WISC-R for the youngest age group have been reported. In Table
46, the ﬁve-gomponent quartimax rotated solution for this age group is presented.
Examinatic;,n of the first component reveals that it Can be considered a general component,

“ si;ﬁlar to g ; however, it ié worth noting that this component has highest loadings from
subtests with a verbal content, while other subtests have moderate loadings. Three subtests
have weak loadmgs on this general componei’té Picture Complenon, Mazes, and Bead
Memory. Thas first component accounts for’ﬁ3i9% of the total subtcst variance, an:i
dwarfs all other components. Each of the remaining four components accounts for a small

amount of the total subtest variance, ranging from 5.‘5-8.5%.“

T ﬁ
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Table 46
Quartimax Rotated Five-Component Solution for the Joint Analysis
of the Stanford-Binet IV and WISC-R: Ages 6-0 to 8-11 Years®

Age 6-0 to 8-11 Quartimax Rotated Principal Components
Tests I i m v v h2
Information , 80 04 .18 -02 .10 68
Similarities 82 | -14 o1 | -02 22 1 75
Arithmetic | 81 |-04 | -o01 13 20 | 7
Vocabulary 83 | -05 08 | -1 08| 7
| § |_Comprehension 73 -2 | 37 [ 090 | 00] 76
| Digit Span 62 | -26 A1 58 |--02 | 80
s Picture Completion -} 30 18 .63 q1 -26 .60
§ Picture Arrangement 75 05 | 28 | .18 03 | 67
Block Design 53 36 .00 49 | 46 | 81
Object Assembly 51| a2 a5 | mn -03 .80
Coding | &4 09 .06 18 -44 | 65
Mazes ! © 40 | .79 06 | -.03 02| .19
@ | Vocabulary 86 05 | -04 | -13 1317
E Comprehension 76 26 a1 -39 .16 .83
2 | Absurdities 69 35 04 07 .09 | 61
E Pattern Analysis 1 52 .68 .15 .05 -.04 .76
& | Copying 66 0 | -0 .05 28 | 52
E Quantitative 63 20 [-44 | 23 | -3 70
8 | BeadMemory 32 06 | .78 07 s | 4
@ Memory for Semcnccs 66 | -01 01 .03 .58
.Sum of Squared Loadmgs
% of Total Variance 439 8.5
Cummulative % Var. 439 | 524

a The rotated principal components listed in this fable are based.on the entire samplc for ths age
group (n=56). Missing data were estimated through the regression procedure autlined previously.

L '
et ‘ k“
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Comparison of the quartimax and varimax five-component solutions reveals that
there is much similarity between the second, third, fourth, and fifth components, though
they emerge in different orders and vary somewhat in composition. In the quartimax
solution, the second component is Visual Planning / Ability to See Relationships, and has
its highest loadingg‘from Pattern Analysis, Mazes, Block Design, and Absurdities. The
third component is Working Memory / Conceptual Categorization, and has its highest
loadinés from Bead Memory, Picture Completion, and W.Comprehension; it is interesting
to note that of these three subtests, both Bead Memory and Picture Completion have
rélatively low loadings on the General component. The fourth component has high
loadings from Object Assembly, Digit.Span, and Block Design; this appears to be some

pc of Pcrccptual Organization component. The fifth component is difficult to interpret

and is blpolar, with one pole being Semantic Memory and the other being Non-Meaningful

Visual Memory. ﬁ
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Principal Comﬁonents From the Joint Analysis of the Stanford-Binet
IV and the WISC-R for the Age Group 9-0 to 12-11 Years

Examination of Table 41 reveals that for the age group of 9-0 to 12-11 years, four ..

. components have eigenvalues of one or greater. However, a fifth component has an

eigenvalul of .99. This is interesting in that the younger group also had five components
with eigenvalues of one or greater. Thus, by a strict interpretation of the eigenvalue-one
criterion only four components would be rotated for this age group, but a mom’ lenient
approach might also consider a five-component solution given that .99 = 1.0 .

To further collaborate the numbcf)at‘factors to rotate, the successive eigenvalues for
this age group were plotted in Figure 19 so .that the scree test could be used. In Figure 19
several breaks in the scree are evident. The most feasible break occurs between the fifth
and sixth components,.suggesting that the five-component solhtion is most appropriate. As
a result, taking the scree test and eigenvalue-one criteria together, the five-component
solution is the optimum choice.

The two-, and three-component solutions are presented in Table 47, the four-
component solution is given in Table 48; and the five-component solution is reported in
Table 49. Because the five-component solution is indicated by both the cigcnvalué-onc and
scree test criteria, it is given the most emphasis, is discussed first, and is treated in more

depth than the other solutions.
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Varimax Rotated Two- and Three-Component Solutions for the Joint
Analysis of the Stanford-Binet IV and WISC-R: Ages 9-0 to 12.11 Years?

Varimax Rotated Principal Components
Age 9-0 to 12-11
Two C(hponents Three Components
Extracted Extracted
Tests I o n 1 o om h
. Information., 81 .38 .80 .78 36 25 81
Similarities .67 A48 .68 .64 54 20 74
Arithmetic 12 36 .65 .69 29 28 .65
@ Vocabulary 7 41 .76 .74 .36 29 76
% | Comprehension 69 | .52 .75 .66 S50 30 7
& | Digit Span 8 | .11 | 69 81 | o3| 23 [ m
S Picture Completion 31 | .69 57 .26 62 .38 60
L | Picture Arrangement A5 | 44 | 22 13 60 | 01 | 38
3 Block Design 43 75 75 .37 44 67 .78
Object Assembly .20 .82 N 14 61 57 .1
Coding 31 ] 33 | 20 27 | -08 | 60 | 43
Mazes .04 .62 38 .00 .54 33 40
Vocabulary g7 | 43 | .18 74 39| 29 | 79
- —Mprehension .68 45 .67 .65 45 25 .69
2 | Absurdities 58 | 63 | 74 53 | 52| 43 | 4
& 1 Pauern Analysis 43| 66 | 63 37 | 36| 64 | 67
'->'* Copying 25 .72 .58 .19 42 62 .60
2 T Marrices 6 [ 60 [ 7 56 | 50 | 40 [ 72
2 | Quantitative 56 | 42 | .49 54 [v59 | 04 | 64
T | Number Series 67 | 52 | 72 64 | St | 29 | 75
“5 Bead Memory 34 | 66 | .55 27 | 21| 79 | 74
# | Memory for Sentences 86 | .16 76 .84
Memory for Digits 80 | .11 .65 .78
Memory for Objects 40 49 40 35
Sum or Squared Loadmgs 822 | 6.61 7.40
% of Total Variance 343|275 30.8
Cummulative % Var. 343|618 // 308

2 The rotated principal components listed in this table arc hused on the entire sample for this age

group (n=66). Missing data were estimated through the rc g,ressxon pmccdurc outlined previously.
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Varimax Rotated Four-Component Solution for the Joint Analysis
of the Stanford-Binet IV and WISC-R: Ages 9-0 to 12-11 Years?

\

Age 9-0 to 12-11 Varimax Rotated k‘incipal Components
\ 3
Tests I II \m v h
Information 83 33 09 05 82
Similarities 72 38 00 26 74
Arithmetic 1 30 20 11 .65
@ | Vocabulary 78 34 .16 11 76
8 | Comprehension 74 47 .00 A1 .79
: Digit Span a5 .05 .4"1 04 74
) | Picure Completion 36 59 04 36 61
2 T Picture Amrangement | 17 .16 .li‘ 88 .85
= Bk Design 43 77 17, -01 80
Object Assembly 23 74 13 32 73
Coding 13 25 80 22 76
Mazes 11 57 -09 ! 23 40
Vocabulary 79 37 13 a2 79
. | Comprehension 0 34 14 27 .70
%’ Absurdities 61 .58 10 16 74
B 1 Paitern Analysis 43 71 15 -11 72
2 | Copying 23 68 26 18 61
S | Marices 64 55 07 13 13 \‘
‘=§ Quantitative 67 34 -.25 21 67 .
T | Number Series 74 48 -.05 08 79 2ok
‘= | Bead Memory 30 a7 24 =29 83
% Memory for Sentences 81 13 33 -.04 71
Memory for Digits 69 11 S 4. -1 71
Memory for Objects 35
N e e 3RO &
Sum of Squared Loadings
% of Total Variance
Cummulative % Var.

8 The rotated principal components listed in this table are based on ‘the entmc sample for this age

gnoup (n=66). Missing data were estimated through the regression procedure outlined previously.



Table 49
Varimax Rotated Five-Component Solution for the Joint Analysis
of the Stanford-Binet IV and WISC-R: Ages 9-0 to 12-11 Years®

Age 9-0 to 12-11

Varimax ’Rotated Principal Components

! Tests I nm v v h’
Inforppation 65 29 57 .00 83
Similarities 77 22 28 11 15 | .76
Arithmetic 56 23 50 15 08 | 65

@ | Vocabulary 76 16 38 26 00 | 82
% 1 Comprehension .80 .29 27 14 -01 .83
= Digit Span 29 .16 85 09 13 .86
g Picture Completion 66 35 -1 32 .19 72
Z | Picture Armrangement 24 16 07 17 .87 .87
= Block Design 44 72 26 19 -.04 82
Object Assembly 39 67 02 24 27 | .73
Coding 07 15 27 82 18 | .81
Mazes .05 74 16 | -25 32 | .4
Vocabulary 73 23 43 17 .04 .80
Comprehension il .19 A3 22 .18 73
% Absurdities 63 48 30 | .15 10 | .74
&= | Pattern Analysis 43 65 26 17 -.14 13
2 | Copying 27 65 16 28 16 | .63
2 | Matices 70 40 25 18 03 | .74
;g Quantitative 71 25 21 | -19 14 | 67
© | Number Series 67 43 40 | -07 04 | .80
"é Bead Memory 38 | 65 | 4 | 35 | -37 | .85
an Memory for Sentences 48 11 V) 16 -2 .18
Memory for Digits 24 18 .83 23 -.03 .83
Memory for Objects 38 34 20 44 -.03 49
4 5 Kasoshoasasmmnansntossts 49 4 15 2
Sum of Squared Loadings | 7.19 | 4.16 3.77 '/.
% of Total Variance 300 | 173 | 157 | 73 m
Cummaulative % Var. 300 | 473 | 630 | 703 ) 757 |

2 The rotated principal components listed in this table are based on the entire sample for this age

group (n=66). Missing data were estimated through the regression procedure outlined previously.
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In the five-component varimax solution (T able 49) the first component is Verbal-
Educational / Crystallized Intelligence; it has highest loadings from Information,
Similarities, W.Vocabulary, W.Comprehension, Picture Completion, Maﬁices,
B.Vocabulary, B.Comprehension, Absurdities,, Quantitative, Number Series, and .
Arithmetic; it also has small loadings from Block Design, Pattern Analysts, and Memory
for Sentences. The second component is Spétial-Meéhanical / Fluid Intelligence; it has
‘high loadings from Bl(")ck Design, Object Assembly, Mazes, Pattern Analysis, Copying,
and Bead Memory; it also has small loadings from Absurdities, Matrices, and Number
Series. The third component is Memory or Concentration; it has high loadings fror;
Information, Arithmetic, Digit Span, Memory For Sentences, and Memory For Digits. The
fourth component is defined primarily by Coding though Bead Memory and Memory for
Objects have small loadings; this component involves Visual Memory. The fifth
component is largely a singlet, with only Picture Arrangement having a high loading and
with Bead Memory having agsmall negative loading; as such, this component appears to be
bipolar, with Sequencing of Situations (Picture Arrangement) and Sequencing of Beads
(Bead Memory) as the two poles.

The four-component solution also has the first component as Verbal-Educational /
Crystallized Intelligence; high loadings include Information, Similarities, Arithmetic,
W.Vocabulary, W.Comprehension, Digit Span, B.Vocabulary, B.Comprehension,
Absurdities, Matrices, Quantitative, Number Series, Memory For Sentences, and Memory
For Digits. The second component is once again Spatial-Mechanical / Fluid Intelligence; it
has high loadings from Picture Completion, Block Design, Object Assembly, Mazes,
Absurdities, Pattern Analysis, Copying, Matrices, and Bead Memory; it also has small
lo:dings from Comprehension, Number Series, and Memory For Objects. The third
c:omponcnt is Memory or Concentration; the subtests with strongest loadings on this

component are Digit Span, Coding, and Memory For Digits. The fourth component is



256

once again primarily defined by Picture Amrangement, although Picture Completion does a a
weak loading; this component deals with Awareness of the Environment.

In both the two-, and three-component solutions, the component pattern is complex
for several subtests; their loadings on more than one factor are moderately strong. In both
of these solutions that first two components could be conceived of as Crystallized and Fluid
Intelligence respectively. However, the complexity of many of the subtests suggests that
too much variance may have been compressed onto the first two or three components when
these solutions are rotated.

To allow for a general component to emerge, quartimax rotations were also used.
The five-component quartimax solution is presented in Table 50. Indeed, the first
component is a general one, with high loadings from all subtests except Picture
Arrangement, Coding, and Mazes. It is worth noting that the Verbal subtests seem to have
the highest loading on the general c<;mp0ncnt; this may account for the fact that no Verbal
component emerges from the quartimax rotations. Also, as would be expected, both .
Matrices and Number Series have very strong loadings on this first component. The
second component is Auditory Short-Term Memory, with high loadings from Digit Span,
Memory For Digits, and Memory For Sentences. The third component is Visual Planning,
and the strongest loadings on this component come from Mazes, Copying, Block Design,
Object Assembly, and Pattern Analysi‘s. On the fourth component, only Coding has a
strong loading, while Memory For Objects has a small loac .ng, and Quantitative has a
small neg;dve loading; as such, this component ma‘y be bipolar, with one pole t;cin g
Passive Copying of Numbers (Coding) and the other pole being Active Numerical
Processing (Quantitative). The fifth component is also bipolar, with a strong loading from
Picture Arrangement and a moderate negative loading from Bead Memory; this component
has Sequencing of Situations (Picture Arrangement) and Sequencing of Beads (Bead

Memory) as the two poles. ar



Quartimax Rotated Five-Component Solution for the Joint Analysis oy

Table 50

of the Stanford-Binet IV and WISC-R: Ages 9-0 to 12-11 Years?

Age 9-0 to 12-11 Quartimax Rotated Principal Components
Tests I I I v \' h2
Information .86 26 -01 -.15 .83
Similarities .84 -.05 -.11 -.09 .15 .76
Arithmetic 17 21 -.05 01 05 65
9 Vocabulary .87 .03 -.23 .04 01 82
&8 | Comprehension .89 -08 -11 -.08 -02 .83
=TI Digit Span .65 .65 02 05 .09 .86
s Picture Completion T -42 01 .14 .16 72
2 | Picture Arrangement 36 | -.06 20 15 82 | .87
= Block Design 79 -.05 .39 13 -.17 82
Object Assembly .66 -.25 42 .19 13 73
Coding 40 .10 -.06 .79 14 81
Mazes .38 .03 74 -.15 .14 74
Vocabulary .88 09 -14 -03 .03 80
Comprehension .82 01 -.14 03 17 13
% Absurdities 85 |03 | s | o [ 03 | 74
B | Pattern Analysis 74 -.04 31 .10 -.26 73
2 | Copying 62 | -.09 42 26 02 | 63
% | Matrices 86 | -.09 02 00 | -0t 14
f, Quantitative 713 -.06° .00 -36 12 67
© | Number Series 86 | 09 | 12 | -21 | -02 | 80
€ | Bead Memory 68 | -16 | 23 | 27 | -48 | 85
% Memory for Sentences .74 A6 -15 04 -.03- 78
Memory for Digits .64 62 i -02 19 -07 83
' Memory for Objects -.06 34
I IrIsrrhrs e —— SORT00TEEONINGARNT SRONINRSSRRLEIRNNE BORINSIRINIRE] SO0
Sum of Squared Loading@s 12.91 1.46 142 1.2
% of Total Variance 53.8 6.1 59 5.3
Cummulative %. Var. 53.8 | 599 658 | 711

3 The rotated principal components listed in this table are based on the entire sample for this age

group (n=66). Missing data were estimated through the regression procedure outlined previously.

"
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Principal C(;r'nponents From the Joint Analysis of the Stanford-Binet
IV and the WISC-R for the Age Group 13-0 to 16-11 Years

Rct{grning to Table 41, it can be seen that for the age group of 13-0to 16-11 years, Q
only two components have eigenvalues above one. As such, the eigenvalue-one criteria
suggests that only two components be rotated. This atypical sample, and the unusually
high correlations for this age group result in 4n artifactually strong first component, which
accounts for 73.4% of the total subtest variance. Consequently, as in other analyses for
this age group, the results from the joint analysis of the Stanford»Bir;ct IV and WISC-R
must be interpreted cautiously as the true number of components may be obscured in this
age grecup. Hence, the discussion of the result from this group will be minimal.

” A plot of the successive components for this age group is provided in Figure 20.

. Using this plot, it is relatively clear that a four-component solution is appropriate.
Thereforc,utwo-, three-, and four-component solutions for this age group are reported in
Table 51 and Table 52.

In the two-component solu;ipn the first componént has relatively strong loadings

“frém most subtests; however, if oniy subtests with loadings above .60 are considered in
dcf;fning’a component?9, the first component represents Crystallized Intelligence. If ”
simﬂarly criteria are Qséd, the second component represents Fluid Intelligence.

In the three-component solution, the first two component once again turn out to be

Crystallized and Fluid 'Intelligcncc when subtests that have loadings of near .60 on the |

‘ “respective components are used to identify the components. The first component,

Crystallized Intelligence, has loadings from Information, Similarities, Arithmetic,

W.Vocabulary, W.Comprehension, B.Vocabulary, B.Comprehension, Matrices,

Qu'antitative, Number Series, and Memory For Sentences. Fluid Intelligence, the second

component, has loadings from Picture Completion, Picture Arrangement, Block Design,

Object Asscrhbly, Mazes, Pattern Analysis, Matrices, and Bead Memory. Finally, the third

49 This stringent of a loading may be necessary at this lgvel because all loadings ard
relatively high because of the heterogeneity of this age group. '
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component is Short-Term Memory, with loadings from Digit Span, Object Assembly,

Memory fér Sentences, Memory for Digits, and Memory for Objects.

Figure 20
Scree Plot for the Joint Analysis of the

-

Stanford-Binet 1V and the WISC-R for Ages 13-0 to 16-11 Years
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Extracted Extracted
.. 2 : 2
Tests I 1t h I n m h
Information 84 | 40 | 86 78 33 | .39 |87
‘Similarities 76 | 53 | 87 76 | a9 | 31 | 89
Arithmetic 6 | 54 |77 1T 68 [0k 28 | 7
» |_Vocabulary 90 | 20 | 89 } kb2 Paozal a1 | 90
2 | Comprehension 81| 40 | 81 79 ¥°% | 29 | 84
& 1 Digit Span 771 | 41 | 76 PR IEREEEE
S Picture Completion .30 | 81 74 37 .81 09 .80
2 |  Picture Arrangement 411 .13 | 70 371 6 | 30 | .
15, | Biock Design 61 63 77§ 8 | s | 31 |
Object Assembly 50 | 68 | .M .30 | 8| 61 | .80
Coding 54 | 54 [ .58 43 | 47| 43| 59
Mazes 25 | 85 | 79 16 | 80 | 37 | .80
" Vocabulary - 85 | 35 | 84 8 | 30 | 31 | 87
2| g | Comprehensiog - 80 | 50 | .88 T | 45 | 32 | %0
égﬁ Matte@ﬁj °62 | .“65%',‘ 82 57 | 36 | &
= | Marrices + 66 | 64 | 84 60 | 58 [ 40 | 84
¥ | Quanitative & | 50 | 86 a1 | 43 | 41 ] 86
|2 | Number Seri .77 | 53 | .88 73 | 48 | 36 | 89
T | BeadMemory . s6] 66 | .76 s3 | 61 ] 33| 76
‘E Memory for Sentences | 83 | .35 | .81° 6 | 24 | 61 | 84
»n | Memory for Digits - .69 | 48 1 46 37 .68 .81
1 Memory for Objects 63| 40 | 55 33 |26 | 19 | 80
WMMXWZZ%M%X,%W UL 7 %Z%W%WMV///%%’// 4
'} Sum of Squared Loadings 817 | 559 422 |
% of Total Variance 371 | 254 .
Cummulative % Var. ‘ 37.1 | 625 o Q@,‘
" 2 The rotated principal componénts lsted in this table are based on the entirg sample for this age - .
~ group (n=56). Missing data were estimated through the regression Mme gglxt,l{p{ogp;cvipusly.’ A

Varimax Rotated Two-, and “Three-Component Solutions

1.

Table 51
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for the Joint
Analysis of the Stanford-Binet IV and WISC-R: Ages 13-0 to 16-11 Years?®

Age 13-0 to 16-11

Two .Components

Three Components

Varimax Rotated Principal Components




Varimax Rotated Four-Component Solution for the Joint Analysis
of the Stanford-Binet IV and WISC-R: Ages 13-0 to 16-11 Years?

Table ‘52

Age 13-0 to 16-11

Varimax Rotated Principal Components

.
el

rad

Tests I I I v h’
Information 18 30 3 | 23 87
Similarities 73 39 27 35 89
Arithmetic 66 57 26 .16 85
Vocabulary 82 20 38 19 90
% Comprehension A 79 .26 25 30 84
= I Digit Span 58 2 | 59 28 82
5 " Picture Completion a5 S1 .04 68 84
& | Picture Arrangement 34 79 30 17 86
B | Block Design 56 53 | 28 | 34 79
*I Object Assembly 29 50 | 59 | 35 81
Coding 4 ¥ 04 36 73 85
~ Mazes 15 52 | .33 65 82
Vocabulary 82 | 29 28 18 87
2 | Comprehension 77 | a3s | 28 ] 35 91
i~ | Panemn Analysis 56 46 | 32 43 82
2 | Matrices 58 | 46 36 40 84
< | Quantitative .70 38 38 29 86
'E Number Series 72 42 32 30 89
® | Bead Memory 50 57 30 32 77
12 Memory for Sentences .66 A2 .57 30 .86
5 Memory for Digits iﬁ 29 65 ‘28 81
Memory for Objects 34 | .28 .78 12 82
m“\\\\\\\%\‘\\§R&K&¥§N§&%§&\i&%&&' ¥ SRORLERAY SRR AR
Sum of Squared Loadings 8.00 - 3.86 3.66 3.05
% of Total Variance 36.4 17.5 16.6 139
Cummulative % Var. 36.4 539 | 705 844
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8 The rotated principal components listed in this table are based on the entire sample for this age

group (n=56). Missing data were estimated through the regression Procedure outlined previously.
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Examination of the four-component solution in Table 52 reveals that the first
component is still Crystallized Intelligence, with loadings from Information, Similarities,
Arithmetic, W.Vocabulary, W.Comprehension, Digit Span, Block Dcsxgn B. Vocabulury.
B.Comprehension, Pattern Analysxs Matrices, Quantitative, Number Scnes and Memory
' For Sentences. The second component is Perceptual Organization, with loadings from
Picture Completion, Picture Arrangement, Block Design, Object Assembly, Mazes, and
Bead Memory. Again, as in the three-component solution, the third component is Short-
Term Memory, with loadings from Digit Span, Object Assembly, Memory For Sentcnccc,
Memory For Digits, and Memory For Objects. Finally, the fourth component is Visual
Scan; | this component is defined by Picture Completion, Coding, and Mazes.
- To allow for comparison with the varimax solution, the quartimax rotated four-

component solunon for the oldest age group is reported in Table 53. As cxpectcd all the

thcsts have str ings on the general component, which accounts for 73. 3% of the

total siibtest vanancé. , The second component is Visual Scan, and has highest loadings -

J— __\ ape

from Plcturc Complctxon and Mazes. Thc third component is Short-Term Memory, and -
“has loadings from Mcmory For Objects, Memory For Digits, and Object Assembly. The
bfoor componeyi is;ﬁpolar, with one pole being Formation of Abstract Agsociations
(Coding) and the other 'bole being Formation of Social Associations (Picture Arran gemcnt)r.
It is further unportant to note that the sccond third, and fourth componcnts are rclbt vc y A

N4
and each o 1hcs\ bemg pnmanly a doublet\ "

£ A ‘ ’ B

\
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Table 53
Quartimax Rotated Four-Component Solution for.the Joint Analysis
of the Stanford-Binet IV and WISC-R: Ages 13-0 to 16-11 Years?
Age 13-0 to 16-11 Quartimax Rotated
Principal Components
Tests , S 1| I v h2
Information 91 .18 | -05 03 87
Similarities 93 -.03 -13 0 | .8
Arithmetic - 88 -05 | -.09 -25 85
Vocabulary © .90 .28 -03 10 .90
% Comprehension .89 ~14 | -15 09 | 84
15 | Digit Span | .86 -.09 24 13 82
s Bicture Completion AN | 48 | -26 04 84 i
g Picture Arrangement 77 24 06 -45 .86
> Block‘%sigﬁ ©87 | 12 07 | -12 79 )
Object Assembly .80 25 | 32 | -09 ff 81 °
Coding  » o as | 25 .00 48 X5
Mazes 20 ST .08 02 82
Vocabulary | 89 24 | o-12 oL | .87 . |
v %’ Comprehension ' J 07 | -14%] 06 | [\\ ‘
i~ | Pattern Analysis 89 16 | -.04 01y 82 | ! e
> | Matrices X [ 2 [0 IR :
= | Quantitative ™ 93 07 | -01- | o0 | 86 )
= | Number Serics 94 .05 | -07 R R
S | Bead Memory 85 | 16 | -0 -17 .l e
< | Memory for Sentences 87 216 | .19 22 86 R W@
'% Memory for Digits 8 | o1 | . .33 06 81 '
T | Memory for Objec :
L L TR R AR R R R R e AR SN )
Sum of Squared Loadings | 16.13 106 | 076 | 064 g
- % of Total Variance 1 7133 48 3.5 29
“tummulative % Var. 733 781 | 816 | 845

2 The rotated principal components listed in this table are based on the entire samme for thls age
group (n=56). stsmg data were estimated through\be mgr/es;non procedure outlined previously.
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CHAP’I;};R A%
DISCUSSION

Before launching into a discussion of the results, it is appropriate to review some of
the fundamental ratlonales for this thesis. The Stanford-Binet IV, like all other
psychological tests, needs to be validated before clinicians can place whole- hcartcd faith in’

it. Unfortunately, httleresearch has yet been done on this new scale. Although there have

been some studies that have looked at the concurrent ygﬁdity between the Stanford-Binet IV

analyses so that the dat: can ';Spehk" for themselves. Even so, the factoring procedure
chosen should allow the emergence of both a general factor as well as group'factorS'
consequently, the principal components method of factoring, with quartimax rotation of
factors was undertaken. Further, in ordﬁfacﬂltate companson with the literature on the
WISC-R, there was a need to retain some smularlty in fac.tormg procedures normally used
on that test (e.g., using varim#iR fotatibns). Finally, the joint factoring of the Stanford-
‘Binet IV and the WISC-R wa3 undertaken‘io provide a better understandin.g,of the

??%ta;nférdehxet IV. and to add to the body of theoretical infonnation on intelligence.

g
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A few qualifications about the findings from this thesis are in order at this ph')int.
First, though three age groups (6-0 to 8-11 years, 9-0 to 12-11 years, and 13-0 to }6-11
years) were used, the heterogeneity of the oldest age group resulted in atypically high
correlations not only between the subtests on the WISC-R but also on the Stanford-Binet
IV; further, these extremely high'correlatiohs complicated the factor analyses ;{this age

level and resulted in an aru'factuoally high general component for the WISC-R, the Stanfdrd-

Binet IV, and the joint analysis of the WISC-R and Stanford-Binet IV. Consequently,
given the distortion of the WISC-R factor structure for this 13-0 to 16-11 age group,v it was
decided that the results for this group would not be discussed. Hence, this discussion is
limited to the results from the two younger ag‘.e;groups.

It must also be remembered that the’s mple sizes for these two age groups are small
(n=46 and n=66). Though Baggaley (1982) suggests that high correlanons between |
subtests allows the use of fewer subjects, these small sample sizes also reduce the stabﬂxty
of the correlatxons (Loo, 1983) Hence, the results from this th is must be treated as
tentative ;:'cn that the small sample siZes make it slightly more cult t‘termme the
cortect number of components, and also.introduce more error variance into the correlations.
Another Aé{ualiﬁcation of the current results has to do with the fact that:a clinical sample of
children was used and there was a wide range of abilities; hence, Wlaﬁoms may have
been slightly elevated by this heterogeneity and may result in slightl’}”f higher facter loadings
than would be expected if a more "normal” sample had been used. Howevér, despite these
limiiations, the general trends foun&\{i{n this thesis should be reasohably stable, especially a
for the larger components.

The intention of this section- is not to review all the results, but to highlight the. basic
objectwes and hypotheses that were laid out in Chapter One; also, the contents of ttis
chaptcr provide a discussion of the results and their implications for use of the Stanford-

Binet IV, and a few suggestion’ for further research that is’ _need on this new test.
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 A. Descriptive Statistics
} In order to determine the concurrent validity of the Stanford-Binet IV, means,
standard deviations, and correlations between subtcs&s, Areas, and the Composite were
gcomputed. These were compared to the same staustu,s from the WISC R.
| First, the mean for thc Stanford-Binet IV Composite Score is approxxmatcly 2
pomts lower than the mean for the WISC-R Full Scalc IQ; this ﬁndmg is similar to that
found by Thomd%ke et al. (1986). Displayed graphncally (Figure 5), the relationship
bétwc'_;cn these two scales is linear. Taken as a whole, this suggests that the Stanford-Binet
;:‘IVQC(?;I;’IPOSi[C score and the WISC-R FSIQ are similar enough to be used almost
iﬁtérchangegbly, though it must be remembered that _th_e; Stanford-Binet I'V. Composite score
will be about 2 or so points lower'than the WISQR FSIQ. ) Sifnilazly, forthe younger and
middle age groups the correlations between these two scores are .87 and 91 respectively.
Thus, the Stanford-Binet IV Compositc score has good concurrent validity with the WISC-
R FSIQ. | | |
* Moving to the other major scales on the Stanford-Binet IV and WISC-R, the mean
on the Verbal Reasoning Area of the Stanford-Binet IV and the mean for the Verbal Scale
1Q on the WISC-R are fairly sirn:i- -~ As a general rule, the mean scores on the Verbal
Reasoning Area is 2.3 to 3.7 points :Angher than the comparable scores on the WISC-R
VIQ. For. the youngest age group these two scales cofrciatc .81 while for the middle age
group they correlate .89. Hence, it can be concluded that these thscofcs are considc'(ably _
related and that there is a good deal of ébncurrent Validity bctwcen‘\xhcm'.
Next, it is logical to compare the Abstract/Visual Reasoning Area with the WISC-R
Performance Scale score. For the youngest age group the mean for the Abstract / Visual
Reasoning Area is 7 poirits lower than the WISC-R PIQ, and the correlation between the
two i .69_.' Meanwhile, for the ixliddle age group the WISC-R PIQ is only 3.2 points
lower than tﬁe Abstract / Vishal Reasoning Asea score and the correlation between the two

was .81. Thus, for the two different age groups the relationship between these two scores

»
)
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is different. For the middle age group there is fairly good concurrent validity between the
Abstract / Visual Reasoning Area and the WISC-R PIQ. However, for the ypungest age
group, the concurrent validity for the Abstract / Visual Reasoning Area is qué§donable; this
is not unexplainable given that for the youngest age group only two subtests zirc included
on the Abstract / Visual Area; or that Thorndike et al. (1986) found that for théir 2 through
6 agc group, and 7 through 11 age group, that the Abstract / Visual factor was x\mt well
dcﬁncd |
‘. For the Quantitative.and Short-Term Memory Areas on the Stanford-Jinet IV, there
are ﬁéequ@valcm scalkcs‘ on the WISC-R ti’l;lt can provide an index of concurrent&alidity.
Yes, the :claﬁ;ﬁéhip between these two areas and the three major scales on the WISC-R can
be sp!;ﬁ'by examining Tables 23 and 24. For the younger group, both the Quantiﬁitive and
Shqt‘f 'er Memory Areas have reasonably strong’ correlations with the WISC-R VIQ,
I.Q and FSIQ and range from .50 to .71." The relationship between these two Areas and
. thc thrcc WISC-R scales is stronger for the middle age group with the correlations rangmg
from 61 to 81. of parﬁcul\ar theoretical importance, the Quantitative Reasomng Area had
gcorrclanorjof .81 with the WISC-R VIQ for the middle age group. This is parncularly
| interesting given that both Vernon (1961) and Cattell (1971) suggest that quantitative ablhty
belor;gs toa Vcrbal Educauonal %Mcd Intelligence factor. This finding lends somc
mdircct support to Thorndlkc et al.'s (1986) suggestion that the Verbal and Quantitative
Reasonin éArcas arg, lower level factors stemming from Crystallized In:ellizence. |
. Before moving on, 4 final set of com:lationé lgptween»ﬂie major scales on the two ““'
tests needs to be discussed for the middle ;xge group. From Table 24 it is seen that the
Stanford-Binet IV Composite score correlates .91, .78, and .91 with the WISC-R vIQ,

PIQ, and FSIQ re_spcctiw)cly. The implication is that the Stanford-Binet IV Compgsite score
4 o
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may reflect a highly Verbal bias at this age30 ; in contrast, for the younger group the
Composite may not be as Verbally biased.

On the Stanford-Binet IV, the means and standard deviations on the different
subtests tend to be similar, though there are a few cxécpti;)ns at different age levels. For
example, in the 6-0 to 8-11 year age group,‘thc Copying subtest has a lower mean but a
comparable standard JQyiation to other subtests; in contrast, the Quantitative subtest has a
comparable mean, but lower standard deviation than other subtests. Jhese problems may
result from standardization difficulties, or from a restricted range of difficulty at this age.
For the 9-0 to 12-11 age group, the mean scores on the Quantitative, Bead Memory, and
Memory for Sentences subtests are slightly lower than other subtest means.

On the WISC-R, the subtest means are quite similar, though the means for
Information, Arithmetic, Digit Span, and Coding tend to be slightly lower than on other
subtests. As such, this implies the presence of the third factor for the WISC-R as is )
commonly found in clinical populations. The question that this rziiscs is whether or not the
low means on the given Stanford-Bine; v sn@ts‘occur because these subtcSt; load on
the same %actor or factdrs. From the current result$ a conclusion of this'q;fiturc is not clearly
warranted; furtier studies need to rgplication this finding beft‘ the rcasd;m for these low
means is known31. ) , |

A particularly sur;;qsing finding was-that the standard deviations for the Stanford-
Binet IV Composite and m&¥ms are lower than thé standard dcvi?\tions for the WISC-R
FSIQ, VIQ, and PIQ by two or more points. Takmg into conmderadon that the major
scales on the Stanford-Binet are deslgned with a standard deviation of 16, and the WISC-
R with 15, this finding is msturbmg. Though it is possible that this finding is xdlos.yncrauc

50 Tt could alternately be argued that the WISC-R PIQ does not measure "intelligence" as
well as does the WISC-R VIQ, but given the perennial difficulty of developing tests that are
not biased towards measuring verbal abilities, this alternate argument seems less defensible

thah concluding that the Composite score may be biased to measuring Verbal ability.
51 This is particularly true given that no tests of significance were used to determine
whether these variations in the means were significant or due to chance.
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to this sample, it is noteworthy that Thorndike et al. (1986)lreportcd. ghe same trend in some

} samples of non-exceptional and learning disabled children. Until further large scale studies
address this concemn, clinicians need to be aware that standard scores (z-scores) and hence
percentiles earned on the Stanford-Binet [V may contain more error than suggested by
Thorndike etal.; this may be particularly true of the Quantitative Reasoning Area for
children under 13 years of age.

The correlations between the Stanford-Binet IV subtests, Areas, and Cogpoéite that
are found in the two younger age groups were very similar to those reported by Thorndike
et al...(19§6). This was encouraging because it meant that the factoring done in this thesis
started from é pool g% data that was quite similar to that used by Thorndike et al.. It also
suggests that the correlations between subtests, Areas, and the Composite are no’ty that
different between "?ormal" and clinically (eferred children. Finally, the current correlations

tend to validate those found by Thorndike et al. and ose found in Carvajal and

, Weyand's {1986) limited study.

;‘)"# d Y N Y
i 3

I

B . Factor Analyses of the WISC-R
The purpose of factoring the WISC-R was two-fold: to validate the current sample

a{d age groups as typical of other clinical samples; and EO provide a reference structure
against which the Stanford-Binet IV and the joint factoring of the Stanford-Binet IV and the
WISC-R could be compared. Because the majority of the factoring done on the WISC-R
has used variggax rotations, the current component analyses on the WISC-R also used
v51rimax rotations. ' P ’

o For the 6-0 to 8-11 age group, the eigenvalue-one criterion indicates that a three-

" compc;ncnt solution wassmost appropriate; examination of two-, and four-component
solutions alsc suggestec :hat a dlree{omponent solution was the best choice. Verbal ?

* Comprehension emerged-as the first componeﬁt, accounting for32.1% of the total subtest

variance; iNhds high loadings from Information, Similarities, Arithmetc, Vocabulary, and
Comprehension; Digit Span, Picture Armngen%'u\and Coding also has moderate loadings .
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on this component. Perceptual Organization emerged as the second component, ac: -unting
for 21.6% of the total subtest variance; it has high loadings from Picture Completion,
Picture Arrangement, Block Design, Object Assembly, and ‘Digit Span. The third
component, accounting for 13.6% of the total subtest variance, was different than the us"dﬁf
’th'ird factor on the WISC-R. This component had strong loadings from Block Design and
Mazes, and a moderate loading from Information; thus, this component required Visual -
Planning and Reasoning.

Taken as a whole, the WISC-R component structure for the youngest age group is
quite similar to that found in other clinical and "normal” populations (e.g., Kaufman, 1975)
though there axe some slight variations in the first two components, and the third
component is unique. The later findings are not unexpected given that this was a clinical
sample. However, there is sufficient similarity between the component struéturc that
emerged and the prototypical factor structure (Kaufman, 1975) to accept the youngest age
group as a valid and representative clinical sample. |

In the 9-0 to 12-11 age group, both the eigenvalue-one and scfce test criteria
suggests that a two-component solution is best. The first component emerges as Verbal

- ‘
Comprehcnsmaccounting for 39.9% of the total subtest variance; Information,

Similarities, Arith lic, Vocabulary, Comprehension, and Digit Span have high loadings
on this component whilPhilugh Completion and Block Design have moderate loadings.
Perceptual Organization emerge Ny aoasserTOTent, aécounting for 23.3% of the
total subtest vanance, Picture Completion, Picture Arrangement, Block Design, Object

| Assembly, ;;ld Mazes have high loadings on this component. Overall, the component
structure that emcrged for this age group is indeed represéntativc of the prototypic factor

structure found in other samplcs (e g., Kaufman, 1975) Thcrcforc thxs agc"group was o

accepted as a valid and reprcsentatwe chmcal sample.
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In the 13-0 to 16-11 age group, only one component has an eigenvalue greater than

one. Because of the extreme heterogeneity of the scores in this age group, the first \

unrotated component dwarfs all other components. Consequently, the typical wisql
factor structure does not emerge in two-, three-, or four-component solutions. 'I‘Hc
diversity of the abilities of children in this age group results in a distortion of thc :tude
of loadings on the componcnts, increased complexity of the subtests, an amfac% gencral
component, and obscuration of the number of components to extract. It was ?oi#;%hese
rcasbns that the decision was made not to discuss the results from this age group; although
general patterns and.directions nf loadings may be correct, there is too much opaqueness in
the results from this age group to warrant further discussion, especially given the limited

size (n=56) of this age group.

C. Factor Analyses of the Stanford-Binet IV
The purpose behind factoring the Stanford-Binet IV was to examine its construct
~ validity in the various age groups. Given the inconclusive and disappointing nature of the
confirmatory factor analyses done by Thorndike et al. (1986), it was decided [hzi{*}
explorafery factor analyses were needed to let the data speak for themselves and determine
thcA underlying factor structure. Principal components analyses were done and components
were rotated both‘ by the quartimax and varimax criteria; the quartimax criterion proceeds
very much like the factoring done by Thorndike et al.; the varimax criterion was included
so that thé results from the Stanford-Binet I'V could be compared to m.csesults normally
found on the WISC-R. The important point to remember is that very different conclusions
are sometimés drawn from thc same data, depending on the type of rotations that are use&
. (eg., Thurstonc (1938) and Eyscnck (1939) or Paden (1981) or Kaufman (1975) and
‘Wallbrown et al, (1975). -
To illustrate the bhndness of some researchers, remember that Slate (1986)
criticized the inclusion of group factors on the Stanford-Binet IV given that Thorndike et al.

\
(1986) found the general factor to be 50 strong. Slate's erroneously compared the results
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from Thomdike et al.'s confirmatory fgtbring with Kaufman's (1975) varimax rotated
principal axes. Even Vernon (1987) indir;ccuy compured the factoring done on the
Sta.nt”ord-Binet IV with the factoring done on the WISC-R and WAIS-R and implied that
one can directly compare the results. In criticizing the inclusion of group fnctox;! on the
Fourth Edition, Vernon referred to the three group factors normally found on the Wechsler
scales; however, he failed to clarify that these are found using varimax rotations--when
factoring methods more comparable with those used on the Stanford-Binet TV are used on
the WISC-R (e.g., Wallbrown et al.,, 1976; Blaha & Wallbrown, 1984) then a large
general factor emerges (36% of total variance) while the group factors of v.ed and k:m
are small (accounting for 5-6% of the total variance respectively). This later finding is quite
comparable to the results found by Thomndike et al. (1986) on the Stanford-Binet V. As
Osberg (1986) wisely advises, more factoring of the Stanford-Binet IV is needed using
"alternate techniques"--techniques that will allow more direct comparison between the
results found for the WISC-R and those found for the Stanford-Binet IV. It was for this
reason that both quartimax and varimax rotations were used in the factoring of the
Stanford-Binet IV done in this thesis.

As a reminder, in Chapter One it was suggested that a strong general component
was expected on the Stanford-Binet IV when quartimax rotations are used (or alternately
the first unrotated component); when varimax rotations are used, three components of
Crystallized Intelligence / Verbal-Educational, Fluid Intelligence / Spatial-Mechanical-
Practical , and Short-Term Memory were expected. However, the number of factors to
extract at each level was determined primarily by the eigenvalue-one and scree test criteria.

In the 6-0 to 8-11 age group, both the eigenvalue-one and scree test criteria
suggests that a two-component solution is appropriate; however, the three-component
sblution seems more psychologically meaningful, and is more consistent with the findings
by Thorndike et al. (1986). Therefore, the three-cor ponent solution is the one discussed

here. For the quartimax rotations, the first component represents g and accounts for
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043.9% of the total subtesf variance; all subtests except Bead Memory (.21) have ;uong
loadings on thlS first component. The second component represents Verbal abxhty, and hm
loadings from Vocabulary, Comprehensxon and Memory for Semences. this component
accounts for 14.1% of the total subtest variance. ‘ Finally, the third component represents
Abstract / Visual skills, has its highest loadlngs fmm Bead Memory and Pattefn Analysis,
and accounts for 13.9% of the total subtest variance. In many ways, the three-component "
quartimax solution for the youngest age groun is very similar to the results from the
conﬁxmatory factor analysis that Thorndike et al. (1986) did on £heir 2 through 6 age
" group. | |
When the three-component varimax solunon for the 6-0 to 8-11 age groules
examlncd the first component is Fluid Intellxgence / Spatial- Mechanical ablllty, arid
accounts for 30.4% of the total subtest vanance, Absurdities, Pattern Analysns, Copying,
and Quantitative have{oadings on this component. The second component that emerges is
Yerbal in nature, accounts for 26.0% of the total subtest variance, and has loadings from
Vocabulary, Comprehension, and Memory for Sentences. As in the quar}imax solution,
the third conipo’nent is iQendﬁed by a very stx:ong loading from Bead,Memory, andv a

moderate loading from Pattern Analysis; though this component may represent Abstract’/

. Visual ability, it could also be considered as Ability to Perceive and Organize Material;

regardless of the name applied to this component, it accounts for 15.6% of the total subtest
variance. |

A key finding for the youngest age group is that neither a Quantitative nor Short- )
- Term Memory component emerges. As such, for this age level theseggwo Areas.on the
Stanford-Binet I'V are not supported. Failure of a Memory component to emerge confirms
the sameﬁnding by Thorndike et al. in their youngest age grouph th‘i‘s‘ is not surprising |
given that Memory for Sentence.s is Verbal in Nature, that Bead Memory requires both“
simultaneous processing and ability to perceive and organize materials _(Thomdikc, ) L,

personal communication June 2, 1987), and the inappropriateness of Memory for Digits at

e
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f/ this age level Of further mterest the Bead Mcmory subtest is not found to load on the
§cneral component in this age group, as such, its presence in the battery for chlldren in the

- 6-01t0 8-11 year age range may. be qucsnonable in that its relauonshlp to- mtclhgence is

“

poorly defined.

‘Moving on to the 9-0 to 12-11 year age group, the elgenvalue-one criteria suggests
that_‘nly one component should be extracted though the second component mrght be
consrder (elgenvalue of .97); meanwhlle, the scree test suggests that three components
should be extracted and rotated similarly; the three- component solunon seems the most
meaningful. Consequently, only the three-componem quart;max and varimax rotated
soluu\bns are dlsa..,sed here. Itis clearly recogmzed that other researchers may choose one -

. of the other number-of-component solutlons as bémg more appr’opnate based on theoretical.

. or techmcal reasons; however, given the small samplc 31ze the dtfﬁculty of determining
the "true” rumber of components and attempts to find psychologtcal and(theoretlcal
meamngfulness the three- component solutlon was chosen. _ “

In the three-component quartlmax rotated, solutlon for the 9-0 to 12 11 age group, ,
the first component represents g. Thxsrcomponent accounts for 58.8% of the total subtest
\varian‘ce andts nearly identical to the first unrotated component. All twelve subtests have

| strong loadingsvon g with the range being from 6110 .89; the subtests with the lowest:
loadings are the four subtests from the Short-Texm Memory Area, and Copying; the
subtest with the highest loadings are Matrices, Number Series, and the Verbal Reasoning
Area subtests. The secondcomponent emerges as A‘udlytory Short-Term Memory. This
component has loadmgs from Mernory for Digits. and Memory fof Sentences, and accounts
for 7.8% of the total subtest varu{nce The third component, accountmg for 7.7% of the
totat subtest vartancc, is Vlsual\ / Conceptual Abt‘hty; it had its highest loadings from Bead
Memory, Memory for Objects,i and Copying; Quantitative has a moderate negative loading;
it should be noted that Pattern Analysis has a weak loading (.28) on the third component,--
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if this is taken into consideration, then one might leniently consnder this thrrd component as
: "' Abstract / Visual in nature. |

In the varimax rotated three- component solution for the 9-0 to 12-11 age gnoup. the
first component that emerges is Crystallized Intelhgence This component accounts for _

29 6% of the total subtest variance and has high loadings from Quantitative, Number

Series, Vocabulary, Comprehensmn,‘Absurdmes. and Matrices. The second component is

Fluid Intelhgence It accounts for 26 1% of the total subtest variance and has hi gh loadmgs ‘

from Pattern Analysis, Copying, Bead Memory, Memory for Objects, Absurdl ties, and

Matrices. Several subtests are cComplex, with loadmgs on both Crystallized and Fluid

’ Intelﬁnce Fmally, the third component turns out to be Auditory Short Term Memory
This compponent accounts for 18.6% of the total subtest variance and has high Ioadmgs

| from Memiory for Digits, Memory for Sentences, and Vocabulary.

" Noteworthy findings in the 9-0 to 12-11 age group include the failure of a Verbal
component to emerge in the quartimax rotated solution; - this is in contrast to Thorndike et
al. (1986) who found a Verbal factor in their 7.through 11 age group. The fact that
\?o%ébulary, (fbmpreh nsion, and Absurdities have high loadings on g may be
responsrble for the fact that no Vé’rbal factor emerges in the quarumax three- component
solution. Sﬁmlarly, it may explam why the Stanford Binet IV Composite Score correlates

- so highly with the WISC-R%IQ (.91) for this age group. Therefore, the vanance that
‘would normally have been attnbuted to a verbal component seems o have been added to

the general component thls may partmlly explam whyg m thrs middle age group accounts

for 58. 8% of the total subtest vanance rather than 42% as found by Thorndike et al.. Next,
the emergence of a Short-Term Memory component lends some credence-to Thorndike et
al.'s finding of the same, and to the inclusion of this Area on the Stanford-Binet IV for this
age level; however, the natiire of the Shon-Term Memory component in this age group \

was more restricted than Thomdike et al.'s Memory factor, and was limited to auditory

material (i.e., Memory for ngits and Memory for Sentences).

]
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Asa w'holc, the quartimax solution in the middle ago group supports a strong
gg_ncral component. It does not, however, support the rctcntionc(’)f the Verbal R Oning
Area or the Quantitative Reasoning Area ‘oln‘the Stanford-Binef IV at this age lcv;:l. «Though
- the Abstraot / Visual Rcasoning“Arca receives some supporty2, it should be duly noted that
both Bead Memory and Memory for Objects scorﬁ to be {glatcd to this factor rather than to | .
Short-Ten;lﬂMomory., Likewise, the Short-Term Memory Area for this age group should |
be restricted to idemory for Digits and Merrvxoryvfor Sentences.
The results from the varimax rotations for this age group are also heartening in

terms of the theoretical structure of the Stanford-Binet IV. First, Fluid and Crystallized
Intelligence dl(i _?crge, asdid a Shon~Tcrm"Memory component. Further, on the

‘. Crystallized Intelligence component all three of the Verbal Reasoning Area, and both the
Quémtitative Reasoning Area subtests have reasonably strong loadings, just 35 would be
expected according to Thorndike et al.'s theoretical structure. Unfom_matcl);, the varimax

solution does not deal with the general component and thus only partially supports the

theoretical strugture of the Stanford-Binet IV. .
; ' _\ .
D. Joint. Factor Analyses of the Stanford-Binet IV and the WISC-R
The purpose of joikfagwﬁng\the Stanford-Binet IV and the nySC-R was to

clarify which subtests from the two tests would load on the same compenents. As Kieth
g (1987) has suggested, jointly factoring a new test with an older well understood test can
help rcsejarchers evaluate the merits of the ncw test. By jointl}; factoring the subtests from ‘
thcsc two tests, four o%cnvcs were considered: (a) to see if both tests are mcasurmg the
same construct of 1ntel’1)1gencc that is, which subtests from the two tests w1ll,léad on the
same general component which reprcsents g (b) to provide a better understandmg of

4

Wthh subtests frofn the two tests load on the same components (c) todetermine whether

" 52 Given that Pattern Analysis only has a weak loading on this component, the "Abstract”
label may be more questionable; a name of Visual / Conceptual may be more fitting for this

component.

@
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the component structure of the WISC R remains constant when the subtests from the
Stanford-Binet I'V are added, or whethcr new componcnts are defined given that more
subtests are available to define such possible gomponents; and (d) to offer some
suggestions for clinicians wanting to 'Srup‘plcmcntt subtests from either the WISC-R or
Stanford-Binet IV whch using only one of these tests to assess éhildfcn.

In terms of general expectations, it was belicvéd that a strong general componént
would emerge with most of the subtests from both instruments hﬁving strong loadings.

_ Second, that three components would emerge similar to those found in the factoring 6f thc.
Stanford-Binet IV in ea{ch of the two age groups. As in the factoring done on the Stanford-
Binet IV in this thesis, principal component analyses werc'done followed b); varimax and' |
quarumax rotations. Although the elgenvaluc -one and scree test cntcrla were used to guide
the selection of the correct number of components, the ultimate choice of the number of

| factors was based on which solution gave the most psychological meaningfilness.
Therefore, others may ﬁndﬁa different number o’f cqmpdn;:nts to be more desirable--and
they are free to so choose from the results section: ‘For l;oth age groups, the five-
component solution seems most appropriate when consideration 1s jointly given to thc scree
test and eigenvalue-one criteria.

For the 6-0 to 8-11 year old age g}“oup, the five-component quartimax rotated
solution suggests that a general component synonymous with g exists, and that it accounts
for 43.9% of the total subtcst variance. Most of the subtcsts from both the WISC-R and
Stanford—Bmet v load on this component; subtests. from the Vcrbal Scalc on the WISC R
and from the Verbal Reasoning Area on the Stanford-Binet IV have the highest loadings on

—g. In contrast, the subtests with the lowest loadings on g dre Picture Completion, Mazes,

and Bead Memory. As a rule, the first unrotated component for this agc group is very

sumlar to the first quartlmax rotated component.
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The second componcntin the five-component quartimax solution is Visual Planning/
Ability to See Rclationshipsrand this accounts for 8.5% of the total subtest variance. This
componcnt has high loadmgs from Pattern Analysis, Mazes, Block Demgn and Absurdities.
Thesthird component accounts for 7.7% of the total subtest variance and’ rcprcsents Working
Memory / Conceptual Catcgonzauon It has high loadings from Bcad Memory, Picture
Completion, a moderate'loading from W.Comprehension, and a moderatc negative loadin g
from Quantitative; ‘of some interest, the two subtests that define this component also have the
lowest loadings on g . The fourth_,cotnponcnt is ldeﬁned primarily by .Ooject Assembly, !

Block Design, and Digit Span, and appears to be some form of Perccptual Organization
componcnt, accounting for 7.2% of the total subtest variance. The fifth component is
difficult to interpret in that it is bipolar. One pole is defined by Memory for Sentences and
rcprcsents Semantic Memory, while the other pole is defined by Coding and represents Non-
Mcaningful Visual Memory. This fifth component accounts for 5.5% of the total subtest
variance. - 4 v | -

Looking at the ﬁvc-componcnt varimax ;otat;d solution far the youngest age group,
the component structure is a little clearer. ~Thc first component, accounting for 24.0% of
thcftotzil subtest variance, is Verbal in.nature. It has high loadings from Information,

 Similarities, W.Vocabulary, Picture Arrangement, B Vocabulary, B.Comprehension, and
Memory for Sentences. The second coinnonent accounts for 15.5% of the total subtest
variance and rcprescntc Numerical Ability / Concentration. Subtests with high loadings on

. this component[includc Arithmetic, Digit Span, Codinf;, Copying, and Quantitative. Visual

Planning / Abthty to See Relationships emerges as the third component, accounting for _

12.5% of the total subtest variance. This component is defined by Mazes, Pattern

Analysis, Block Design, Absurdities, and B.Comprehension. The next component to

¥ emerge is Perceptual Organization, accounting for 11.0% of the total subtest variance. This

cornponcnt has its highest loadings from Block Désign, Object Assembly, and Digit Span.
The fifth component turns out to be Working Memory / Conceptual Categorization and -



y 279 /
chounts for 9.6% of the total subtest variance; this component has high loadings fron} -~
/Picturc Completion and Bead Memory. 5 ' ' .

Comparing the quartimax and varimax five- componcnt solutions for the youngest
age group, there appears to be much smulanty between-the sccond thxrd fourth and fifth
components, though'they emerge in different orders and the quartimax componcnts tend to
be of smaller magnitude. The major difference is that the ﬁmt component in the quartimax
solution represents g Whereas in the varimax solution it represents Verbal ability. Given °
that most of the subtests from both the WISC-R and the Stanford-Binet IV load on the
same general component (whether the first unrotated principal component or the first
quartimax rotated co}nponcnt) it seems safe to conclude that both tests are measuring the
same construct of intelligence.

' The results from the joint analysis of the Stanford-Binet IV and ['hC WISC-R for the |
6-0 to 8-11 year age group suggest that when the two tests are factored together that the
factor structure seen on either test individually changes; that is, the addition of more
subtest allows more components to be defined. Unfortunately, these components are
narrower and more'difficult to explain. As such, it is difficult to make suggestions to
cliricians regarding which subtests t()“usc as supplerﬂental to ,/admiﬁistration of only one of
the two tests. As a tentative suggéstion, more work needs ]o be done to see how Bead
Memory and Picture Compleuon fit togethcr—-cspccmlly gxrcn that both of these subtests
tended to have little in common with the general component. There also appears to be an
uinteresting, though unclear, relationship between Mazes and Pattern Analysis. As a general »
-~ .warning, it is worth noting that Block Design and Pattern Analysis may not be exactly the
same; -nor are W.Comprehension and B.Comprehension. B.Vocabulary and

W.Vocabular)}, on the other hand, seem to be nearly identical in terms of factorial

composition.
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Tuming to the the 9-0 10 12-11 age group, the five-component quartimax solution is
also a challenge to interpret. The first c‘ompbncnt clear}y represents g and accounts for
53.8% of the total subtest variance. All subtests from both the Stanford-Binet IV and the
WISC-R load on' this component, though Picture Arrangement (.36), Coding (.40), and \\
Mazes (.38) only hawg weak loadings. As in the factoring of the Stanford-Binet IV for this
age group, the gcncral coﬁlponcnt has its highest loadings from subtests that are, from the

3 hen the

Verbal scales on the 1 respective tests; conversely, no verbal componcﬁ  ' H ”

;factoring is done. Of further importance, both Matrices and Number Serie‘sh g;v; very
strong loadings on g . | . |

| Thc second component in the quartimax‘ﬁve-compor'lcnt solution represents
Auditory Short-Term Memory, and accounts for 6. 1;\%; of the total subtest variance. As in
the factoring of the Stanford-Binet IV, Memory for Digits and Memory for Sentences load
on this factor, and are joined by the Digit Span subtest from the WISC-R. The third
component is Visual Planing and accounts for 5.9% of the total subtest variance--this
componén; may have an Abstract / Visual cbmposition though the emphasis appears to be
on the Visual élcment. In an encouraging finding, the subtests that load on this component
include Mazes, Copying, Bloék Design, Object Assembly, and Pattern Analysis. The
fourth and fifth components that emerge are bipolar and account for 5.3 and 4.9% of the
tpuﬂ subtest variance respectively. The-fourth component represents Passive Copying of
Numbers (Coding) on one pole and Active Numerical Processing (Quantitative) on the

‘othcr. The fifth coniponcnt has one pole of Sequencing of Situations and the other pole of
Sequencing of Beads.

Examination of the five-component varimax rotated solution for the 9-0 to 12-11
age group providgs a slightly different perspective than the quartimax solution. - The first
component in the varimax solution is Crystallized Intelligence / Verbal-Edugzigpnal ability,
and accounts for 30.0% of the total subtest variance; This component has High loadings

from Information, Similarities, W .Vocabulary, W.Comprehension, Picture Completion,



281

Matrices, B.Vocabulary, B.Comprcﬁcnsif?lj, Absurdities, Quantitative, Number Series,
and Arnithmetic. The second component mijmscnts Fluid Ir;tclligcncc / Spatial-Mechanical
ability, and accounts for 17.3% of the total subtest variance. It has strong loadings from
Block Design, Object Assembly, Mazes, Pattern Analysis, Copying, and Bead Memory.
The next component to emerge is Memory /Cancentration which accounts for 15.7% of the
total subtest variance. '-fhis component is defined by Infoﬁnation_, Arithmetic, Digit Span,
Memory for Sentences, and Memory for Digits. Fourth, a Visual Memory component
emerges. It accounts for 7.3% of the total sugtest variance, and has a high loading from
Coding and small loadings from Bead Memory and Memory for Objects. The fifth .
component is small and basically a singlet with only Picture Arrangement loading on it
though Bead Memory'docs have a small negative loading. As such, this factor represents
Sequencing of Situations.

Comparing the varimax and quartimax five-component solution for the 9-0 to 12-11
| age group indicates that‘thcl two rotational r’ncthods_vrcsult in different component structures.
The varimax solution produces components of Crystallized Intelligence, Fluid Intelligence,
Memory / Csnccnmﬁon, Visual Memory, and Sequencing of Situations. In contrast, the
quartimax solution produces components of g , Auditory Short-Term Memory, Visual -
Planning, Numerical (bipolar), and Sequencing (bipolar). Worth noting, the component
structure that emerges from the joint analysis bears more similarity to the cémponcnt
structure found for the Stanford-Binet IV than for the WISC-R Howévcr, with the larger
number of subtests, more components were able to be defined than when the Stanford-
Binet IV was factored by itself.

Important findings from the joint factoring of the Srtanford-Binct IV and the WISC-
R for the middle age group include the finding that nearly all the subtests from both the
Stanford-Binet IV and WISC-R load strongly ox; g . This supports the contention that the
two tests are measuring the same construct that we call intelligence. In terms of the Areas

on the Stanford-Binet IV, the joifit analysis partially givc§ support to Short-Term Memory,
( ‘
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. but also suggests that this area may need to be broken down into two divisions: gge for

| z;udiwry and'thc other for visual short-term memory. Though the Quantitative Arca
receives some support from the emergence of a Numerical component-in the quartimax
solution, this component is not well defined ﬁnd hence the inclusion of the Quantitative
Reasoning Area on the Stanford-Binet I'V at this age seems questionable. Similarly, once
the variance accéuntcd for by g is removed, the presence of a Verbal.component for this
age is questionable--though g itself does scém to be quite closely related to Verbal ability.
Thus, even with the addition of rﬁorc subtests, the four Reasoning Areas on the Stanford-
Binet I'V sull fail to emerge as group compolncnts once the variance attributable to g is
removed; in the same fashion, removing the g variance results in the loss of the typical

three-factor solution found for the WISC-R (Kaufman, 1975).

E . Implications For Further Research

The factoring that has been done on the Stanford-Binet IV in this thesis is a
beginning point for further research. Given the unclear findings in this thesis, much work
still needs to be done on determining the construct validity of the Stanford-Binet [V;
though its construct validity in terms of measuring g seems undisputable, validation of the
theoretical structure of this test has yet to substantiate the division of the test into group
factors which Thorndike et al. (1986) refer to as Reasoning Areas.

Though the problem of missing data will continue to be a problem for those
factoring the Star;ford-Binct IV because of the adaptive testing format, this problem can be
handled by using regression estimates to replace missing data (Timm, 1970). However, a
more hidden problem has to do with choosing appropriate age groups to base factor

i analyses on. Researchers are warned that Thorndike et al.'s (1986) procedure of using
median cornciations for factor analyses has a serious potential problem; namely, that this
allows for large discrcpancicsdn the sample sizes for the vaﬁou§ correlations (Gorsuch,

1983).
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Future research using a truly hierarchical factoring procedure is reeded as is more
research using exploratory factoring with both varimax and quartimax rotajions. Likewise,

r

futther factoring using princi)al factoring and the use of squared multiple correlation as
initial communality cslim&cs is needed. Thi’s will allow for determination of the specific
variance accounted for by each subtest on the Stanford-Binet IV, and can help to suggest
which subtests ment interpretation in profile analyses and which do not. Likewise, orce a
stable factor pattern has been found for the Stanford-Binet 1V, it appears that much work
will need to be done on developing factor scores and deviation quotients to replace the four
Reasoning Areas that to date have received little validation.

Researcher should be careful not to ‘fall into the trap of comparing factor analyses
done on the WISC-R using varimax rotations and those done on the Stanford-Binet IV with
other rotational methods. What is needed is research that concurrently factors the WISC-R
and Stanford-Binet IV on the same sample of children, using the same factoring
procedures. Furthcr: much theoretical information can be gained.by jointly factoring the
WISC-R and Stanford-Binet I'V; unlike the joint factoring of the K-AiBC and WISC-R
(Kaufman & McLean,' 1986, 1987) where the typical three-factor WISC-R structure

remained intact, it appears that the joint factorihg of the WISC-R and Stanford-Binet IV

results in a new factor structure with several new factors emerging.

F. Summary

In this study, the primary focus was on validating the Stanford-ly?.inct IV. Asa
whole, Composite was shown to have good concurrent validity with the WISC-R Full
Scale IQ. However, the construct vali'dity of the Stanford-Bifiet [V was only pam'élly ,
substantiated. Most notably, the emergence of a strong general component of intelligence
(g ) validates the Composite score on the Stanford-Binet IV; the joint analysis of the
Stanford-Binet IV and the WISC-R further confirms that these two tests are measuring the
same construct of general intelligence. Unfortunaicly, though the Stanford-Binet IV is

validated as a measure of general intelligence, its utility in measuring group factors such as
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Verbal Reasoning, Quantitative Reasoning, Abstract / Visual Reasoning, and Short-Term
Mbmory is not clearly validated from the current component analyses. In fact, not only 1s
the division of the Stanford-Binet 1V into four Reasoning Areas open to question, but the
placement of various subt;;& on these Areas is also highly suspect. For example, Bead
Memory does not appear to measure Short-Term Memory but rather some other Visual /
Conceptual skill. M;xch more rescarch is urgently needed on the factor structure of the
Stanford-Binet IV before clinicians can confidently assert that it measures not only general

intelligence but also Vcri)al, Quantitative, Abstract / Visual, and Short-Term Memory

abilities.
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Appendix A
The Essentials of Factor Analysis

Many psychologists and researchers regard factor analysis with a degree of
suspicion. Some even suggest that factor analysis has a magical or mystical nature. It is
not surprising, however, that many regard factor analysis with such trepidation--
throughout history unknown and poorly understood ideas have been given an askance
treatment, and often denounced. Although the popularization of factor analysis has
progressed significantly, it still has a long way to go in debunking misconceptions about it.
As carly as 1960 it was obvious that factoring procedures were poorly understood.
Consider a comment may by Kaiser (1960) in a lecture that he was deliveri ng: "Factor
analysis will eventually come out of the realm of a strange, mystical, ad hoc, half-art, halt-
science sort of numerology into the camp of reputable methodologies...” (p. 148).
Howév\'ér, even as late as 1985 an undercurrent of disregard towards factor analysis was
noted by Hill, Reddon, and Jackson (1985): "Yet, some researchers have criticized the use
of factor analysis and recommended avoiding its applicati‘c;n because of ‘subjective’ &
decisions, indeterminacy, ancillary (@riablesv, and reification. Topics contributing to this
controversy include the validity of a Spearman-like ‘g’ factor, alternative axis orientations,
and the number of factors" (p. 288).

The question that can rightfully be asked is whether factor analysis has indeed con.vc
into the camp of reputable methodologies. Tentatively, one could say that factor analysis
has indeed become more widely accepted; the availability of high speed computers along
with the development and implementation of principal axes factonng and analytic rotation
methods like the varimax criterion presented by Kaiser (1958) have resulted in an
increasing appearance of factor analytic studies in the psychor~iric literature. However, it

s

seerns that many still regard factor analysis as half-art and half-sa\cc. This notion may
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even haye some substance, as many procedures in factor analysis do involve a degree of
"subjecti\<e judgment (e.g., the number of factors to rotate, the rotational method to use, and
the naming of factors). ﬁecnuse the results of this thesis rest primarily on factoring
A proceoms, an attempt will be made to unshroud some of the mysteries of factor analysis.
As ~a. starting point, it is wise to begin with an elementary discussion of the purpose
* of factor analysis. Kerlinger (1979) does an admirable job of deseribing one of the main
' purposes of factor analysis: |

"

Factor analysis is an analytic method for determining the number and nature -
of the vnriables that underlie larger numbers of variables or measures. It
tells the researcher, in effect, what tests or mensure‘s belong together--which
ones virtually measure the same thing, in other words, and how much they
do so. The 'underlyihé variables' in this definition are called 'factors' (p.
180) )
| Thus, one of the major obJecnves of factor analysis is to simplify data by reducing the .
number of variables or dlmensxons to ﬁnd the smallest number of variables that cafi ‘ \
account for the common variance of subtests or 1tem_s, to summarize the mterrelatxonshi#
|
|

between variables.

‘A key point to remember about factor analy’sis and factors has to do with the |

__ difference between “real" and hypothetical constructs. A factor is not a real entity but rather ..+ 1

a hypothetical constmct—-an unobserved variable that is believed to underlie and explam

observed measures. This point is elaborated by Kerlinger (1979): “Let us say here that the

only 'reality" _factors have inheres in their accounting for the variance of observed variables,

as revealed through the eorrelations among the vnriables;' (pp. 18Q-181). Basically, what

this boils down to is the fact that factors cannot be measured directly but must be inferred

from the relatlonshlp between other measures. Nonetheless a major contribution of factor
' analysxs to empmcal work has begn the exphcanon of construct and the resulting gams in

theoreucal knowledge (Nunnally, 1967).
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Because factors are hypotheticz‘fl or "latent" constructs, it is wise to remember that ~
interpretation of factors may be flawed by one of several reasons. Kerlinger (1979) points |
out three such possible problems that should be kept in mind: first, a salient factor loading
may occur by chance; second, a researcher rrlngi,mismkenly deduce the natire of the factor
from the hlgh loadings; and third, factor analysis may be flawed by one of several .
techmcal dlfﬁcultles (e.g., how many factors to extmct) Despxte these potential pitfalls,
the researcher should not discard factoring procedures as worthless Rather, he should be
- aware of potential problems and strive to minimize them

Given the potential problems related to specific methods used in factor analysis, the
researcher should also emphasize the need for repllcauon of results, Wh\@e factor
structure.‘of a domain consistently emerges as invariant across different samples regardless
of the method of factoring used, more.weight can be put on the existence
hypothetical constructs that we call 'faetors A good examiple of this type 0 lation

of knowledge has been the work on the factor structure of the WISC R l i ; n,ular

factor structure has proven to be relatively invariant across dxfferent\‘samples as well as (
across different factoring methods (e.g., both orthogonal and oblique rotations).
) Consequently, when a new domain is beifig factored, findings should be regarded as.
tenta’tl\re; only after repeated verification should firin conclusions be made about the
-~ underlying nature of the factor structure. Replication of the factor structure of _variables ina
given domain, by repeated studies, is essential. |
Although factor analysis has been used in several areas of psychology, it has been
developed primarily thron gh the work of theorists concerned with the study of intetli gence
(e.g., Spearman, Thurstone, Cattell, and Burt). Generally, the application of factor
analysis to the study of intelligence has had one major focus: the reduction of the number s
of dimensions needed to adequately explain the variables in thef)attery This type of |
research falls i into the category of exploratory factor analysxs The assumpuon being that
the correlations between the vaiious tests are sufficient to elucidate the latent abilities that

~
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are fappcd by each test. The factoring done in this thesis is also of an exploratory nature;
that is, the basic premise is that the correlations between the subtests in tﬁe battery will be
sufficient to determine the latent fac£or structure underlying the battery. A simple overview
of factor analysis as it applies to the domain of intelligence tests ha been provided by Kieth
. (1987): |
Mathematically, factor analysis is nothing more than a ;cduction techhiquc,
a method of rédﬁcing many measures into a fev‘v.‘- Psychologically,
however, factor analysis helps us understand what it is those many
instruments do measure. It is, essentially, an efficient method of
determining discriminant and convergent validity; ‘those tests which

measure something similar form a factor, whereas those tests which

measure something different form separate factors... (p. 281).

" One remaining problem deserves some consideration. This has to do with the
apgafcnt contradictions that arise when different factc;riﬁg procedures are uséd; for
cxa;nplc, Thurstonc'(l_938) found several primary abilities but no general factor. In
contrast, Spearman (1904, 1923) found only a general factor. What must be realized is the
fact that mathematically it is possible to arrive at a large number of "correct” though
different solutions even when using the same data (e.g., compare Kaufman's (1975) vs
Wallbrown et al.'s (1975) factoring of the WISC-R standardization sample). To a large
extent, different results occur becausc d1ffere /‘/methods of factoring have been used.
Usually, the decision of which method to use is guided by the theoretical orientation of the
researcher. Even though one solution may not be technjcally better than another, some do
. seem to be more meaningful than others. Ultimately, the preferred method of factoring is
one that is both technically correct and yields factors that are psychologically meaningful.

" In the following review of factor analysis, several issues pertinent to this thesis will
be examined and embedded w1thm an elementary description of the factoring proc?dure.

For example, topics will cover issues such as the impact of sample size and composition on

«
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factor structure, methods of handling missing data, fules for deciding the number of factors
to rotate, and rotational methods. Though the discussion of these topics is not intended to
be cdmpletc, it should provide at least a working knowledge of these issues. Those
desiring further elaboration can consult one of several texts on factor analysis; Gorsuch's
(1983) text, which is often cited in this thesis, is highly recommended in that it does not
assume that Jer is mathematically sophisticated. As applicable to this thesis,
emphasis wili .. place on the principal component model of factoring, and on rotation of
factors using the varimax and quartimax criteria. However, other relevant methods that
have been used by other researchers will be discussed briefly to 'allow the reader to make
some comparisons between the results found in this thesis and those found by other

researchers.
4

A Few Definitions of Common Terms in Factor Analysis

For the sake of clarity and consensus, a few of the more important terms used in

R
PRI, 2
3

" this thesis will be defined. Once agéiﬁ, the purpose is not to provide a detailed account dt—

this time, but to provide a foundation of common terminology that will help to reduce

confusion.
‘/‘

Correlation Mari
The correlation matrix provides the correlations between the variables in thc battery.
This is the starting pomt from which factor analysis proceeds. As such, the first step in a
factor analysis is the calculanon of the correlation matrix, usually using Pearson product-
moment correlations. An important point to niote is that calculanon of correlation
coefficients implicitly normalized the data matrix and r@sh]ts in an index that is in
standardxzed form (Gorsuch, 1983). Thus there is no need to bnng each variable to a
comparanvc unit before the correlations are calculated. As noted by Gorsuch (1 9&3)
"Shlfts in the normatlve scaling of vanablcs will not affect the factor analysis if cox‘relatxons

are computed” (p. 299). Thus, calculation of correlations eliminates the influence caused
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by different means and variances and results in an index that is largely scale free (Gorsuch,

1983).

Factor Structure & Factor Pattern Matrices

For orthogonal rotations the factor structure and factor pattern matrices are the same
(Loo, 1979). However, in oblique rotations the two matrices are different. The pattcm‘
matrix gives the weights by which the factors reproduce the variables. Meanwhile, the
fac'ior structure matrix gives the correlatibn between the variables and the factors. This
distinction will be clarified in greater detail when oblique rotations are discussed. For the
time being, it is worth noting that in orthogonal rot;lﬁons these two matrices are the same,
and therefore are referred to simply as the "factor matrix"--a table of factor loadings that
" expresses the relationship between thé subtests and the underlying factors. This factor
matrix simultaneously gives both the factor-variable correlations and the wei ghts by which

the factors reproduce the variables.

" E Loadi
Factor loadings are the correlations between the variables and the factors and ar
found in the factor matrix. Like correlation coefficients, factor loz}dings range from -1.0 to
+1.0. These factor loadings express how much a test or observed variable is loaded' or
‘'saturated’ on a factor" (Kerlinger, 1979, p. 181). Thus, a factor loading reflects a
quantitative relationship between the variable and the factor. The higher the loading, the
more one can generalize from the factor to the variable (Gorsuch, 1983). By examining the
factor loadings, one can better under?and the nature of each factor. Because a factor
loading is hke a correlatxon the square of a factor loadmg tells the proporuon of the
variable's variance that is explamed by the factor. For example, if a vanable has a factor
loading of .5 on the second factor, it follows that the second factor accounts for 25 percent
of the variance of that van'able. For any given variable, the amount of variance accounted

for by the factors can be obtained by taking the sum of the squared factor loadings in the
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row that represents the variable--in orthogonal rotations this is known as the communality
of the variable. Similarly, by taking the sum of the squared factor loadings in a column of
the factor matrix, the amount of variance acgounted for by that factor is obtained; when this
is divided by the number of variables in tﬁe matrix, it provides the proportion of total
variance of the entire group of variables that is accounted for by the factor.

- As has already been mgntioned, the communality of a variable is the proportion of
its variance that is accounted for by the common factors identified in the data set. That is,
what the variable has in common with other variables. The communality of a variable,
referred to as h2, is the sum of the squared factor loadings on the row representing that
variable. For example, if a subtgst has a g loading of .8, and a loading of .5 on a verbal
factor, the communality for this subtest would be (.8).2 + (.5)2 which equals .64 + .25 =

-89 . The communality give the proportion of variance from the variable that is explained

by thé factors.

Eigenvalue

Also known as the charactcristic'robts or latent roots. These characteristic roots are
equal to the sum of the squared loadings on that principal factor. As such, it is a direct
index of how much variance is accounted for by each factor. The size of these

characteristic roots is one important criteria for determinin g how many factors to extract

/

(Gorsuch, 1983).

b
i in
A salient loading is one that is sufficiently high to assume that a relationship exists
between the variable and factor and that the loading did not happen by chance. Though
some consider any loading above .30 to be salient, others use a more intuitive approach and

consider only very high loadings a salient. For the purpose of this thesis a salient loadin g

will be consider one which is .50 or greater.
3
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Simplicity and Complexi
The complexity of a variable has to do with how many factors it loads on. A
complex variable is one that has significant loadings (non-zero loadings) on more than one
factor. In contrast, a simple variable has only one major loading. In terms of
interpretability, simple variables are generally preferred to complex ones. The issue of
simplicity will be further discussed when rotatjon of factors is dealt with (i.e., rotation to

simple structure).
|

With some of the major termms used in factor analysis now defined, this review will
delve into some of the "mysteries" |and complexities that surround factor analysis. Though
many issues r.ot included in this review may be of theoretical interest to psychometrician,

the emphasis in this review is on issues that are highly pertinent to this thesis.

Impact of Sample Size

No discussion of factor analysis would be complete without some mention of the
effect that sample size has on the resulting factor structure. On the one hand, the larger the
sample size the better; on the other hand, practicalities dften result in sample sizes that are
not as large as one would ideally desired. As an absolute minimum, the number of
observations should not be smaller than the number of variables (Aleamom 1976).
Though this criteria may be of interest to mathematicians dealing w1th a very large number
of variables, it is not relevant to most researchers doing applied work. Both Carroll (1985)
and Gorsuch (1983) suggests that any sample with less than 100 observationsbshould be
viewed cautiously, as the small nufnber of cases may yield artifactual results that are due to
chance. The reason for insisting on a relatively large sample size is to prevent capitalization
of sampling error--which may lead to errors in interpreting factors. By seeking large
samples, the researcher limits the probabxhty that factors and loadmgs are attributable to

chance. Therefore because the factor loadm gs are more stable, the researcher can more
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confidently assume that observed differences in the loadings are real and not just chance
variations (Aleamorﬁ, 1976).

Sample size may have some impact on the number of factors that are extractable and
readily interpretable. As noted by Carroll (1985), "A rule of thumb is that the sample size,
N, needed to support the extraction of m common and interpretable factors must be as least
equal to 2m + 2™, or preferably much largér if m is small” (pp. 30-3‘1). By this formula,
a sample size of 48 would be needed to support the extraction of three factors; a sample
size of 128 would be needed to support the extraction of four factors; and a sample size of
320 would be needed to support extraction of five factors. Although this formula may be
overly stringent, it does stress the very impértant point that the more factors that are to be
extracted, the larger the sample size should be.

| Another fundamental rule is that the number of individuals should be
approximately five times the number of variables (Gorsuch, 1983). However, this rule has
been &1allenged by Baggaley (1982). A key point that Baggaley makes is that the number
of individuals needed per variable depends on the strength of the intercorrelations between
the variables. When the intercorrelations are higher, fewer subject§ to variables are xﬁcedcd.
He provided a general rule of thumb for determining the number of subjects to the number
of variables with the strength of intercorrelation between variables being taken into
consideration: "For variables expected to intercorrelate about .30, use at least twice as
many subjects as variables. With an expected intercorrelational level of approximately .20,
use at least three times as many subjects as variables, and with intercorrelations averaging
about .15, the ratio é\ﬁbuld be ‘z{‘t‘i\lf;ast four to one” (Baggaley, 1982, p. 83).

The above rulé of thumb that Baggalcy.(l982) suggested must be interpreted
‘ cautiously when the g'xumber of variables is less than 20 (which is the number used by

Baggaley). As t!;e-n'ixmber of variables decreases, the number of subjects needed increases
_sgx\newhat. I;ytems of this thesis, the expected correlations between the Stanford-Binet [V

subtests are mostly above .3; therefore, the ratio of subjects to variables should be about 2
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or 3 to one. For the joint factoring of the Stanf(;rd-Binct IV and the WISC-R, the number
of variables will be around 20 for all three groups; with 20 variables and a mean
correlation of .5 between them, Baggaley suggests that the number of subjects should be a
minimum of 1.54 times the number of variables. Thus, based on the strength of
intcrcorrélations, the size of the sample needed will vary: the higher the intercorrelations
between variables, the fewer subjects to variables that are needed.

Loo (1983), on the other hand, argued that it is not the ratio of variables to subjects
that is important, but rather the s'tability of the correlations. He lists three factors that
contribute to the lack of stability of correlations: (a) outliers--the best procedure isto
ensure that the observations cover the full range of the values of the variable (or at least the
range that is of interest); (b) errors inﬁ ;&mpling—ﬂhis should be minimized, and increased
strength of correlation between variables tends to minimize this as can be seen i‘n the
formula bc‘low; and (c) the heterogeneity of the sample--pooling groups can reduce the

stability of the correlations.

Where  ©, is the standard error of the correlation r

o, =1-p2/ VN-1 and p? is the population correlation squared
(N> 30)

Thus when the correlation for the v'ariable is strong, the standard error of the correlations is
smaller. For example, with a population correlation of .3 and an N of 50, the standard
error of the correlation is .13; when the populationorrelation is .8 and an N of 50, the
standard érror of the correlation is .05. Therefore, when the population correlations are

* strong, fclwer number of subjects is needed in order to maintain any given standard error

of the correlation. So, if the correlations are strong they also tend to be more stable.
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‘lmpact of the Nature of the Sample

The nature of the sample can have an impact on the findings that emerge. For
example, Thurstone's 1938 sample was a highly select and hi ghly homogeneous group and
-a general factor did not emerge in the centroid analysis. It is well known that when the
range of scores is restricted (homogeneous sample) that lower correlations are found. The
opposite is true as well; when the range is extreme (highly heterogeneous) the correlations
are much higher than would be expected if a more "normal” range of scores \»;as used.

Comrey (1978) discusses the impact that’cxtremc heterogeneity has on correlations.
When a few subjects .havé rather cxtrcmc”high or low scores, the effect is to "elongate the
scatter plot ellipses, generating very high correlations for those pairs of variables and
injecting a great deal of spurious common factor variance into the matrix” (p. 650).
Because the sample anticipated for this thesis involves not only gifted children but also
those with very low levels of intellectual functioning, this caution mentioned by Comrey is
appropriate tc%’dtc: correlations and common factor variance in t}}is thesis may be
somewha; higher than would be found in a more "normal" population.‘ In csécncc, the use
of a clinical population may tend to slightly increase correlations becaus:f' of :thc extreme
heterogeneity of the population.

The researcher has to strike a balance. On the one hand, performing a factor
a;xalysis on homogeneous groups (e.g., groups that have been selected on the basis of hi gh
or low IQ) causes a restriction in range and correlations are lowered. On the other hand,
factoring done on a group that is extremely heterogeneous can cauﬁe elongation of the range
and correlations will be inflated. In recognition of this problem, Carroll (1978)
recbmmends the use of a "single group pooled from the several strata, even if the single
group is not completely representative of some population because of gaps in the
distribution, as where for example, 'high' and 'low' tails of some ,saﬁ?fﬁcatién vanable are

pooled..." (p. 95).
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Although it is desirable to have a full range of scores, Carroll (1985) noted that
samples which contain the two tails of a distribution may be appropriate for preliminary
evaluation of the data. Carroll (1985) noted that this ty;)c of situation may involve a |
sample that has two groups--one for children with school problems and one for gifted
placement: "Sometimes it is convenient to select samples in such a way that they represent
high and low portions of a distribution with respect to. some ability or abilities, the middle
portion being excluded; such samples are suspect to some extent, but acceptable if due |
account is taken of the possible inflating of correlaion  ind factor loadings” (p. 31). Thus,
it is'important for the researcher to carefully conside - i the range and distribution of
scores for the sample used. By doing so, qualifications may have to be placed on the
findings if the range is found to be either extremely homogeneous or extremely

heterogeneous, or if there are gaps in the range covered by the sample.

Impact of Variables Included  and Their Distribution )

In designing factorial studies from the ground up, Carroll (1985) suggests that -
"Each primary factor should be represented by at least three variables expected to have
high or 'salient’ loadings on it and no other factor” (p.29, empbhasis in original). Similarly,
Zwick and Velicer (1986) irlldicatc that for principal components analysis, components that
emerge must contain at least two substantial loadings; convcrgely, using a principal
factoring method (common factor model) a factor should have at least three salient
loadings. Thus, for a component to be emerge, at least two variables should be expected to
ha\’/c salient loadings on that component. Therefore, in doing factor analysis, it is essential
that each anticipated factor ha\"c a minimum of two variables loading on 1} or else the factor
should not be included. Thus, to an extent, the variables included in tﬁe analysis will

partially determine the factors that emerge.

]

In choosing variables for inclusion in a factor analysis, Carroll (1985) points out
that a basic assumption is that the underlying relationships between variables are linear. :

Also, it is desirable for the variables to have approximately similar distribution shapes. For



easc of interpretability, it is also helpful if variables are scored so that higher levels
represent more ability--this makes it easier to evaluate the degree to which "positive
manifold” exists (the absence of salient negative loadings). Finally, variables that are
combinations of other variables (e.g., A+B or A-B when A ;md B are already in the

analysis) should not be used in the analysis, as they may create artifactual factors (Carroll,

1985).

Handling Missing Data

The problem of missing data can be problematic for those doing factor analytic
work. In the factoring of tests like the WISC-R there is little problem with missing data
because each person takes the same subtest (e.g., the ten mandatory subtests). However,
on a test like the Stanford-Binet IV which uses an adaptive testing format, not all children
take the same subtests, depending on their age and ability level. As such, factoring of tests
- like the Stanford-Binet IV can present serious challenges. The researcher is faced with two
possible solutions: (a) eliminate all cases for vu;hich variables are not present, or (b) use
some type of procedure to estimate or handle the missing data.

The older school of thought has generally favored the exclusion of all cases that do
not have scores on each variable to be included in the factor analysis. Carroll (1985)
represents the traditional view that individuals with missing data should be dropped f}om
the analysis:

Sporadic missing data points may not cause significant problems, but in

general it is best to eliminate such cases completely unless sample size is

thereby drastically reduced. The presence of missing data points can create

artifactual results, particularly if the presence or absence of data points is

correlated significantly with ability factors. FA studies in which there are

substantial missing data problem are to be held suspect; it is my belief that

no missing data correlation routine adequately handles the problem (p.32).

. S
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Thus, Carroll suggests that missing data, especially if the missing data follows a pattern (as
it does on the Stanford-Binet IV), is very problematic for factor analysis.

In contrast to the traditional, hard-line approach, more current thinking
acknowledges the necessity for finding adequate methods to handle missing 'data. Gorsuch
(1983) summarizes several such approaches. First, the rr:’issing score on a variable can be
replaced by the mean of all individuals who took that vari‘z‘lblc;\ the effect of this estimation
is to leave the mean unaffected, but d:c variance changes. Second, the score of another

.individual on the variable can be selected at random and used to replace the missing
variable; this leaves both the mean and variance unaffected. In both of these two previous
cases, the result is that correlations between variables are lowered. Third, pairwise -
comparisons can be made; that is, each correlation coefficient is computed using all cases
which have complete data for the pair of variables being correlated, even if the case has
missing values on any other vartable. The correlation matrix resulting when this procedure
is used should only be factored if the number of individuals is quite similar for each
correlation. When the namber of cases for each paMsc correlation varies considerably,
Gorsuch warns that "the coefficients may be sufficiently incompatible to prevent a factor
analysis or distort the results” (1983, p. 303). Fourth, missing data can be estimated
through a multiple regression analysis. The regression analysis is run with only those
individuals who have scores on all the variables used in the analysis. The resulting
regression equation can then be used in conjunction with exjsting scores for the individual

- inorder to estimate the missing scores.

Deciding which method to use in estimating missing scores was once done by
personal preference. However, Timm (1970) has provided some guidance to this problem.
He looked at the effect that different estimation procedures had on the variance and
correlation matrices. Tirpm's study used three correlation levels between variables (.2, .5,

and .8), three variable levels (2, 5, and 10), three sample si_zes (50, 100, and 200), and

three levels of missing data (randomly removing 1%, 10%, or 20% of the total data). The
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methods for estimating the missing data that he compared were: (a) replacing the missing
value with the grand mean, (b) replacing the missing value with the variable mean, (¢)
replacing the missing value using a regression estimate, and (d) using only cases f(;i which
all variables were complete. With 1% of the data missing, the best procedure for
maintaining the variance and correlation matrix of the (;ﬁginal complete data was the

4

regression estimate procedure--regardless of whether the correlations betwee:, variables
.

was low, moderate or high. Of special note is the fact that the regression procedure was
also better than using only cases for which all variables existed with no missing data. Even
when 10% or 20% of the data was missing, the regression procedure for estimating the
missing values was still the best for overall relative efficiency in reproducing the variance
and correlation matrix.

From Timm's (1970) study, the important conclusion is that regardless of whcthcr:
1%, 10% or 20% of the data is missing, the regression procedure for estimating missing |
data is one of the best. One thing to remember though, is that when the correlations
between variables is high, the regression procedure will tend to increase the correlations
slightly; when the correlations are low, the r;tgrcssion procedure will tend to reduce the
correlations slighzly. The second overall best procedure was that of replacing the missing
values with the grand mean; however, this was by far only the second choice. Further,
elimination of all cases except those containing all variables tended to reduce the average

intercorrelation of variables. Hence, for handling missing data, the regression procedure

seems to be the best at maintaining the true variance and correlations.

Principal Axes Factoring

The principal axes factoring method is one of the most popular and most commonly
used factoring methods. With the development of high-speed computers the obsolete
centroid method has given way to the more sophisticated principal axes factoring method.
In fact, the centroid method was really designed by Thurstone as a "computational

compromise” to approximate the principal axes method (Gorsuch, 1983; Nunnally,
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1967). Because of the popularity of the principal axes factoring method, and because it
will be used in this thesis, a review of some of its chief characteristics is in order.

The méjor feature of the principal axes factoring method is that as much variance as
possible is extracted with each successive factor. As such, the maximum amount of
variance is extracted for the given number of factors. Of further importance, the
reproduced correlation matrix rcg}lting from thq use of this method is "the best least-
squares estimate of the entire correlation matrix including diagonal elements" (Gorsuch,
;1983’ p. 96). In a more technical manner, Gorsuch (1983) describes the principal axes
method: | J |

' 'i‘hc first factor from the correlation matri;c consists of that weighted

combination of all the variables that will produce the highest squared

cbrrelations between the variables and tflc factor because the squared
correlation is a measure of the variance accounted for. Oné result is that the
sum of the squares of the first column of the factor structure will be
maximized. |

The second factor is extracted so that it is ﬁncorrclpted with the first
factor. 'This maximizes the amount of variance extracted from the residual
matrix after the first factor has been removed. Each suc¢;edirig factor is
extracted in like fnanner, énd sb a given number of factors accounts fof as

much of the variance as that number possibly could (pp. 95-96).

An added feature of the principal axés method is that the the characteristic roots

" (eigenvalues) are eqdal to the sum of the squared loadings on thg principal factor (any

. factor). Therefore, the eigenvalues represents the amount of the total subtest variance that‘

is accounted for by each factor (i.e., divide the eigenvalue by the number of variables and
this gives the percentage of the total variance accounted for by that factor). This feature o

makes it easy to calculate the percentage of variance that each factor accounts for. S
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' A clarification that needs to be made about the principal axes factoring method is

that doth the component and common factor models are a'pp/licablc. “The distinction ‘
between these two models as applied to the principal axes method may at first seem trivial, |
but‘tﬁ;: ramifications are quite different. The difference between the two models has to do

with thé diagonai of the ‘correlationvmatrix. When unities (1s) are placed in th‘c diagonal,

the; principal components model results; when communality estimates (usually R2s) are

placed in the diagonals, the common factor model results (As a reminder, for the sake of
brevity, the application of the common factor model to the principal axes method will be -
referred to as "principal factoring"). 7

This slight differchcc between the diagonal elements of the correlation matrices of -

the principal component and principal factoring method results in 'differcntial treatment of.
the variance of the variables. The principal component method analyzes all the variance
from each variable; the principal facton'g; method analyzes only the common factor
variance which is represented by the.communality of the variable. As such, the principal
factoring method, which proceeds from the common factor model, assumes that the
variance grom each van'ablé can be dividcd into two parts: tﬁat which is common to other
,variables,znd that which is unique to the variable. The principal component method, taken
frdrn the cdmponent model, makes no such assumption. Rather, by placing 1s in the
diagonal of the correlation matrix, the principal components method "concentrates upon
analyzing the variables into a iinear_}y independent set of Acomponen't variables from which

the original variables can be derived" (Mulaik, 1972, p. 174). Put more simply, the total

variance of each variable is assumed to be relevant in a compc. ~nt analysis.
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To explicate the difference between the full component model and the common
factor model, Gorsuch (1983) has provide two equations that algebraically demonstrate the
difference. The component model is defined by the following equation:

Xiy = Wy1F1j + WyoFoi + Wy3Fj + .+ wydFg
where )
X, is individual i 's score on variable v; wyyis the weignt for variable v on

factor f ; and Fy;to Fy are subject i 's scores on the f factors.

This equation for the component model can be compared to the equation for the common
facto\r model; the two equations are identical except that the equation for the common factor
model contains a term for a unique factor which is the "noncommon factor variance for
each variable” (Gorsuch, 1983,p. 26). Essentially this means that in the common factor
model some of the variance for each variable is attributable to unique inﬂuences
contributing to only that variable. The common factor model is defined by the following
equation:
Kiy = Wy F1j + WyoFoj + WyaF3j + ot WygFp + wyy Uy
" where »» |
Xy is individual i 's score on variable Vi Wyr is the weight for variable v on
factorf ; and Fjito Fg; are subjecti 's scores on the f factors; wy, is the
Wcight given variable v 's unique factor; Uj, is individual i s unique factor score

for variable v .

Principal Components Analysis

‘A few further points concerning principal components analysi§ need to be made.
First, it is necessary to distinguish bctween a "full co%onent" and a truncated component
model" ) Techmcally, in a component analysis where n vanables are mvolved there will
be n components that must be extracted in order to account for the total variance of the

variables (Gorsuch, 1983; Harman, 1967; Mulgik, 1972). However, when n

¥
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components are extracted, the later components are often very small, are usually not
replicable, and account for a trivial amount of the total variance. For this reason, the full
component model is rarely used. Instead, the number of components that are retained is
less than n; the smaller components (often those with eigenvalues less than one) are
droppcd The remaining components form what is known as a "truncated component
solution” (Gorsuch, 1983). Consequently, though the full component model is technically
more correct than the minc'ated component model, the latter is almost always used because
of practical considerations.

When the truncated component model is used, the size of the communalities is a
good indication of how well this model fits the data. The higher the communalities, the
more appropriate the trur:cated component model is; when the resulting communalities are
not very high, the truncated component model is usually not appropriate and the data will
not be replicated well. This has led Gorsuch (1983) to the conclusion that "real
differences” can be expected between the resﬁlts of a truncated (or full) component model
and a common factor model when some of the communalities are low and the number of
variables is less than 20 (p. 124).

In terrgs of other differences between the principal cbmponents' é‘incipal
factoring methods, it is almost always the case that th;c fagtor loadings and communalities
from the principal components analysis tend to be slightly higher. Lee and Comrey (1979)
found that the factor loadings on important variables were increases an average of .08
(range of .04 to .12) when principal components rather than principal factoring was used.
The reason for this has to do with the size of the initial communality estimates. As
previously noted, in a principal combonents analysis the communality for a variable is set
to one; for a principal factoring analysis, the initial communality is almost always set to
less than one (somewhere neaf R2). Because the proportion of total variance extracted

equals Y #2/v (where v is the number of variables), it follows that the sum of the

communalities for the principal factoringmcthod will be smaller. Hence, the percentage of
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o

variance accounted for by a component model will be higher than the percentage accounted
for by a common factor model (Gorsuch, 1983). The result is that the factor loadings and-
communalities will be lower in the principal factoring method. As a qualification, if the
initial communalities in the principal factoring method are reasbnably high, then there will

be less difference in the size of the loadings’and communalities of the two methods.

L4

Principal Factoring (The Common Factor Model)

The principal factoring procedure has been a popular method for extracting factors
from a matrix. As pr;:vio'usly mentioned, the difference between the principal components
and principal factoring ai)proaches has to to with the question of what values should be put
in the diagonal to represent tﬁe communality of the variable. However, once the
communality cstimatés have been entered into the diagonal, the extraction procedure for the
two approaches is identical (Gorsuch, 1983). It has been this problem of estimating
communalities that has provided the most difficulty for ‘the priflcipal factoring method,
primarily because there is no way to determine the "true" communality of the variable. In .
fact, this estimation of communalities is so fundamiental to the common factor method that )

it needs elaboration.

C lity Estimati { lterati

The communalifvy issue in principal factoring .is more complex than most realize.
The importance of good communality estimates has been admirably summarized by
Gorsuch (1983): "Communality estimation can be quite crucial in the case of a small
problem. With less than 10 or 20 variables, the interpretation of factors will often shift if |
the cstimatés are distinctiyply different” (p. 108): To start with, it should be recognized “
that the correlation of a variable with itself is alWays equal to 1. ’I'hercfor;, in a correlation
matrix calculated from the data, the ‘diagonals are always 1's. When anything other than
l's is placed in the diagonals, you are no ldnger correlating an actual variable with a linear

combination of actual variables. Consequently, factors that emerge are not 'real’ but rather
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"~ hypothetical--because communalities have been estix'x;ated and ;;laccd in the diagor{als
(Gorsuch, 1983). Because there is no way to mathcmatical solve for communalities, they
must be estimated. To further complicate issues, communality estimates will change
depending on the number of factors that are extracted.

Several methods for estimating communalities do 'cxist. “The most popular method
involves initial placement of squaréd multiple cc:rrelations (R2s) in the diagonal and
iteratio;x of these to convergence. Before looking at the R2 method, two other potential
methods will be c%i)nsidered: (a) using unities as initial estimates; and (b) using the square”
of the largest correlation that the variable has with any other variable (rcgardlcss of the

> sigh). If method (a) is used, the principal factoring met‘;od bécofncs the principal
component method. The rationale for (b), however, holds some merit. Bﬁsically, the

square of the highest correlation for the givicn variable represents the amo f variance

R

be the lower
bound for the communality (Gorsuch, 19813). The problem with thig'method is that "this

between the variable and its most related counterpart, and this is taken ¢

procgdure uqderesﬁmates a communality when the highest correlation of one variable with
other variables is high and overestimates it when the highest correlation is a low one"
(Gorsuch, 1983, p. 104).

In general terms, the lower beund for a communality estimate is the squared
multiple correlation of the variable with all othér variables in the analysis; the highest
bound is usually taken as the variable's reliability. For this reason, the use of squared
multiple correlations for initial communality estimates has far surpassed other methods.
Although the squared multiple correlation may intuitively seem like the same thing as the

| communality, th%re is a distinct difference. The squared multiple correlation gives the
percentage of variance that the variable has in common with all the other variables in the
ymatrix; in contrast the communality gives the percentage of variance that the variablé has in

common with imderlying factors (Gorsuch, 1983). Despite this subtle difference, the use

of squared multiple correlations (SMC) has some distinct advantages: "If, however, one
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B stcadfastly refuses to place unities in the diagonal spaces of the correlation matrix, the use

i’ of SMCs is the,most sensible approach currently available. The SMCs have the advantages
of being (1) unique, (2) directly obtainable on computers, and (3) definitive of at least one -
type of common variance" (Nunnally, 1967, pp. 353-354).

As discussed earlier, the squared multiple correlations are lower bounds for the
commmialitics, and thus act as a conservative estimate of the communalities. Because they
are conservative estimates, the squared multiple correlations ar: u$ually iterated to
con:'ergencc. The procedure for doing so requires knowlgdge of the appropriate number of
factors to extract. As a first step, the R2s are entered in thc‘ diagonal and the appropriate
number of factors extracted. Next, the observed communality from this factoring is re-
entered into the diégonal and the new correlation matrix is refactored“." A new s;et of

. observed communalities is then calculated from the second factor anaiysis and these
communalities become new estimates to be entered into the diagonal of the correlation
matrix. This iteration pfoccss of placing estimates into the diagonal and then finding new
estimates on the basis of a complete factor analysis is continued until the maximum change
between communalities from one estimate to the next is below some arbitrary level (e.g.,
.001). Although t;;S itera;ion,procedure seems to work reasonably well, Gorsuch's (1983)
warning about it should be noted: "Although the communalities do appéar to converge

/"fg;vvards appropriate values, no proof has yet been presented to show that they
either m&st ‘converge or that the value to which they converge is either the
theoretical communality or less than the variable's reliability \(p 107,
emphasis-in original). 5 |
Occasionally the iteration ;;roéedure results in a communality which is gréater than
" one. Such a situation is known as a "Heywood case". Because communalities can not
theoretically surpass unity, v;ﬁen Heywood cases exist some corrective measure must be

‘taken. Carroll (1985) suggests that the best way to deal with a Heywood case is to either

reduce the numbér of factors by one, or to drop the variable. from the analysis and redo the
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factoring. Gorsuch (1983) on the other hand suggests that the faulty communality is often
set to either .99 or 1.0, even though a more theoretical procedure would be to limit the
communality to the reliability éocfﬁcicm. The occurrence of Heywood cases highlights the.
problems of communaiity estimates and iterations. In a harsh statcmpnt, Nunnally (1967)
suggests that use of an iterative approach "...sometimes leads to the conclusion that the
communalities for some variables are greater than 1.0, which certainly casts suspicion on

all attempts to obtain communalities through iterative approaches” (p. 353).

leulating Specific Factor Vari

Because the principal factoring method is derived from the common factor model, it

—

follows that the variance of a variable divides into two parts: the common factor variance
as represented by the variables communality, apd the unique variance that is uncorrelated
with other factors and is related only to that particular variable. This unique vﬁriance can be
further divided into two parts: the specific factor variance and the error variance.

As has been previously discussed, the communality of a variable ( h2) is the
proportion of variance that the variable has in common with the factors; it can be obtainéd
by taking the sum of the squared loadings that the variable has on all the factors, The error
variance is easily computed by subtracting the the reliability coefficient from unity (1). The
remaining variance which is referred to as the specific factor variance is obtained by
subtracting the communality from the reliability coefficient; as this suggests, the specific
factor variance is not only reiiable but also specific to the particular variable. As was seen
in thé review of thé Factorial studies of the WISC-R, the specific variance of a variable has
important implicatibns for profile analysis, and should not be totally disregarded. This
ability of the common factor model to differentiate between the common factor variance, the
specific variance, and the error variance, héS been one of its major redeeming features.

1



322

The Indeterminacy Issue

The indeterminacy issue is another complex kick-back to the principal factoring
method. Proponents of the common factor model tend to disregard this issue while
opponents tend to prey on it. Because of the theoretical complexity, it has been decided
that the best way to present the issue is to quéte respected factor analysts rather extensively.
McDonald and Mﬁlaik (1979) comment on one aspect of the indeterminacy issue: "Factor-
score indeterminacy refers td the fact that the common and unique factor scores in the
common fz}ctor model are not uniquely determined by the observed variables whose
correlations they explain, since in gcheral the multiple correlation between a common or
unique factor and the observed variables is less than unity” (p. 297). In short, with the
common factor model, factor scores do not have unique mathematical solutions. As noted
by McDonald and Mulaik, this lack of a unique mhthematical definition of factor scores has
often led researchers to use some version ?l/a component theory. However, they clearly
point out that the problgm exist only when one plans on using the factor scores; when the
purpose is only to identify and interpret common factors, this problem is not important.

Steiger (1979) reviews the indeterminacy issue as it appeared in the 1930s and also
in the 1970s. He notes that many ihdividuals strongly disagree on the importance of factor
indeterminacy. Those who believe that it is a major problem often recommend the use of
compagnent analysis over the 'common factor method. The major éomplaint against factor
analysis, as outlined by Steiger (1979) is that factor analysis "does not uniquely define its
factors--rather, it identifies a range of random variables which can all be considered factors.
- This lack of uniqueness raises some interesting dilemmas for those who consider factors to
~ have been ‘identified" by a set of factor loadings" (p. 165).

| Anotﬁe1: ;spect of th; indeterrﬁinacy issue was pointed out by Thurstone (1938).

This-aspect has"to do wuh rotations and the arbitrary choice of a reference frame for axes.

The following diagram adapted from Harman (1967) illustrates his point.
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Figure A.1
Graphical Representation of the Indeterminacy Problem

Thc original axes, A and B, are entirely arbitrary, and can be rotated so that they are in
posmon A’and B'. From a mathematical standpoint, the location of these axes is totally
arbitrarily. Thus, this aspect of the indeterminacy issue rcsuhts from an infinite number of .
possible reference axes that are equally defensible mathematically (Hman, 1967).

Hill, Reddon, and Jackson (1985) summarize both of the forementioned aspects of
the indeterminacy issue: "Position of reference axes are indeterminate because any data set
has an infinite nuniber of different orientations for the basis vectors. Indeterminacy also
aris® due to the problem in specifying the exact length (or communality) of each test
vector. Since this length is contingent upon the defining of all the common factors, and
this is not possible in practice, the true value is also said to be indeterminant" (p. 297).

In summary, for some individuals the factor indeterminacy problem ;las femained a
fatal flaw in the common }actor mddel; others have disregarded it almost totally. As

acknowledged by Mulaik (1986), the factor indeterminacy issue does create some
3
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ambiguity in the interpretation of factors, but it does not render the common factor model

impotent. Rather, it is a limitation that researchers need to be aware of.

Comparison of Principal Components and Principal Factoring Methods

Choice of the principal componen}s model over the principal factoring model is.’
usually made for one of a few reasons. First, the principal components model is simpler to
understand and potentially easier to use. Second, the indeterminacy issue has been a
dispute that has made many "would be factor analysts" wary of the common factor model
that underlies that principal factoring method. Third, When factor scores are desired, the
use of the full component model will enable factor scores to be completely determined
whereas the bﬁndpal factoring method only allows factor scores to be estimated (Velicer,
Peacock, & Jackson, 1982).

Although principal components analysis is not truly "factor analysis" in that it does
not belong to the commbn factor method, it does fall under the general "rubric” of factor
analysis. In fact, as noted by Mulaik (1972), many factor analysts use component analysis
as an approximation to common-factor analysis and "...in return obtain results that often do
not differ gréatly from those they would have gotten by using a common-factor-analysis
model" (p. 174). Furthermore, because principal components and principal factoring both
share the principal axes methodology, they are quite similar.

Additional empirical support for the use of prmc1pa1 components analysis as an’
alternative to principal factoring has been provided by Velicer et al. (1982). In their study
they compared the cfficiency of principal components, image components, and maximum
likelihood factor analysis. To compare these three methods, Velicer et al. constructed a
series of contrived matrices each with 36 variables and 6 latent factors. These matrices
differed in the degree of complexity and magnitude of loadings. Velicer et al. suggested
that "the three methods produce results that, for practical purposes are indistinguishable"
(p. 385). Thus, as long as the correct number of factors is known, the three methods are

generally equal though the component analyses do ﬁ‘foducc slightly higher loadings.
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Velicer et al.'s (1982) final conclusion was that the common factor method is not
superior to the component analysis method; that previous findings suggesting this were
problematic in that they were confounded with the number of factors problem in component
analysis. As long as the correct number of factors is extracted, the two models produce
very similar results.

On the other hand, the principal factoring method is not without some advantages:
(a) there are few studies where the variables are thought to be error-free and where all of
the variances of the variables can be expected to be predicted from the factors; (b) use of
truncated component models results in solutions where the communalities are less than one
just like in the principal factoring method; and (c) "a common factor analysis is more likc'ly‘
to result in an actual component analysis when that is the best model than vice versa”
(Gorsuch, 1983, p. 124). However, despite these advantages, principal component
analyses will probably continue to be used as an al}pmate to principal factoring bccausc the
former is generally simpler, and quicker. For example, if the eigenvalue-one cn'téria is
used to determine the number-of-factors to extract and rotate in the principal factoring
method, a principal components analysis mus[ﬁ)‘st be done and then a principal factoring
solution must be d?ne using the correct numbef]of factors.” Thus, by doing only a

principal component analysis both computer time and expense car be - uced.
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The Principle of Factor Rotatién

As was seen in the previous section, the choice of a reference frame or axis for the
factor contributes to the indeterminacy issue. The choice of where to locate the axes for
factors is one that has proven to be crucial to factor analysis. Although the choice of a
reference axis for a factor may bclarbitrary from a mathematical stan‘Jpoint, it is not su from
. psychologicél point of view. When a factor analysis is conducted, the first unrotated
principal axes factor usually represents a general factor; however, the remaining unrotated
factors are often difficult to interpret as they are often bipolar. By using an analytic
rotation method .such as the varimax criterion, the bipolar nature of the factors is usually
eliminated, and the factors are easier to interprgt. Mulaﬂws& has underlined the
importance of factor rotations: "In fact, solving of the rotation problem became a kind of
Holy Grail for factor analysts to pursue, and many a factor,analyst was to make his
reputation. with a workable analytic scheme of factor rotation" (p. 26). As such, factor
rotation is the process of infusing meaning into an otherwise ‘sterile, though correct,
mathematical factor matrix. The g’(’)al is to meaningfully define the position of the factors in
“n-dimensional factor space" (Eyﬁenck, 1979, p. 39). |

Because of the pioneering nature of Thurstone's work and his .c;uest for simple
structure, his ideas relating to factor rotation has been very influential. The concept of
simple structure has been one that has intrigued many factor analysts. Basically the goal is
to find the "simplest” matrix which faithfully reproduces the variables; put another way,
the ideal éoal is to find the factor stguqture where each variable has only one salient loading
and a maximum number of near-zero or insignificant loadings; by so déihg, the maximum
amount of variance from each variable is confined to a single factor (Vernon, 1961).
Unfortunately, although simple structure is a useful concept, it often tums out that variables
are complex rather than simple--that is, they have substantial loadings on more than one
factor. Hence, it is sometimes very difficult to attain an appiopriate analytic rotation when

attempting to maintain simple structure (Comrey, 1978).



Deciding on the Number of Factors to Extract and Rotate

A major problem that must be faced concum:ntly’ with rotation of factors is deciding
on the numbér of factors to extract and rotate. The number of factors to extract and rotated
IS very important in terms of reproduction of the data and replicability: "The accuracy with
which the data matrix can be reproduced from the factor pattern and factor scores is
primarily a function of the number of factors extracted” (Gbrsuch, 1983, p. 143). Several
points that relate to factor rotations need to be considered before looking at specific
methods of determining the number of factors to rotate. In terms of a basic undcrstandi:g,

it should be realized that extraction of as man

jtors as variables will result in near perfect
reproduction of the initial correlations. Unfg | ly, when this is done, there are often
many "trivial” factors and the factor structulg be distorted. Thus, the question of
how many factors to extract hinges on finding a mitcd number of factors that contain a
maximum amount of information and also that can be interpreted in a meaningful way.

An often unforgotten consideration that indirectly effects the number of factors to
extract has to do with sample size. Because the standard error of correlations is related to
sample size,vlarger samples usually have clearer indications of the number of factor: with
small samples, sampling errors make it more difficult to clearly identify the number of
factors. As a redeeming feature, when communalities are high, the problem of small
sample sizes is less of a problem because the random correlations will be given less weight.
This relationship between communalities, standard error of correlations, and determination
of the number of factors to extract has been elaborated by Gorsuch: "Therefore, high
communality situations can be expected to contain less error not included in
the model and the number of factors may be easier to estimate accurately”
(1983, p. 147, emphasis in original). Consequently, as long as communalities are high,

the effect of small sample size on determi(iing the number of factors will not be a major

handicap.
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From a statistical standpoint, the number of factors to extract from a matrix has to

w

do with the size of the residuals after each factor'has been extracted. Gorsuch (1983)

‘summarizes the importance of thq residual matrix:

{

In the statistical procedure for determining the number of factors to extract,
the following questioh is asked: Is the residual matrix after f factors have
been extracted statistically significant? If there is statistically significant
variance left, then at least one more factorvcould be extracted with éom;:
assurance that non-chance variance lis being processed. If there is no
significant vaﬁance, then the correct number of factors has already been
extracted (p. 148).
Although procedures like Bartlett's test have been devcloped to look at the significahce ot
the residuals, they are not used extensively because they tend to be too dependent on
* sample size and have not proven to be very accurate (Gorsuch, 1983). However, the
concept and importance of the residual matrix are a basic underlying assumption in al]
numbcr-of—factors squtions; that is, the‘y all assume that when the correct number of
factors has been extracted that the residual matrix doés not contain a significant ampunt of
-qnon-chance variance.

Although there are several different methods for determining the "correct” number
of factors to extract from a matrix, some have been more popular than others. The reason
-for this popularity stems from three'/apparent reasons: (d) ease of computation, (b) simple
‘conceptual rationale for the method, and (c) availability on computer programs. iBy far the

most common method involves examination of the contribution that each factor makes in
accounting for the tqtal variance of the variables; this is known as the eige‘rlvaluefg)ne
critéria. Another popular method is the scree test, which in some-ways is rela‘ted to the
cigenvalvueeohc method though the emphasis is on the distribution of the éigeﬁvalues rather
than some minimum cut-off point. Together, these two methods h;wc historically been the
most frequently used. Hdwever, with the growing sophistication of factor analysis, ang;.

b
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with recognition of the importance of the number-of-factors problem, several complex
methods have been developed for determining how many factors to extract. Unfonunatcly.
their complexity and unavailability have limited their usage, even though they have
demonstrated their potential superiority over both the eigenvalue-one and scree test criteria.
Although only the eigenvalue-ohe and scree test criteria will be used in this thesis, a brief
description of other methods is given for thoge who intend to do :further work in factor

analysis. |

The Ei lue-One Criteri
This method is know by several names such as ""The Kaiser-Guttman Unity-
eigenvalye Rule" or the "Eigenvalue-one Criterion", and by the "eigenvalues greater than or
equal to one" criterion (Carroll 1985). For srmphcrry, this method will be referred to as
the ergenvalue -one criterion. The name for this rule tells much about its basic premise; the
number of common factors to be extracted is taken as the number of principal components
that have eigenvalues och;ne (umty) or greater. Because each variable adds an eigenvalue

" of 1.0 to the total communality of the entire matnx, any factor that is to be retained should

, have an eigenvalue of 1.0 or greater; that is, the variance accounted for by the factor

“""':should ,conmbute at least as much as the effect of adding one variable. Therefore the
‘ .number of factors to rotates is taken as the number of unrotated principal components with
' elgenvalues that are one or greater (See Comrey, 1978). As pointed out by Guttman
' (1954) the number of ergcnvalues that are greater than one constitutes a 'weak lower
. bound' on the number of factors that is, this glves the smallest number of factors that can
adequately explam the vanance
Aﬂy rescarcher using the ergenvalue -one method needs to be aware of some basic
| ‘facts "Fo start with, the eigenvalue-one method is a rule of thumb, not a mathematical
| criteria. Because of this, several complications can arise: .

- (a) as Gorsuch (1983) has pointed out, the eigenvalue-one method works best when

there are less than 40 variables, and where the number of factors is expected to be
R

~
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between 1/5 and 1/3 the number of variables (see also Zwick & Velicer, 1986);

thus, the number of factors is somewhat a functiQ)n of the number of variables.

(b) Carroll (1985) has indicated that when variables have substantiai correlations this
method tends to give too few factors, or convcrsely when the correlations between
variables are low, it gives too many factors

(c) Comrey (1978) advises that this method be used only when the variables are
reliable, continuous measures, strongly intercorrelated, andjave high
communalities; when these conditions are me e suggest that "the disté)rtion
introduced by the eigenvalue-one procedure is less likely to represent a problem”

(p. 652).

(d) Hakstian, Rogers, and Cattell (1982) found that when the factor loadings were
complex, the ’eigenvalue-onc criterion tends to overestimate the number of factors
about half of the time; or conversely when few variables were used and the number
of factors was high, the tendency was to underestimate the number of factors.

In summary, the eigenvalue-one method is most applicable when the number of
expected factors is 1/3 to 1/5Z )the number of variables, when less than 40 variables are
included, and when van'ables are reliable and with moderately strong intercorrelations and
high communalities. Even then,the eigenvalue-one method only gives an approximate
number of factors; it may either overestimate or underestimaté the number of fagtors
(Gorsuch, 1983; Zerick & Velicer, 1986).

The Scree Test

Like the eigenvalue-one mé:thod the scree test is based on the size of the
consecutive eigenvalues. However, whereas the numbcr of factors to extract accordmg to

the eigenvalue-one mctho% 1st§fe numbcrof unrotated prmc1pal components with
cxgenva]uas 2 1, the scree: :c;ﬁ‘cntenon suggests that the number of factors can be
detenmned by the "Greak” in the scree line. Thc scree test comes s from Cattell's work, and

thc basic concept of scree refers to the rubble at the bottom of a cliff. "A basic mtibr_xhle for

o)
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the scree test is that the battery of variables is measuring a limited number of factors well
and a larger number of trivial, specific, and error factors much less well" (Gorsuch, 1983,
p. 166). To use the scree test, the eigenvalues from the successive principal comporients
are plotted (i.e, eigenvalues on the X axes and successive components on the Y axes).
Once the eigenvalues are plotted, they are examined to find the point at which the line
through the plotted eigenvalues has an elbow (also known as the "break" in the line); that
is, the point where there is a substantial change in the slope of the scree line. The basic
‘conception is that the eigenvalues for the correct number of factors will form n,a relatively
straight line with a steep slope whil&it}:mi.";igéo’\f&;ﬁes for the "error" factors will form
another more-or-less straight line with a’much s;'naller slope (which represents the 'scree’
or rubble at the foot gf the mountain). The number of common factors is taken as the
number of eigenvalues above the line formed by the scree. |

The problem with the scree test is that often two or more elbows or breaks are
presenlt on the scree line. Because of the possxblhty of more than one breakm g pomt and
Bt g where lines should be drawn through the eigenvalues (especially the low ones), a
"jee of subjectivity enters into the scree test. Hakstian et al. (1982) discuss the proper
ise of the scree test as they conceive of it:
! Some reseé.rchers interpret the rule to mean simply finding t};c first ldrge
break in the plot of eigenvalues of R, proceeding from the largest
downward, whereas others (most notably Cattell) proceed by seeking areas

in the plot in which the eigenvalues describe a steady, relatwely flat descent

generally beginning from the low end of the plot and workin g upwards (p
194).

rd

As with the eigenvalue-one criteria, there are some specific circumstances under
which the scree test works best. According to Gorsuch (1983), this method is best when
the average communalities are greater than or equal to .6, and when the ration of factors to

variables is 1/3. Z\;vick and Velicer (1986) concur, suggesting that the scree test is best
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when there are strong components and when the samplésiic is fairly large. Hakstian et al.
(1982) found that in their contrived maffices, the scree test identified the correet number of
common factors in all cases where the structure of thé matrix was relatively simple;

- however, when minor comnjon factors existed and communalities were low, the scree test
overestimated the number of factors.

OQeraQ, the scree test seems to perform well. When errors exist, it appears that
there is a slight téndency to overestimate the number of factors. However, this slight
errcstimation at times does not appear to be a major problem : “Nevertheless, even given
its variability and tendency toward overestimation, the scree test seldom led to the'retentio'n
of more than two components over the criterion value" (Zwick & Velicer, 1986, p. 440).
More importantly, Zwick and Velicer (1982) found that overall the scree test was better
than the eigenvalue-one, Bartlett's Test, and the Minimum Average Partlal methods. As
such, the scree test has been described as having "moderate overall rehabﬂlty" (Zwick &

Velicer, 1986, p. 440)

-

Using the Ei lue-O 1 Scree Test Together -

Hakstian et al. (1982) found that as long as the communalities are high, the factor
structure m]atively simplé, the number of vaﬁables not above _30 or so,’%nd the ratio of
factors to variables low (around or below 1/3), then both the scree test and the eigenvalue-
one criteria were reasonably good. Further, they implied that by using the scree test and
the ei igenvalue-one criteria jointly, one can adjust for the nuances tl}ét each method has. To

Juse these two methods together, Hakstian et al. suggest that tl're/ true number of factors
probably lies somewhere between the number of factors that each method suggests. For
example, if Lhe_ eigjcnvaluc-one criterion suggests 5 factors,"and the scree test suggests 7
factors, then tﬁc proper number of factors is probably somewhere between 5 and 7. By
ixsing both of these. criteria together, more faith can be put in the number of factors to

extract. - -



Bartlett's T ¢ Sienifi

Bartlett's test of significance examines the residual matrix to determine if additional
factors need to be extracted. Once the remaining eigenvalues are of equal value (the null
hypothesis) no more factors are extracted. To determine significance levels, Bartlett's test
uses chi?squarcs to deteﬁninc whether ﬂ”lC rcéidual matrix needs to have a further factor
extractéd. To determine this, the chi-square of the residual matrix is subtracted from the
chi-square of the matrix immediately before the last factor was extracted; the degrees of
frcedbm for this resultant chi-square are taken to be the difference between the two degrees
of freedom associated with the original chi;squarcs (Gorsuch, 1983).

4 Bartlett's Test is not frequently used for several reasons. First, it is not available on
most statistical packages. Second, it gives only an upper bound to the number of factors
thaf "might be significant" (Gorsuch, 1983). Third, it often yields tqo many factors in that
it finds both common and specific factors to be si'gniﬁcam (Gorsuch, 1983). Given these
problems, it is not surprising that Zwick and Velicer (1986) found the accuracy of Bartlett's

Test to be highly variable; in fact, they state that they could not endorse it as a method for

determining the number of factors to retain.

In the Parallel Analysis criterion, the eigenvalues obtained from the principai axes \
method (usually principal factoring) are compared to the eigenvalues estimated as most
likély to occur in a similar analysis of correlations for rz%nddm data for the given sample
size. The nuinber of common factors is taken to be the number of factors from the
principal axes factoring that have eigenvalues greater in magnitude than those for the
corresponding random data (Carroll, 1985). Zwick and Velicer (1986) found the Parallcl
Analysis method to be more accurate than the eigenvalue-one, the scree test, and the
Minimum Average Partial methods. Despite showing much prormse this rule needs to be
evaluated with caution and is probably best if used in conjuncuon with other criteria. The

major drawbacks to using this method mcludc lack of programs on most statistical
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‘.

packages ghat will run this method, and the need to generate a large set of random

. correlation matrices by which to judge the parallel analysis (Zwick & Velicer, 1986). ’

Because of these two drawbacks, the Parallel Analysis criterion has not been used very
often to date.
Mini \ Partial Method L
Zwick and Velicer (1982, 1986) report a procedure called the Minimum Average
Partial Method. In this method, after each of the first m components is partialled out, the

average of the squared partial com:lanons is calculated. When the averagc of the partial

correlations reaches a minimum, the number of components partialled out is the number of

' components to retain. Zwick and Velicer (1986) found this Q;occdure to one of the best at

identifying the number of factors to extract. Unfortunately this procedure requires
FORTRAN subroutines and is not available on most statistical packages. Further, its

complex nature makes its use foreboding.

Because of problems inherent ,'u'r"rﬁost melthods of solving the ﬁumber-of-factors
problem, several researchers (Carrbll/l 1985; Comrcy, 1978; Gorsuch, 1983) suggest that
one or more of the above cntenéy be used to identify the number of fac’tors to extract. Once
this has been done, the researcher then rotates various numbers of factors around those
suggested (e.g., if three factors are suggested by the eigenvalue-one criteria, the researcher
may rotate two-, three-, and four-factor solutions and examine each to see which appears to
be most appropriate). Comrey (1978) provides an excellf*nt\)rationalc for rotating several

different number-of-factors solutions: "There is no defin:~. .~ solution to the problem of

determining the correct number of factors. It is up to the . -ator to use all of the

information that he cam get to reach a conclusion aboutyth: Ty to justify his

conclusion within several converging lines of evideniinstemv :lying on a universal

rule of thumb" (p. 652). When using this method, only factors with at least two salient
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loadings should be considered; any factor with less than two salient loadings is considered
trivial or insufficiently defined, and therefore one less factor would be suggested (Carroll,

1985; Gorsuch, 1983).

As we have already seen, whgp"ﬁsing the eigenvalue-one method, the percentage of
variance accounted for by th; factor r/nust be equal to or greater than the percentage of
variance that a single variable contributes (an eigenvalue of 1.0). An older method for
determining how many factors to extract was based on cxaminatiog of the the cumulative
amount of variance that was accounted for by the factors. Typically factoring was stopped
after 75, 80 or 85% of the variance was accounted for. "Usually factor extraction is
stopped after a large portion of the variance has been extracted and when the next factor
would add only a very small percentage to the Ftotal variance extracted" (Gorsuch, 1983, p.
165). With more sensitive methods available, this method is no longer practiced by itself;

it is, though, sometimes used in conjunction with other methods to decide how many

factors to extract.

When using any method of determining the number of factors to extract, a few

things must be taken into consideration. Three general tips should always be in mjnd. The
first, as pointed out by Zwick and Velicer (1986) deals with the nu?hbcr of salient loadings
on each factor. To accept any principal component, it must have at ’least two substantial
loadings; for principal factoring each factor must contain at least three significant
(nonzero) loadings. To distinguish between factors based on the number of salient
loadings Zwick and Veﬁca (1986) have designated cbmponents (or alternately factors) as
either major, minor, or trivial. (A major component has an eigenvalue 2 &}nd three or
more substantial loadings; a minor component has an eigenvalue 2 1, with less than three

substantial loadings, or conversely three substantial loadings but an eigenvalue < 1; a
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trivial components has an eigenvalues < 1, and less than three substantial loadings--
according to Zwick and Velicer the latter should never be retained). Second, when an
excessive number of iterations (> 50) is n.:qu%rcd to achieve convergchce either in
communalities or rotations, th‘cn overfactoring is likely to have occurred (Carroll, 1985).
Third and finally, over- and under-rotation of factors has some consequences. Several
researchers agree (Comrey, 1978; Gorsuch, 1983; Guertin, Guertin, & Ware, 1981) that
the extraction of one or two extra factors is less harmful than extraction of one or tv;o too
few factors. When too few factors are extracted, the vatiance from the unextracted factors
will be erroneously distributed ontd the extracted factors and will distort theig"true"
appearance. If only one or two extra factors are extracted, these will drain off some of the
variance from the true common factors, but usually they do not seriously distort the factor
_ structure of the true factors; however, if an excessive number of factors are extracted, the
;‘\' emetgent factors will be highly spéciﬁc and consequently a loss of the true common factors

(&3

will occur.

Tuking the Hypothesized Number of -y

Walkeyw( 1983) recommends that in determining the number factors to extract, one
carefully consider the interpretability of factors; further, he suggests that it is a good idea to
check the hypothesizqd structure of the matrix as outlined by the developer of the test. For
example, in studying the Stanford-Binet IV, one should at least consider extracting the four
Areas (Verbal, Abstract/Visual, Quantitative, & Short-Term Memiory) as suggested by
Thorndike et ;.1 (1986). The appropriateness of this number of factors can be checked
against more "objective” criteria by seeing how well the hypothesized number of factors,

the objective number of factors, and the test constructor's factors match.
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Summary of the Number-of-Factors Problem

To reiterate and summarize, the number-of-factors problem is perhaps one of the
most important aspects of factor analysis. Zwick ;mg\Vcliccr (1986) stress the importance
of the decision about how many factors to retain:

The determination of the number of components or factors to retain is likely

to be the most important dccisign a researcher will make. Decisions

involving choice of method, type of rotation, and type of score will have .

relatively less impact because of démonstratcd robust'ness of results across

different alternatives in these areas (p. 432).

For all methods of determining the number of factors to extract, the basic principle is that
extractioﬁ stops when further extraction would not account for further "meanin gful”
variance. Unfortunately, the determination of "meaningful" variance is not clearly defined.
~ Several methods exist for determining the number of factors to retain and eac;h has some
merits as well as disadvantages. B far, the eigenvalue-one criteria has been tﬁc most
extensively used. The scree test, alsc working with eiéenvalues,»has proven to be another
popular method of determining the number of factors. Several ncv\i' approaches like the
Parallel Analysis criterion, and the Minimum Average Partial method hold promise for the
future, but complex rationales and limited availability hamper their widespread use. The
consensus seems to be leaning toward the use of several different criteria at the same time,

and then finding the most meaningful number of factors from those suggested (e.g.,

. Orthogonal and oblique rotations form two broad categories dealing with whether

Gorsuch, 1983; Hakstian et al., 1982).
Orthogonality Versus Obliqueness
factors are or are not cosrelated; all rotation of factor axes are either orthogonal or oblique.

Orthogonal factors are ones that are not correlated; when plotted on a Cartesian coordinate,

the angle between the two factors is 90" which indicates that the two factors are
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indcpchdcm. From a geometric viewpoint, when the variables are plotted on these axes, a
resulting vector for each variable is formed by connecting the coordinate for the variables to
the origin. The length of this'vector (when squared) gives the communality for the
variable. Oblique factors, on the other hand, are correlated factors. That is, when plotted
on a Cartesian coordinate the angle between the factors is less than 90°. Unlike in
orthogonal rotations, the placement of one factor axes in the oblique method does not place
a theoretical limitation on the second factor axes (though in practice the correlations
between factors is not usually allowed to go much above .5 which represents an angle of

"30° between the factor axes) (Gorsuch, 1983).

Orthogonal Rotations

The use of orthogonal rather than oblique rotations is apﬁroximately three times
more common in the literature (Loo, 1979). The main reason for this is that working with
orthogonal factors is "far simpler" than working with oblique factors (Nunnally, 1967). A
point to remember about orthogonal rotations is that the general factor is often "rotated
away" and is represented by small positive loadings in all of the factors (Gustafsson,
1984). Thus, Ggstafssori suggests that "It may thus be claimed that orthogonal rotations to
simple structure are quite deceptive inthe presence of a general factor" (1984, p. 200).
Because the variance from the general factor may be spread over the common factors in an

orthogonally rotated matrix, the factor loadikgs on the éverage tend to be slightly.higher

than for oblique rotations using the same data.

Varimax Criters

The varimax method of rotating factors is probably the most common of all factor
rotations and is generally considered one of the best orthogonal rotations (Gorsuch, 1983).
This method was proposed by Kaiser (1958) as an "analytic criterion"” for rotation in that it
imposes mathematical conditions such that the "factor matrix is uniquely determined" (p.

187). As a further feature, the varimax criterion does approximate simple structure (Hill et
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al,, 1985; Kaiser, 1958) in that it attempts to minimize the complexity of variables. The
varimax criterion is designed to maximize the variance of sciuarcd loadings of a factor;. that
is, it maximizes the variance of the squared factor loadings for the column that represents
the factor.

Kaiser's (1958) emphasis on maximizing the squared loadings on the columns
rather than the rows was a major break from the older quartisnax criterion which sought to
maximize the squared loadings across rows. As noted by Kaiser, the quartimax criterion
tended to yield a general factor because it emphasized rows; in contrast, the varimax
criteria usually does né)f'yield a general factor because it emphasizes rows. Consequently,
Gorsuch (1983) warns against the use of the v-arimax criterion if a general factor is
expected: "Maximizing the varimax function means that any tendency towar: ~ral
factor in the solution will be minimized. Varimax is inappropriate if ¢ coretical
expectation suggests a ’generzil factor may occur" (p. 185, emphasis in original).
Hill et al. (1985)\ further clarify the mnliﬁcatiqns of spreading the variance from the general
factor onto the common<¥uctors: /

But the efficacy of varimax as a simple structure criterion is not necés{‘@jily

support for the practice of distributing the variance contained in the general

factor among a numge\rBﬁgroup factors. The result of this procedure is the

confounding of a main effect with interactions since the first unrotated factor

or principal component may be interpreted as‘a main effect due to individual

differences, and the remaining unrotated dimensions may be interpreted as

interactions between tests and people... (p. 297).

Thus, the varimax criterion has been extremely i)Opulaf and useful in that it
maximizes the variance of a given factor and approximates simple structure. However,
those who us€this type of rotation need to be cognizant that it disperses the variance from

the general factor onto the group / common factors. Therefore, if a general factqr is
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theoretically cxpcctcd 1t may be useful to at least consider using another rotational mct,hod
alongside of the varimax criterion in order to allow the general factor to emerge. Then the

factor structure from the varimax method can be compared to the factor structure from the

other method.

Ouarimax Criteri

As has already been briefly discussed, the quartimax criterion attempts to maximize
the variance of the squared factor loadings for each variable (rows in the factor matrix).
The origin of the quartimax criterion can be traced to several thc;,oreticians who arrived at
similar solutions independently (see Harman, 1967). In Aorder to maximize the inequalities
among the squares of the faqtor loadings, fourth poj»v}&of those loadings are used
(Harman, 1967). Because o'f'5 this, the quartimax solution tends produce a general factor
and hence has not been widely accepted according to Gorsuch (1983): "“A quartimax
solution tends t:) mche one factor with all major loadings and no other major loadings in |
the rest of thc matrix, or have the moderate loadings all retained on the same factor” (p
184). Put another way, the quartimax method attempts to maximize the large factor

Y loadings and decrease the small ones for each variable in the ongmal factor matrix
(Harman, 1967). '
Both Nunnally (1967) and Harman (1967) suggests that the quartimax cﬁtéﬁon

does approximate simple struc’.ure though the small values for the factor loadings may not

be as close to zero as one would ideally want in simple structure. Further, becausc tf terﬁis

to produce a general factor aleng with one or more group factors, the simple structum is
lost to some degree in that a variable will tend to load on both the general factor and;javl‘s‘o
one of the group factors. Desplte this apparent departure from simple structure, thc
rqunmmax method does appear to have some usefulness. It appears to be relanvelyn 51m11ar

T
td thc British factormg method used by Vernon (1961) where the general factor 1s,cmacted

and }Slcn the residual matrix factorcd for group factors.
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Oblique Rotations

Oblique solutions are ones in which the angles between factors are no longer
orthogonal; however, as noted by Harman (1967), "the conditions set for for an oblique
solution'do not preclude zero correlations among the factors” (p. 314). Thus, when
factors are truly orthogonal, they may emerge so when most oblique rotational methods are
used. An added advantage of using oblique rotations is that they may come closer to
simple structure (Undheim, 1977). As such, Loo (1979) suggests that if variables load on
more than one factor after a varimax rotation that an oblique rotation be tried as it may
provide better results in terms of simple structure.

As mentioned previously, working with oblique rotations is more complex than
working with orthogonal rotatior\ls. Whereas the pattern and structure matrices are identical
when orthogonal rotations are used, the two matrices are different when oblique rotations
are usec.i. Therefore, when oblique rotations are use, both the pattern and structure matrices
must be examined as each provides slightly different information. .

The factor pattern matrix provides factor coefﬁc{ér;ts Wvgich are like regression
cgf:fﬁc‘ients which can be used for reproducing the original variables (Mulaik, 1972). Oras
Mt;jlﬁlk (1972) suggests, "The coefficients of a factor-pattern matrix are weights to be
assigned to the common factors in deriving the observed variables as linear combinations of
the common and unique factors. In many respects the factor-pattern coefficients are like
regréssion coefficients in predicting a criterion variable from some predictor variables” (p.

01). Similarly, the pattern matrix is used to reproduce the correlations between the
variables in order to determine the adequacy of the solution (Harman, 1967).

The factor structure matrix, in contrast, gives the correlations between the vuriablcg
and the factors; this is useful in identifying the factors (Harman, 1967). Thus, the
structure matrix is useful in determining the variance of each variable as jointly accounted™

for by a particular factor and the interaction effects of that factor with the others (Loo,
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1979). As such, the factor structure matrix is the matrix that is usually interpreted in the
| identification and namin; of factors. -,
Another copsideration when using obthe rotations is that the correlations between
" the oblique factors can be subjected to hi gher-orde’r factoring in order to find the general

factor (Cattell, 1971; Gustafsson, 1984). However, as Gustafsson (1984) warns, the true
correlation bcé::cn factors is usually undérestimate;i because there are always small
positive loadmgs scatt&‘c’d in the matrix. Therefore, thé‘-rgeneral factor may be slightly
underestimated when an oblique method is used.

A further complication‘ ﬁom using oblique rotations is that communalities cannot be
calculated in a straight-forward way: "Oblique rotations change some of the essential
characteristics of the original matn'J‘(’ o{ factor loadings. ~~The sum of squared loadin gsin ™
any row would equal 4 2 only by chance) and the sum of average squared loadings in the
‘columns of the matrix would equa} qu by chance"” (Nunnally, 1967, pp. 325-326).
Hence, to calculate the communality of o“:\l)kl}ﬁbtors,lone must take into Qonsideration
not only the direct contribution‘of factors, but also the joint contribution of the factors (see
Harman, 1967, p. 284 for a formula to calculate 4 - 2 for oblique factors).

| A ﬁnal warning about interpreting obllque rotations is provided by Nunnally
_ (1967) He suggests that interpretation of the obhque factors "...can, and often does, fool
the investigator mto thinking hls data are s1mpler than they actually are. In most problems
even an approximation to simple structure by this method forces negative correlations
among the factor axes..." (p. 331). Ininterpreting the factors, it is difficult to
simultzineously attempt to identif)‘! the factors as well as remember the multiplicity of
correlations with other factors, especially if they are negative. |

At this point, enough warnings and background information on oblique rotationsb
have been gi;/en in order to brieﬂy consider a few relevant oblique rotatic}nal methods.

J

Coverage is not intended to be complete, but rather elementary; anyone desiring more
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information should'consult an appropriate source such as Gorsuch (1983) or Mulaik

(1972). d

, N

Procrustes rotation is usually used in a confirmatory sense K18, a target matrix

is specified, and the existing correlations are rotated tdwards thaty atrix. Use of this
technique involves forced rotation of the principai components or ftrs SO as to
approximate the hypothesized factor structure as represented by the target matrix. The
major problem involves the selection of an appropriate target matrix. It is generally
believed that when a hypothesized target matrix is used that thc "Procrustean rotations can

lead to arufactually confirming a wide range of thcones" (Carroll 1985, p. 47).

MAccording to Carroll (1985) the promax method is basically a special form of
procrustean rotation. A target matrix is obtained by raising the entries of the varimax
matrix to a certain integer power k and preserving the signs of the entries. The purpose of
rajsing the-loadings to the k power (usually 4 or 6) is to increase the discrepancy between
large and small loadings. By va}ying the power, both the degree of obli‘quity and the
simplicity of structure can be varied. Gorsuc;l (1983) states "The orthégonal solution is
used as 4 basis for creating an ideal oblique solution. The unrotated factor matrix is then
_ rotated to the bést least-squares fit to.thc ideal solution by the Procrustes procedure...” (p.
190).%1*}1 summary, from the varimax solution and ideal matrix is constructed where high

Ioadingé from the varimax are increase and low loadings decreased by taking them to the

o>

fourth or sixth power.
Direct Objimi
Whereas most oblique methods use an indirect manner for gettin g the primary factor

pattern, the direct oblimin approach uses a procedure that gets oblimin like solutions

directly (Harman, 1967). That is, this method proceeds directly from an initial to a
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primary-factor pattern. The goal is to make the primary factor pattern approximate simple
{jﬂ’f
structure, while limiting the factor intercorrelations which have tended to be objectionably

high in some of the indirect oblimin methods (Gorsuch, 1983). ’*‘;A. ’

Summary of Orthogonal and Oblique Rotations

The choice of whether to use orthogonal or oblique rotations is left to the
researcher. Most often, orthogonal rotations have been used begause they tend to be
simples to understand and interpret. This probably accounts for the predominance that has
been given to the varimax criterion. Itis readily available and easily interpre;ed. However,
as pointed out by Loo (1979) the use of oblique rotations may provide a better fit to simple
structure, and thus may be valuable. Especially in hiefarchical analyses, the oblique
methods of rotation can provide important theoretical information--though complexity

increases and interpretability may suffer to some degree.

| Confirmatory Factol‘ Anal ysis -

Historically, psychology has relied on exploratory factor analysis. That is, the data
is allowed to "speak for themself'--to determine the latent factors and their structure.
Carroll (1985) goes on to say that exploratory factor analysxs has two advantages over
conﬁxmatory factor analyms: "(a). it does not call for the advance specification of any
parameters or statistical hypotheses to be tested, and is thus unbiased by any such
spcmﬁcatmns (Wthh are sometimes d1fﬁcult to make in confirmatory, Eﬁ} and (b) its
computations are generally smpler and less expensive” (p. 26). Nevertheless, other :
researchers have duly noted the increasing use of confirmatory factor analysis.

‘F Mulaik (1986) notes that in the late 1960s ancl early 1970s factor analysts began*to
to realize that confirmatory factor analysis would be useful in testin g hypotheses..
Implcmentation of the desire to test hypotheses was done through the procrustefm method:

Nevertheless the urge to do confirmatory studies remained, giving rise to

another avenue of attack, the method of.procrustean transformations. Here

the researcher sought transformations of the unrotated factors that would
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produce factors within the common factor space that were most like some

{
anticipated hypothetical factors, defined by prespecified factor loadings

(Mulaik, 1972, p. 28).

The link between the procrustean transformations ahd confirmatory factor analysis has been
given by Mulaik (1972) : "The term procrustean is applied to any harsh or inflexible
attempt to force someone or something to ﬁf some prccohccived idea or system. The term
owes its existence to Procrusted&ghway bandit of ancient Greek mythology who tied
his victims to an iron bed and suef;}éa‘f){cuf off their legs to make them fit its length" (p.
293). Tﬁus, as outline by Mulaik (1572) a procrustean transformation attempts to fit a
given matrix to a preconceived structure using certain restrzunts As such, it is clearly.a.
dversmn of confirmatory factor analysis. |

In confirmatory factor analysis, the researcher a pnon formulates a model of the
structure of latent factors and the variables that relate to each. Then a factor analysis is
conducted to test the hypotheses that a prespecified number of variables define the
antic?i)ated factors (Gorsuch, 1983). As pointed out by Hertzog (1985) "...one uses
theoretical conceptions regarding the nature of the constructs and their reiations to observed
-variables to specify (a priori) a model predicting the fact(;r structure of measures” (p. 60).
As such, rotations are not needed as the confirmatory analysis gives the solution directly

- (Gorsuch, 1983).

Although confirmatory factor analysis can substantiate a hypothetical model
underlying the observed factor structure, it can not "pro;'e" the model to be true. As
Hertzog (1985) notes, all that confirmatory factor analysis can do isﬂ empiﬁcally verify
cbﬁsisten‘cy across samples: : s ' -

The term confirmation derives in part from a’rathc‘g,;,'dif;?rexymt connotation.

Before we seriously entertain a factor model aS be%g d :L;s(ig‘ful ;cprlcsentation

of the factor structure of a set of tests, .wé wiié"’hk to demonstrate that the

empirical solution is replicable across different samples from thg same

c i
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population. However, assume tth we replicate the results. \We have
confirmed that the model produces consistent patterns of oarameter
cstimatcs,-bt{t{(wcmave not shown that the theory which produced the model
is correct. In short, we must recognize that confirmation in this limited
scn.{c refers to empirical consistency and not to the validity of the theory

Wthh produccd the model (p. 65).

Dcspltc the fact that confirmatory factor analysis cannot "provc a thcory to be
correct, it is-apparent that it is useful in testing hypotheses and models to see how well they
fit the data. The trade-off is not unlike Procrustes' treatment of legs; confirmatory factor
analysis may find a good fit by mutilating the data to fit a preconcéive notion. A
worthwhile suggestion to thi§jeff\oct haé been made by Gorsuch (1983). He recommends
that exploratory facfor analys:iswbo used in areas wheére no prior analyses have been
conducted. After a factor structurc has been demonstrated in a given rcal‘ the use of
‘confirmatory factor analysis may be more oppropn'atc in terms of theoretical gains.

Kieth (1987)1s a staunch supporter of conﬁnnatory factor analysis. He suggests
that confirmatory factor analysis "...provides a much stronger test of the underlying
structure of a scale than does exploratory factor analysis, and is especially useful for
measures such as the K-ABC and the new Binet which are based on an explicitly
underlying theory"” (p. 282). He goes on to say that because the researcher can specify thé
number of factors and their relationship as Wcll as which variables will load on given
factors, there is less subjectivity in confirmatory as opposed to expioratory factor analysis.

Unfortunately,confumatory factor analysis remains a coghplex and expensive
methodology and one thot may discoumée'many researchers. It requires a high degree of
sophistication and a strong theoretical commitment to some model that is presumed to
underlie the data. Thercfore, it has potential usefulness, but should be lumted to areas that
are well researched through factor analysis, and where the variables included in the analysis

have proven in the past to be "marker" variab. - for the hypothesized factors.
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Appendix B.1

First Unrotated Principal Component For The WISC-R:
Combined Groups, Ages 6-0 to 16-11 Years
(Missing Data Handled Through Pairwise Correlations; n=168)

Combined Age Groups (6-0 to 16-11 Years)

WISC-R S
Unrotated
Tests Conl::)ros;ent Com i % of Total
ponent Eigenvalue Variance
Information .87 ) { 7.32 61.0
Similarities .86 I1 0.95 79
Arithmetic .84 1908 0.66 5.5
Vocabulary .86 Iv 0.59 49
Comprehension .85 \'% ©0.52 43
Digit Span .78 A2 0.45 38
Picture Completion .70 VI1I 0.36 3.0
Picture Arrangement je VIII 0.32 27
Block Design 83 IX 0.27 22
Object Assembly a7 X 0.23 19
Coding 64 XI 0.19- L5
Mazes .60 X11 0.14 12

354 - e
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» Appendix B.2

!
Scree Plot For the WISC-R When All Ages are Combined Into a Single Group:
Ages 6-0 to 16-11 Years (Missing Data Handled Pairwise; n=168)

Eigenvalue

7.0

4.0

3.0

2.0

1.0

T T T T T T 7

4 5 6 7 8 9 10 11 12
Successive Factors
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| , ) Appendix B.3

Two-, Three-, and Four-Component Varimax Rotated Principal Components
For The WISC-R: Combined Groups, Ages 6-0 to 16-11 Years
(Missing Data Handied \Through I"airwiseA Correlations; n=168)

WISC-R ) Varimax Rotated ‘Principal Cbmponents

Bt ol
Components , Components . Components

, Extracted ..., Extracted o~y Extracted
Tests | ' P oo pP{j1 mom h’ I 1 our b
Informaton - |84 .33 |81 83| 32| 20 83} f.8a| 2027 ] .16] 85
Similarities =~ 78138 |76 4 §.81|.37|.11] 80§ §.78].38|.20 | .09] 81
Arithmetic 77|36 |73 {74 | 34| 26] 3} Fa|23[27] 23] 7e
Vocabulary « | 86|28 |81 } 84| 26 23| 82% f.81|35(.00] 21] 83
Comprehension 80|34 |76 ] {81 | 33] .15 9§ {.78] 37 |16 | .14] 20
Digit Span 78|26 e8] 67| 22| 46| 1§ § 72 0228 4177
Picture Completion 39165 .57 40 | 64 09] .58% £.29|.83 |20 .13] .84
Picture Armangement 42|60 |58 {39 | 63 .19 se 34| 57 |37 | 20] &2
Block Design - 57163721 V.56 | 61] .19 ' Fss | 31|55 | .16] .75
Object Assembly 4273 | §37 | ) 26 1A 36 46 |55 | 26 1.
Coding . - | .57]29 a2 }28 | 24| .89f 93§ }.29| .22 [.13 | 90] .95
Mazes — ] | 18] 19| .89 | 07] 86
Sum of Squared Loadings
% of Total Varial;ée
Cummulait‘ive,~ % Var.
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o Appendix C.1 -
Hnrotated Principal Components For The Stanford-Binet : Ages 6-0 to 8-11
Years (Missing Data Handled Through Pairwise Correlations; n=46)-

4
y

Stanford-Binet IV

Unrotated Principal Components
Age 6-0 to 8-11 ‘

Tests | I | o | m|w | v |vi{vr|vin
Vocabulary 85 |-03 |32 [-19 |-06 |-18 |.07 | -32
Comprehension 81 [ .14 |16 [-08 [-36 |-29 [ a5 | 24
Absurdities 78 1-17 | 20 {35 | 03 |-10
Pattern Analysis 72 | a3 | 40 |-07 | -390 | 37
Copyihg _ 67 |-16] a2 |-5 | 36 | 08
Quantitative - | 63 |-55] 21 {29 | 20 |-07
Bead Mematy 37 81 |2 |12 |['m | -14 ] 09 | -05
Memory for Sentences | 8 | 15 [-54 | 25 : : 07

Eigenvalue o 396 |1 1.07 | 0.74 0.68 0.58 042. 0.35 0.19

%, of Total Variance | 495 {134 | 93 | 85 | 73 | s2 | 44| 24

Cummulative % Var, | 495 | 629 | 722 | 807 | 880 | 32| 976 | 1000

. v L
i .
oo, . . . \
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Appendix C.2 o,
Two-, Three-, and Four-Component Varimax Rotated Principal Components
For The Stanford-Binet IV; Ages 6-0 to 8-11 Years
(Missing Data Handled Through Pairwise Correlations; n=46)

~~| Stanford-Binet IV Varimax Rotated Principal Components
Age 6-0 to 8-11 . Two Three - _ Four
Components Components Components
, Extracted py  Extracted ) Extracted )
Tests . SER S I m mh I I I IV h
Vociibulary §9 281.72 451.78 | .09].82 01 .25 .54 .06] .86
Comprehcnsion .70 .43 .68 .42 .66 -29 ..’70 .61 .27 .43 .28 o71
Absurdities 791 .13 (.63 J31.33] .17} .67 331 .97 .18 .23} .19
Pattemn Analysis 62| 390544 §.65|.a8| 491.70 % § 12| 46| 48| 49| 70
Copying 69| .090.48 {" }.62f.32] .11].50 17{.19] 88| .03| 85
Quantitative 79 |-28170 { §.82].07]-20] 75§ | 17| 86] 20| -.14] .83
Bead Memory .05 | .891.79 00).06] 91].86% §.17/%03] 03] 92| .88
. * *_s
Memory for Sentences . | 58 | 39|49 § }.13| .86 .10|.78 20(.03| .14} 84
T g ) [ S B
Sum of Squared Loadings ]3.58
% of "I‘otgl Variance [44.8
Cummulative’ % Var. l44.8|63.1

1)

wt _ o
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, . Appendix C.3
Unrotated Principal Components For The Stanford-Binet IV: Ages 9-0 to 12-11
Years (Missing Data Handled Through Pairwise Correlations; n=66)

Stanford-Binet IV . Unrotated Prinéipal Components =

Age 949 to }2-11

Tests I (o fm|v| v |vrjvin viof ix| x | xx [xo
Vocabulary 85 {-.29-.05] -.19} -.14] .00| .04] .08 .19} -21] 07]-.18
Comprehension 180 |-30{-20]-19] .14]-.18] 31} 11| 02| 05| 13] .14
Absurdities 89 | .02]-20] 00| .02|-.19] 12| 05| -25| 07]-19]-14
Pattern Analysis 78 |-31]-01]-04] -25 37} 03] -19 23] 06} 13 l.0n
Copyifig = 67 | 46| .07| 44] -.03]-31] .04] .14 .02 -.13| .09] .04
Matrices 8371 .00{-.12|-23] .09|-13]-42| .11 -.05| .1a| 13| 00
Lpentitative 72 |-13]-34| 42| 09| 32| 05| .14 .13] 16| 00] 00
Nunber Sedes N | g3 ].12 880l L0s[ 22| -39 oo] 1114 08
deMem;y T2l a4 Vbss| 01| 09| 07 200 Ja2]-11] 07

Memory for Sentences | .77 |-.36 |~ 131-04| 24| -12] -12]-09] .14

Memory for;_iéts 88 }-.19] 60| 22| -.07[-.07] .01 -.14 .05 .19] 04]-08
65| ‘ -08 '

Memory for Objects

Eigenvalde 7.08 | 0.96[0.820.72 | 0.61 | 0.46] 0.35{0.30] 0.24]0.20 ] 0.14] 0.11

{
% of Total Variance 159.0 |8.0 68| 60|51 |38 |29|25]|20] 17]12 |09

Cummulative % Var. |59.0|67.0|739] 79.9{84.9 | 88.8] 91.7(94.2] 96.2l97.9 | 99.1 1907 B
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Appendix C.4
Two-, Three-, and Four-Component Varimax Rotated Principal Components
For The Stanford-Binet IV: Ages 9-0 to 12-11 Years
(Missing Data Handled Through Pairwise Correlations; n=66)

. -
Stanford-Binet 1V . Varimax Rotated Principal Components
Age 9'9 to 12-11 Two Three Four
Components Components Components
Extracted .. Extracted 5 1™ Extracted
. 2
Tests I o B I I 1 h I 0 m v h
‘Vocabulary .84 1 .321 .81 J4) 251 46| .82 _.77] 33| .38 .08 | 85
Comprehension 81| 271 734 § .79 .19| 32|76} | sW¥26] 24| 09| 80
Absurdities .- 67| .58].784 | 73| 50| 22| 82 §_.67| .45] .19] 30| 82
"| patien AnatyWB8¢ a1 ] 7|l 43| 00 ] | 36| 64| 8] 36| 71
Copying | 22| 78| 658 § 23| 76| 14 | 66§ | 06| 48| 23] 76| 86
Matrices 63| 53] 68y | 64,47]| 26|70 } 65| 52| .19] 15|75
Quantitative 631 .36 .53 75’ 27.4.09 | .65 61 1;04 13] .66 | .82
Number Series 72| 44y} a6l 36| 23] 76 | 68h24 22| 48] 79
: , o —
Bead Memory 28 |.791.704: §.28 |.77.]18 |71. | ¥ .28 86| .12] .10 83
Memory for Sentences 821 .21 .7/2 AS51.201.79 | .87 49] 221 751 .08 872
Memory for Digits 65| 29| .50 .88] .24 | 91
Memory for Objects 31 .65} .52
Sum of Squared Loadings 45F
% of Total Variance -
—
Cummulativé % Var.

&3
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‘ Appendix C.5 - ¥ )
Five-Component Varimax Rotated Principal Components

For The Y'Stanford-Big“et IV: Ages 9-0 to 12-11 Years
(Missing Data Handled Through Pairwise Correlations; n=66)

i

Stanford-Binet IV Varimax Rotated Principal Components
Age 9-0 ‘to 12-11 &
Tests ‘ I i )i 1V v h’
Vocabulary s | 3| a 05 o5 | ey kL
Comprehension 82 .19 24 - .04 2455 / ﬁ&lﬁh
Absurdities B 7 I I 36 | 24Pk
Pattern Analysis . 36 - .66 21 38 .1’2 )
Copying %‘ 10| 37 ([ s 23 | 86
Matrices 65 42 |[ohlsel 12 | 3 76
Quantitative . 66 -02 /1% 61 08 83
Number Series | 25 | AP | 44 b 03 | 80
_mory 25 88 | 16, | a3 | a9 [ &
' ry for Sentences 48 17 76 .07 16 | .87
Memory for Digits 18 17 8 | 26 .14 91
Memory for Objects 22 20
E
Sum of Squared Loadings
% of Total Variance | 298 | 168 | 157 .| 133 | 97
Cummplative % Var. | 298 | 466 | 623 75.6 85.3

7

i F O A -1 v

PRt
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Appendix C.6 N
Unrotated Principal Componerits For The Stanford-Binet IV: Ages 13-0 to 16-11
Years (Missing Data Handled Through Pairwise Correlations; n=56)

Stanford-Binet 1V Unrotated Principal Components .
Age 13-0 to 16-11 ‘ " o
Tests I|u jmyw g |vivo|vinx X
Vocabulary 89 | -05|-24 ] 25 ]-12 ) .02]-25] 04 | 11]-02
Comprehension 93| -17|-16] 06| 03| 00] 06| .11 ]-14] 29

Patterm Analysis. | 90 | -05) .20 | .00 |-14 |-30 |-07 |-17 |-07| o2

Matrices o foo |13 |09 |0s |24 | 22 [-06 [-21 | 02 04
Quantitative 93 | -13{-07 | -07 | .18 |-05 gx&w -15]-.19
 Number Sgies 89 | -31|.04 [-03 | .1 |-13] 1d| 06 | 21| 00

Bead Memory 86 | -10| .36 | 08 |-25 | 20| .06 | .09 -02]-04

Memory for Sentences .87‘ 18 1-33 | -03 {-18 | .06 | 20 |-13 |-01]-06

Memory for Digits 83| 30] .01 [-a5|-05 | o1 [-10 .09 | .06 04 .
Memory for Objects T3-59] 14 | 25 | 18 -05 ] .05 .04 | 02]. ‘
Eigenvalue ’ 7.67 | 0.64 1039|034 |026 | 0.204 0.16 | 0.13 | 0.10 | 0.08

% of Total Variance |7677| 6.4 | 39| 34 | 26 | 20 16| 13| 10/ o8
Cummulative % Var. |76.7 | 83.2 {87.1 | 905 |93.1 | 952 96.8.| 98.1] 99.2 |100.0 o
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Appendix C.7

363

onent Varimax Rotated Principal Components
For ‘l‘he Stanford-Binet IV: Ages 13-0 to 16-11 Years
(Missing Data Handled .Through Pairwise Correlations; n=56)

¥

Stanford-Binet IV Varimax Rotated Principal Components
Age 13-0 to 16-11 e ————————— .
Two hree .‘Four

Components . Components Components

S ‘Extracted .. Extracted ) . Extracted )

Tests v il onmomn I I Im v h

Vocabufary 764 .47 |79 461.72] .33 | .85 461 .751 .34} 14 1 90

Comprehension . .86 ].40 |.90 591711 27|92 59| .69] .194 .26 | 93 R

Pattern Analysis 77147 (82 § §.72].39] a2 85 | | 72| 36| 33] 31 | 85] -

Matrices 82 f41|83 {1 §.701.49( 33|84} | 70| 44 23] 33 ]84

Quantitative .84 1.43 }.89 63|(.63132 |.89 62| .58]1.19].38 | .90

Number Series 911].25 .89 J51.55).16 1.90 5] .52] .08].25 | .90

BeadMexﬁory 76 141 175 82]1.241.39].88 81 .24. 361.20 | .89

Memory for Sentences j .65 |.79 281.75| .51 1.90 281 .701 .36 .46 | .90

Memory for Digits S1].72 1.78 J39]1.441.65].78 381 .291 .33] .80 ] .97

Memory for Objects 27190 |88 § {2724 88 190§ | .27] 27| 87| 26 | 96

: R SRR, 2 5 3 S e % S ey, R

Sum of Squared Loadings

% of Total Variance |[540

Cummuldtive % Var. |54.0 “




Pattern Matrix? For Two-, Three-, and Four-Comp
Principal Components For The Stanford-Binet IV: Ages 6-0 to 8-11 Yearsb

o
v

Appendix D.1

\
o\&nt Oblimin Rotated

Stanford-Binet IV
Age 6-0 to 8-11

5

Oblimin Rotated Principal Components

# 4

‘i"@n - Factors

Three Factors Four Factors :
Rotated __ Rotated Rotated
Tests r- “; hz I I I h2 I II m Iv h2
Vocabulary | 84054721 | .26]-04-75] 67 § "04]-.06|-.66|-45 | 86
Comprehension’ * - 77| 22|67+ 25) 18)-61 70§ § 09| .18]-54[-31] .71
Absrdities #0]-09.63§ {.71].08]-15| 67 } 79 17/-15] 05 | 79
Pattern Analysis Eﬁj@) 544 L .66| 44l 04f{70] § 40| 46| 09]-36].70
Lopying Jao olas} | 61f.0a]-15].50 § 01]-03]-03]-92] 85
Quantitative, 1 7434a9].70§ | 87]-28] 01|74} § 92[-.19] .00]-01[ 83
Bead Mgmory . o & 85079 |-06] 92]-07[ 86§ §-09] .94]-06] 07| 88
Mgmory for§entences *] 64| 22449 § |-13]-.02]-95| 78| § 06| .02]-92 .14 ] 84,

®{nlike onhngnﬁ;pwﬁons whiere the pattern matrix and s
rotations the' patiern matrix.and structlre matrices are different. The factor pattern matrix gives

the weights by which f;

-5

+

: ;s reproduce (he variables.
b Nﬁssing data htbecn repﬁced with regression estipates (n=46).
¥ . ¥ * .

.

€ matrix are the same, in oblique

N

/

P

Y

e’
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Appendix D.2
Structure Matrix? and Intercorrelations Between Components For Two-, Three-,
and Four-Component Oblimin Rotated Principal Compoqents For
The Stanford-Binet IV: Ages 6-0 to 8-11 Yearsb '

4 |

Stanford-Binet IV
Age 6-0 to 8-11 ‘ #
Two Factors Three Factors Four Factors
Rotated Rotated ‘wee  Rotated
Tests L | h2 I II 1 h2 I 11 1m 1v h2
Vocabulary 851 .151.72 64 | .21)-.87| .82 52| 24]-82]-69 ] 86
Comprehension 79| 311674 {60 |39[-19]70] Ja9 | a3]-74]-s8[ 71
Absurdities 79| 00].63 | 180 [ .24]-53]|67] |.86 | 35[-52]-39 79
Pattern Analysis . J1)| 28(.54 % 172 | .54]-42].70 61 ] .59]-34]-61] .70
Copying 681-02{48 1 169 |.19]-47]50) |.43 | .18[-34][-92] 85
Quantitative .68 | -40].70 82 |-.14]-36| .74 .89 |-.03]-.33}-.38] .83
Bead Memory 301 .87].79 12 1.931-.28 | .86 07 83--.28 -12 1 88
Memory for Sentences | 66 [ 30{.49 { {35 [ .22]-88[.781 [ 39 | 28 N9t [-21 | 84 |
Correlation Among Factors (Age 6-0 ‘io 8-11 Above) ]
Two Factor Three Factors x)ur Factors ‘
Rotated Rotated Rotated
factor) ¢ m | 1 0 m 1 o om
' 1ioof| .12 wo| 7| s 100 | a8l -a2 | -as |
| 20 E| a7 100 | 271 1 Y 100! .20 | 221
m o ' | .51 .27 | 100} ] a2 | 29 |10 | 3
v 4 “ ¢ | a5 22| 35 | 100

4 Unlike orthogonal rotations where the pattern matrix and structure matrix are the same, in oblique
rotations the pattern matrix and structure matrices are different. The structure matrix gives the
variable-factor correlations, and is the matrix that is interpreted when oblique rotations are used.

b Missing data has been replaced with regression estimates (n=46),

or



)

Appendix D.3 A
Pattern Matrix2 For Two-, Three-, and Four-Component Oblimin Rotated
Principal Components For The Stanford-Binet 1V: Ages 9-0 to 12-11 Years?

366,

Stanford-Binet 1V Oblimin Rotated Principal Components
Age 9-0 to 12-11 e ————————
Two Factors Three Factors _Four Factors
Rotated Rotated — Rotated
Tests ta il o om e’ |} ooom v
Vocabulary 85| .06[ 80} {.60].05].38 801 | 80|-18] 24 ..18] 87
Comprehension 79| .08) .70} § .72f .02 .21 73§ | 87|-13].09|-09.78
Absurdities 47| 50|78} | 55| 43|04 [ 81 } 67] 29 03[-12] .81
Pattern Analysis 19| 69| .68} § .21] .66 | .05 | .68 i7| 42| .06 | -27] .69
| copying -07| 8s| 65} {1.13] 79|-15| 65 | 07| 85| .0
Matrices . s0| 42{ .70} { 51| 36].10].71] | 60] 14| 04
Quantitative | 66| 09153} { a1[-05[-.08| 71§ 75| 25]-01] 5| .83
Number Serics 1 so| 24] 75k § as| 15|09 [ 80 § 76| 19] 10| 13| 81
Bead Memory -05| 88| 71} {-08| .88] 05| 75| § 27 37]-01] 65| 87
Memary for Sentences 96|-15] .75} § 23|-03|.81]|87] | 28|-10] 78] -01] 87
Memory for Digits 80[-07| .57} {-04] .10| 88| 83§ {-08 .12| 95| .06| .89
Memory for Objects 08| 66| .51} |-08[.69].18 |56 |-02| .56] 20| 18] .58

f‘ fﬁnlikc orthogonal rotations where the pattern matrix and structure matrix are the same, in oblique \
matrix and structure matrices are different. The factor pattern matrix gives

. rotations the patt

the weights by which factors rcproducfe the variables. -

b Missing data has been replaced with regresgion estimates (n=66).
. i . ,

f

-

~_ N

-
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Appendix D.4
Structure Matrix? and Intercorrelations Between Components For Two-, Three-,
and Four-Component Oblimin Rotated Principal Components For
The Stanford-Binet IV: Ages 9-0 to 12-11 Yearsb

Stanford-Binet IV Oblimin Rotated Principal Components
Age 9-0 to 12-11 R
Two Factors Three Factors Four Factors*
Rotated Rotated - Rotated
Tests 1 o n 1 u b L 1 m wh
Vocabulary 89| .621.80 83 1.59].711 |.80 88 | .34 .67} -36|.87
Comprehension 841 .59|.70 84 1.54].59 |.713 87 | .35] .55 ] -.26{.78
Absurdities 80{ .81}.78 82 1.77].53 | .81 85 | .65| .53)-31}.81
Pattern Analysis 64| 81168 | §.62 |.80].48 .68 |.67].68(.48]-44]60
Copying 491 .81].65 52 |.80§.31 .65 31| .89 .38 ]-.14|.80
Matrices 7875170 § .78 [.71] .54 [ 71§ [ .82 | 53] 52|38 74
Quantitative _J72] .53).53 | 84 1.45].36 |.71 78 | 541 40| 26].83
Number Series 851 .691.75 88 |.631.55 |.80 88 | .57| .56 | -.08].81
Bead Memory S31 8471 § {47 | .86 ] .44 |75 57| .61 41| -76] .87
Memory for Sentences 86| 4845 62 1.50] .91 |.87 68 | 32| .91|-22].87
Memory for Digits 5] .461.57 46 | .51].91 |.83 S1 | .41] .941-15].89
Memory for Objects '.51 711.51 . 731 .48 |.56 46 | .68] .52 3? .58
* The fom-coﬁiponem oblimin solution required 42 itera verge; this suggests that rotating
four factors obliquely may involve over-factoring of the corre j peetie SVEL

Correlailon Among Factors (Age 9;0 to 12-11 Abave)

gaos e ] -\
. Two Factorsf | Three Factors | Four Factors
Rotated | | Rotated . Rotated

Factorl 'y ;L | 1T 1w / I n m v
1 Jroo] 66 Jroo| s9] s1f 1004 s0 | 56 | -20
Ir 66| 100 [l 590 100 49 504100 | 35 |-18

. | s1| 49 faoof | s6| 35 [100 | -22
vy | 08 -2 1w

4 Untike orthogonal rotations where the pattern matrix and structure matrix are the same, in oblique
rotations the pattern matrix and structure matrices are differerit. The structure matrix gives the
variable-factor correlations, and is the matrix that is interpreted when oblique rotations are used.

b Missing data has been replaced with regression estimates (n=66).

! Y
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Ve
\L:) . Appendix D.5
tern Matrix? For Two, Three, and Four-Component Oblimin Rotated

Principal Components. For The Stanford-Binet IV: Ages 13-0 to 16-11 Years

Stanford-Binet IV Oblimin Rotated Principal Components

Age 13_0 tO 16'11 L.~ " """ ]
Two Factors Three Factors Four Factors *

Rotated Rotated o~ Rogated
T . 2 » .2 2
ests I 11 h I I M1 h I I m 1vh
Vocabulary 82| 09180} §.76 | .09]|-29].86 101.16 |-.881 .14| 92
Comprehension 98 |-041.89F §.92|-04]|-22}92§ } 23]-.04|-74]-.10] .93
Pattern Analysis 86,] .06].81 86| .10} .15].85 60].12 -20]-.14| 85
\ Matrices 3| o185} {90 .05]|.06|86 § §.52].01]-30|-24] 87
.Quintitative 94| 0118} §.90(.03]-.12}.90 321-08 |-51]-31] 91
Number Series 89 |-.05].91 97 |-.02]-.02].91 4505 |-441-22] 92
Bead Memory - 1 88]-01].76} § 91| .06] .34{.90 85|.18 [ .01]-.02] .91
Memory for Sentences 44 | 52| 81 871 .501-37]90 { §-201.23 [-66]-35| .90
Memory for Digits 34| 61]1.8% §.32] 63]-04]80 ¢} .11|.15] .03]|-85] 97
Memory for Objects -07{.99].89} §-.07|1.01].05].91 11 ].87 -.04 -061.97

* The four-component oblimin solution required 63 iterations to converge; this suggests that mtaung
four factors obliquely may result in over-factoring of the correlation matrix.

8 Unlike orthogonal rotations where the pattern matrix and structure matrix are the same, in ohlique
rotations the pattern matrix and structure matrices are different. The factor pattemn matrix gives
the weights by which factors reproduge the variables.

b Missing data has been replaced with regression estimates (n=56).
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» Appendix D.6
© "Structure Matrix2 and Intercorrelations Between Components Fer Two-, Three-,
and Four-Component Oblimin Rotated Principal Components -For
The Stanford-Binet IV: Ages 13-0 to 16-11 Yearsd

Stanford-Binet 1V Oblimin Rotated Principal Components

Age 13-0 to 16-11 T ——————
Two Factors Three Factors Four Factors®

Rotated Rotated - Rotuted
Tests I n R I n m K I om ok
Yocabulary .89 .71 |.80 .88 | .69 | -.44| .86 JO | .60] -.95{-.58] .92
Comprehension 94 1.70 |89 { .94 | 68 |-39{.92§ } .78 | .52 -94]-69] 93
Pattern Analysis 90 1.71 .81 91 | .7131-03|.85 88 | 58] -.77| -.68] .85
Matrices 92 1.71 |.85 93 |.721-12| .86 B6 | 541 -81]-.73] 87
Quantitative 94 1.72 1894 194 | 71]-29190% | 81| .51 -88]-78 91
Number Series .96 1.70 1.91 96 | .71 ]-20{ 91 86| .52 -.87|-.74{ 92
Bead Memory 87 1.66 |.76 88 1.69] 17| .90 94 | .58 -.68] -.591 91
Memory for Sentences .83 1.85 |.81 .81 | .82]-.50|.90 56 ] .68 -.87(-.79] .90
Memory for Digits 80187 180 ¢ .79 | .87]-18[.80f | 64| .6a]-67]-97 97
Memory for Objects 68 1.94 .89 .67 | .95} -.06} .91 571 .97 -62]-.62} 97

* The four-component oblimin solution required 63 iterations to converge; this suggests that rotating
four factors obliquely may involve over-factoring of the correlation matrix.

Correlation Among Factors (Age 13-0 to 16-11 Above)

Two Factors f27]| Three" Factors Four Factors

Rotated Rotated Rotated
Factor
I I ) { I I v

.00 | 46 | -69 | -57
46 11.00 |-53 {-54
-69 { -53 | 1.00 .65

-57 ] -.54 65 | 100
| R e S O
3 Unlike orthogonal rotations where the pattern matrix and structure matrix are the same, in
oblique rotations the pattern matrix and structure matrices are different. The structure matrix
~w,  8ives the variable-factor correlations, and is the matrix that is interpreted when oblique rotations
are used.
b Missing data has been replaced with rzgression estimates (n=56).
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