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Abstract

We develop a framework for emotional modelling that is based on a plan selection architec­

ture. The emotional module determines emotional state based on goal and plan outcomes. 

The first novel aspect of the framework is that the current emotional state in turn influ­

ences the expected utility computations of untried plans, affecting performance on the core 

problem solving task. A second novel aspect is the inclusion of plan-based behaviours that 

are triggered by the simulated emotional state and cause that state to dissipate. These be­

haviours compete for execution with the core problem solving plans. On abstract planning 

problems, agents modelled with these two emotion framework elements exhibited clearly 

different problem solving choices than agents modelled without them. Using narrative 

traces of concrete problem solving behaviour, a study with human subjects found that agents 

modelled with the emotional module are perceived differently than those that are not, on 

some personality traits.
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Chapter 1 

Introduction

1.1 Motivation

The idea of artificially intelligent agents hearkens back to the first science fiction stories 

of androids, robotic people who could interact with humans and with each other. Today 

we have separated the tasks of building physical robots from designing their software, but 

the basic idea remains the same. A synthetic agent is an embodied character who acts 

independently and interactively in a believable fashion. The believability of such an agent 

depends on how closely its behaviour and expression match with an observer’s expectations 

of personality and emotions.

Given the goal of “build a believable synthetic agent,” how might one go about it? The 

answer for many researchers has been to design emotional agent systems that attempt to give 

synthetic agents human-like, emotional behaviour. The approaches taken to build these sys­

tems cover a wide range, from complex models of neurophysical interactions to lightweight 

scripting methods. In this work, we build upon approaches that involve cognitive reasoning 

and planning aspects, and present a novel framework for building problem solving synthetic 

agents using a procedural reasoning architecture. Our framework is intended to provide a 

powerful domain-independent toolkit for researchers and content creators to develop and 

experiment with synthetic agents.

1.2 Approach

Our synthetic agent framework, named E-JAM, is based on the publicly available JAM pro­

cedural reasoning architecture [Hub99]. JAM provides agents with a well-defined process 

for specifying goals and achieving them using procedural plans. We extend JAM with an 

emotional model that includes processes and data structures for defining agent personality,
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generating emotions based on goal and plan outcomes, storing emotional state, influencing 

the decision-making process, and triggering emotion-based behaviours.

The two key contributions of our framework are the influence of emotions on the 

decision-making process and the triggering of emotion-based behaviours. The agent’s cur­

rent emotional state influences the expected utility computations of untried plans in the 

problem solving episode. The agent makes decisions between plans based on utility, and in 

E-JAM the utility is biased according to the agent’s particular emotional state. For example, 

a character who is frustrated may not care about how much a plan costs, because he just 

wants to get the task done no matter what. He would lower his consideration of the cost 

component of utility, so that a plan with high cost would be more likely to be selected when 

the character is frustrated than when he is contented.

The second important contribution of the E-JAM framework is the inclusion of plan- 

based behaviour that is triggered by the simulated emotional state, and causes that state to 

dissipate. Plans that can be executed in response to emotional state compete for execution 

with plans that can be executed to achieve externally-assigned goals. For example, a frus­

trated character could decide to stop working on his task and go for a walk to reduce his 

frustration. However, if his task is very important to him, he may continue working on the 

task and go for a walk afterwards. This element of the system is inspired by the concept of 

homeostasis, a property of systems (especially living organisms) to maintain a stable state. 

When the agent’s emotional state becomes non-neutral, emotion-based plans are triggered 

so that the agent can return to the neutral emotional state.

The E-JAM framework offers a novel approach to synthetic agent modelling by en­

abling derived emotional state to bias utility computations (affecting performance on the 

core problem solving task) and to trigger additional behaviours that compete with the exe­

cution of the core problem solving task. Both elements can contribute to the development 

of believable synthetic agents that have problem-solving behaviour as one of their main 

activities.

1.3 Evaluation

We evaluated the performance of the E-JAM framework with two sets of experiments. First, 

we used abstract planning problems to confirm the operation of the system and to evaluate 

the behaviour of E-JAM agents in a simple problem solving domain. On these problems, we 

found that agents modelled using our key framework elements exhibited clearly different

2
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problem solving choices than agents modelled without them.

The second set of experiments consisted of studying the reactions of human subjects 

to short narrative stories. These stories were generated from the behaviour selections of 

E-JAM agents in a concrete problem solving scenario. To support these experiments, we 

added simple natural language generation to the system. We investigated the effects of the 

key framework elements, as well as the effects of personality and emotional state. We found 

that agents modelled with the key framework elements are perceived differently than those 

that are not, on some personality traits.

1.4 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 gives a review of related 

literature. We cover the most influential psychological theories and computational models, 

a number of important implementations of emotional models, and a variety of work that 

focuses on particular aspects of synthetic agent systems. Chapter 3 follows with a problem 

statement that directs the flow of the rest of the thesis.

The procedural reasoning architecture we extended for our work is described in Chapter 

4. Chapter 5 follows with a thorough description of the E-JAM framework. We discuss both 

the theoretical basis for our decisions as well as the details of the implementation.

Chapters 6 and 7 present the evaluation of E-JAM with abstract problem experiments 

and narrative user study experiments, respectively. In each chapter we discuss the objectives 

of the experiments, their design, and the results.

We conclude in Chapter 8 with a review of the core elements and contributions of E- 

JAM. We also identify several areas that were not fully explored and are candidates for 

future work.

3
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Chapter 2

Literature Review

2.1 Opening Remarks

This research field follows the accepted current AI methodology of situated agency. Under 

this view, a computational agent perceives and acts within some environment. Its decisions 

for action are based on its perception and a computational model [RN95]. The complexity 

of the agent’s computational model depends on the complexity of the environment and 

desired agent performance within that environment. Synthetic agent systems are based on 

a more complex computational model than most other agents, since the environment can be 

complex and the performance metric (“believability” according to a human observer) can 

be ill-defined.

Most synthetic agent systems include four components: a method for interpreting stim­

uli (input); a way to direct agent behaviour and actions, informed by emotional state; a 

method for expressing emotional state to the world (output); and a computational model 

of emotions that determines how emotions are generated and managed. Some systems in­

clude components such as inter-agent models as part of their computational model. Active 

research is also carried out that focuses on individual components, since the components 

can sometimes be made reasonably independent of one another. Figure 2.1 shows the com­

ponents and organization of a typical synthetic agent architecture. We now discuss the four 

components of synthetic agent systems.

There are two main sources of input for a synthetic agent. Environmental (external) 

stimuli and physiological (internal) stimuli are sensed by the agent with its perceptive sen­

sors. The sources of external stimuli are varied -  random events in the world, actions of 

other agents, or aspects of objects. Internal stimuli can include physical drives such as 

hunger, tiredness, or boredom. The agent interprets (appraises) the stimuli with respect to 

its current state and personality. The results of the appraisal are used to update the agent’s

4
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emotional state. How this appraisal is carried out is a major point of synthetic agent re­

search.

A core assumption of synthetic agent research is that agents have an internal emotional 

state that is updated by the agent’s interpretation of stimuli and has some influence on its 

behaviour. Emotional state is by nature temporary, varying in scope from fleeting emotions 

to relatively more durable moods. The literature distinguishes emotional state from per­

sonality traits, which are long-lasting and relatively consistent. Personality also influences 

interpretation and behaviour and modulates emotional state. Personality models capture 

the traits and tendencies that distinguish one person from another. Without difference in 

personality, there is little difference between the behaviour of two people (or two synthetic 

agents). Both emotional state and personality are included in the agent’s internal state. 

Typically, the internal state also includes data structures for beliefs about the world and the 

goals of the agent, along with any other information required by the architecture.

Once an agent’s emotional state has been computed, that state can be used to influence 

the agent’s decisions about what actions to take in the world. Since an external observer 

does not have access to an agent’s internal state, it must infer the agent’s internal state based 

on the agent’s observable actions. This inferred state is used by the observer to predict or 

explain further actions on the part of the synthetic agent. However, merely deciding what 

action to take is usually insufficient for believability. The action must be carried out in the 

world in a way that convincingly expresses the personality and emotional state of the agent. 

Many systems finesse this point by including direct emotional expression such as body 

language facial expressions. Emotional expression, whether direct or through the influence 

of emotions on choices or actions, is where synthetic agent research is “brought to life” by 

graphics and animation techniques.

The final component of synthetic agent systems is the computational model of emo­

tions. This component influences almost every aspect of the system because it determines 

how emotions are generated and how they affect the agent’s behaviour. In Figure 2.1, the 

computational model of emotions can be considered to include all the connections between 

the other components of the synthetic agent system. The model determines how the ap­

praisal process works, what the internal state includes and how it is organized, how emo­

tions are expressed, and how internal state influences the decision-making process of the 

agent.

Most research about computational models of emotions for synthetic agents draws from 

well-established social and cognitive psychological models of emotion and personality. A

6

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



number of theories from neuroscience also drive the development of computational models 

of emotions. There are several models to choose from and as many ways to implement them 

computationally. This leads to many different ways to achieve the target of a believable 

synthetic agent, but we can roughly divide the approaches into two categories: “shallow” 

and “deep.” An emotional model can range in complexity from simple scripting (shallow) 

to detailed simulation of the biochemical processes of the human brain (deep). Most ap­

proaches fall somewhere in between (but on the shallow side), drawing from cognitive and 

psychological theory. Several approaches from different categories will be reviewed below.

The rest of this chapter will discuss several important areas in the field of synthetic 

agent research. We first look at the most influential theories for computational models of 

emotions. Ortony, Clore, and Collins developed a seminal cognitive model of emotions 

now called the OCC model [OCC88]. The OCC model, derived from cognitive science 

research, has had extensive influence on synthetic agent research. We also review a signif­

icant personality model called OCEAN, or the Big Five model [JS99]. Next, we discuss 

several important implementations of emotional models. Two important early systems are 

the Affective Reasoner by Elliott [E1192] and the Em emotion architecture by Reilly [Rei96]. 

Moving into more recent work, we review the planning-based synthetic agent systems in­

troduced by Gratch [GraOO]. General-purpose planners are mature technology in AI, and 

efforts to incorporate them in synthetic agent systems have been promising. We next con­

sider Cathexis [Vel97], a notable neuroscience-driven synthetic agent system, though the 

physiological approach to emotional modelling is outside of the scope of our research.

Following our review of major theories and implementations, we explore a variety of 

work that focuses on different aspects of synthetic agent systems. We examine approaches 

to emotional influence on behaviour, including parametric representations of action, non­

verbal emotional expression, cognitive conflict resolution, and physiological stress. We 

also discuss probabilistic scripting of emotional behaviour, a shallow approach to synthetic 

agents. Finally, we consider the problem of effective and accurate evaluation of synthetic 

agent performance. Most research aims to achieve believability, but there is no generally 

accepted definition for believability and it is difficult (or perhaps impossible) to measure 

objectively. We review work that has attempted to determine effective metrics for synthetic 

agent systems.

7
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2.2 Psychological Theories and Models

In computing science, the most influential models of emotion and personality are based on 

theories from psychology and cognitive science. These models describe high level con­

cepts such as motivations and intentions, and usually give an organizational structure for 

emotions and personality. Motivations are distinguished from emotions because there are 

often non-emotional reasons for people to select a course of action, and because different 

behaviour can arise from the same emotions. Emotions are generally considered an impor­

tant influence on motivations, however. Most psychological models define personality and 

emotion separately for two important reasons. A person’s personality is relatively static 

compared to her emotional state, which can change very quickly. The impact of emotions 

on behaviour (in the short term) is also significantly greater than the influence of personal­

ity. Some theories define the concept of “mood” to bridge the gap between personality and 

emotion. A person’s mood is thought to change more quickly than her personality, but not 

as rapidly as her emotions.

2.2.1 OCC Model

The OCC model is characterized by its authors as “a cognitive theory concerning the origin 

of the emotions” [OCC88]. To achieve this lofty specification, the model consists of four 

major related components: a global structure specifying the relationship between different 

emotions, an appraisal process for generating emotions, a set of factors that influence emo­

tion intensity, and a detailed analysis of individual emotion types and categories. The OCC 

model is an influential theory that has been realized in some implemented systems. We 

discuss one such system, developed in part by the authors of the OCC model, in Section 

2.3.1.

Structure of Emotions

In the OCC model, the notion of an emotion type is used to distinguish between distinct 

kinds of emotions. Emotion types can have several emotion words associated with them. 

For example, the emotion type joy  can be referred to in English by several words such as 

“happiness,” “contentment,” “ecstasy,” and so on. Each of these words suggest a different 

intensity to the emotion type or place a different emphasis on the nature of the emotion, but 

they all refer to the same emotion type.

Defining a limited set of emotion types leads immediately to the problem of determin-
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ing what emotion types exist. The OCC model gives a logical hierarchical structure to 

emotion types that differentiates between representative groups or clusters of emotion types 

by simple eliciting conditions. An eliciting condition is a situational description of the re­

quirements for an emotion to be triggered. For example, if a friend wins the lottery, that 

situation would match the eliciting condition “an event presumed to be desirable for some­

one else.” The logical structure is presented as a tree with emotion types denoting valenced 

reactions (see Figure 2.2). The main assumption that drives the structure of the OCC model 

is that agents can focus on three major aspects of the world: events, agents, and objects. 

All emotions are valenced reactions to one of these major aspects. Accordingly, the three 

main branches of the global structure are driven by the three major aspects: consequences 

of events, actions of agents, or aspects of objects. Associated with each main branch is a 

general class of emotional reaction. An agent may be pleased or displeased about an event, 

approve or disapprove of an agent’s actions, or like or dislike an object. By proceeding 

down the tree we can see how the emotions are organized.

Several broad groups of emotion types (such as the Well-being emotions) are denoted 

in the structure with boxes. Each of the emotion types in a group are structurally related 

in terms of eliciting conditions or situational prerequisites, and are distinguished from one 

another by different variable settings for the conditions. For example, “joy” requires a 

desirable event while “distress” requires an undesirable event. Both emotion types have the 

eliciting condition that an event must occur, but they differ in the desirability variable setting 

for the condition. Another characteristic of emotion groups is that the emotions in a group 

represent a cluster of closely related emotions. While the emotions are structurally related, 

they are distinguished from one another by their intensity or by how they are manifested.

The global structure diagram in Figure 2.2 illustrates the eliciting conditions for the 

emotion groups defined in the OCC model. By tracing downwards we can see the emotions 

that require certain sets of conditions, and by tracing upwards we can determine what elic­

iting conditions apply to a given emotion type. The diagram does not give the details of 

the values of each condition, however. We discuss each emotion group in detail later in this 

section.

Appraisal Process

The intensity of an emotion in the OCC model is determined by an appraisal process that 

is structured along the lines of the three main aspects of the world. Agents are assumed 

to have a knowledge representation system called the appraisal structure which consists of
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complex goals, standards, and attitudes (sometimes called preferences). Associated with 

these conceptual structures are three central variables that influence emotion intensity.

Goals represented in the appraisal structure can range from high level aspirations or gen­

eral concerns (such as “have happy family life”) to low level immediate goals (for instance, 

“open the door”). Goals have incoming and outgoing connections to other goals. A lower 

level goal has outgoing connections that go into higher level goal(s) to represent that the low 

level goal is a part of or requirement for the success of the high level goal(s). The directed 

nature of the connections leads to a roughly tree-like shape for the goal structure, with few 

high level goals and many low level goals. This structure is similar to most goal/sub-goal 

structures in cognitive research. Goals have value corresponding to their importance to the 

agent and how they contribute to the achievement of higher level goals. The OCC model 

makes a distinction between three kinds of goals: Active-pursuit goals (A-goals), Interest 

goals (I-goals), and Replenishment goals (R-goals). A-goals represent states that an agent 

wants to achieve or obtain, I-goals represent things that an agent wants to see happen (even 

if the agent cannot exert a direct influence), and R-goals represent requirements that have 

a cyclical nature and cannot be discarded when they are realized. R-goals correspond to 

maintenance goals in AI systems. A further distinction between goals is that of all-or-none 

goals or partially attainable goals. Some goals can either be achieved or not (all-or-none), 

while others can be achieved to some degree. This distinction comes into play when con­

sidering emotions arising from complete or partial success of a goal.

Aside from goals, the appraisal structure includes representations of standards and atti­

tudes. Standards represent morals, conventions, and values that determine how one believes 

people ought to behave. They are frequently justified in terms of social considerations and 

so have a different, more intrinsic source of value than goals, whose value is determined 

from a more personal perspective. Attitudes are defined as the dispositions an agent has to­

ward liking or disliking certain objects. They are defined without reference to goals or stan­

dards, but can nevertheless have a significant contextual influence on emotional responses 

related to goals and standards.

The three central variables of the OCC appraisal process are associated with the three 

aspects of valenced reactions and with the three types of objects in the appraisal struc­

ture. Desirability is associated with reactions to events, which happen in relation to goals. 

Praiseworthiness is associated with reactions to the actions of agents and is influenced by 

standards. Appealingness is associated with reactions to objects, which are connected to 

attitudes. Each central variable affects the intensity of all emotions that involve its asso-
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ciated aspect. For example, all else being equal, an agent would be more joyful about the 

occurrence of a highly desirable event than of a slightly desirable event.

The central variable of desirability has two aspects: the degree to which the related event 

has beneficial consequences, and the degree to which it has harmful consequences. Events 

are usually related to the goals of an agent. Every goal in an agent’s appraisal structure 

has a value that is determined primarily by its position in the structure and how it helps 

or hinders the achievement of other goals. Thus, the greater the value of the goal, and the 

greater the value of the higher-level goals that the goal facilitates, the greater the desirability 

associated with achieving that goal. Likewise, undesirability is closely related to the value 

of the higher-level goals that the goal hinders. Since a goal can facilitate some higher-level 

goals (to varying degrees) and hinder other higher-level goals (to varying degrees), the event 

of achieving the goal can have both desirable and undesirable aspects.

The actions of other agents, evaluated with respect to standards, give rise to the cen­

tral variable of praiseworthiness. When other agents do things that uphold our own valued 

standards, we consider their actions praiseworthy. On the other hand, when their actions 

violate our standards, they are considered blameworthy. The degree of praiseworthiness or 

blameworthiness is determined by both the degree to which standards are upheld or violated 

and by the value of the associated standards. It is important to note that while agents are 

usually people and considered responsible for their actions, several exceptions can be (and 

are often) made. For example, children are not typically blamed for normally blamewor­

thy actions because they do not completely understand the consequences of their actions. 

Standards acquire their value both from (generalized) standards higher in the hierarchy, as 

well as from connections to high-level I-goals that try to maintain standards-related world 

states. While the standards in the OCC model are powerful, they require a very complex 

and sophisticated world and implementation to fully realize.

The third central variable is appealingness, which relates to how people evaluate objects 

with respect to their attitudes. The values of attitudes represent the degree of disposition to­

wards liking or disliking a certain sort of object (or conceptual representation of the object). 

The value of the appealingness variable is directly related to the value of the associated atti­

tudes. Appealingness is especially relevant to emotions with low cognitive content because 

it is not affected by the significance of goal-relevant consequences.
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Other Variables Influencing Intensity

Each central variable is uniquely associated with one aspect of an agent’s reactions to the 

world: events, agents, or objects. There are several other factors included in the OCC model 

which influence emotional appraisal. These factors are divided into two main groups, global 

variables and local variables. Global variables influence the intensity of all emotion types, 

while local variables (which, technically, include the central variables) affect only certain 

emotion groups or emotion types. A requirement for intensity variables is that they influ­

ence intensity independently, not just affect the value of a different variable. The four global 

variables considered in the OCC model are sense o f  reality, proximity, unexpectedness, and 

arousal.

The sense of reality variable is linked to the degree that an emotion-inducing situation 

seems real to an agent. The more real an agent believes a situation, the more intense the 

associated emotions. Proximity is related to the sense of reality variable, but is not the same. 

It is determined by how “close” an emotion-inducing situation is to the agent. Closeness 

can be considered in terms of temporal, spatial, or psychological proximity. The closer 

a situation is to an agent, the more intense the associated emotions. The global variable 

of unexpectedness is well-recognized in emotional research. The more surprise associated 

with an event, the greater the intensity of the emotion. Unexpectedness is distinguished 

from the idea of likelihood because an event can be completely unexpected either if an agent 

believes it is unlikely, or if  the agent has not even considered the event at all. The last global 

variable is physiological arousal, and is cognitive in nature. However, it has important 

positively correlated effects on the intensity of emotions. Arousal can be increased by non- 

emotional causes and decays slowly, so it has an influence on emotional reactions removed 

in time from the original cause of arousal.

The OCC model defines a number of local variables that influence only specific emotion 

groups. The three central variables of the model, desirability, praiseworthiness, and appeal­

ingness, are local variables that influence the Event-based emotions, Attribution emotions, 

and Attraction emotions, respectively. Figure 2.3 shows the influence of all the local in­

tensity variables on the global emotion structure. It represents an inheritance property of 

variables, wherein each variable affects all emotions in the structure linked below its place 

in the structure. The unique configuration of local variables is part of the distinctiveness of 

the emotion types placed lower in the structure.

As indicated above, all the Event-based emotions are influenced by the desirability
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VALENCED REACTIONS

EVENT-BASED
EMOTIONS

desirability
(pleased/displeased)

ATTRIBUTION
EMOTIONS

ATTRACTION
EMOTIONS

praiseworthiness appealingness
(approving/disapproving) (liking/disliking)

FORTUNES-OF-OTHERS
EMOTIONS

FORTUNES-OF-SELF
EMOTIONS

desirability for other 
deservingness 

liking

(happy-for/pity
gloating/resentment)

etc.

PROSPECT-BASED WELL-BEING strength of unit* 
EMOTIONS EMOTIONS expectation deviation

likelihood

(hope/fear)
etc.

effort
realization

(joy/distress) (pride/shame 
etc. admiration/reproach) 

etc.

familiarity

(love/hate)
etc.

(gratification/remorse
gratltude/anger)

etc.

(relief/disappointment
satisfaction/fears-confirmed)

etc.
* Degree to which actual agent is in a 
cognitive unit with the self (Heider, 1958). 
Applies only to self-agent emotions.

Figure 2.3: Global structure of local intensity variables in the OCC model [OCC88]
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variable. The relatively simple Well-being emotions are not influenced by any other local 

variables, but the Prospect-based emotions and Fortunes-of-others emotions each involve 

three additional local variables. All Prospect-based emotions are influenced by likelihood, 

which is related to the agent’s belief about the probability that an event will occur. The 

higher the likelihood, the more intense the emotion that is experienced in relation to the 

prospected event. The Prospect-based emotions that involve reactions to the confirmation 

or disconfirmation of prospects are influenced by effort and realization. Effort includes the 

ideas of physical or mental exertion as well as more materialistic kinds of costs. Realization 

captures the degree to which an event (confirmed or disconfirmed) is actualized.

The three additional local variables that influence the Fortunes-of-others emotions are 

desirability-for-other, liking, and deserving. The Fortunes-of-others emotions are activated 

by reactions to events that have an effect on another person. These events and their conse­

quences can be seen as desirable or undesirable for the other person. Another contribution 

to the intensity of these emotions is the degree to which the agent likes the other person. 

The liking variable here is considered in the momentary sense of liking, as opposed to a dis­

position towards liking. The last variable associated with the Fortunes-of-others emotions 

is the degree to which the agent believes the other person deserves the event affecting him 

or her.

The Attribution emotions are affected by the central praiseworthiness variable, along 

with two other local variables. The variable of strength o f  cognitive unit is included to 

represent the effect of an agent’s association with some other person or group. A cognitive 

unit is a context-sensitive bond between a person and a larger group (such as one’s country) 

or another person (such as a fellow student). The second variable influencing the Attribution 

emotions is that of expectation-deviation, a special form of unexpectedness. Expectation- 

deviation is specifically related to the degree which people deviate from their expected 

behavioural norms, whether the expectations are in terms of a particular person, a person of 

their type, or a person in their role.

Aside from the central variable of appealingness, the Attraction emotions have just one 

additional local variable. Familiarity reflects the number of exposures that an agent has to 

a particular object. According to the OCC model, all other influences on the intensity of 

liking can be explained in terms of appealingness or through global variables.
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Emotion Type Example from OCC Model
joy “The man was pleased when he realized he was to get a small inheritance 

from an unknown distant relative.” 
distress “The driver was upset about running out of gas on the freeway.” 

happy-for “Fred was happy for his friend Mary because she won a thousand dollars.” 
sorry-for “Fred was sorry for his friend Mary because her husband was killed in a car 

crash.”
resentment “The executive resented the large pay raise awarded to a colleague whom he 

considered incompetent.” 
gloating “Political opponents of Richard Nixon gloated over his ignominious depar­

ture from office.”

Table 2.1: Examples of Well-being and Fortunes-of-others emotion types [OCC88]

Emotion Types

The OCC model includes twenty-two emotion types organized into six emotion groups. 

Most emotion types fall under the event-based part of the structure, with the rest concern­

ing reactions to agents or objects. The model gives a specification for emotion types that 

includes five major components. The first component is the emotion type identification, 

which is used as simple label for the emotion type (e.g. joy). The second component is the 

type specification, which summarizes the necessary conditions for the activation of the emo­

tion type. Next is a selected list of emotion words (tokens) that are related to the emotion 

type. The fourth component is a list of the local variables affecting intensity of the emotion. 

An example is given as the final component of an emotion specification. For brevity, we 

will not fully describe each emotion type here, but we highlight the most important points 

of each one. The OCC model includes a detailed description of each emotion type and 

the problems associated with their appraisal. Examples of each emotion type are given in 

Tables 2.1, 2.2, and 2.3.

The Well-being emotions have a fairly straightforward structure. There are two emo­

tions in this group, with the representative labels “joy” and “distress.” Joy is experienced 

when the agent is pleased about a desirable event, while distress occurs when the agent 

is displeased about an undesirable event. Joy and distress emotions arise when an agent 

focuses only on the desirability or undesirability of an event, not the other aspects of the 

event. Since the Well-being emotions occur in response to actual events, as opposed to the 

prospect of events, they are considered “pure” states of being pleased or displeased. Table 

2.1 gives examples of the joy and distress emotion types.

The Fortunes-of-others emotions are concerned with reactions to events that primarily 

affect other people. An event can be desirable or undesirable for another agent, and the
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Emotion Type Example from OCC Model
hope “As she thought about the possibility of being asked to the dance, the girl 

was filled with hope.” 
fear ‘The employee, suspecting he was no longer needed, feared that he would 

be fired.”
satisfaction “When she realized that she was indeed being asked to go to the dance by 

the boy of her dreams, the girl was gratified.” 
fears-confirmed “The employee’s fears were confirmed when he learned that he was indeed 

going to be fired.”
relief “The employee was relieved to learn that he was not going to be fired.” 

disappointment “The girl was disappointed when she realized that she would not be asked to 
the dance after all.”

Table 2.2: Examples of Prospect-based emotion types [OCC88]

agent who is assessing the situation is generally either pleased about it or displeased about 

it. When these characteristics are congruent with one another, Good-will emotions result, 

but when they are not congruent, Ill-will emotions tend to arise. The Good-will emotions 

include “happy-for” (pleased about an event desirable for another) and “sorry-for” (dis­

pleased about an event undesirable for another). The two Ill-will emotions are “resent­

ment” (displeased about an event desirable for another) and “gloating” (pleased about an 

event undesirable for another). Table 2.1 gives examples of the Fortunes-of-others emotion 

types.

When events are expected by an agent, the Prospect-based emotions come into play. The 

base of this emotion group is the pair of emotion types labelled “hope” and “fear.” These 

emotion types may be active when events are unconfirmed or yet to occur. Hope is experi­

enced when an agent is pleased about the prospect of a desirable event, and fear occurs when 

an agent is displeased about the prospect of an undesirable event. Once the occurrence of a 

prospected event is confirmed or disconfirmed, two further sets of two emotion types each 

are applicable. The Confirmation emotions include “satisfaction” and “fears-confirmed,” 

while the Disconfirmation emotions include “relief” and “disappointment.” Satisfaction is 

experienced when an agent is pleased about the confirmation of the prospect of a desirable 

event, and fears-confirmed is activated when an agent is displeased about the confirmation 

of the prospect of an undesirable event. Correspondingly, relief arises when an agent is 

pleased about the disconfirmation of an undesirable event, while disappointment is expe­

rienced when an agent is displeased about the disconfirmation of a desirable event. These 

emotions are influenced by the intensity of the related hope or fear emotion, as well as other 

variables. The effect of variables that influence the hope/fear emotion are passed through as 

part of its intensity to the confirmation and disconfirmation emotions. If there is no associ-
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Emotion Type Example from OCC Model
pride “The woman was proud of saving the life of a drowning child.”

self-reproach “The spy was ashamed of having betrayed his country.”
appreciation “The physicist’s colleagues admired him for his Nobel prize-winning work.”

reproach “Many people despised the spy for having betrayed his country.”
gratitude “The woman was grateful to the stranger for saving the life of her child.”

anger “The woman was angry with her husband for forgetting to buy the groceries.”
gratification “The man was gratified by his daughter’s achievements.”

remorse “The spy felt remorse at the damage he had done in betraying his country.”
liking “Mary was filled with affection as she gazed at her newborn infant.”

disliking “John disliked the concert so much that he left in the middle.”

Table 2.3: Examples of Attribution, Compound, and Attraction emotion types [OCC88]

ated hope/fear emotion, the confirmation and disconfirmation emotions will not be affected. 

Table 2.2 gives examples of the Prospect-based emotion types.

The Attribution-of-responsibility emotions result from reactions to the actions of agents. 

The central variable of praiseworthiness affects the Attribution emotions by introducing the 

idea of approval or disapproval of an agent’s actions. The Attribution emotions are divided 

into two subgroups, those resulting from actions of the self, and those resulting from actions 

of other agents. “Pride” arises when an agent approves of its own praiseworthy action, 

while “self-reproach” (or shame) results when an agent disapproves of its own blameworthy 

action. The Attribution emotions dealing with other agents are “appreciation,” approving 

of someone else’s praiseworthy action, and “reproach,” disapproving of someone else’s 

blameworthy action. Table 2.3 gives examples of the Attribution emotion types.

Certain distinguishable emotions result when agents focus on both the consequences 

of an event and the actions of an agent responsible for the event. These compound emo­

tions have eliciting conditions that are the conjunction of the eliciting conditions for an 

Attribution emotion and an Event-based emotion of the same valence. The self-oriented 

compound emotions are “gratification” (pride + joy) and “remorse” (shame + distress), and 

the other-oriented ones are “gratitude” (admiration + joy) and “anger” (reproach + distress). 

The compound emotions tend to be more intense than their constituent emotions because 

they are influenced by intensity variables from two sources. Table 2.3 gives examples of 

the compound emotion types.

The final major group of emotions defined in the OCC model is the Attraction emo­

tions. They are momentary reactions of disliking and liking objects or aspects of objects. 

The Attractions emotions include “liking” an appealing object and “disliking” an unappeal­

ing object. While structurally simple, these emotions are quite complex when considered 

in context of appealingness, attitudes, and tastes. Appealingness is strongly influenced
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by dispositional likes and dislikes, which often derive from categorizations of objects and 

characteristics of individual objects. Table 2.3 gives examples of the liking and disliking 

emotion types.

Influences and Evaluation

The OCC model has made a strong contribution to the field of synthetic agent research 

by approaching the problem from a cognitive science background. One goal of the OCC 

model was to provide a strong foundation for a model of emotions that was computationally 

tractable. The computational model of emotions is well-defined and elements of it have 

since been used and extended by a great number of synthetic agent systems. The appraisal 

process and emotion types of the model are not ad-hoc, but drawn from cognitive research. 

This scientific approach has led researchers in this field to work more rigourously. For our 

own research, we draw on several elements of the OCC model, including emotion types and 

intensity variables.

The authors of the OCC model did not provide an implemented system with the model, 

but further work has implemented the model to varying extents. The theory has been tested 

in part with the implementation of the Affective Reasoner, discussed in Section 2.3.1. 

Nearly all other synthetic agent systems since the publishing of the OCC model have ei­

ther been influenced by it or have implemented parts of it, and their results reflect upon the 

model as well.

2.2.2 OCEAN Personality Model

The OCEAN personality model abstracts the differences between individual personalities 

into five basic personality traits: openness, conscientiousness, extraversion, agreeableness, 

and neuroticism [JS99]. These five variables were distilled from lists of thousands of traits 

in order to make factor analysis practical. The OCEAN model is known as the “Big Five” 

model because each of the factors is broadly defined to include a large number of specific 

characteristics. John and Srivastava [1999] provide a succinct definition for each factor:

Briefly, Extraversion implies an energetic approach toward the social and ma­

terial world and includes traits such as sociability, activity, assertiveness, and 

positive emotionality. Agreeableness contrasts a pro-social and communal ori­

entation towards others with antagonism and includes traits such as altruism, 

tender-mindedness, trust, and modesty. Conscientiousness describes socially 

prescribed impulse control that facilitates task- and goal-directed behaviour,
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such as thinking before acting, delaying gratification, following norms and 

rules, and planning, organizing, and prioritizing tasks. Neuroticism contrasts 

emotional stability and even-temperedness with negative emotionality, such as 

feeling anxious, nervous, sad, and tense. Finally, Openness to Experience (vs. 

closed-mindedness) describes the breadth, depth, originality, and complexity 

of an individuals mental and experiential life [JS99].

The OCEAN personality model is used as part of several emotional computing systems, 

including the EMOTE system described later in this chapter [AB02],

2.3 Implementations of Emotional Models

This section details several important and influential systems that implement emotional 

models. Two major implementations are the Affective Reasoner and Em. Both systems 

have some basis in the OCC model, but they approach the problem of synthetic agents 

from different directions. Two more implementation approaches are examined, a high level 

domain independent plan-based architecture and a low level motivation-based system that 

incorporates physiological theories.

2.3.1 Affective Reasoner

The Affective Reasoner by Clark Elliott is the first significant implementation of the OCC 

emotional model [E1192]. Elliott explores emotional reasoning by simulating multiple agents 

acting in a rich environment. The agents in the Affective Reasoner have the ability to in­

terpret situations in the environment and generate emotions, model the emotions of other 

agents, and express emotions as actions in the environment. The three primary components 

of the Affective Reasoner are the domain-independent reasoning component, a domain- 

specific world simulation, and a domain-specific graphical interface. The first domain de­

veloped for the Affective Reasoner was TaxiWorld, a simulation of taxi drivers, passengers, 

and other agents operating on a graph representation of Chicago. The agents move about 

the environment and interact with one another. For example, a taxi driver can go to North­

western University, pick up a passenger, and take her to the airport. TaxiWorld is a fairly 

rich environment, including forty-five types of events that can happen in the world. For 

example, the taxi driver could get stopped by a police officer and receive a speeding ticket. 

The system also defines approximately forty different personality specifications for agents. 

For instance, one taxi driver might be angry and rude to passengers who leave a small tip,
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Figure 2.4: TaxiWorld graphical display [E1192]

while another might not care. Twenty-four emotion types (the twenty-two defined in the 

OCC model, plus attraction/attribution compounds for “love” and “hate”) and sixty action 

responses are available to the agents.

For the TaxiWorld domain, there are two types of input into the system. The first type is 

the static configuration of the world. The object domain can be extended by adding simula­

tion events and event handlers, emotional interpretations of situations, emotion expressions, 

and personality types. Simulation sets (start states) are also defined at this stage. The sec­

ond type of input is dynamic manipulation of the system through a graphical user interface. 

The interface shows a graphical representation of the world, with agents represented as 

icons moving around a graph. Figure 2.4 shows a screen shot of the interface, with taxis 

moving around and passengers waiting at locations. The user can control parameters of the 

simulation through a menu, set global moods for the agents, and observe the experiences 

and interactions of the agents in real time. The running system can also be interacted with 

directly to control the simulation at the finest level of detail desired. While the main output 

of the system is graphical, all of the simulation events and emotion histories can be saved 

for further analysis.

The Affective Reasoner goes through a process of interpretation, emotion generation, 

action, and observation on every potentially emotion eliciting event in the simulation. Fig-
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Observation
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Match /  Construal

Emotion production

Structure of the action domain

Manifestative personality 
representation

Interpretive personality 
representation

Emotion Eliciting Condition relation

Building Concerns-of-Others Structures

Figure 2.5: Affective Reasoner processing stages and related representations [E1192]

ure 2.5 shows an overview of the processing stages and associated data structures of the 

system. Most of the data structures in the system are based on frames, a structure that rep­

resents a stereotypical situation [Min74], Events in the simulation are defined by emotion 

eliciting situation frames. These frames specify the type of event and domain specific infor­

mation about the event. Agents interpret a situation with respect to their individual interpre­

tive personality and concerns. The interpretive personality consists mainly of a hierarchy of 

construal frames which are used to interpret emotion eliciting situations. Construal frames 

include an event type and domain specific information, similar to event frames. However, 

construal frames also contain predicate and blocked slots which determine how an event 

is interpreted. Predicate slots specify a function that decides whether a given event frame 

will concern an agent, while blocked slots denote whether or not a goal will be blocked 

by a matching event frame. Agents also have a Goals, Standards, and Preferences (GSP) 

hierarchy of frames which can contribute inherited information to construal interpretations.

Figure 2.6 shows an example of how three different agents interpret a situation. The 

situation frame is shown in the box on the right and consists of a last-second touchdown 

in a football game, giving Northwestern a 28-27 win over Illinois. The three agents, Tom, 

Dick, and Harry, each have construal frames that match the event described in the situation 

frame. Tom is a Northwestern fan and has a goal that Northwestern should win with a
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Tom

FRAME: heroic-finish-goal, 
isa football-goal, isa isa goal

event-type:
time-left:
team-1:
team-2:
team-1-score:
team-2-score:
predicate:
predicate:
predicate:

blocked:

touchdown
?time-left
?t1
?t2
?t1s
?t2s
Ttime-left <  0.01 
?t1s A= ?t2s 
?t1 = Northwestern or 

?t2 = Northwestern 
(?t1 = Northwestern 

and ?t1s<?t2s) or 
(?t2 = Northwestern 
and ?t2s< ?t1s)

Construal: goal achieved

Dick
FRAME: heroic-finish-goal,
isa football-goal, isa ..., isa goal

event-type: touchdown
time-left: Ttime-left
team-1: Tt1
team-2: ?t2
team-1-score: ?t1s
team-2-score: ?t2s
predicate: Ttime-left <  0.01
predicate: Tt1s A= Tt2s
predicate: Tt1 = Illinois or 

Tt2 = Illinois
blocked: (Tt1 = Illinois and 

Tt1s< Tt2s) or 
(Tt2 = Illinois and 
Tt2s <  Tt1s)

FRAME: event-262

event-type: touchdown
time-left: 0.01
team-1: Northwestern
team-2: Illinois
team-1-score: 28
team-2-score: 27
weather: sunny
crowd-noise: loud

-Construal: goal blocked

Harry

FRAME: festive-day-preference, isa 
social preference, isa preference

event-type: touchdown
weather: sunny
crowd-noise: >  quiet

Construal: preference 
encountered

f i g - 0 5 1

Figure 2.6: Example of situation and construal frames [E1192]
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self Tom Dick
other none none

desire-self desire undesire
desire-other none none

pleased none none
status none none

appraisal none none
appeal none none

responsible agent none none

Table 2.4: EEC relations generated for Tom and Dick from Figure 2.6 [E1192]

last-second touchdown. Dick has a similar goal, except that he is an Illinois fan and wants 

them to win with a last-second touchdown. Harry, on the other hand, does not care about 

the teams in particular, but is interested in the weather being sunny and the crowd being 

excited. We can see that in this example, Tom construes the situation as achieving his goal, 

Dick sees his goal blocked, and Harry’s preference is satisfied.

After applying the interpretive personality construal frames to the emotion eliciting situ­

ation frames, a nine-attribute Emotion Eliciting Condition (EEC) relation is generated. EEC 

relations are made up of variables from the OCC model such as agent identity, desirabil­

ity, appealingness, etc. Specific emotion types have eliciting conditions that are matched 

against this relation using domain-dependent rules defined by the researcher and domain- 

independent rules drawn from the OCC model. If a valid match is made, it leads to the 

manifestation of an emotional state in the agent. The Affective Reasoner side-steps the 

issue of having simultaneous conflicting emotions by removing action responses that are 

incompatible with one another. Table 2.4 shows the EEC relations generated for Tom and 

Dick in the previous example. Tom’s EEC relation shows “desire-self” to be desirable be­

cause his goal is achieved, while Dick’s EEC relation shows it to be undesirable because his 

goal is blocked. These EEC relations may lead to joy and distress emotions for the agents, 

respectively.

The manifestive personality of an agent directly influences the response actions that the 

agent takes given a situation and emotional state. Response actions are organized along 

about twenty categories such as expressive, somatic, communicative (verbal), etc. The 

actions associated with a category may be simple expressions, templates that use bound 

variables (such as glaring at some agent), or more complex “mini-plans.” An agent’s mani­

festive personality is defined by enabling or disabling action response categories (or temper­

ament traits) for positive or negative valenced emotions. For example, an agent described as
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friendly and shy might have the trait “behavioural (towards-animate)” enabled for positive 

emotions, and the trait “communicative (verbal)” disabled for positive emotions. The result 

would be that the agent would choose action responses like smiling and laughing, but not 

action responses like cheering and bragging. The response categories available to the agent 

will be limited by the temperament traits that are enabled. The agent’s emotional state, 

manifestive personality, and bound world variables are used to select a response action. 

Conflicts between incompatible actions are resolved, and remaining actions are instantiated 

and executed in the world according to their domain-specific definition.

The final processing step of the Affective Reasoner involves observing the actions of 

other agents and building representations of their concerns. The system uses a knowledge 

acquisition program to give agents the ability to reason about the actions they observe other 

agents taking in the world. The agents can observe situations and response actions of other 

agents and make an assessment of which emotions the agents are feeling. As examples are 

observed in the world, they are saved and updated to build a representation of the typical 

actions taken and emotions felt by other agents. The Concerns o f Other (COO) databases 

capture knowledge about how other agents interpret the world, so that an agent can try to 

predict how they will respond to a given action or situation. COO databases are represented 

using the same data structures and models as an agent’s own GSP and personality represen­

tations. At first, agents believe that all other agents think the same way they do (providing 

defaults). When another agent behaves in ways that differ from how the first agent would 

behave, the first agent updates his COO database for the other agent (and agents who seem 

similar) to capture a better representation of the concerns of the other agent. For example, 

Frank might observe that Joe is always unhappy when the Oilers lose. Frank might infer 

that Joe construes the situation as blocking one of his goals. Frank can do further reason­

ing about Joe’s motives -  is he an Oilers fan, or is he just betting money on them to win? 

As Frank observes further behaviour from Joe (or asks him about it), he can update his 

COO database for Joe to improve his beliefs about Joe’s goals and emotions. The Affective 

Reasoner even represents COO databases to multiple degrees; i.e. it represents the beliefs 

about another agent’s beliefs about yet another agent. These multi-level COO databases 

are called satellite COOs and are updated with the same process as single-level COOs. For 

example, suppose Frank observes Joe becoming angry when Bob asks him a question about 

an Oilers’ loss. If Frank thinks that Joe is betting on the Oilers to win, he might reason that 

Joe thinks that Bob is trying to get him in trouble for illegal gambling.

The Affective Reasoner is an important contribution to the field because it is an effective
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platform for synthetic agents who reason about situations in the world to generate emotions. 

It also explores the problems associated with multiple interacting agents by giving them the 

ability to reason about the emotions and actions of one another in an emotional context. It is 

the first major implementation of the OCC model and thus more precisely specifies details 

about issues that may have been vague in theory. However, the Affective Reasoner was 

not subject to a rigourous experimental evaluation. It was evaluated on an anecdotal basis, 

and the main contribution was the implementation itself, not any results generated from the 

system. The system is limited by its very complexity; it was not designed to be used by 

artists, but by computing science researchers. Another limitation is that the architecture 

strictly follows the OCC model and thus does not allow for non-cognitive generation of 

emotions. It is possible that for these reasons, the Affective Reasoner did not see wider use 

or evaluation.

2.3.2 Em Emotion Architecture

While the Affective Reasoner focuses on a cognitive reasoning approach to generate and 

use emotions, Reilly’s Em emotion architecture [Rei96] takes an artist-oriented approach. 

His work aims to make it easy for artists to create synthetic agents who are not necessarily 

intelligent, rational, or realistic, but who have strong personalities that make them interest­

ing as characters. Also explored in Em is the social interaction between agents and how 

relationships affect emotions and vice versa. Reilly argues that by studying both emotions 

and social behaviours, the system offered to designers can become more rich and interest­

ing. However, the social behaviour aspect of this work will not be treated fully here. The 

main application envisioned for the Em system is interactive drama, which comes in many 

forms. Generally, interactive drama involves human participants, a world and story to ex­

plore and influence, and rich virtual characters for the user to interact with. The purpose of 

the Em emotion architecture is to give synthetic agents more believable behaviour through 

the use of emotional and social modelling.

Three different simulation systems were built to test the Em emotion architecture and 

social behaviour methods. All of the systems involve text-based user interaction with mul­

tiple agents in a simple physical world. The Em architecture can be used with a graphical 

interface, but text-based interaction was used to focus on the exploration of more complex 

behaviours than could be easily represented graphically. The textual input and output of the 

systems is fairly limited, using keywords and templates, but are adequate for the purposes 

of the research. In “Robbery World,” the user takes the role of a police officer who tries
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Figure 2.7: Em emotion architecture [Rei96]

to stop a gunman from holding up a convenience store cashier. This domain is meant to 

test the ability of the Em architecture to model complex emotions. The other two domains, 

“Office Politics” and “The Playground,” are intended to test social interaction between syn­

thetic agents. In each scenario the user must interact with characters using a variety of 

social behaviours.

Reilly defines an emotion architecture, such as Em, as a “general framework for cre­

ating emotion systems for particular agents” [Rei96], Em was targeted as part of the Tok 

agent architecture used by the Oz Project at CMU [BLR92a, BLR92b]. An emotion system 

is a specific instantiation of an emotion architecture and can correspond roughly to the per­

sonality of a particular agent. Essentially, an emotion system fills in the architecture to pro­

duce reasonable behaviours. Input from the world can lead to specific emotional episodes 

that cause an agent’s emotional state. Emotion generators determine how emotional state 

(represented by emotion structures) is produced from world input. Emotion structures are 

organized in a hierarchy, can be combined with one another, and decay over time. They 

also map to behavioural features which lead to agent actions and output to the world. The 

Em framework is very general and provides an open structure for creating synthetic agents.
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However, its flexibility can be a problem in itself, because it is difficult to determine how to 

begin to construct a character in such a framework. To solve this problem, Reilly provides 

a default emotion system with generators based on the OCC model. In addition, his disser­

tation on Em serves as a guide for artists to create specialized emotion systems. Figure 2.7 

shows an overview of the Em architecture in the context of Tok.

In the default emotion system provided with Em, emotion generators receive input in 

the form of sensory data, sense memory, goals, standards and attitudes, body state, and goal 

processing information. Other available input that is not directly used in the default system 

includes social relationships, models of other agents, and emotion structures. Emotion gen­

erators are written in a scripting language and can be as complex as desired. The standard 

library of emotion generators is based on the OCC cognitive emotion model. It includes all 

the emotion types from the OCC model, as well as “frustration” and “startle.” The two main 

differences that occur in Em are intensity variables and cognition. Em uses only a subset of 

the intensity variables of the OCC model and the Affective Reasoner, resulting in a simpler 

model that was effective for all the characters required. As for cognition, Em focuses on 

a broad agent architecture that places less emphasis on strictly cognitive models of emo­

tion. For example, Em emotion generators do not rely on complex cognitive modelling of 

other agents’ goals to determine why an agent is behaving in some way. Instead, perceptual 

recognition of emotional states given some behaviour is built directly into a character. This 

simplifies emotion generation at the potential cost of loss of generality.

Once emotions have been generated, they are stored in a hierarchical data structure, 

illustrated in Figure 2.8. Each emotion type is represented as a node in a tree data structure 

organized by positive and negative emotions. A node in the hierarchy can hold multiple 

emotion structures (relating to different goals or situations) of one emotion type. The hi­

erarchy provides for accessing emotions at both general and specific levels. The top level 

nodes (under “Total”) are “Positive” and “Negative,” which are useful for determining the 

general mood of an agent. When different emotion structures of the same type are stored 

together, they can be combined together to find an overall intensity for the emotion type. 

For example, an agent could be happy about finding $20 at the same time as being happy 

about his hockey team winning a game. In order to get a total intensity for the happiness of 

the agent, we need to combine the two emotion structures. Reilly proposes three different 

methods of combining emotion intensities: winner-takes-all, additive, and logarithmic. The 

winner-takes-all method uses the highest intensity of the group as the final intensity; this 

keeps the agent from having a strong reaction to many low-intensity emotions, but prevents
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even a large number of medium-intensity emotions from causing a strong reaction. The 

additive method has the opposite problem: a few medium intensity emotions can cause a 

strong reaction, but so can a number of low-intensity emotions. The logarithmic approach 

is used in Em by default and retains the advantages of both the other methods, but is more 

complicated. Other algorithms in effect for emotion data structures are decay and queries. 

Emotions decay according to an explicit process defined for each emotion type. This ex­

plicit control is offered for artists to create more distinct personalities. Em provides a rich 

set of queries for accessing the emotional state. The queries are used primarily for generat­

ing behavioural features from emotional state.

The final step of the Em emotion process is expressing emotions. Emotional expression 

in Em is divided into two parts: mapping emotion structures to behavioural features, and 

using the features to express emotions by influencing other parts of the agent architecture. 

Behavioural features are general categories such as “aggressive” or “good-mood” that are 

generated and maintained using a mapping from emotion structures to behavioural features. 

The default emotion system in Em provides a large number of features meant to be coherent 

and straightforward while enabling freedom of artistic expression. A default behavioural 

feature map is given as a basis from which to develop unique characters. The feature map 

is written in scripting code and can be as simple or as complicated as the agent designer
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wishes. After behavioural features are generated, they have influence upon the agent’s 

behaviour.

The Em architecture provides a number of avenues for emotional impact on behaviour 

aside from direct emotional expression. Emotions can influence several different parts of 

the Tok agent architecture, primarily including actions, natural language, and body state. 

We discuss each of these areas in turn, focusing on the influence on actions.

Emotions in Em can influence the action system by affecting the goals, behaviours, 

and actions of agents in several ways. By monitoring its emotional state for particular 

conditions, an agent can add new goals. For example, Bob could become angry at another 

agent and decide to get revenge. Emotions can influence the priority of goals, causing 

the agent to choose a different goal to pursue than it otherwise would. Emotions can also 

make it easier or harder for goals to succeed or fail by influencing the goals’ criteria for 

success or failure. For example, an agent might have a goal to build a house of acceptable 

quality. If the agent is in a bad mood, it might not care about quality and have a lower 

standard, making it easier to achieve the goal. The importance of goals can be affected by 

the agent’s emotional state, making the success or failure of the goal more or less important 

to the agent. For example, the more angry Bob gets, the more important his goal of revenge 

against the other agent would be.

The behaviours (plans) of an agent can be affected by emotions in four ways. The 

choice of behaviour for a goal can be influenced by emotional state preconditions on the 

behaviours. Similarly, emotions can cause an agent to switch from one behaviour to another 

due to emotional state context conditions on the behaviours. For example, Jack could be 

upset and decide to walk home from a party, but then calm down on the way and go back to 

get a ride from his friend. Emotions can also influence choices about what agent or object 

to use with a behaviour. For example, if Bill has a behaviour to call a friend, which friend 

he decides to call will depend on his emotional state. He would call Steve instead of Jack 

if  he is angry at Jack. The number of times an agent will attempt a behaviour before giving 

up on it is also influenced by the agent’s emotions.

In Em, actions can be viewed as simple behaviours or goals. In this way, they can be 

influenced by emotions in many of the same ways as behaviours and goals. In addition, 

emotions affect the style in which an action is performed. For example, an agent might 

have a generic action to walk across a room. If the agent is angry, he might stomp across 

the room. If he is happy, he might skip instead.

The natural language generation used by Em is quite straightforward, using a template-
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based system. While emotions could be used to influence natural language generation and 

understanding in a sophisticated way, Em uses them only to select between different tem­

plates that are written to show different emotions by word choice. The body state of agents 

in Em is influenced directly by emotions, and is used to output simple body appearance 

descriptions to the world. The mapping of behavioural features to body state is done using 

a standard set of rules. For example, when Sluggo is angry at another agent, he will have a 

red face and scowl at the other agent.

The believability of synthetic agents created with the Em architecture was validated 

with a moderately-sized user study, while the internals of the system were tested against a 

small user group. The main study involved 17 users who interacted with two versions of the 

Playground simulation -  one with the emotional Melvin character, and another replacing 

Melvin with an Em-less version named Chuckie. After the interactions, the subjects were 

given questionnaires which asked them to rate each character on scales for emotionality, 

character, personality, and suspension of disbelief. The results indicated that Em characters 

were able to show emotion and that Em improves the overall quality of characters and their 

personalities. In the smaller study, three users were briefed on the operation of Em in the 

Robbery World simulation and given some sample traces that included emotion processing 

output. The subjects read through the traces and provided feedback on what they thought 

about the processing and how it might be improved. Generally, the users made suggestions 

about changing the details of the emotion system used for the agents. The main theme 

of the suggestions was that various aspects of emotions should be context-dependent. For 

example, emotional decay could be faster for emotions associated with certain goals. The 

robber’s anger about being shot might decay slower than his anger about being insulted. 

Reilly concluded that the architecture can support most of the suggestions from the subjects, 

and so it can handle a wide variety of problems.

The Em emotion architecture is itself a significant contribution to the field as a working, 

powerful system. Reilly also shows that a purely cognitive model may not be sufficient to 

achieve the objective of believability, and strives to make the creation of believable synthetic 

agents accessible to artists. By affecting the goals and plans of agents, the Em architecture 

goes beyond the Affective Reasoner in terms of the influences that emotions can have on 

behaviour. One limitation of the system is the requirement for a significant amount of 

customized scripting to create a unique character. Another concern with the reliance on 

scripting is the difficulty of managing the code for several characters, each with a large 

amount of custom scripts. Defining emotion generators and behavioural feature maps with
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computer language scripts is useful for programmers, but not necessarily for artists. In this 

respect, the system does not go far enough to make itself approachable by most artists.

2.3.3 Plan-Based Approaches

An important contribution to computational models of emotion has been made by Jonathan 

Gratch, who created a generalized emotional model with AI planning concepts in the Emile 

system. His plan-based approach to appraisal is domain-independent, generating positive 

emotions if an agent believes a plan will succeed, and negative emotions if a plan is thwarted 

[GraOO]. This is in contrast to the approach of the Affective Reasoner, where agents use a 

large library of domain-specific construal frames to appraise situations in the world. If the 

agent encounters a new situation for which it does not have a specific construal frame, it is 

of no concern to the agent. The plan-based approach of Emile is designed to handle any 

situation because it does not depend on domain-specific frames.

Emile

The Emile system has five main processing stages [GraOO]. First, an agent builds and ma­

nipulates representations of plans to be used with a planner. It then qualitatively appraises 

events in the context of its plans and goals. A quantitative intensity value for the appraisals 

are generated, then used to generate emotional state. The appraisals are also used to inform 

action selection and planning. All of these stages are influenced by the plan representation.

The proven STRIPS planning representation is used in this system. Instead of apprais­

ing only single events, Emile also considers the state of plans in memory. This allows 

other factors besides external events to influence the appraisal process. For example, an 

agent could “sit and think” to develop its plans, which would cause new appraisals as the 

plans change. Since Emile appraises events using domain-independent rules about plans 

and goals, domain-specific information can be restricted to the planning operators. Goals 

in the system correspond to top level goals and sub-goals. Social standards are encoded 

as restraints on the plans, while preferences are represented as utility functions associated 

with goals (as opposed to objects). For example, the standard “one shouldn’t damage public 

property” could be encoded as the constraint that the agent’s plans may not contain actions 

that result in such damage. An example of a preference in Emile is a person having a goal 

of self-affirmation or mutual affection, instead of a simple encoding of “likes being near 

attractive people.”

Emotion eliciting conditions (EEC) in Emile are generated from generic rules about
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plan features, rather than hard-coded domain-specific rules. Four conditions are highlighted 

by Gratch: self (whose perspective is being used to form the appraisal?), desire-self (is 

some characteristic desirable to the agent given in “self?”), state (what is the level of expec­

tation associated with “desire-self?”), and evaluation (does the plan contain a praiseworthy 

or blameworthy act?). These EECs are used to determine what emotion structures arise 

from an appraisal. When multiple agents are interacting in the same world, their plans can 

conflict with one another. A standard that is present in Emile agents is that agents should 

not cause threats toward another friendly agent’s plans. The planner detects if an agent’s 

plan is a threat to the success of another agent’s plans. This can lead to negative emotions 

directed toward the offending agent, depending on the qualitative intensity of the appraisal 

and the relationship between the agents.

Only two variables are used to determine the quantitative intensity value of appraisals: 

probability of goal attainment and goal importance. The probability of goal attainment 

is derived from a model based on the probability of an action actually having effect, and 

the probability of a sub-goal/precondition being satisfied. The goal importance depends 

on the reward from the goal and how much it helps to accomplish further goals. A further 

simplification of the model is that just five emotions are considered: hope, joy, fear, distress, 

and anger. Each of the emotions modelled by Emile use different functions to determine 

intensity based on the above factors, depending on the emotion. In order to avoid jarring 

changes in emotional state, emotional intensities are decayed similarly to the Velasquez 

Cathexis model [Vel97] (discussed in Section 2.3.4).

An example implementation involves two Emile agents with differing goals, person­

ality, and knowledge. One agent (Steve) is rude and wants to go surfing, while the other 

(Jack) is nice and wants to make money. Their plans conflict with one another because 

there is a shared resource they each need, the car. The agents interact, observe, and commu­

nicate symbolically, generating appraisals and emotional state. A graphical user interface 

is provided for the researcher to observe the operation of the system, showing the plan 

structures, emotional state, communications (converted to English), and rudimentary facial 

expressions of the agents. Figure 2.9 shows the Emile interface with an exchange between 

Jack and Steve. An example exchange is given below.

Jack: I want to make-some-big-money. [Looks concerned, 

scratches his head, then, after devising a plan looks hopeful.]

Steve: I want to catch-some-waves. [Looks concerned, scratches head, and
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Figure 2.9: The Emile interface with two agents [GraOO]

continues to look concerned. Surfing is important to Steve and he cannot devise 

a plan.]

Jack: [Perceives Steve’s emotional state and generates an information request.] 

Hey Steve, what’s wrong?

Steve: [Locates the appraisal generating the most intense negative emotional 

excitation. Communicates the associated plan fragment in a distressed tone o f  

voice.] I want to catch some waves but can’t find any good breakers.

Jack: [Incorporates Steve’s plan fragment into plan memory and locates rele­

vant information. Jack has knowledge o f  a wave report that establishes Steve’s 

blocked subgoal] Steve, does it help that someone did say theres some great 

waves near the pier?

Steve: [Incorporates the communicated plan fragment. Completes a plan to go 

surfing and looks hopeful.]

Jack: [Perceives Steve’s change in expression and seeks to confirm his expec­

tation that the information he provided helped Steve.] So that information 

helped?

Steve: [Handles Jack’s information request.] Yes Jack. I plan to drive the car 

to the beach, then I plan to surf-my-brains-out.
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Jack: [Incorporates Steve’s plan fragment and finds a conflict with his own 

plans. Based on personality, Jack attempts to negotiate a fa ir solution.] Wait 

a second. Our plans conflict. I plan to drive the car to the quicky-mart then I 

plan to buy a-lottery-ticket.

Steve: [Incorporates Jack’s plan fragment and recognizes the same interaction.

Based on personality model, Steve responds to interaction differently. Steve 

exits stage right.] Later dude, I’m driving the car to the beach.

Jack: [Perceives that car has departed without him. Looks angry. Says in 

angry voice:] I want to kill-my-roommate. [GraOO]

Emile does not focus a great deal on the problem of using emotions to affect the plan­

ning algorithms directly, or for recognizing intentions, goals, or plans of other agents. Sev­

eral of the methods used in Emile are intentionally simple. For instance, the agents commu­

nicate symbolic representations of plans that are easily recognized. The appraisal process is 

simplistic because it mainly considers concrete tasks and does not account for detailed in­

terpersonal emotions or long term “life goals” that do not have a strong connection between 

goals and events. Even so, the system leverages a planner’s general reasoning to reduce 

the complexity associated with the knowledge representation in earlier systems. Emile is 

an important contribution as the first general planning-based emotional computing system. 

By providing an example of a working domain-independent synthetic agent architecture, 

Gratch has led the research field away from the limitations of domain-specific construal 

theory.

Physical Expression

Further work by Marsella and Gratch concerns the problem of modelling emotions arising 

from the performance of a concrete task in a multi-agent simulation [MG01]. An exten­

sion to Emile focuses on the development of emotions arising from plan generation and the 

influence of emotions on physical expression such as gesture and body languages. The ap­

proach considers the relationship between events and an agent’s goals and social standards. 

Domain-specific appraisal rules are avoided, so the only domain-specific information is 

gathered from the plan operator descriptions.

Non-verbal behaviours are very important in expressing emotion, but are hard to get 

right. Some behaviours are appropriate depending on the situation and what the character 

is saying, but others do not mix well. To generalize the problem, behaviour is based on
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Figure 2.10: Interacting with the Mission Rehearsal Exercise [GM04]

a physical focus model [MJL00]. A character’s attention is directed to different physical 

areas, driving how the character’s behaviour is physicalized. Behaviours are grouped into 

modes based on emotional states, and types based on movements. At a given time, the 

agent will be in a certain mode depending upon its emotional state. Being in a mode pre­

disposes the agent to using behaviours in the mode. By grouping behaviours into modes, 

the model keeps the agent’s behaviour variable but consistent with its emotional state. In 

this model, three modes of physical focus are used: body-focus, transitional, and commu­

nicative. Depression and guilt are associated with body-focus, which is comprised of self­

focused behaviour that avoids problem solving or communication. For example, an agent 

in the body-focus mode might avert her gaze from others or squeeze her forearm. The tran­

sitional mode includes behaviours that are more communicative and less depressed, such as 

fidgeting with objects or mumbled speech. This mode is associated with nervous emotions 

and indicates a burgeoning but suppressed willingness to interact with others. The third 

mode, communicative, occurs when an agent is fully willing to engage in problem solving 

and dialog with others. It is associated with positive emotions and is physically indicated 

by the appropriate use of gaze and the agent’s full range of communicative abilities.

This model is used in a simulation called the Mission Rehearsal Exercise, a training 

scenario for military officers. Real time 3D graphics are used to provide immersion for 

the user and facilitate complex natural interaction with embodied virtual characters. The 

body language and gestures used by the agent are influenced by their emotional state using 

the physical focus model. In the Mission Rehearsal Exercise, a human user plays the role 

of a U.S. Army lieutenant in command of a platoon of soldiers. In the scenario, set in a 

peacekeeping environment, a traffic accident occurs involving military and civilian vehicles. 

A boy is injured in the accident and his mother awaits the arrival of the lieutenant. The
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lieutenant must deal with the situation, balancing several of his own mission goals against 

the events occurring in the simulation. Each of the other characters in the exercise are 

synthetic agents with their own goals and behaviours that do not necessarily agree with the 

lieutenant’s. Figure 2.10 shows a user interacting with the system.

In this work, the authors speculate about exploring the idea that emotions could strongly 

affect the planning algorithm. Negative emotions would lead to narrow minded decision­

making, while positive emotions would lead to broad problem solving that attempts to 

achieve multiple goals.

Coping Strategies

The impact of emotions on behaviour is an important part of any emotion modelling system. 

Marsella and Gratch further explore this facet of emotional modelling by applying coping 

strategies to Emile agents in the Mission Rehearsal Exercise [MG02]. Coping strategies 

or mechanisms are used by people to deal with their emotions, either reducing negative 

feelings or enhancing positive ones. Marsella and Gratch identify two broad categories 

of coping strategies. Problem-focused strategies involve acting externally on the world to 

change the situation that is causing the emotions, while emotion-focused strategies entail 

changing internal beliefs or focusing attention elsewhere. Emotion-focused strategies are 

more interesting from a modelling perspective, and that is where the authors direct their 

research.

Emile is extended once again in this research to support improved causal interpretation 

and focus of attention. Agents can appraise events from the perspective of other agents to 

model how another agent might feel about a situation. Focus of attention was implemented 

to solve the problem of multiple conflicting emotions, which could cause the characters in 

the system to appear frozen in a single emotion for some time. Attention is focused on 

the most intense emotion, which means that only the single focused emotion is used to 

influence appraisals and causal interpretations associated with the emotion.

The coping process contains three major steps. The first step is the occurrence of a fo­

cusing event, which causes the agent to focus on a relevant concern. For example, the agent 

could be asked a question or could notice a change in the environment. If the agent has a 

strong appraisal of the event in relation to its concerns, a coping elicitation frame (which 

gathers all related contextual and social information) is generated. Figure 2.11 shows an 

example of a coping elicitation frame from the sergeant in the Mission Rehearsal Exercise. 

The frame is generated when the lieutenant asks the sergeant what happened to cause the
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Coping Frame:

Concern: Collision (mom.driver)

Emotion: Distress, 59.3 

Focus-Event: Understand Speech

Type: Information Request 

Agency: Superior 

Emotion: Distress, 40.3 

Responsibility:
Direct: Unspecified

Indirect: Humvee Driver, Mom

Potential: Sgt (superior of Humvee Driver)

Figure 2.11: Example of a coping elicitation frame [MG02]

accident. It summarizes the information about the event, the sergeant’s beliefs about the 

lieutenant’s feelings, and the responsibility for the associated concern. The coping elici­

tation frame is next matched to potential coping strategies. Several strategies are defined, 

depending on the personality of the agent, including both problem- and emotion-focused 

strategies. For the example in Figure 2.11, the sergeant has three possible coping strategies. 

He can try to solve the problem (make-amends) or take one of two emotion-focused strate­

gies (assume-responsibility and shift-responsibility). Finally, behaviours are generated to 

take action on the selected strategy. Emotion-focused coping strategies can alter the belief 

structures of the agent, including assuming and shifting responsibility for actions attributed 

to agents. Agents may not take on clearly contradictory beliefs against what they directly 

perceive or are otherwise certain about. If a belief is uncertain, then it may be modified 

by coping and become incorrect nevertheless. Other behaviours available to agents affect 

body expression and the focus of attention. Changing the focus of attention can be thought 

of as distracting one’s self. Body expression is linked with coping because the details of 

expressions differ widely between coping strategies and because the agent designer needs a 

good way to manage a large variety of available expressions.

2.3.4 M otivation-Based Behaviour

At the other end of the spectrum from high level cognitive models of emotion are sys­

tems that draw from low level physiological emotional research. While the OCC and other
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Figure 2.12: Interface to the Simon agent [Vel97]

cognitive emotion models can be considered “top down,” generating emotions from cog­

nitive thought processes, the Cathexis model proposed by Velasquez takes a “bottom up” 

approach by considering a wide variety of non-cognitive stimuli including brain chemistry, 

body senses, and internal physical drives or motivations. Models such as this are not di­

rectly relevant to our work, but are influential to the research field and provide important 

insights and ideas.

The Cathexis emotional model goes to a very detailed level and incorporates many fac­

tors driven by human biology [Vel97]. Six basic emotions are defined in the model: anger, 

fear, distress/sadness, enjoyment/happiness, disgust, and surprise. Each one is controlled 

by a proto-specialist (sub-agent) and has activation thresholds and a decay function. Factors 

that affect the generation of emotions include external sensors, internal sensors, and other 

proto-specialists. The factors include both cognitive and non-cognitive stimuli arranged into 

the categories of Neural (biochemical activity in the brain), Sensorimotor (information from 

the rest of the body, e.g. muscle positions), Motivational (pain regulation, emotions, and 

physical drives), and Cognitive (appraisals and interpretations of events, attributions, etc.). 

The model includes the expression of behaviour by means of action selection. As a whole 

the model is aimed at simulating the processes of emotion as experienced by humans in a 

neurophysical sense. While the emotional model has the potential to be complex, the first 

implementation (an agent modelling a young child named Simon) has a simple model of 

behaviour. This system is intended as a testbed for Cathexis, and as such includes an inter-
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face for the user to control the environment and the physical parameters of the agent. Simon 

has fifteen different behaviours to choose from and expresses them through a cartoon-like 

visual interface. Figure 2.12 shows a situation where Simon has just eaten not-so-tasty food 

and is expressing disgust.

Further investigation with Cathexis looks at how humans use intuition and emotional 

memories to help make good decisions [Vel98]. Velasquez investigates whether emotional 

memories can help an AI make better decisions. The idea is based on somatic markers that 

associate situations with good or bad outcomes in the past, and relate the past outcomes 

to current situations. In the improved version of the emotional model, cognitive factors 

are learned instead of being hard-coded. Additionally, the agent can have more than one 

behaviour activated at a time. The new model deals with primary emotions (instincts) and 

secondary emotions (cognitive, learned, and memory-based). Emotional memories are cre­

ated whenever emotions are activated, linking stimuli and emotion. The next time the same 

stimuli is received, its associated emotional memory is activated and the emotion is “re­

lived.” For example, suppose Wendy is about to eat and the only food in the kitchen is a 

bad-tasting soup. Once she eats the soup, she might feel disgust because it has a pre-wired 

elicitor of foul tastes. At this point, an emotional memory is created by associating the 

primary disgust emotion with the stimulus that caused it (soup). The emotional memory 

has two effects, one behavioural and one emotional. When Wendy is hungry again, she will 

avoid eating if  soup is the only available food, because of the learned aversion to soup. If 

she sees a bowl of soup, the emotional memory will activate and she will feel some measure 

of disgust. The idea of using emotional memories to influence behaviour delves further into 

deep emotional models that are based on what is postulated to happen in human emotional 

thought processing.

2.4 Emotional Influence on Behaviour

All of the synthetic agent systems discussed to this point involve some level of action, be­

haviour, or expression on the part of agents. Even so, most research in synthetic agents has 

focused on the generation of emotions, not the expression or effect of emotions. The OCC 

model, for instance, makes no attempt to cover emotional influence on behaviour. Most 

researchers have developed their own method of deciding behaviour, with varying results. 

The Affective Reasoner and the Em architecture both made a measure of effort to provide 

a layer of domain-independence for behaviour. The plan-based approaches of Gratch and
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type parameterized action =
(name: STRING;
participants: agent-and-objects;
applicability conditions: BOOLEAN-expression;
preparatory specification: sequence conditions-and-actions;
termination conditions: BOOLEAN-expression;
post assertion: STATEMENT;
during conditions: STATEMENT;
purpose: purpose-specification;
subactions: par-constraint-graph;
parent action: parameterized action;
previous action: parameterized action;
concurrent action: parameterized action;
next action: parameterized action;
start: time-specification;
duration: time-specification;
priority: INTEGER;
data: ANY-TYPE;
kinematics: kinematics-specification;
dynamics: dynamics-specification;
manner: manner-specification;
adverbs: sequence adverb-specification;
failure: failure-data).

Table 2.5: High level action PAR [AB02]

Marsella go further, providing generalized coping strategies for agents to respond to emo­

tions. Two different approaches are outlined here which take advantage of research on 

non-verbal visual human behaviour, such as facial expressions, gestures, and body move­

ment. We also discuss a third approach that focuses on the impact of emotions on cognitive 

decision-making.

2.4.1 Parametric Representations

A problem in the field of computational emotion models is that each researcher has come 

up with their own representation of rich personality and emotion models. Allbeck and 

Badler present a Parameterized Action Representation (PAR) that can be used for action, 

planning, reasoning, behaviours, and animation [AB02]. The purpose of PAR is to provide 

a representation that captures the semantics of human action and is extendable for future 

behaviours and animations. A basic high level PAR is an action that requires conditions to 

be satisfied, including activation conditions and termination conditions. The PAR contains 

the information necessary for an emotion architecture to select and execute an action. Table 

2.5 shows the data structure for a high level action PAR. It includes, for instance, a vari­

ety of constraints and conditions for the action, links to related actions, and details about 

the execution of the action (from high level plans to low level details such as joint angle 

changes). PAR is intended to be sufficient to work with most emotion architectures and to
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Space: attention to the surroundings
Indirect: flexible, meandering, wandering, multi-focus
Examples: waving away bugs, slashing through plant growth
Direct: single focus, channeled, undeviating
Examples: pointing to a particular spot, threading a needle
Weight: sense of the impact of ones movement
Light: buoyant, delicate, easily overcoming gravity, marked by decreasing pressure
Examples: dabbing paint on a canvas, describing the movement of a feather
Strong: powerful, having an impact, increasing pressure into the movement
Examples: punching, pushing a heavy object, expressing a firmly held opinion
Time: lack or sense of urgency
Sustained: lingering, leisurely, indulging in time
Examples: stretching to yawn, stroking a pet
Sudden: hurried, urgent
Examples: swatting a fly, grabbing a child from the path of danger
Flow: attitude towards bodily tension and control
Free: uncontrolled, abandoned, unable to stop in the course of the movement
Examples: waving wildly, shaking off water
Bound: controlled, restrained, able to stop
Examples: moving in slow motion, tai chi, carefully carrying a cup o f hot liquid

Table 2.6: Motion factors of the Effort component [AB02]

be very comprehensive in terms of interaction with the environment. The representation 

incorporates the idea of how emotions affect the details of how physical behaviour is car­

ried out. For example, a shy agent waves slowly, while an extroverted agent waves more 

quickly. A system called PARSYS stores PARs in a knowledge database and uses them to 

translate between natural language and character animation.

Several levels of action are modelled with PARs. Geometry, kinematics and physical 

action are handled by the system and information about these properties are stored in each 

PAR. The behavioural component is at a higher level and includes the agent’s beliefs about 

the world. Agents are given goals and they try to complete their goals using PAR actions. 

The agents have access to stimuli from the world as well as information about failure states. 

If something goes wrong for an agent’s action, it can detect the failure and try again (per­

haps in a different way), or abort its action. The cognitive model allows for filtering and 

prioritizing of actions available to the agent for its plans. PAR is implemented in an emo­

tion model which incorporates fixed traits and variable characteristics to form a dynamic 

personality. It is based on the OCEAN personality model. Personality and emotions affect 

decision-making and action selection.

The expressive system (EMOTE) is based on human movement observation research 

known as Laban Movement Analysis (LMA) [BL80]. The main components of LMA are 

Effort (“space, weight, time, and flow”) and Shape (“changing forms that the body makes 

in space”) [AB02]. Combining these factors with different weights and animations gives a
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wide range of movement for graphically animated characters. Table 2.6 gives a description 

of the Effort component with several examples. The goal of the EMOTE research is to 

link these motion factors with a general mapping to an emotional model based on OCC 

and OCEAN . The authors do not yet have this mapping, but intend to create a mapping 

between OCC and EMOTE using a learning process. Several demonstrations of EMOTE 

show how it maps the OCEAN traits to the factors space, weight, time, flow, and shape to 

create emotionally-influenced animations. One problem with a parametric representation is 

sensitivity. Rapid changes cause unnatural movement such as large instantaneous changes 

in joint angles. The authors’ solution is to use a probability distribution over the parameters 

that is modulated by personality and mood.

2.4.2 Body Focus, Direction and Cinematography

Inspired by research on emotional coping strategies, Marsella et al. developed a system 

for agent-based interactive pedagogical drama that explores unique forms of expression 

[MJLOO]. The agents have an emotional model that decides their actions, and special direc­

tor and cinematographer agents decide the flow of the story and the expression/presentation. 

The user interface for the “learner” allows the user to direct the intentions of one of the char­

acters; the character then acts on its own depending on its now-modified emotional state. 

The emotional model is primarily influenced by research on human stress and coping. The 

gestures available to the agents are also based on the idea of coping and revealing emotions. 

A dynamic script with dramatic and pedagogical goals determines the high level action, and 

fixed dialogue clips (recorded by voice actors) are used for verbal interaction. The script is 

decomposed hierarchically with increasing levels of dynamics, from three fixed acts at the 

top down to several alternate realizations of individual scenes. The director agent analyses 

the emotional states of agents and status of the goals to determine how the story moves 

forward; for example, selecting different strategies for learning certain concepts. For sim­

plicity, the authors made one of the characters in the scenario the director.

Non-verbal behaviour is divided into four modes: strong body focus, body focus, transi­

tional, and communicative. These are similar to later work by Marsella (described earlier in 

Section 2.3.3), where each mode has different tendencies of gestures that reveal something 

about the agent’s emotions [MG01]. The transition between modes is caused by changes 

in emotional state. The graphical presentation uses an off-screen cinematography agent 

that weighs different factors in determining the presentation, including length of dialogue, 

strength of emotional display, and importance of particular lessons. Figure 2.13 shows the
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Figure 2.13: User interface with choice of thoughts for the agent [MJLOO]

interface to the system, where the user can select a “thought” for the agent that influences 

her intentions.

2.4.3 Problem Solving

Belavkin investigated how emotional state might influence decision-making by affecting el­

ements of a utility computation [BelOl]. He showed that a range of cognitive and emotional 

phenomena could be modelled using the Act-R cognitive architecture [And93], Belavkin 

was inspired by an earlier study which modelled the behaviour of adults and children in 

a problem solving task. The model was developed in Act-R and produced results that 

matched the performance of adults. The authors found that a simple increase in the noise 

parameter of the conflict resolution algorithm resulted in an excellent match for the per­

formance of children. Their result can be interpreted as meaning that children are more 

“noisy” or less rational than adults. Belavkin’s work explores the idea that cognitive con­

flict resolution parameters have a strong relationship with emotions.

In the ACT-R architecture, conflict resolution is achieved by computing the expected 

gain, or utility, of each competing action for the agent. The expected gain considers the 

expected probability (P ) that the action will achieve the goal, the value (G ) of the goal, 

the expected cost (C) of the action, and a noise factor controlled by the noise temperature 

(r). The action with the greatest expected gain is selected by the agent. An analysis of the 

expected gain variables indicates that the ratio G /t  represents the confidence of a problem 

solver, while the values of G  and r  individually correspond to the “energy” of the cognitive 

process, also known as the arousal level of the agent.

In order to test the analysis of the expected gain computation, Belavkin models the
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Figure 2.14: User interface of the “dancing mouse” experiment simulation [BelOl]

classical Yerkes-Dodsen “dancing mouse” experiment in A c t-r . The original experiment 

involved placing a mouse in front of two doors, one with a white card and the other with 

a black card. First, the mouse was trained to exit through either door. After two days, the 

situation was changed so that the mouse was only allowed to go through the white door, 

receiving a small electric shock if it attempted to use the black door. Subsequently, the 

experimenters randomly changed the order of the doors and measured how many mistakes 

the mouse made before forming a perfect habit (making no mistakes in three consecutive 

days). Yerkes and Dodsen explored how the speed of learning changed with respect to 

the contrast between the doors and the strength of the electric shock. They found that the 

best results occurred with medium levels of stimulation, forming an inverted-U function for 

learning performance with respect to stimulation level. Belavkin recreates this experimental 

setup by relating the contrast level to the G / t  ratio and relating the electric shock voltage 

indirectly to the goal value G. Figure 2.14 shows the user interface to the model, including 

a view of the mouse and the doors and a control panel for setting contrast and voltage. The 

mouse agent can sense the colour and positions of the doors, as well as electric shocks. 

It has actions to choose between the two doors and uses statistical probability learning. 

The results showed that decreasing the G /t  ratio caused probability learning performance 

to drop. Reducing noise and increasing goal value resulted in fewer errors. The model 

achieved similar results to the real experiment and verified the analysis of the expected gain 

variables.

Further analysis with problem solving models in A c t- r  indicated that simply increas­

ing noise did not satisfactorily reproduce the behaviour of 3-4 years old children. The model 

failed because it could not solve the problem and never abandoned the task. A solution to 

this problem is to vary the goal value and noise parameters of the model. Belavkin found
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that low values of G  correspond to breadth-first search, giving priority to actions with low 

cost. On the other hand, high values of G  correspond to depth-first search. Combining these 

observations with the effect of noise, Belavkin suggests that G  (motivation) should increase 

gradually and r  should decrease gradually during problem solving. This corresponds with 

increasing confidence {G/ t ) as the agent learns more about the problem. He also postu­

lates that an emotional problem solver should associate positive emotions with increased 

motivation (G)  and confidence {G/ t ), while negative emotions should be accompanied by 

decreased motivation and confidence. This mode of behaviour corresponds closely with 

existing heuristic methods such as simulated annealing.

An important result of the Act-r work is that emotions play an important role in prob­

lem solving. Previous experimental results with humans and animals were replicated using 

the Act-r cognitive architecture by manipulating parameters that can be associated with 

emotional state. Belavkin also showed that emotions can make a positive impact on problem 

solving performance by approximating powerful heuristic methods.

2.4.4 Behaviour Under Stress

As part of their work to create a synthetic agent framework, Silverman et al. investigated the 

role of emotional and physiological stress on cognitive decision-making [SJW+02]. Their 

common mathematical framework (CMF) is intended to support a wide variety of emotional 

models. The architecture includes four subsystems: physiological, emotive, cognitive, and 

motor-expressive. The physiological subsystem responds to stimuli in the environment and 

contains physical processes or reservoirs such as energy, nutrients, and sleep. These pro­

cesses are affected by stimuli to increase or decrease the stress level of the agent. Silverman 

models “integrated stress” (iSTRESS) which is composed of event stress (ES), time pres­

sure (TP), and effective fatigue (EF). Event stress responds to positive and negative events 

that concern the agent. Time pressure is a ratio of the available vs. required time for the 

agent to complete its tasks. Effective fatigue is based on several physiological reservoirs. 

iSTRESS is calculated by combining these factors, modulated by the personality of the 

agent.

The iSTRESS value and its component parts are used to determine the overall coping 

style of the agent. The authors consider a classic inverted-U performance moderator func­

tion, similar to that which Belavkin modelled in A ct-r. The decision-making mode of 

an agent under stress is set according to certain thresholds. When the stress level is very 

low, the agent shows “unconflicted adherence to current action” and merely continues to do

46

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



what it is already doing [SJW+02]. A somewhat higher amount of stress causes the agent 

to take a different action, but without carefully considering the situation. Medium levels 

of stress result in a vigilant decision-making mode, where the agent considers all available 

information and makes the best known choice. Increasing the stress brings the agent to 

near panic, where it will quickly choose from any action alternative without considering 

the consequences. Finally, very high levels of stress induce panic in the agent, causing it 

to either flee the situation or cower in place. These stress-driven decision style constraints 

dictate how the agent can behave in a cognitive fashion.

Each of the stress-induced decision-making modes influences emotional appraisal and 

action selection for the agent. For example, an agent under very little stress will not eval­

uate the situation using its emotional model and will ignore alternative action choices. On 

the other hand, an agent under extreme stress will only be concerned about its physiolog­

ical state and either run away or cower in place, whichever seems safer. The motor and 

expressivity subsystems of the agent are also influenced by physiological state. The phys­

iological subsystem imposes limitations on motor movement (e.g. an agent walks slower 

when fatigued).

The system was demonstrated with a prototype implementation that models crowd be­

haviour. The scenario involves a large number of agents in a protest situation, and has been 

used to test ideas for approaches to crowd control. Each agent in the system is fully realized 

and tries to achieve its goals while interacting with the other agents. In the demonstration 

scenario, a terrorist agent attempts to incite the crowd at a protest, potentially leading to 

rioting and looting. The authors detail how all of the behaviour of the agents is driven by 

both their goals and concerns and by their level of stress.

By focusing on the impact of physiological and emotional stress, Silverman et al. show 

that purely cognitive modes of decision-making are insufficient for many situations. Under 

conditions of very low or very high stress, people make decisions in entirely different ways. 

Synthetic agents that are affected by stress should behave more realistically in training 

scenarios and crowd simulations that involve stressful situations.

2.5 Scripting Approaches

Not all research on synthetic agents has focused on building general, psychologically- 

based, or physiologically-based personality and emotional models. A number of researchers 

have developed agent systems which produce believable synthetic agents without any com-
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plex underlying model. We group these systems together because they tend to involve a 

heavy use of customized scripting to achieve their goal of believable characters. Like the 

Em architecture, most script-based approaches are intended to make the creation of syn­

thetic agents easy for non-technical content creators. We outline three systems: Improv, 

SCREAM/MPML, and a social-psychological model with an interesting expression sys­

tem.

2.5.1 Improv

Like Reilly’s Em architecture, the Improv system developed by Perlin and Goldberg fo­

cuses on the needs of the authors of interactive worlds [PG96]. Its fundamental goal is 

to allow authors to create believable characters that are consistent and interesting to users. 

The system has two main components, an Animation Engine and a Behaviour Engine. Im­

prov provides a powerful scripting language that links the two components. The Animation 

Engine is based on the idea of degrees of freedom (DOF) in a body. The author speci­

fies changes in DOF (actions), which are all blended together by the engine and displayed 

graphically. Actions can be related to one another to prevent conflicts. For example, if the 

agent is scratching his head with his left hand, he cannot touch his knee with his left hand at 

the same time. The Behaviour Engine can work either with deterministic parallel scripting 

of actions, or with probability models of behaviour that take values from the environment to 

select actions. For example, an agent could simply select randomly from a group of actions 

with a weighting determined by the author. Alternatively, the author can create decision 

rules to contextually influence the agent’s choice. Decision rules take values from the envi­

ronment to produce a weighting for potential actions. For example, a rule could select from 

going to a baseball game, a hockey game, or a football game based on the admission price, 

entertainment value, and sporting preferences of the agent. The authors present a plain 

English style scripting language for building action scripts and decision rules. Agents can 

co-ordinate together over a distributed network, requiring the system to overcome several 

issues involved in the distributed processing and display of agents. The system is designed 

so that each agent has one instance of the Behaviour Engine (one mind), but multiple in­

stances of the Animation Engine (many bodies). Different users may see slightly different 

variations of actions by a given agent, but the basic behaviour of the agent will be the same. 

The authors assume that the agent designer will come up with his or her own emotional 

model for the agents. The behaviour engine of Improv allows you to have internal state, but 

does not include an emotional model by default.
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2.5.2 SCREAM and MPML

Two systems introduced by Prendinger et al. focus on providing means for content au­

thors (non-programmers) to create lifelike synthetic agents [PI02]. The systems include 

emotion generation and an animation engine to provide body movements/gestures in ap­

propriate time with speech. Authors can use MPML (Multimodal Presentation Markup 

Language) scripting exclusively for fully scripted characters, or can use the SCREAM 

(SCRipting Emotion-based Agent Minds) engine to access the agent’s emotional model. 

The SCREAM system follows the OCC emotion model, so that the significance of stimuli 

in regards to emotions is determined by emotion-eliciting conditions consisting of beliefs, 

goals, standards, and attitudes. These conditions are put into 22 emotion types or classes 

(e.g. joy, happy for, angry at). The content author combines the eliciting conditions to­

gether to make rules that determine how emotions are generated. Multiple emotions can 

be active in SCREAM, but only one is selected to display an expression. The emotions 

combine together to make a dominant mood. Characters can prefer to have positive or neg­

ative moods depending on their personalities. Emotions decay over time, depending on the 

emotion type and character “agreeability.” Personality and standards are static, but goals, 

beliefs, attitudes, and social variables are dynamic.

The authors discuss the concept of emotion regulation, “a process that decides whether 

an emotion is expressed or suppressed” [PI02]. The decision is based on an agent’s per­

sonality parameters and whether the agent sees the emotion expression as a threat to itself, 

among other factors. The animation engine for the system is implemented using the Mi­

crosoft Agent package, which includes 3D cartoon characters, text to speech, and speech 

recognition. MPML is used to script scenarios using characters embodied in the Microsoft 

Agent environment.

2.5.3 Social-Psychological Improvisation

A social-psychological model developed by Rousseau and Hayes-Roth involves improvi­

sation of agent behaviour without detailed planning [RHR97a, RHR97b], This model has 

components distinguishing personality traits, moods, and attitudes. In this research, person­

ality traits are structures that specify the correlation between traits, moods, attitudes, and 

behavioural tendencies such as friendliness or confidence. Each trait has a value indicating 

its strength and valence, and traits can be defined using either simple values or complex 

conditional values involving many variables. For example, an agent might have a fixed con­

fidence level of 6, but a friendliness level depending on how much she likes the other agents
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she is talking to. The concept of mood in this model is similar to emotional state in other 

models, but it is very coarse-grained. Moods are either self-directed or agent-directed, but 

are not associated with particular events or goals. For example, an agent could be generally 

happy, but also angry at a particular other agent. Attitudes determine how agents relate to 

one another socially. Attitudes used in this system include concepts such as liking and trust­

ing. When the system is running, it determines what the social situation is and computes 

new values for attitudes, moods, and personality traits. The traits are then used to modu­

late the choice of behaviour for the agent. The high level action selection is simple, with 

no planning or goals; the agent has a single task to do. The behaviour selection chooses 

one of a few variations for a particular behaviour. For example, to walk from one place 

to another, an angry agent will stomp, while a lazy agent will stroll leisurely. The actions 

and variations available to an agent are domain-specific and predetermined by the agent 

author. Despite these limitations, the synthetic agents in this system are shown to exhibit 

recognizable personality and are considered believable by users.

2.6 System Evaluation

Most evaluations of computational models of emotion rely on the idea of believability of 

synthetic agents. The Em architecture, for example, was primarily evaluated on the basis 

of how it made characters more believable. Gratch and Marsella note that there is no gen­

erally agreed definition for believability, and that it does not necessarily have a correlation 

with realism. Instead of trying to subjectively determine believability, they turn to eval­

uating specific questions of functionality [GM04], The EM A emotion processing model, 

based on the earlier Emile architecture, is evaluated in terms of these questions. The EMA 

model uses cognitive appraisal and decision-theoretic planning techniques, so that its plan 

representations include causal relationships between events, states, and beliefs. The coping 

strategies explored in Emile are made richer with improved support for modelling causality, 

attributions of credit or blame, and commitments to intentions and beliefs.

The first method of evaluation used with EMA measures how well the model captures 

how real people appraise and cope with changing situations. The authors selected a standard 

psychological questionnaire used to measure coping responses. The test involves present­

ing a subject with a stereotypical situation and asking questions about their appraisal and 

coping strategies. The subject is next questioned about how they would respond to changes 

in the situation. Responses from all phases of the test are scored in comparison to how
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“normal healthy adults” respond. For EMA, abstract situation conditions were encoded 

as causal structures and updated according to the standard test. The appraisals and cop­

ing strategies from the model were recorded and compared to normal human responses. 

Gratch and Marsella found that most of the trends illustrated by human responses were 

supported by the model. Using a standard psychological instrument as a measurement for 

the emotional model provides a relatively fair and direct test for questions about emotional 

dynamics. Two concerns, however, are that the scenarios were constructed abstractly by the 

researchers, and that the model’s responses were compared with aggregate trends. There is 

a possibility that the aggregate trends may not be a good approximation of any particular 

individual, and so the model may not be able to reflect the responses of a unique real person.

The second study involved human subjects observing recordings of a Mission Rehearsal 

Exercise simulation. The purpose of the study was to determine whether non-verbal be­

haviours of synthetic agents influence the responses of human subjects to an ambiguous 

situation in the same way that non-verbal behaviours of other humans do (an effect called 

“social referencing”). The subjects viewed two versions of a scenario where the lieutenant 

must make a decision, advised by his sergeant (a synthetic agent). In one version of the sce­

nario, the other soldiers (also synthetic agents) show head nods and expressions that express 

agreement with the sergeant and disagreement with the lieutenant, and in the second ver­

sion their behaviours are reversed. The subjects were asked if they agreed with the sergeant, 

with the soldiers, and how confident they were about their decisions. The results showed 

that the non-verbal behaviours had a significant influence on the decisions. However, it was 

not clear that the influence was a result of social referencing, because the same effect might 

be achieved by adding the words “the sergeant is right” onto the screen. Despite this draw­

back, the evaluation is useful because it directly measures how human decision-making is 

influenced by emotional behaviours. This allows us to make more confident conclusions 

about the usefulness of emotional behaviour for synthetic agents.

The evaluation scheme devised by Gratch and Marsella avoids the problems associated 

with determining the “believability” of agents. Even so, the believability of synthetic agents 

is an important metric, ill-defined or not. Reilly’s user study of Em, with several direct and 

indirect questions relating to strength of character and emotions, was an attempt to measure 

believability in an objective way [Rei96]. Similar approaches have been used by other 

researchers, including Rousseau and Hayes-Rothe for their script-based system [RHR97a] 

and Marsella et. al with their system for interactive pedagogical drama [MJLOO]. It is clear 

that believability is a useful property for synthetic agents to have, and efforts to measure it
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objectively remain an active area of research.

2.7 Summary

In this chapter, we presented a broad view of the synthetic agent research field. We also 

gave some focus to a few landmark theories and implementations that have become key 

resources for researchers in this area. Taking in the area as a whole, we can get a grasp 

on the research techniques and approaches used for synthetic agents. Certain decisions are 

made in each case: what emotions will be modelled, how they are generated and updated, 

how (or if) they influence and interact with one another, and how they affect the behaviour 

of the agent. Synthetic agent systems are primarily concerned with the chain from input 

to output. The believability of an agent rests on this: given an agent and some input, 

does the output (behaviour of the agent) make sense? The answers depends greatly on the 

personality and emotional state of the agent, not to mention the variable interpretation of 

human observers.

Computational models of emotion tend to involve several issues of complexity. Human 

behaviour occurs on a wide range of levels, from chemical reactions in the brain and fine 

motor movement to abstract cognitive reasoning and long term life goals. Few models at­

tempt to cover the entire range, most opting instead to select some slice and finesse the rest. 

For example, the OCC model operates at a very high cognitive level and relies on imple­

mentation details to provide behaviour even at a body movement level. A related aspect of 

complexity is the number and nature of influential variables in the system. Designers and 

implementers of synthetic agent systems must determine a set of variables that produce dis­

tinct and believable behaviour across different agents. Not only that, if the system is to be 

used by non-scientist scenario designers, it must neither be overwhelming nor frustratingly 

inflexible.
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Chapter 3

Problem Statement

3.1 Overview

Our focus is primarily on how the emotional state of an agent influences its cognitive 

decision-making process. We explore how the “expression” of emotional state can be made 

through the kinds of decisions an agent makes in solving simple problems in a single-agent 

environment. This work is at the level of planning and deciding in a simulated world, and 

takes advantage of an existing planning architecture. Agents do not develop full plans by 

themselves, but make decisions deliberatively and reactively to select between alternative 

ways to achieve their goals. Our research on emotional influence focuses here, at the point 

that the agent decides between one available course of action or another. The main influence 

we consider is how emotional state affects the perception of the relative merits of plans. For 

example, a joyful agent might overestimate the likelihood that a plan will succeed, while a 

frustrated agent could disregard the drawbacks of a costly course of action.

In our system, the personality model is straightforward. Since we are focusing on the 

effect of emotional state on decision-making, our representation of personality focuses on 

the factors which are most related to emotional influence. Much of the workings of the 

system can be influenced by agent personality settings. The settings most likely to differ 

between agents are emotion activation thresholds, which determine how easily an agent will 

have an active emotional state, that in turn will affect the agent’s decision-making. Higher 

threshold settings lead to less emotional influence on behaviour. Other personality settings 

are normally set to reasonable defaults based on the OCC model and other models, but can 

be changed to suit different characters. These factors affect both emotion generation and 

emotional influence on behaviour. Our personality model does not include representations 

of standards and preferences.

A central notion in our model is that of utility: the usefulness of a plan to achieve a
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goal. Every option or plan available to an agent has some utility perceived by the agent 

and influenced by the agent’s emotional state. All of the applicable plans are in competition 

with one another, and the one with the highest utility is chosen by the agent. This leads to an 

important problem -  for a given problem scenario, what is the correct utility for each plan? 

For certain domains an objective utility is relatively easily computed for each plan using 

search or some other method. However, the domains normally encountered by synthetic 

agents are not so straightforward. The utilities of plans in a scenario developed for artistic 

or pedagogical purposes are usually determined by an artist or designer to encourage the 

agent to behave in a certain way. These subjective utilities may not result in the agent 

solving a problem in the “optimal” fashion according to the usual standard. However, the 

agent behaviour is more believable or realistic, since humans rarely behave optimally. This 

issue will return when we consider the behaviour of “rational” agents against synthetic 

agents in scenarios involving subjective utility.

Another element of many emotional models involves the problem of getting rid of emo­

tions. Once an agent has some emotional state, its behaviour is influenced by the active 

emotions. However, the emotional state cannot last forever; when a person is angry, his 

anger must be dissipated in one way or another. Emotional decay is one solution to this 

problem; the coping strategies explored by Gratch are another. We decided to explore the 

concept of homeostasis in the context of emotional state. Homeostasis is the tendency for 

systems, especially biological systems, to move toward a stable equilibrium. In our case, 

that means the tendency for the emotional state of an agent to move toward a neutral condi­

tion. When an agent in our model has active emotional state, it triggers a system marker to 

return itself to the neutral condition. Plans for the agent to achieve this goal are available to 

the agent and compete on the same decision-making playing field as the agent’s “regular” 

plans for achieving its main goals. Joyfulness itself leads to an action, and sadness leads to 

a different action. The concept of homeostasis is useful for exploring the idea that an emo­

tional state itself gives rise to behaviours in the world, behaviours that are not directed at the 

achievement of a particular external world state. Rather, they are aimed at the achievement 

of internal states.

3.2 Research Objectives

The work detailed in this thesis has three main inter-related research objectives. First, we 

explore how emotional state computations can be used to impact cognitive decision-making
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in simple problem solving situations. The effects we explore are domain-independent and 

relate purely to a goal-based planning architecture. Our second objective is to determine 

how emotional state gives rise to potentially complex plan-based behaviours in the world. 

Since these behaviours are implemented as plans, they are influenced by emotional state 

just like other plans. This kind of expression that competes with the agent’s “regular” 

behaviour has not been explored elsewhere. Since we are dealing with synthetic agents, 

we are concerned with the problem of believability. Our third objective is to show that 

both elements (influence on decision-making and expressive plans) give rise to believable 

characters. We wish to determine the effect that each individual element, as well as the 

combination of elements, has on believability. In order to do this, we develop experiments 

that evaluate synthetic agents using these elements.

3.3 Evaluation

The platform we use to explore these ideas is a Java plan-based architecture called JAM 

[Hub99]. By using an existing, freely available architecture we take advantage of a rich 

plan representation and processing cycle. However, we also inherit a few constraints and 

problems within the architecture. We have overcome what limitations we encountered to 

build a useful agent system with emotional modelling. The main input to the system is a 

text-based scenario file that includes world state information and a set of plans available to 

the agent. For emotional modelling we require additional data in the scenario file as well 

as an agent personality specification file. It is possible to include interaction with the user, 

but we have only explored this to a limited extent (causing plans to succeed or fail, for 

example).

The text-based output of the system works in two modes. The first mode is used for 

system development as well as evaluation of system operation at an abstract or low level. In 

this mode, the system outputs which plans are chosen by the agent as well as the emotional 

state of the agent. This allows us to observe the exact behaviour of the agent and see why 

it behaves the way it does. The level of detail in this mode can be adjusted to see finer 

points of information such as utility computations, factors for emotional state generation, 

plan selection competition, and so on. The second mode of output is a simple narrative 

trace of decision-making and behaviour in a world where the agent must solve a problem. 

The system itself outputs narrative text describing domain-independent matters, while plans 

available to the agent include templates for scenario-specific narrative output. The result of
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running the system in this narrative mode is a “story” of what the agent thinks and does as 

the scenario plays out.

We test our system empirically in several ways, using each mode of output where ap­

propriate. Our first evaluations use abstract structured scenarios to contrast the behaviour 

of “rational” agents with emotional agents. These tests both confirm the operation of the 

system and evaluate the patterns of decision-making and emotional state changes. The ab­

stract tests do not show whether the emotional agents are behaving in a believable fashion, 

however. We developed a second experiment involving human subjects to measure how the 

core elements of our system affect how people perceive synthetic agents. A scenario based 

on a play script was used to generate narrative traces which were read by the subjects, who 

then answered a short questionnaire. In this experiment we test the influence of emotions 

versus personality as well as the effect of cognitive influence versus expressive plans.

3.4 Summary

In this chapter, we outlined the problem that we investigated and the directions we have 

taken to solve it. We take a plan-based approach to model a single synthetic agent working 

to accomplish a task. Our model draws from the OCC computational model of emotions, the 

plan-based synthetic agent systems pioneered by Gratch, and the cognitive decision-making 

work of Belavkin. Starting with an existing agent architecture, we apply these ideas in a 

novel way and add extensions of our own to form a working synthetic agent system. The 

system is a contribution to the frameworks of how emotional state impacts problem solving 

choices and decisions. We also developed a set of experiments to evaluate the system’s 

performance in abstract problem solving and in a story-telling setting.
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Chapter 4

System Foundation

4.1 Overview

Before we discuss our emotion model and architecture, we must first present the underlying 

planning architecture we use as the basis for our system. By building upon an existing 

system, we take advantage of a tried and tested platform with many useful features. In this 

chapter we provide a brief introduction to procedural reasoning systems as well as a broad 

treatment of the JAM architecture used in our work. We touch on important features of 

the architecture, give an example of system operation, and describe a few refinements we 

have made to JAM. It is important to understand how JAM works in order to see how we 

integrated our emotional model into the system. We present the details of the emotional 

model integration in the next chapter.

4.2 JAM

4.2.1 Procedural Reasoning Architectures

In dynamic environments, it is often desirable for software systems to have the ability to 

reason intelligently in real-time. SRI International developed a framework called the Pro­

cedural Reasoning System (PRS) that uses procedural knowledge from domain experts to 

achieve goals and tasks [Mye97]. Procedural knowledge is a representation of how to per­

form a set of actions to accomplish something. For example, a procedure to fulfill the 

task “clean the floor” might include the sequence of actions “put water in bucket,” “put 

soap in bucket,” “wet the mop,” and “move mop over the floor.” PRS itself is defined in 

a domain-independent way and provides a powerful language to express and execute pro­

cedural knowledge. Agents in PRS have beliefs about the world and attempt to achieve 

goals in the context of their beliefs. They usually have several ways to achieve a goal and
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select randomly between the procedures that are applicable to the goal. Agents are also 

able to react to new events happening in the world, integrating event-driven and goal-driven 

behaviours.

Many procedural reasoning architectures, including the one we use, are based on the 

ideas introduced in PRS. They tend to share a similar high level operational design consist­

ing of four major data components. The original PRS has a Database with a representation 

of static and dynamic beliefs about the world, a set of Goals for the agent to achieve, a 

library of Acts (plans) containing procedural knowledge, and a representation of Intentions 

containing plans chosen for execution [Mye97]. Figure 4.1 shows the organization of the 

PRS architecture and how the different components interact. As we see in the figure, the 

central piece of the system is the Interpreter, which ties all the data components together in 

the execution loop.

Figure 4.2 shows the operation of the PRS interpreter loop. Changes in beliefs or goals 

cause the agent to consider the Acts in its library and intend one or more of them (selecting 

randomly). The agent may already have several Acts intended, so it selects one of them to 

execute. By default the agent selects randomly between its intended Acts, but it is possible 

to override this with a conflict resolution mechanism that orders intentions in some way (for 

example, according to importance). The conflict resolution mechanism in some PRS-style 

systems uses utility metrics to distinguish between goals and plans. It is also possible to 

build a conflict resolution mechanism called metalevel reasoning that uses Acts themselves 

as part of the reasoning process. We will see in Section 4.2.6 that the JAM architecture 

we extended for E-JAM takes advantage of both utility metrics and metalevel reasoning for 

its conflict resolution. The next action step in the selected intention is executed and may 

have some effect on the world, on beliefs or goals/sub-goals, or on existing intentions. At 

this point the process begins again, and continues until the agent achieves all of its goals 

or reaches some stopping condition. The short cycle of the interpreter loop allows PRS 

style agents to react quickly to changes in the world, update their beliefs, and decide on a 

different course of action.

The main strength of PRS style agents is their ability to use expert procedural knowl­

edge in a dynamic fashion. Systems of this kind differ from traditional planning systems 

because they do not have the ability to construct new plans on the fly. In other words, PRS 

requires the agent to be pre-loaded with a set of plans to achieve its goals, and the agent 

can select only from those plans. It is not a traditional planning system, but an architecture 

for executing pre-defined sequences of procedural knowledge to achieve goals. From this
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point of view, the procedural knowledge approach is both a strength and a limitation. We 

chose to explore emotional modelling in this type of framework so that we could research 

plan-based approaches to synthetic agents without building a procedural reasoning agent 

architecture from scratch.

Another key feature of PRS is the ability of agents to keep track of multiple goals and 

intentions. Through the use of a customized conflict resolution mechanism, an agent can 

prioritize its intentions and direct its attention to important goals. This permits the agent 

to balance deliberative and reactive behaviour by the setting of priorities. For example, a 

PRS style agent can deliberate over the best ways to mop floors and build furniture, but it 

can also react immediately to an alarm presented by the environment. This can be achieved 

by giving a high priority to intentions that respond to the alarm, causing the agent to stop 

working on its other tasks and respond to the problem. While such a conflict resolution 

mechanism is not present by default, it can be added to PRS. The next architecture we 

discuss has a utility-based mechanism that achieves a balance of deliberative and reactive 

behaviour.

4.2.2 JAM Overview

JAM [Hub99] is an intelligent architecture based on several agent theories and frameworks, 

the most prominent of which are the Belief-Desires-Intention (BDI) theory and PRS plan­

ning framework. JAM is implemented in Java, so it runs on any system with an available 

Java Virtual Machine. There are four main components which concern us when extending 

JAM for emotional modelling. JAM’s World Model (corresponding to the PRS Database) is 

a representation of the beliefs of an agent and is where all information external to the agent 

is stored. The Intention Structure is the model of the agent’s goals and current intentions 

and the Plan Library is the collection of plans the agent can use to achieve those goals. Ac­

tual operation of the system is accomplished by the Interpreter, which selects and executes 

agent plans, and the Observer, which is used for cyclical functionality.

4.2.3 Beliefs

The World Model available in JAM is a global data store that represents the current state of 

the agent’s world. Any type of information may be stored in the World Model. Each entry 

is a relation consisting of a base name and any number of parameters:

relation_name argument 1 argument2 . . .  argumentN;

60

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



P la n
Librar

W orld
M o d e l

JAM
A g e n t

Interpreter

sag'5=E S
T3oals,
Intentions,
■Execution

Execution

In ten tionO b s e r v e r

Actions, Sensing, 
Reasoning, etc.

Sensing results. 
Communication, 

etc.
Actuation and Communcation 

Actions, Sensing, etc.

E n v iro n m en t

Figure 4.3: The JAM architecture [Hub99]

Arguments may be integers, floating point numbers, strings, or Java objects. The order­

ing and data types of arguments are unconstrained by JAM. The system does not directly 

support uncertainty about beliefs, but such functionality could be added by including and 

reasoning about additional world model relations.

An initial world state is specified in the Plan Library in the FACTS section. Additions, 

updates, and deletions to/from the World Model can be made inside any plan structure, 

including the Observer. Using the World Model is the only direct way for the agent to 

manipulate and act on information about its world.

4.2.4 Goals

The behaviour of a JAM agent is driven by the goals that it is directed to achieve. Each 

JAM goal is specified by a goal type, a relation label corresponding to the goal’s name, any 

number of parameter arguments, and a utility value. Goals are stored in the agent’s Intention 

Structure, which has a list of goals and associated intention threads (sub-goal chains). They 

are also represented in the World Model and may be used by plans like any other belief.

JAM supports four goal types. ACHIEVE goals are the most commonly used type of 

goals. The agent considers plans with matching ACHIEVE specifications to satisfy the 

goal. In addition, the agent monitors the World Model continuously so that if the specified 

relation becomes satisfied, the goal is achieved and plan execution stops. QUERY goals 

have the same function as ACHIEVE goals, but allow the agent designer to be more ex-
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plicit about the purpose of the goal. For example, if an agent needs to find out the price of 

an item in a database, a goal specified as “QUERY price $item” is more natural and suc­

cinct to code than “ACHIEVE find-out price $item”. PERFORM goals behave similarly to 

ACHIEVE goals, except that the World Model is not checked for premature goal success. 

With PERFORM goals, a plan is always selected and executed to achieve the goal. MAIN­

TAIN goals function the same as ACHIEVE goals, except that a MAINTAIN goal is not 

removed from the goal list upon success. If the relation ever becomes unsatisfied, the agent 

must work again on the goal.

JAM defines two broad categories of goals: top-level goals and sub-goals. Top-level 

goals are usually specified in the GOALS section of the Plan Library. Goals added in this 

way can only contain constant parameters. Top-level goals can also be added by using the 

POST action within a plan. The POST action adds a single top-level goal (which can have 

variable parameters). In JAM, top-level goals are persistent. They remain on the agent’s 

goal list until they are satisfied or they are removed using the UNPOST action. Sub-goals, 

which are created during plan execution, are by default not persistent. If a sub-goal fails, it 

is treated as a failure of the action in the plan and is not re-tried. As sub-goals are created, 

they are added to the intention thread for the associated top level goal.

4.2.5 Plans

In order to accomplish its goals, a JAM agent requires a library of plans that can be applied 

to those goals. A JAM plan contains both metadata about the plan as well as a procedural 

“program” for the agent to execute. Plan metadata includes the target (a goal or data- 

driven conclusion), plan name and documentation, precondition and/or ongoing context 

constraints, plan utility, and general attributes concerning plan characteristics. The plan 

body gives the procedure for executing the plan as a sequence of actions. Further actions 

can be specified in optional effects (executed upon plan success) or failure sections.

JAM provides many built-in actions for use in plans, as well as a method to execute 

primitive functions written in Java code (either JAM-provided or user-defined). A number 

of procedural programming constructs (conditionals, loops, etc.) are provided. Other con­

trol structures include posting new goals, abandoning existing goals, and executing actions 

in parallel threads. Figure 4.4 shows an example plan that demonstrates many of the avail­

able actions. Plan actions execute in sequence (or according to control structure actions) 

until the end of the encoded procedure, at which point the plan succeeds. A plan can pre­

maturely succeed if the goal expression is satisfied during the execution of the plan. This
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PLAN: {
NAME: "Example plan"
DOCUMENTATION: "This is a nonsensical plan"
GOAL: ACHIEVE plan_example $distance;
ATTRIBUTES: "test 1 cpu-use 3.0";
PRECONDITION: (< $distance 50);
CONTEXT:

RETRIEVE task_complete $STATUS;
(== $STATUS F a l s e  ) ;

BODY:
QUERY determine_task $task;
FACT problem_solved $task $solved;
OR {

TEST (== $solved "YES");
WAIT user_notified;
RETRACT working_on_problem "True";

} f
TEST (== $solved "NO");
ACHIEVE problem_decomposed;
ATOMIC (

ASSERT working_on_problem "True";
MAINTAIN problem_decomposed;

};
ASSIGN $result ( * 3  5);

};
UPDATE (task_complete) (task_complete "True");

FAILURE:
UPDATE (plan_example_failed) (plan_example_failed "True"); 
EXECUTE print "Example failed. Bailing out"

EFFECTS:
UPDATE (task_complete) (task_complete Tru e ) ;

Figure 4.4: Example JAM plan showing many of the available actions [Hub99]
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means that the outside world can cause the plan to be rendered irrelevant, and the agent can 

recognize the achievement of the goal and stop working on it. If any action within a plan 

fails without an alternative control path to the completion of the plan procedure, the plan 

fails. The plan can also fail if the context constraint becomes invalid during execution.

4.2.6 System Operation

JAM agents operate through the Interpreter module. The Interpreter executes the following 

steps to produce agent behaviour:

1. Load goals, world state, and plans from the plan library file.

2. Repeat until all goals are achieved, or no goals remain:

(a) Execute the Observer procedure.

(b) Generate an Applicable Plan List (APL) for the Intention Structure.

(c) If the APL is non-empty, choose and intend a plan from the APL.

(d) Select an intended plan for execution.

(e) Execute one step of the selected plan.

The Observer procedure provides support for processing that occurs on every cycle, 

regardless of what the agent is doing. The procedure is specified in the Plan Library as a 

sequence of plan actions. Any processing may be done in the Observer procedure except for 

sub-goaling. For example, the Observer could be used to implement a simple physics model 

to provide a physical world simulation for the agent. It can also be used to synchronize the 

JAM World Model with data from external sources, such as a graphical environment.

An Applicable Plan List (APL) is generated on every cycle by the Interpreter. The APL 

consists of all plans that can be intended for the agent’s active goals (that do not already have 

a plan intended for them). Plans whose precondition or context constraints are not satisfied 

are not put on the APL. Thus the APL represents the set of all possible valid courses of 

action for the agent, given its current goals without intentions.

In step 2c of the Interpreter cycle, the agent must choose one plan from the APL to 

intend. Like PRS, JAM supports “metalevel” reasoning for plan selection, where the agent 

may have several ways to make the decision. Metalevel reasoning is achieved by writing 

plans in the Plan Library that target a special metalevel reasoning goal. These plans contain 

the same sort of operations as regular plans and compete on the same level with other 

plans when the agent makes decisions. Metalevel plans are used to select plans based
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Figure 4.5: Example JAM Intention Structure state [Hub99]

on any sort of reasoning desired by the scenario designer. For example, the agent might 

always select the applicable plan with the lowest cost attribute value. Metalevel reasoning 

allows for a good balance of deliberative versus reactive behaviour because metalevel plans 

(deliberation) execute like any other plan, but can be suspended in favour of another (more 

important) plan in reaction to the environment. For our system we use JAM’s default plan 

selection algorithm, where the agent sorts the APL by utility and selects randomly between 

the plans that share the highest utility. The agent intends the selected plan and places it with 

its associated goal in the Intention Structure. In other words, the agent makes a commitment 

to achieve the goal using the selected plan.

The next decision made in the Interpreter cycle is which plan to execute. There may 

be several goals with plans intended at the same time. JAM’s default algorithm selects the 

leaf-goal intention with the highest utility for execution. The utility of intentions further 

up the same intention thread are ignored for the purpose of intention selection. When the 

agent selects an intention for a different goal than the currently executing goal, the current 

goal is suspended. The state of the intention thread with the suspended goal is stored, and 

will be resumed from the same state when the agent selects it for execution. If the context 

conditions of any part of the resumed intention thread are invalid upon resumption, plan 

failure will occur at the point of failure. The failure may “bubble up” all or part of the way 

to the top level goal. Figure 4.5 shows an example JAM Intention Structure for an agent in
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the middle of execution.

After selecting a plan to execute, all that remains for the Interpreter to do is execute the 

next action in the body of the selected plan. If the action results in plan success or failure, 

then that is resolved at this time by atomically executing the plan’s success or failure effects 

section.

Plan 1

Subgoal 1 Plan 2

Plan 1

Plan 1 Subgoal 2

Plan 2

Plan 1

'Subgoal 1 Plan 2

Goal 1 Plan 2

Subgoal 2 Plan 1

Plan 2

Plan 1

Plan 3 Subgoal 1

Plan 2

Subgoal 2 Plan 1
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Figure 4.6: Graphical representation of an example JAM scenario. Ellipses represent goals 
and boxes represent plans.
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Figure 4.7: Graphical representation of agent behaviour in JAM. Ellipses represent goals 
and boxes represent plans. Edges from left to right indicate sub-goaling or plan selection. 
Bold edges and dotted edges from right to left indicate success and failure, respectively.

4.2.7 Example JAM  Trace

Figure 4.6 shows a graphical representation of a simple JAM scenario. Goals are shown 

as ellipses and available plans are represented by boxes. The agent here has one top level 

goal, “Goal 1,” which can be accomplished using any one of three plans. Each plan requires 

two sub-goals to be achieved by one of two plans each. However, each plan can only be 

attempted once. A similar version of this scenario is used as part of our experiments in a 

later chapter. Utility computations for the plans depend on utility variables defined in the 

plans and goals. These variables and computations will be discussed in the next chapter.

A graphical representation of the following annotated example trace is shown in Figure 

4.7. The output trace shows how the JAM architecture operates in a cyclic fashion by 

considering the utility of applicable plans, selecting and intending plans, and executing 

plan actions. Cycles where the agent executes plan steps with no interesting output have 

been omitted for brevity. The figure, which is generated automatically from an expanded 

version of the trace output, shows the behaviour of the agent in a simplified form. The 

flow of decisions made by the agent is represented by directed edges labelled with the cycle 

number shortly after the decision was made. Arrows from left to right indicate sub-goaling 

or plan selection, bold arrows from right to left indicate plan/goal success, and dotted arrows 

from right to left indicate plan/goal failure. For example, on cycle 10, the agent initiates 

“Subgoal 1” and selects “Plan 2” to achieve it, both indicated by regular arrows. On cycle
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15, the plan (and the goal) succeeds, indicated by a bold arrow, and the agent returns to the

higher level plan.

10
11
12
13
14
15
16
17
18
19
20 
21 
22 
23

JAM Parser Version 65 + 76i:
JAM definition parse successful.

Interpreter: starting cycle 0 
Interpreter: Deciding on a plan
Computing utility for plan 'Goal 1 

Original values: G = 0.50, P =
Plan 3' 
0.80, C = 0.80, N = 0.00

Final utility = -0.40 
Computing utility for plan 'Goal 1 

Original values: G = 0.50, P =
Plan 2' 
0.50, C = 0.50, N = 0.00

Final utility = -0.25 
Computing utility for plan 'Goal 1 

Original values: G = 0.50, P =
Plan 1' 
0.20, C li o to o N = 0.00

Final utility = -0.10 
Interpreter: Selected plan "Goal 1 Plan 1" from APL.
Interpreter: Executing the intention structure:
IntentionStructure: Executing goal goall 
AGENT: Goal 1 Plan 1

Interpreter: starting cycle 1 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

After loading the Plan Library, the Interpreter has a single goal for the agent, “Goal

1.” There are three applicable plans for the goal, and “Plan 1” is selected because it has 

the highest utility. The utility is computed from several variables for each plan, but the 

important value for plan selection is the final utility. Once the plan is selected, the Intention 

Structure starts to execute the plan.

24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40

Interpreter: starting cycle 10 
Interpreter: Deciding on a plan
Computing utility for plan 'Goal 1 Plan 1 Subgoal 1 Plan 2'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.10 

Computing utility for plan 'Goal 1 Plan 1 Subgoal 1 Plan 1'
Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.10 

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 1 Plan 2" from APL. 
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goallplanlsubgoall 
AGENT: Goal 1 Plan 1 Subgoal 1 Plan 2

Interpreter: starting cycle 11 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoall

After executing “Plan 1” for several cycles, the plan sub-goals to “Subgoal 1.” As be­

fore, the Interpreter decides between the applicable plans for the goal. Since both applicable 

plans have the same utility, -0.10, the agent randomly selects between them. The intended 

plan is then executed by the Intention Structure.

41
42
43

Interpreter: starting cycle 15 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure.
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44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60 
61 
62
63
64
65
66
67
68
69
70

On line 45 we see that the “Plan 1 Subgoal 1” succeeds. The agent returns to executing 

“Plan 1” for “Goal 1” and eventually comes to another sub-goal, “Subgoal 2.” Again, the 

utility values for each applicable plan for “Subgoal 2” are the same, so one is randomly 

selected and executed.
71
72
73
74
75
76
77
78
79
80 
81 
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97

As we can see on line 75, the agent experiences the failure of “Plan 2” for “Subgoal 2.” 

As part of the modified sub-goal semantics discussed in Section 4.2.8 , the agent returns
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Interpreter: starting cycle 32 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2 
EVENT: Plan failure: Goal 1 Plan 1 Subgoal 2 Plan 2

Interpreter: starting cycle 33 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

Interpreter: starting cycle 35 
Interpreter: Deciding on a plan
Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 1'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.10 

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 2 Plan 1" from APL. 
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goallplanlsubgoal2 
AGENT: Goal 1 Plan 1 Subgoal 2 Plan 1

Interpreter: starting cycle 36 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2

IntentionStructure: Executing goal goallplanlsubgoall 
EVENT: Goal success: goallplanlsubgoall

Interpreter: starting cycle 16 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

Interpreter: starting cycle 27 
Interpreter: Deciding on a plan
Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 2'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.10

Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 1'
Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.10

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 2 Plan 2 " from
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goallplanlsubgoal2 
AGENT: Goal 1 Plan 1 Subgoal 2 Plan 2

Interpreter: starting cycle 28 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2
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to the higher level “Plan 1” and tries to achieve “Subgoal 2” again. This time, the only 

applicable plan is “Plan 1” because it is only permitted to try each plan once. It selects the

98
99 

100 
101 
102
103
104
105
106
107
108
109
1 10  
111  
112
113
114
115
116
117
118
119
120

This time, the sub-goal succeeds and the agent returns to the higher level “Plan 1,” 

which also succeeds. The end result is that the agent achieves “Goal 1” and is finished its 

work.

4.2.8 Modifications to JAM

As part of our investigation and development of an emotional model component with JAM, 

we made several modifications and enhancements to the system. Each enhancement was 

made in such a way as to preserve the functionality of JAM while improving support for 

designing agents which have actions in response to internal (emotional) state and which 

compute all plan utilities as a function of internal (emotional) state.

We explored the possibility of connecting a 3D graphical world (ANIMUS) to the JAM 

architecture, using JAM as the “brain” of an agent that existed in the 3D world [TB03]. The 

default runtime behaviour of JAM is not suited to such a situation because it is instantiated 

with a single call and runs by itself until it finishes. We modified the runtime behaviour 

of JAM so that it was possible to run a single cycle at a time. When JAM runs from the 

command line, it executes in a loop as before. However, with our modification it is now 

possible to control or manage the progress of JAM agents from an external programmatic 

perspective. This gives us a finer grain of control for the purposes of integrating an emo­

tional model with JAM.
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plan and begins to execute it.

Interpreter: starting cycle 40 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2 
EVENT: Goal success: goallplanlsubgoal2

Interpreter: starting cycle 41 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

Interpreter: starting cycle 44 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall 
EVENT: Goal success: goall

Interpreter: starting cycle 4 5 
Interpreter: Deciding on a plan

JAM: All of the agent's top-level goals have been achieved! Returning...



A significant problem was discovered in JAM’s intention selection mechanism, which 

we were obliged to resolve. According to the design of JAM, the utility of intention stacks 

should correspond to the utility of the leaf (lowest level) intention on the stack. However, 

the implementation was using the utility of the top-level intention only. This results in 

incorrect behaviour with respect to the JAM documentation, even though it may be desirable 

for agents who are driven only by the importance of top level intentions. Additionally, this 

problem can lead (in rare cases) to a deadlock situation, causing the system to fall into an 

infinite loop condition. Our fix for the problem was simply to ensure JAM used the utility 

of the leaf intention in all cases. For example, consider the situation in Figure 4.5. The leaf 

utility for Intention Thread A is 10.9 and the leaf utility for Intention Thread D is 2.2, so 

the agent will select Thread A to execute. The utilities of Intention D (50.2) and D1 (23.6) 

are ignored because they are superseded by Intention D2.

Goal failure semantics in JAM are very different between top level goals (root desires) 

and sub-goals. When a plan fails for a top level goal, the Interpreter continues to try to 

achieve the goal by selecting another plan or the same plan again (any number of times). 

The sub-goal semantics, however, do not allow for repeated attempts at achieving a sub­

goal. If a plan for a sub-goal fails, JAM considers the sub-goal to have failed, and so the 

plan that created the sub-goal also fails. For synthetic agents emulating human behaviour, it 

may be more realistic for an agent to try more than one time to achieve a goal, but without 

repeating plans (too often) after they fail. For example, an agent might have a goal to clean 

the floor, and decides to try a plan to achieve the goal by using a vacuum cleaner. A step in 

the plan is be a sub-goal to get a vacuum cleaner; ways to achieve this could include looking 

for one, buying one, borrowing one from a friend, etc. By default, a JAM agent will try a 

single plan to get the vacuum cleaner; if the plan fails, the agent will consider its goal to get 

a vacuum cleaner a failure. However, we would expect a person in this situation to normally 

try more than one plan before eventually giving up. This type of semantic allows both for 

repeated attempts to achieve a sub-goal and for goal failure (since retries are limited).

Rather than modifying JAM itself to support our desired semantic, we decided to specify 

plan language structures that would achieve the semantic. Each plan has an associated 

World Model relation indicating whether or not it has been tried before. When the plan 

is executed, it updates the World Model relation to reflect that it has been tried. Top level 

goals are monitored by the Observer, and if all plans are tried (and all fail), the goal is 

removed and a goal failure event is noted. Sub-goals are no longer as simple as a single 

plan ACHIEVE action. In order to sub-goal, a plan must include a loop that repeatedly tries
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to ACHIEVE the sub-goal until success or all known plans have been tried. If all plans 

are tried and fail, sub-goal failure is noted. The number of times a plan can be tried is 

controlled simply by a number which can be agent-specific. More complicated semantics 

could be developed in a similar way, but we found that our simple “try each plan at most 

once” semantic resulted in reasonable behaviour.

4.3 Summary

In this chapter, we gave an overview of procedural reasoning systems and the specific ar­

chitecture that we used as the foundation for our synthetic agent system. The important 

features of procedural reasoning systems include the representation and use of expert pro­

cedural knowledge, multiple active intention threads, utility metrics for conflict resolution, 

and the balance of deliberative and reactive behaviour. PRS style agents can have many 

goals to pursue at one time and decide between a variety of plans to achieve their plans. 

The decision-making process can be simple or complex, but can be interrupted at any time 

to react to changes in the environment that are more important to the agent. This feature will 

prove crucial to the development of synthetic agents that can respond to an internal emo­

tional state with reactive behaviour that switches away from ongoing cognitive deliberation 

and execution.
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Chapter 5

E-JAM Architecture

5.1 Overview

This chapter deals with E-JAM, our extension to JAM that supports emotional modelling. 

We first present a high level perspective of the architecture, followed by details of the data 

structures and operation of the system.

As discussed in Chapter 3, we are focused on a single procedural reasoning agent that is 

given a set of goals to achieve in a simple world. The agent’s emotional state is controlled 

solely by goal and plan related properties and events. The events that concern the agent 

for emotional state purposes include plan/goal success, goal failure, and plan failure. For 

example, the failure of an important goal might cause the agent to feel distress. Properties 

of the agent’s goals and plans are used to update the agent’s hope and fear about its goals. 

For instance, if  the agent has several promising plans available to achieve a goal, it may feel 

hopeful about its prospect of success.

The emotional state of an agent in E-JAM influences its behaviour in two important 

ways. The first behavioural impact is on the utility metrics associated with plans and goals. 

In our framework, different emotions affect the utility computation in different ways. For 

example, a high level of distress might reduce the agent’s perception of the probability of 

success of plans, leading it to select a different plan than it normally would. Thus, an agent 

might solve a problem in a different way when it is “frustrated” as opposed to when it is 

“relaxed.” This means that emotional state affects how external goals assigned to the agent 

are achieved.

The second emotional influence on behaviour is that emotional states themselves cause 

the agent to create new goals for itself. These goals have the homeostatic purpose of return­

ing the agent to a neutral emotional state, and they compete with externally assigned goals 

for the agent’s attention. For example, an agent that is highly frustrated after repeatedly fail-
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ing a task may decide to go take a walk, call a friend, or do some other frustration-reducing 

behaviour. The high intensity of frustration triggers an internal goal to reduce the emotional 

state by “expressing” the emotion through other behaviours. This goal competes with the 

other goals the agent already has, so even though the agent might wish to take a walk, a 

previous goal might be so important that the agent decides to work on it instead. In E-JAM, 

the accomplishment of an internal, emotionally-motivated goal reduces the emotional state 

of the agent and also causes the agent to turn its attention back to an externally assigned 

task.

To support the creation of internal homeostasis goals, E-JAM distinguishes between 

cognitive plans (C-Plans) and emotional plans (E-Plans). C-Plans are associated with exter­

nal achievement or maintenance goals, as in the regular JAM architecture. E-Plans, on the 

other hand, are triggered by an extreme emotional state. Successful execution of E-Plans 

will reduce the emotional state of the agent and allow it to attend again to the externally 

assigned goals. Whether the agent is deciding between C-Plans or C-Plans and E-Plans, the 

utility of the plans is always affected by the agent’s active emotional state. This means two 

things: that selection of C-Plans is impacted by emotional state regardless of whether the 

emotions are intense enough to trigger E-Plans; and that the utility computations for both 

C-Plans and E-Plans are influenced by emotional state. We are not arguing that the creation 

of “E-Goals” and execution of E-plans is conscious or deliberate on the part of the agent, as 

“C-Goals” and C-Plans might be regarded. Rather, we chose to use the existing mechanics 

of the architecture to design and implement a new construct for controlling agent behaviour.

Figure 5.1 shows an overview of how JAM has been extended to become E-JAM. The 

main addition to the JAM architecture is the Emotion Module, which contains representa­

tions of agent personality, emotional state, and intention trees. Other changes to the system 

are indicated by italicized elements highlighted in grey. The Plan Library now contains 

E-Plans and C-Plans, and all plans in the library have extra attributes that are used by the 

Emotion Module. The Intention Structure gives the Emotion Module information about 

goals and plans for use in prospect appraisal. This information is used to set up an addi­

tional representation of intention trees that includes persistent sub-goals. We require this 

redundant data structure because JAM itself does not keep track of sub-goals when plans 

for them fail. The Intention Structure uses the Emotion Module for emotionally-influenced 

utility computations and maintains a representation of emotional homeostasis goals and in­

tentions just like other goals. The Interpreter informs the Emotion Module of goal and plan 

events for emotional appraisal, and the Emotion Module updates the World Model with a
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Plan Library
G o a ls m— ----------------------» World Model

E-JAM 
Agent interpreter

G o a ls ,  
In ten tio n s  
E x e c u tio n

E x e c u tio n

Intention StructureObserver

C -ln te n t io n s

Figure 5.1: The E-JAM architecture. Changes from JAM are indicated by italicized ele­
ments highlighted in grey.

representation of the agent’s emotional state for use at the plan level.

As in JAM, the Interpreter module is the main controller of the system. However, it 

calls into the Emotion Module at several key steps to trigger emotional appraisals and to 

compute plan utilities. The Interpreter executes the following steps to produce emotional 

agent behaviour. Differences from the JAM cycle are indicated with italics.

1. Load agent personality files.

(a) Initialize emotional state according to personality.

2. Load goals, world state, C-Plans, and E-Plans from the plan library file.

3. Repeat until all goals are achieved or deemed impossible (failed):

(a) Update the World Model with the current emotional state.

(b) Execute the Observer procedure, which determines i f  any goals have succeeded 

or failed.

(c) Generate an Applicable Plan List (APL) for the Intention Structure.

(d) Appraise goal prospects using the APL and update the World 

Model.
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(e) If the APL is non-empty, choose and intend a plan from the APL using the 

Emotion Module fo r  utility computations.

(f) Select an intended plan for execution using the Emotion Module fo r  utility com­

putations.

(g) Execute one step of the selected plan.

(h) I f  a goal or plan related event occurs, appraise the event.

The rest of the chapter will go into detail about the parts of the E-JAM architecture and 

the steps in the system cycle. Agent personality is represented in a fairly straightforward 

way, mainly using activation thresholds on emotion types to differentiate characters from 

one another. We initialize the starting values of emotions with values specified in the agent’s 

personality file. E-JAM supports two main groups of emotions drawn from the OCC model, 

the Well-being emotions and the Prospect-based emotions. We organize the agent’s emo­

tions as pairs of opposites (for example, joy/distress). Next, we give the details of C-Plans 

and E-Plans before discussing emotional appraisal and behavioural influence. Emotional 

state is updated in two ways, from appraisals of events and from appraisals of prospects. 

While prospect appraisal happens every cycle, event appraisal only needs to happen when­

ever an event occurs. We describe in detail how emotions influence behaviour by affecting 

utility computations and by generating new internal homeostasis goals for E-Plans. Finally, 

we give an example trace from E-JAM that shows how all the pieces work together.

5.2 Definitions

Before we proceed further, several important concepts must be defined. The terminology of 

these definitions is mainly derived from existing research in the field, but we have created 

some new terms as well. The definitions of some existing terms have been narrowed in 

scope to fit the focus of our research.

In E-JAM, we consider only events related to goals and plans. Thus, an event is either a 

goal/plan success, goal failure, or plan failure. In JAM, when a plan succeeds, its associated 

goal also succeeds, so it is considered a single success event. Goal/plan success events can 

apply to either top level goals or sub-goals. A plan failure event occurs when a plan for a 

top level goal or for a sub-goal fails. This event is distinguished from goal failure, because 

an agent can often try another plan to achieve a goal. When an agent has no applicable 

plans left for a goal, a goal failure event occurs. This event can occur after an agent has
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exhausted all known plans, or if the world state changes so that previously applicable plans 

become unavailable due to unsatisfied prerequisites.

The OCC model makes reference to desirable and undesirable events. In E-JAM, we 

assume the agent desires to achieve all of its goals. Therefore, desirable events include 

goal/plan success events, and undesirable events include goal failure events and plan failure 

events. Another property of events is whether they are expected, or prospected, by the 

agent. In E-JAM we consider an event to be expected or prospected if the agent has strong 

emotions of hope or fear for the associated goal or plan. If the agent does not have strong 

hope or fear, the event is considered unexpected. This definition follows from the idea that 

if the agent does not have a strong belief about whether the goal or plan is likely to either 

succeed or fail, the actual end result will be unexpected. The status of an event can be either 

unconfirmed, confirmed, or disconfirmed. In E-JAM, all unconfirmed events are those which 

have not yet happened. Confirmed and disconfirmed events have either happened or “not 

happened,” respectively, with absolute certainty. For example, when a plan is executing, its 

success or failure are both unconfirmed events. If the plan fails, its failure is confirmed and 

its success is disconfirmed.

Emotion types are defined in E-JAM the same way as in the OCC model. An emotion 

type is a representation of a kind of emotion, encompassing differences in intensity and 

subtle variations. For example, the emotion type “joy” subsumes the ideas of happiness, 

contentedness, ecstasy, etc. In E-JAM, emotion types are paired together by opposites to 

form emotion dimensions. An emotion dimension either has a single valenced emotion type, 

or two opposite valenced (positive and negative) emotion types. For example, the emotion 

dimension “hope/fear” has the positive emotion type hope and the negative emotion type 

fear. The actual emotional state of an agent contains instances of emotion dimensions, or 

emotion instances. An emotion instance has a numeric value which leads to an intensity 

depending on the value and the agent’s personality. When an emotion instance’s intensity 

is non-zero, we say the emotion instance is active. Emotion instances contain a valenced 

emotion component for each emotion type in the emotion dimension. We often refer to these 

components (in context) simply as emotions. For example, a hope/fear emotion instance has 

a positive component for hope (a hope emotion) and a negative component for fear (a fear 

emotion).

Most emotion instances are considered global and can have an influence on the utility 

computations for all the agent’s goals. Hope/fear emotion instances, however, influence the 

utility computations only for a single goal. These are called local emotion instances. We
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discuss how local and global emotion instances are stored in Section 5.5.

The concept of utility is very important in E-JAM. The agent uses utility, a measure 

of the usefulness of a plan, to decide between different plans for intention and execution. 

In E-JAM we use four components or variables to determine utility: goal value, which is 

the importance of a goal to the agent; probability o f success, which is the likelihood of a 

plan achieving its goal; cost, the amount of effort required by a plan; and noise, a random 

variable in the computation.

Original utility variables are specified by the scenario designer or are randomly gen­

erated, and the influence of emotional state leads to the computation of perceived utility 

variables. This distinction is very important for the discussion of emotional influence on 

utility.

5.3 Agent Personality

All E-JAM agents have a personality which influences both how their emotions are gener­

ated and how emotional state influences their behaviour. The personality is specified by the 

researcher and loaded by the system to set up the agent. In an effort to simplify the agent 

creation process, we provide a basic personality setup that includes default parameters based 

on the OCC model and other research, including emotional modelling research and psycho­

logical studies. When using these reasonable defaults, the main differences between agents 

become parameters for the initial emotional state and for activation thresholds. We follow 

this style of personality definition for our own experiments, discussed in later chapters.

Most personality parameters in our model apply to particular emotion dimensions. Fig­

ure 5.2 shows an example emotion dimension for “joy/distress” that is filled in with person­

ality parameters. The joy/distress emotion dimension includes several personality param­

eters, along with a positive emotion type “joy” and negative emotion type “distress,” each 

with their own set of different personality parameters.

The initial emotional state of an agent is set up in its personality definition by speci­

fying an initial value for each emotion dimension. When starting the system, the agent’s 

emotional state is loaded with these initial values and immediately begins to influence be­

haviour. Activation thresholds are the most important part of the personality specification. 

A threshold can be seen as the “breaking point” for the agent with respect to a particular 

emotion type. When the value of an emotion instance is below the threshold, the emotion 

instance has zero intensity and does not have influence on the behaviour of the agent (in
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Name: joy/distress

SuccessFactor: 1.0 GoalValueFactor: 1.0

GoalFailureFactor: -1.0 CostFactor: 0.0

PlanFailureFactor: 0.0 ProbabilityFactor: 1.0

Antirequisite: hope/fear PrereqFactor: 0.0

Prerequisite: none

Appraisal
Factors

Positive Emotion Type Negative Emotion Type

Name: joy 

Threshold: 0.3 

GoalValuelmpact: 1.0 

Costlmpact: 0.0 

Probabilitylmpact: 1.0 

Noiselmpact: 0.0

Name: distress 

Threshold: 0.2

GoalValuelmpact: -1.0 

Costlmpact: 0.0 

Probabilitylmpact: 0.0 

Noiselmpact: 1.0

Emotion
Impacts

Figure 5.2: Emotion dimension data structure for joy/distress

terms of either utility or E-Plans). When the value is above the threshold, the emotion 

instance has non-zero intensity and affects behaviour by influencing utility and triggering 

E-Plans. Activation thresholds are a way to control the sensitivity of agents to particular 

emotions. For example, a “happy-go-lucky” agent might have a low threshold for joy, caus­

ing any small success to produce non-zero intensity for joy. On the other hand, a “grumpy” 

agent might have a high threshold for joy, requiring a number of success events to influence 

its utility computation using joy or to trigger a joy-related E-Plan. Figure 5.2 shows an 

example with a threshold of 0.3 for joy and a threshold of 0.2 for distress. In this example, 

the joy/distress emotion dimension is active when its value is greater than 0.3 or when its 

value is less than -0 .2 .

The other personality parameters are defined in the basic personality setup, but can be 

overridden by any particular agent personality specification. Each emotion dimension has 

parameters called appraisal factors that determine how events affect the emotional state of 

the agent. Appraisal factors can pertain to the events of goal/plan success, goal failure, or 

plan failure. For example, the value of joy/distress is increased on goal/plan success and 

decreased on goal failure. This effect is achieved by setting the goal/plan success factor to

1.0 and the goal failure factor to -1.0 (see Figure 5.2, top). Appraisal factors can have any 

real value, but we use only values of -1.0,0.0, and 1.0 in our basic personality setup. We do 

this for simplicity and because the basic personality setup uses appraisal factors that result
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Variable Increased By Decreased By
Goal Value hope fear

joy distress
Probability joy fears-confirmed
of Success satisfaction

relief
Cost disappointment frustration
Noise distress

frustration
satisfaction

Table 5.1: Summary of emotional impacts on utility variables

in emotion appraisal similar to the OCC model.

Our personality model includes another set of appraisal factors which have similar char­

acteristics to intensity variables in the OCC model. These appraisal factors determine how 

the contextual details of an event are used in emotional appraisal. For example, the higher 

the value of a goal that succeeds or fails, the higher the change in value of joy/distress on 

appraisal of the success or failure event. Prerequisite and anti-requisite factors are used to 

specify whether the emotion dimension requires another emotion dimension to be active for 

appraisal to occur. For example, joy/distress cannot occur when hope/fear is active (see Fig­

ure 5.2, top), but satisfaction/disappointment requires hope/fear to be active for its appraisal 

to happen. Again, appraisal factors can have any numeric value, but our basic personality 

setup uses values that follow the appraisal specification of the OCC model. Section 5.7 

gives details of the emotion appraisal process and how these parameters come into play.

Emotion impacts are personality parameters which determine how active emotion in­

stances influence the behaviour of the agent (see Figure 5.2, bottom). Each emotion type 

has emotion impact parameters that affect how the agent perceives utility variables such as 

goal value, plan cost, plan probability of success, and noise. For example, a joyful agent 

might perceive goal value and probability of success variables as higher than they really 

are. The original values of the utility variables are not changed, just the agent’s perception 

of them. Section 5.8 describes in detail how the utility variables are affected by emotion 

impacts.

While the OCC model thoroughly specifies how emotions are generated (providing rea­

sonable defaults for appraisal factors and variables), it is silent on the topic of emotional 

influence on behaviour. For the emotion impacts in our basic personality setup, we drew 

from a number of other sources in emotion research. Each source is noted along with the 

emotion dimensions in the following section. However, we did not find prior research to
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suggest the default settings for some of the emotion impact parameters. In these cases, we 

determined a reasonable setting for a plausible neutral agent. Table 5.1 summarizes the 

emotion impacts defined in our basic personality setup. Note, however, that an agent de­

signer can define qualitatively different agents by changing which emotions impact which 

utility components (and by how much).

The last set of personality parameters are those for controlling the noise utility variable. 

Noise is generated as part of the utility computation in E-JAM, and is included because it 

is part of the A c t - r  utility equation. The available noise parameters are mean and variance 

for Gaussian noise. These parameters affect all utility computations and are not associated 

with any particular emotion dimension.

5.4 Emotion Dimensions

Since our research focuses on single cognitive agents with event-driven behaviour, we 

model a subset of emotions from the OCC model including the Well-being emotions and 

the Prospect-based emotions. The OCC model does not include frustration, but we model 

it here as a separate emotion type. This section describes how we organized the emotion 

types into emotion dimensions and gives some details about the basic personality setup for 

the emotion dimensions.

In this section we refer to “hoped-for” and “feared-for” goals. A hoped-for goal is a 

goal which has an associated active hope/fear emotion dimension with a positive intensity. 

The event associated with the “hope” is the success of the goal. A feared-for goal is a goal 

which has an associated active hope/fear emotion dimension with a negative intensity. The 

event associated with the “fear” is the failure of the goal.

5.4.1 W ell-being Emotions

The Well-being emotions consist of two emotion types, “joy” and “distress.” These emo­

tion types are opposite to one another on an intuitive level. A consideration of their def­

initions in the OCC model also justifies their placement in the same emotion dimension. 

The joy/distress emotion dimension is affected by goal success and goal failure events. To 

distinguish the Well-being emotions from the Prospect-based emotions in our model, they 

are only affected when the events are not associated with a hoped-for or feared-for goal. 

This distinction gives the Well-being emotions an element of surprise or unexpectedness. 

In our model we view the Well-being emotions as having minimal distinction from the 

vague ideas of “positive” and “negative” emotions. Their effects on behaviour tend to be
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hope/fear status
Event

Goal Success Goal Failure
hoped-for goal 
feared-for goal

satisfaction
relief

disappointment
fears-confirmed

Table 5.2: Appraisal of E-JAM Prospect-based emotions

broad and excessive. Joy is a somewhat “raw” positive emotion that causes the agent to 

overestimate probability of success [NITD96]. Nygren showed that subjects with positive 

affect (activated by an unexpected reward) overestimated probability of success. Joy also 

causes agents to be more motivated to pursue their goals [BelOl]. Ddistress is an unrefined 

negative emotion that causes a lack of motivation, as well as erratic and poorly justifiable 

behaviour on the part of the agent [BelOl]. The translation of these effects into emotion 

impacts is that joy increases goal value and probability of success for all goals, and distress 

decreases goal value and increases noise for all goals (see Table 5.1).

5.4.2 Prospect-based Emotions

As the name suggests, Prospect-based emotions are predicated on specific future events 

and their expected outcomes. In this category, there are six emotion types organized into 

three emotion dimensions. The most important emotion dimension for this category is 

hope/fear. This emotion dimension is different from all the others because the agent can 

have multiple instances of it, one for each current goal. Additionally, the value of hope/fear 

emotion instances is not determined by appraisal of events, but by a separate appraisal 

process for prospected events. By definition, hope/fear is associated with unconfirmed 

prospective events. In E-JAM we can determine the probability that a goal will succeed 

or fail depending on the probability of success of each of the available plans for the goal. 

When a goal appears likely to succeed, hope/fear for that goal is increased. We assume that 

a hopeful agent wants to keep working on a particular goal to see it succeed. When a goal 

appears likely to fail, hope/fear for that goal is decreased. We assume that a fearful agent 

would lose motivation to pursue this goal if it seems unlikely to succeed.

The impact on utility metrics by hope/fear is summarized in Table 5.1. The perceived 

goal value for the associated goal is increased by hope and decreased by fear. For example, 

if an agent has several promising plans to achieve a goal, he will have hope for the goal and 

be more likely to work on it (due to the increased goal value). However, if plans for the 

goal become inapplicable or fail, his hope will decrease and perhaps turn into fear.

The other Prospect-based emotion dimensions are relief/fears-confirmed and satisfac-
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tion/disappointment. One may recall that these Prospect-based emotion types were orga­

nized differently in the OCC model. That model grouped the emotion types by confirmation 

or disconfirmation of a prospected event, while we group the emotion types by whether the 

associated goal is hoped-for or feared-for. Table 5.2 summarizes the organization of E-JAM 

Prospect-based emotions for appraisal purposes. The positive emotion in each emotion di­

mension corresponds to goal success, while the negative emotion corresponds to goal fail­

ure. At the appraisal of any given event, the associated goal can be hoped-for or feared-for, 

making it clear which emotion dimension and emotion type is involved. For example, if an 

agent has hope that he will achieve his goal to get money, he will experience disappointment 

if his goal fails. However, if  his goal succeeds, he will experience satisfaction.

The default impacts on utility of the emotion dimensions relief/fears-confirmed and 

satisfaction/disappointment are meant to reflect a default reaction. We could not locate a 

reliable source detailing the effects of these emotions on behaviour. As shown in Table 5.1, 

a satisfied agent is more confident about its ability to achieve other goals because it had 

hope for a goal that succeeded. The agent perceives increased probability and decreased 

noise. A disappointed agent had hope for a goal but it failed despite all attempts. The 

agent will still want to pursue other goals, but with more concern about the cost of plans. 

The impact of relief is to increase the perception of probability of success because the 

agent’s fears appear unwarranted. The fears-confirmed emotion leads the agent to behave 

pessimistically, decreasing the perception of probability of success, because its fears were 

correctly surmised.

5.4.3 Frustration

The idea of frustration as an emotion type is fairly common in the literature [Rei96, BelOl, 

Hud04]. It is not present in the OCC model because it does not relate directly to goal success 

or failure. Frustration arises when an agent’s plan fails, even though the goal may still be 

achieved (by trying again, or by trying a different plan). Reilly implemented frustration in 

his architecture as a separate emotion type [Rei96], and here we do the same. The frustration 

emotion dimension contains the frustration emotion type as its negative component. The 

intensity of frustration in our model depends upon the importance of the associated goal and 

the cost of the associated plan. The more important the goal and the more costly the plan, 

the greater the frustration experienced when plans for the goal fail. When a goal succeeds, 

frustration is decreased. Frustration affects the utility computations for all of the agents’ 

plans by decreasing perceived cost and increasing the noise factor (see Table 5.1). Cost is
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Type: joy/distress 

Value: -0.5 

Intensity: -0.38

Positive Emotion Negative Emotion

Type: joy Type: distress

Value: 0.0 Value: 0.5

Intensity: 0.0 Intensity: 0.38

Figure 5.3: Emotion instance data structure for joy/distress

decreased because the agent becomes more willing to take risks just to achieve the goal, 

and noise is increased to simulate the effects of stress [SJW+02].

5.5 Emotional State

The emotional state of an E-JAM agent is represented by a number of emotion instances. 

An agent has one instance each of global emotion dimensions and one instance for each goal 

of local emotion dimensions. In practice this means that an agent has one instance each of 

joy/distress, satisfaction/disappointment, relief/fears-confirmed, and frustration. For each 

goal, there is an associated hope/fear emotion instance.

Figure 5.3 shows an emotion instance data structure for joy/distress. Each emotion 

instance contains a value between -1 .0  and 1 .0 , corresponding to a value between 0 . 0  and

1.0 for either the positive or negative emotion in the emotion instance. When the value is 

less than zero, then the negative emotion instance has a value corresponding to the emotion 

dimension value. Similarly, when the emotion dimension’s value is greater than zero, then 

the positive emotion instance has a value defined by the emotion dimension value. This 

property ensures that both the positive and negative emotions cannot be active at the same 

time. For example, Figure 5.3 shows a value of -0.5 for the emotion instance, corresponding 

to a value of 0.5 for the negative distress emotion. The positive joy emotion must have a 

value of 0.0. Similarly, each emotion instance has an intensity which is calculated from the 

value and the personality activation thresholds defined for the emotion types in question (see 

Equation 5.1, below). The distress emotion in the example figure has an intensity of 0.38, 

so the joy/distress emotion instance has an overall intensity of -0.38. Again, the positive
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Intensity Range Granular Scale World Model Integer 
[— 1 ,— 0.66) high negative —3
[—0.66, —0.33) medium negative —2
[—0.33,0) low negative —1
0  inactive 0

(0,0.33] low positive 1
(0.33,0.66] medium positive 2
(0.66,1] high positive 3

Table 5.3: World Model representation of intensity

joy emotion must have an intensity of 0 . 0  because it is the opposite of distress.

An emotion instance is active if the value of one of its emotions is greater than the 

activation threshold of its associated emotion type. In other words, an emotion instance 

is active if it has non-zero intensity. We compute the intensity for an emotion e is by the 

following equation.

f  e-Tâ T h r ^ enihH°ld if e - Value >  e. Threshold e. Intensity  =  < 1 0 -e . Threshold ( 5 1 )
I 0 . 0  otherwise

With this equation, intensity for an emotion ranges from 0.0 to 1.0, no matter what 

the activation threshold. When a valenced component of an emotion instance has non­

zero intensity, the emotion instance has intensity of the same magnitude and valence. For 

example, if  joy (the positive component) has intensity 0.5, then joy/distress has intensity 

0.5. If distress (the negative component) has intensity 0.4, then joy/distress has intensity 

-0.4. The intensity for an emotion instance ranges from -1.0 to 1.0. As we shall see in 

Section 5.8, only active emotions can impact the utility computations or trigger E-Plans.

In E-JAM plans, it is useful to have a more coarse-grained scale for emotion instance 

intensities than floating point numbers from 0.0 to 1.0. We represent emotion instance 

intensities on a valenced granular scale of “inactive,” “low,” “medium,” and “high.” We 

write an integer form of the scale to the E-JAM world model as a representation of the 

emotional state of the agent. The integer form of the scale provides ease of comparison 

in E-JAM plans and conditionals. Table 5.3 shows how emotion instance intensities are 

converted to E-JAM world model entries. For example, the emotion instance shown in 

Figure 5.3 would have a world model entry of -2, representing “medium negative,” because 

it has an intensity of -0.38.
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PLAN: {
NAME: "use_toothbrush"
GOAL: ACHIEVE clean_floor;
ATTRIBUTES: "Type C Cost 0.5 Prob 0.8"
PRECONDITION:

FACT tried "use_toothbrush" 0;
BODY:

EXECUTE println "He could not see a toothbrush nearby.";
EXECUTE recordSubgoal;
ACHIEVE have "toothbrush" :UTILITY 0.5;
EXECUTE println "He scrubbed the floor with the toothbrush 11 .

EFFECTS:
UPDATE (tried "use_toothbrush" 0) (tried "use_toothbrush" 1);
EXECUTE println "Finally the floor was clean and shiny.";

FAILURE:
UPDATE (tried "use_toothbrush" 0) (tried "use_toothbrush" l);
EXECUTE println "Without a toothbrush, he failed his task.

)
ii .t

Figure 5.4: Example C-Plan to clean the floor

5.6 Goals and Plans

Before we discuss how emotional state is generated and how it influences agent behaviour 

by affecting utility and triggering E-Plans, we must provide some details about how goals 

and plans are represented in E-JAM. The researcher defines the external achievement or 

maintenance goals for the agent, along with initial world state and a set of plans, in a 

plan library file. In E-JAM, goals and plans have additional attributes and restrictions that 

are not present in JAM. Any plan can have precondition or context requirements, including 

conditions on emotional state. As mentioned previously, a representation of emotional state 

is posted to the World Model for implementation simplicity.

Figure 5.4 shows a simple example C-Plan for an agent to achieve the goal of cleaning 

the floor by using a toothbrush. The type of plan is given in the attributes section. The 

plan is associated with a World Model entry t r i e d  which the precondition section checks 

to ensure that the plan is only attempted once. When the plan succeeds or fails, the World 

Model entry is updated to indicate that the plan has been attempted. The C-Plan has a single 

sub-goal, where the agent must acquire a toothbrush using some other C-Plan.

Goals assigned to the agent have a direct utility defined in JAM, which is interpreted 

by E-JAM as the value of the goal. The final utility computation requires other variables 

which are defined on each plan. All plans have pre-set utility attributes for cost and prob­

ability of success. These utility attributes are subject to modification during the episode as 

a function of emotional state. Cost and probability of success are specified with attribute 

values between 0.0 and 1.0. The plan in Figure 5.4 has “Cost 0.5 Prob 0.8,” indicating that
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PLAN: {
NAME: "dance"
GOAL: ACHIEVE InternalState "homeostasis" "satisfied"; 
ATTRIBUTES: "Type E Prob 0.5 Cost 0.2 

onsuccess joy -0.4 frustration -0.1 
onfail frustration 0.2"

PRECONDITION:
FACT InternalState 11 joy/distress" $joyintensity;
(> $ joyintensity 1);

BODY:
EXECUTE println "He began to dance happily.";
EXECUTE random $fail;
TEST (< $fail 0.5);

EFFECTS:
EXECUTE println "After a few minutes the jig was up."; 

FAILURE:
EXECUTE println "He lost his footing and fell down."

}

Figure 5.5: Example E-Plan to dance for joy

it involves a medium cost and a high probability of success.

E-JAM agents make use of two kinds of plans: C-Plans and E-Plans. C-Plans are 

cognitive plans that primarily affect the external world. They can have any kind of goal 

and can become applicable by the usual JAM rules. E-Plans are emotional plans that are 

modelled on the principle of homeostasis. E-Plans are activated when the agent’s emotional 

state is active, and primarily act to reduce the emotional state. The type of plan is specified 

with an attribute pair “Type C” for C-Plans or “Type E” for E-Plans. Figure 5.5 shows an 

example E-Plan for dancing when the agent is joyful. The E-Plan has a precondition that 

the intensity of joy/distress must be greater than 1 (a World Model value representing “low 

positive” intensity). This particular E-Plan simply succeeds or fails randomly. In general, 

E-Plans can be as complicated or as simple as the scenario designer wishes.

In E-JAM we have implemented E-Plans as regular JAM plans with a fixed goal and 

extended attributes. Every agent that supports E-Plans must define a special top level goal 

for maintaining homeostasis. This goal is represented in the world model by the statement:

MAINTAIN InternalState "homeostasis" "satisfied";

The world model relation InternalState "homeostasis" is updated on every cy­

cle by the emotion module, and becomes “unsatisfied” whenever any global emotion in­

stance is active. At that point, the MAINTAIN goal becomes a concern to the agent, and it 

must intend a plan to achieve it. Essentially, it does something to dissipate or express the 

emotion so that a “neutral” state is maintained. The only applicable plans for the goal are 

E-Plans, which must have the following goal:
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ACHIEVE InternalState "homeostasis" "satisfied"

E-Plans whose preconditions are satisfied become available for the agent to intend and 

execute in order to achieve the MAINTAIN goal. The goal does not have any fixed value 

because the value of individual E-Plans is computed instead, as we discuss in Section 5.8. 

The value of an E-Plan depends on the emotional state of the agent and the success effects 

of the plan.

E-Plans have additional attributes for emotional effects that determine how the agent’s 

emotional state will be impacted by the plan’s success or failure. For example, the E-Plan in 

Figure 5.5 has an onsuccess attribute that indicates it decreases joy and frustration when it 

succeeds. The E-Plan also has an onfail attribute that indicates it increases frustration when 

it fails. The success effects of an E-Plan are also used to compute the value of an E-Plan 

for the purpose of determining its utility. We discuss these elements in more detail in the 

following sections. E-Plans, like any other plans, may have preconditions and/or context 

requirements. We typically use preconditions with E-Plans to target them to particular 

emotional states. The E-Plan in Figure 5.5, for example, requires that the agent have at 

least a medium positive intensity for the joy/distress emotion instance.

5.7 Emotion Appraisal

Emotion appraisal is the process where the emotional state of the agent is updated in re­

sponse to events or other changes. In E-JAM, emotion appraisal is divided into two parts. 

The Well-being, Frustration, and Prospect-based Confirmation and Disconfirmation emo­

tion instances in our model are updated only when events occur in the world. These emo­

tions are updated in the event appraisal process, which runs on any cycle where an event 

occurs. The Prospect-based hope/fear emotion instances, however, are not updated directly 

in response to events. Hope and fear depend on the probability of success of goals, which 

we re-compute in the prospect appraisal process from the probability of success of avail­

able plans. When the probability of success for a goal changes significantly, we update the 

hope/fear emotion instance associated with that goal. The prospect appraisal process runs 

on every E-JAM cycle.

5.7.1 Prospect Appraisal

The hope/fear emotion dimensions are directly influenced by the probability of success of 

associated goals. In order to appraise hope/fear, we therefore need a way to compute the
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probability of success of a goal. In E-JAM there is no direct number we can reference 

for this probability. However, the probability of success of each plan is specified in its 

attributes. By considering the available plans for a goal, we can compute an estimate for its 

probability of success, given a few assumptions.

The first assumption we make for computing probability of success for a goal is that 

each plan may only be attempted once. If plans may be attempted an unlimited number 

of times, it is easy to show that the probability of success for the goal is always 1.0. In 

our scenarios we define single-attempt plans so that agents do not behave in a repetitive 

manner. We also make the assumption that plans are independent from one another. It is 

easy to break this assumption in a scenario, for example by making all plans involve the 

same critical step. However, it does not require unreasonable effort to avoid a great deal of 

dependence when designing a scenario.

Algorithm 1 Prospect Appraisal 
Require: List of goals
Require: Applicable Plan Lists for each goal: po ,p i, ...,p n ~ i
Ensure: All hope/fear emotion instances are updated based on status of goals, previous 

emotional state, and available plans, 
for g 6  Goals do

p , < =  i  -  n S 1 ( i  -  p m )

e <=■ hope/fear emotion instance associated with g 
if g. L astP  ^  Pg then 

e. Value <f= e. V alue+ (Pg — g. L astP ) • (1.0 +  g. Value) 
g. LastP  •<= Pg 

end if 
end for

The estimated probability of success for all goals is updated on every cycle. If a change 

occurs in the probability of success for a goal, the associated hope/fear emotion instance is 

updated. Algorithm 1 specifies the computation of goal probability of success, as well as 

the emotion value update computation. To compute the probability of success for a goal, 

Pg, we simply compute the probability that all the available plans for g will fail, and take 

its complement. We then check to see if Pg is different from the computation of Pg in the 

previous cycle (LastP). Initially the LastP variable is set to 0.5 for all goals. We update the 

value of the goal’s associated hope/fear emotion instance using the change in probability of 

success and the goal value. The result of the algorithm is that the probability of success for 

each goal is up to date, and the values of hope/fear emotion instances reflect any changes 

since the last E-JAM cycle.
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Symbol Variable
G
C
P

Goal Value 
Plan Cost
Plan Probability of success
Intensity of prerequisite emotion instance7r

Symbol Personality Factor
f s Success Factor
f gf  Goal Failure Factor
f pf  Plan Failure Factor
f a  Goal Value Factor
f c  Cost Factor
f p  Probability Factor
/*  Prerequisite Factor

Table 5.4: Symbols used in Event Appraisal

5.7.2 Event Appraisal

All of the other emotion instances in E-JAM are updated in response to events in the world. 

The amount of change in the value of an emotion instance is determined by different factors 

depending on agent personality, the type of event, whether we are evaluating an E-Plan or 

C-Plan, and whether the emotion instance has a hope/fear prerequisite, anti-requisite, or 

neither.

Algorithm 2 Event Appraisal (C-Plans)
Require: Goal g related to event of success, goal failure, or plan failure 
Require: List of global emotion instances
Ensure: Global emotion instances are updated based on status of goals, agent personality, 

and previous emotional state, 
for e € global emotion instances do

e. Value <= e. Value +  EventEffect(g, e) 
if e. Value <  —1.0 then 

e. Value =  —1.0 
else if e. Value > 1 .0  then 

e. Value = 1 .0

Events relating to C-Plans are appraised differently in E-JAM from events relating to 

E-Plans. We first discuss the appraisal process for C-Plans. Algorithm 2 specifies the event 

appraisal process for C-Plans. When an event occurs, the global emotion instances are 

updated according to the effect of the event on each individual emotion instance. We limit 

the range of emotion instance values to the interval [-1.0, 1.0]. For readability, we have

end if 
end for
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separated out the definition of the EventEffect function. EventEffect(g, e) is the amount of 

change that is made to the value of an emotion instance e in response to an event relating

to goal g. The following equations define how EventEffect is computed. Table 5.4 lists the

variables and personality factors used in the computations. The symbols correspond to the 

personality factors defined for each emotion dimension, such as the one in Figure 5.2.

EventEffect(5 , e) is computed by taking the product of E(g,  e) and the personality fac­

tor that is relevant to the event. E(g,  e) represents the emotional effect of the event on the 

emotion instance e. It consists of the normalized sum of each intensity variable associated 

with the plan/goal multiplied with the respective personality factor. For instance, the goal 

value G  is multiplied with the personality factor fo-  In this way we capture the linear effect 

of utility variables given a personality setting. Suppose the personality factor f a  is set to 

1.0. Then a larger goal value results in a larger effect on the emotion. Likewise, when f a  is 

set to -1.0, a larger goal value results in a smaller effect on the emotion. The combination 

of all the variables in this way gives a representation of the emotional effect of the event. 

With the following equations for EventEffect(</, e) and E(g,  e) we can support the set of 

emotion dimensions that we use in our model.

{ f s ■ E(g,  e) if the goal succeeded
f gf  ■ E(g,  e) if the goal failed (5.2)

f pf  • E(g,  e) if the plan failed

We compute E(g, e )  differently depending on whether the emotion instance has a pre­

requisite or anti-requisite for hope/fear, and whether the hope/fear emotion instance asso­

ciated with the event’s goal is active or not. If an emotion instance has a hope/fear anti­

requisite and hope/fear is active, or the emotion instance has a hope/fear prerequisite and 

hope/fear is inactive, then E ( g , e) =  0 because the conditions for updating the emotion 

instance have not been met.

If the emotion instance has neither a hope/fear prerequisite nor anti-requisite, then 

hope/fear does not influence the computation of E(g,  e). In this case, we compute E(g,  e) 

by the following equation:

( /g  ■ G)  +  ( f c  ■ C) +  (Jp ■ P)
E ( 9 ’ c )  =  L f c l  +  l / d  +  l / p |   < 5 ' 3 )

If the emotion instance has a prerequisite for hope/fear and hope/fear is active, or if it 

has an anti-requisite for hope/fear and hope/fear is inactive, then we factor in the intensity of 

the goal’s associated hope/fear when computing E(g,  e). In this case, we compute E(g,  e)
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by the following equation:

( / g -G) +  ( / c -C) +  ( / p . P )  +  ( / , . t )

E { 9 ' e )  = - - - - - - - - - i / 0 1 + i / d + i / H + i / . i - - - - - - - - -  < 5 ' 4 )
Let us illustrate the above equations with an appraisal of the example C-Plan given in 

Figure 5.4, which has C  =  0.5 and P  — 0.8. Suppose that the goal has value 0.4, so that 

G = 0.4. Our agent has the emotion dimension for joy/distress given in Figure 5.2, which 

has f a  =  10 , f c  =  0.0, and f p  =  1.0. Further suppose the agent does not have active 

hope/fear for the goal. We can compute E(g,  e) using Equation 5.3 as follows.

., (1 0  -0.4) +  (0.0- 0.5) +  (1.0 0.8) 1.2 „
E (9’e) =  |1.0 | +  |0 .0 | +  |1.0 | “  %0 ~  °'6

Then we can compute what EventEffect(9 , e) would be for the cases of success, goal 

failure, and plan failure, using Equation 5.2 as follows.

{1 . 0  • 0 . 6  =  0 . 6  if the goal succeeded 

—1 .0  • 0 . 6  =  —0 . 6  if the goal failed 
0 . 0  • 0 . 6  =  0 . 0  if the plan failed

EventEffect(g, e) is then used to update the value of the joy/distress emotion instance, 

as in Algorithm 2. Note that since f pf  is 0.0 for joy/distress (see Figure 5.2), plan failure 

will never affect the value of joy/distress no matter how large E(g,  e) is. The emotion 

dimension is defined in this way because it was based on the emotion types from the OCC 

model. However, the frustration emotion dimension is one that is affected by plan failure.

The event appraisal for E-Plans is very straightforward. Each E-Plan has attributes that 

specify the direct effects of the E-Plan when it succeeds or fails. These effects consist of 

changes in the value of any number of global emotion instances. Instead of directly affect­

ing the value of emotion instances, the effects of E-Plans affect the value of the valenced 

components of emotion instances. For example, the E-Plan in Figure 5.5 decreases the 

value of joy by 0.4 when it succeeds. If the agent has a positive value for joy/distress, the 

value will be decreased by 0.4 (to a minimum of 0.0). However, if the value of joy/distress 

is 0.0 or lower, it will remain unchanged. The same E-Plan decreases the value of frustra­

tion by 0.1 when it succeeds, and increases the value of frustration by 0.2 when it fails. We 

constrain the sum of effects for a particular E-Plan by the following:

effects(e))
emotions e

<  1 (5.5)
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y :  efFect/(e)) <  1 (5.6)
emotions e

where efFects (e) is the effect on emotion e when the E-Plan succeeds and effect/(e) is 

the effect on emotion e when the E-Plan fails. We use these constraints in order to ensure 

that utility computations for E-Plans remain comparable to C-Plans.

The result of the appraisal process, including both prospect and event appraisal, is that 

the agent’s emotional state is updated to reflect the agent’s feelings about what is happening 

in the world. The agent’s personality, plan library, current goals, and current emotional state 

all influence the appraisal computations. The appraisal process is the only place in E-JAM 

where the agent’s emotional state is changed.

5.8 Em otional Im pact on Decision-M aking

E-JAM provides two ways for emotions to influence the behaviour of an agent. In Section 

5.6, we described E-Plans and how they are supported in E-JAM. This section gives details 

about how an agent’s emotional state has an impact on its cognitive decision-making. A 

general mechanism for decision-making is already present in JAM. For each current goal 

that has no intention, applicable plans are added to the APL (Applicable Plan List). The 

utility of each APL element is calculated and the plan with the highest utility is intended. If 

multiple intentions are available for execution, their utilities are calculated and the one with 

the highest utility is executed.

Normally, JAM computes utility as the sum of goal utility and plan utility. E-JAM uses 

a utility computation based on Act-r [BelOl] that takes emotional state into account. We 

compute utility slightly differently for C-Plans and E-Plans. The utility equation we use is 

the same for each type of plan, but the way we determine the utility variables is different. 

The utility variables used for C-Plans are primarily based on variables external to the agent 

(i.e. from the world), but are also influenced by the agent’s emotional state. The variables 

we use for E-Plans are based to a greater extent on the agent’s internal emotional state. It 

is worth noting here, however, that E-Plans and C-Plans compete on equal footing as far as 

E-JAM is concerned. Each plan, no matter the type, has a final computed utility which is 

directly compared to the utility of other plans.

The Act-r expected utility E  for a plan is computed as follows:

E  = P - G - C  + Z{t ) (5.7)

where P  is the expected probability of achieving the goal using this plan, G is the value
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of the current goal, C  is the cost of executing this plan, and £ (r) is a random variable 

representing noise.

The values of the variables P  and C  are computed starting with the pre-set probability 

of success and cost attributes of the plan in question. £ (r)  is first randomly generated using 

the agent’s noise personality parameters, and G  has an initial setting of the related goal’s 

value. We apply a combination of the agent’s personality and emotional state to determine 

the final values of these utility variables. The final variable values are used to compute the 

utility for the plan. In the case of E-Plans, G  is determined in a different way (discussed 

shortly).

For emotional influence on utility variables, we use a modified winner-takes-all ap­

proach where only the largest impact on each variable is used. Thus, it is not necessarily 

the most intense emotion that is used, but the emotion that has the largest impact given in­

tensity and personality parameters. This method allows a number of low intensity emotions 

to combine to result in a strong reaction, since more than one emotion can impact the util­

ity computation. The emotion instances considered for utility computations are all active 

global emotion instances and the active local emotion instances associated with the plan’s 

goal. For example, we might calculate that the perceived cost of a plan would be increased 

by 0.3 if frustration is used as the emotional impact. Suppose that the perceived cost of the 

plan would be decreased by 0.4 if relief/fears-confirmed is used as the emotional impact. In 

this case, we would compute the perceived cost using the impact of relief/fears-confirmed 

because it causes the largest change in the perception of cost. The emotion instances that 

impact the other utility variables need not be the same as the one that impacts cost.

We compute the final variables P , G, C, and f  (r)  by the following equations:

P  — p  +  m ax p ■ e. Intensity •e . Probability lm pact (5.8)
em otions e

G = g +  m ax g ■ e. Intensity  e. GoalValuelmpact (5.9)
em otions e

C  —  c +  m ax c • e. Intensity-e. C ostlm pact (5.10)
em otions e

£ (r)  =  n +  m ax n  ■ e . Intensity -e.Noiselm pact (5.11)
em otions e

where p  is the initial expected probability of success, g is the initial goal value, c is the

initial cost, and n  is the initial noise value. P , G, and C  are each then constrained to the

range [0 .0 , 1 .0 ]. £ (r) is limited to the range [—1 .0 , 1 .0 ].

As mentioned earlier, the utility variable G  is computed differently for E-Plans than for 

C-Plans. The reason is that E-Plans all have the same goal, and thus goal value is not a rele-
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vant distinguishing feature between E-Plans (of which there may be several). Furthermore, 

since E-Plans are modelled after the process of homeostasis, the value of an E-Plan to an 

agent corresponds to the effectiveness of the E-Plan in returning the agent to the neutral 

emotional state. Therefore we compute the value of an E-Plan by determining its effect on 

the agent’s emotional state when it succeeds. Again we use a winner-takes-all method by 

computing the largest reduction in emotion value, modulated by the intensity of the affected 

emotion. For E-Plans, G  is computed by the following equation:

G =  m ax (— effects (e)) • (1.0 +  e. Intensity) (5.12)
em otions e

The emotionally-influenced utility computed by the equations above is used in E-JAM 

to replace the utility in the usual JAM decision-making algorithm. In this way we extend 

the decision-making algorithm to support emotional influence without changing the funda­

mentals of how it works. C-Plans and E-Plans both compete on equal footing, since they 

have a similar utility computation and the JAM algorithm does not make any distinction 

between them.

5.9 Example E-JAM Trace

Many of the concepts introduced in E-JAM can be illustrated with an example trace output 

from the system. The annotated trace below was created using a scenario with the same 

C-Plan structure as in the JAM example trace in Section 4.2.7. In this example we also 

include several simple E-Plans. The trace is produced by an E-JAM agent with a “neutral” 

personality, which means all of its emotion types have the same activation threshold of 0.3. 

We use our basic personality setup for the other personality parameters and set the noise 

parameters to zero. Elements of the trace specific to E-JAM include emotionally-influenced 

utility computation, prospect and event appraisal, emotional state, and E-Plan selection.

Figure 5.6 shows a graphical representation of the behaviour of the agent. The format 

of the diagram is the same as in the JAM example, except that E-Plans are now included. 

Dashed arrows indicate where the agent decides to execute an E-Plan instead of a C-Plan. 

The diagram is admittedly more complicated than in the JAM trace, but that is because the 

agent’s behaviour is more complicated. For example, consider what happens to the agent 

during “Subgoal 1.” We can see that the agent starts to work on “Plan 1” on cycle 10, and 

the plan fails on cycle 15. Next, on cycle 16, the homeostasis goal becomes active and 

an E-Plan for taking a walk is selected. The E-Plan succeeds on cycle 19, removing the
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Plan 1 Crumple E-Plan
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Figure 5.6: Graphical representation of agent behaviour in E-JAM. Ellipses represent goals and boxes represent plans. Edges from left to right 
indicate sub-goaling or plan selection. Bold edges and dotted edges from right to left indicate success and failure, respectively. Dashed edges indicate 
where the agent decides to execute an E-Plan instead of a C-Plan.



frustration experienced by the agent and returning the agent to the neutral state. The agent 

then returns to “Subgoal 1” to try “Plan 2.”

Some parts of the trace output may need clarification. In appraisal steps, we see how 

much the values of emotion instances change. This may or may not cause the emotion 

instances to become active, because each emotion type has an activation threshold of 0.3 

for this agent. When a plan fails, we see, for example, “frustration decreased by 0.35.” 

This means that the value of the emotion instance for frustration is decreased. Since the 

only valenced component of the frustration emotion instance is negative frustration, this 

means that the agent is more frustrated when the value of the emotion instance is decreased. 

On each cycle, the emotional state of the agent is reported by listing the intensity of all 

active emotion instances. The magnitude and valence of the intensity is shown by the world 

model granular scale value and component of the emotion instance, respectively. For local 

hope/fear emotion instances, we also note the goal associated with the emotion instance. 

All unlisted emotion instances have zero intensity (but not necessarily zero value).
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1
2
3
4
5
6
7
8 
9

10
11
12
13
14
15
16
17
18
19
20  
21  
22
23
24
25
26
27
28
29
30
31
32
33
34

JAM Parser Version 65 + 761:
JAM definition parse successful.

Interpreter: starting cycle 0 
Active emotions:
Interpreter: Deciding on a plan 
Emotion Module: Appraising Prospects 

'goall' hope/fear increased by 0.63 
Computing utility for plan 'Goal 1 Plan 3'

Original values: G = 0.50, P = 0.80, C = 0.80, N = 0.00
G winner is hope/fear, G changed by 0.24
Final values: G = 0.74, P = 0.80, C = 0.80, N = 0.00
Final utility = -0.21 

Computing utility for plan 'Goal 1 Plan 2'
Original values: G = 0.50, P = 0.50, C = 0.50, N = 0.00
G winner is hope/fear, G changed by 0.24
Final values: G = 0.74, P = 0.50, C = 0.50, N = 0.00
Final utility = -0.13 

Computing utility for plan 'Goal 1 Plan 1'
Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by 0.24
Final values: G = 0.74, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.05 

Interpreter: Selected plan "Goal 1 Plan 1" from APL.
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goall 
AGENT: Goal 1 Plan 1

Interpreter: starting cycle 1 
Act ive emot ions:

hope (goall): medium 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

After loading the Plan Library, the Interpreter has a single goal for the agent, “Goal 1.” 

There are three applicable plans for the goal. First, prospect appraisal occurs and we see 

that the agent is hopeful about achieving the goal (line 8 ). The rest of the agent’s emotional 

state is initially neutral, so the utility computations are only affected by hope/fear. We see 

that hope/fear increases goal value and has no effect on the other variables. The final utility 

is computed using the final utility variables. “Plan 1” is selected because it has the highest 

final utility (line 24). Once the plan is selected, the Intention Structure starts to execute the 

plan.
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Interpreter: starting cycle 10 
Active emotions:

hope (goall): medium 
Interpreter: Deciding on a plan 
Emotion Module: Appraising Prospects

'goallplanlsubgoall' hope/fear decreased by 0.45 
Computing utility for plan 'Goal 1 Plan 1 Subgoal 1 

Original values: G = 0.50, P = 0.20, C = 0.20,
G winner is hope/fear, G changed by -0.11 
Final values: G = 0.39, P = 0.20, C = 0.20,
Final utility = -0.12 

Computing utility for plan 'Goal 1 Plan 1 Subgoal 1 
Original values: G = 0.50, P = 0.20, C = 0.20, N =
G winner is hope/fear, G changed by -0.11 
Final values: G = 0.39, P = 0.20, C = 0.20,
Final utility = -0.12

Plan 2'
N * 0..00

N = 0..00

Plan 1'
N = 0..00

N = 0.. 00
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51
52
53
54
55
56
57
58
59
60 
61 
62

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 1 Plan 1" from APL. 
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goallplanlsubgoall 
AGENT: Goal 1 Plan 1 Subgoal 1 Plan 1

Interpreter: starting cycle 11 
Active emotions:

hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoall

After executing “Plan 1” for several cycles, the plan sub-goals to “Subgoal 1.” As 

before, the agent appraises the prospects for the goal. This time, the agent is fearful that the 

sub-goal will fail (line 40) because the available plans have a low probability of success. 

The utility for each plan is computed including the influence of hope/fear. The Interpreter 

then decides between the applicable plans for the goal. Since both applicable plans have the 

same utility, -0.12, the agent randomly selects between them, choosing “Plan 1” (line 51). 

The intended plan is then executed by the Intention Structure.

63
64
65
66
67
68
69
70
71

Interpreter: starting cycle 15 
Active emotions:

hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoall 
Appraising Event: Plan failure: Goal 1 Plan 1 Subgoal 1 Plan 1 

frustration decreased by 0.35

After a few cycles, the plan for “Subgoal 1” fails (line 70). The plan failure event is 

appraised and results in the agent becoming more frustrated (line 71).

72
73
74
75
76
77
78
79
80 
81 
82
83
84
85
86
87
88
89
90
91
92
93
94
95
96
97

Interpreter: starting cycle 16 
Active emotions: 

frustration: low 
hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan 
Emotion Module: Appraising Prospects 
Computing utility for plan 'E-Plan Knock a box over'

Original values: G = 0.00, P = 0.50, C = 0.20, N = 0.00
E-plan goal value winner is frustration, new G = 0.21
C winner is frustration, C changed by -0.01 
Final values: G = 0.21, P = 0.50, C = 0.19, N = 0.00
Final utility = -0.08 

Computing utility for plan 'E-Plan Crumple up papers'
Original values: G = 0.00, P = 0.80, C = 0.50, N = 0.00
E-plan goal value winner is frustration, new G = 0.32
C winner is frustration, C changed by -0.04 
Final values: G = 0.32, P = 0.80, C = 0.46, N = 0.00
Final utility = -0.21 

Computing utility for plan 'E-Plan Go for a walk'
Original values: G = 0.00, P = 0.50, C = 0.20, N = 0.00
E-plan goal value winner is frustration, new G = 0.32
C winner is frustration, C changed by -0.01
Final values: G = 0.32, P = 0.50, C = 0.19, N = 0.00
Final utility = -0.03 

Interpreter: Selected p l a n  "E-Plan Go for a walk" from APL.
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98
99 

100 
101 
102
103
104
105
106

107
108
109
1 10  
111 
112
113
114
115
116
117
118
119
120 
121 
122
123
124

125
126
127
128
129
130

Computing utility for plan 'Goal 1 Plan 1'
Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by 0.24 
C winner is frustration, C changed by -0.01 
Final values: G = 0.74, P = 0.20, C = 0.19, N = 0.00
Final utility = -0.04 

Interpreter: Executing the intention structure. 
IntentionStructure: Executing goal InternalState 
Agent: Starting E-Plan Go for a walk

On cycle 16, the agent has an active global emotional state (a low level of frustration), 

so the homeostasis E-Goal comes into play. The agent must first decide which applicable 

E-Plan to intend to the goal. After computing the emotionally-influenced utility for each 

E-Plan, it decides to use the plan to go for a walk, which has final utility -0.03. The agent 

now has two intention threads -  the original thread for “Goal 1” and the new thread for the 

E-Goal. It re-computes the utility for the leaf intention on the “Goal 1” thread, which is now 

“Plan 1” (lines 98-103), and finds that it is slightly lower than the utility of the intended E- 

Plan. Therefore, the agent executes the E-Plan, indicated by the goal named “InternalState” 

(lines 105-106).
Interpreter: starting cycle 19 
Active emotions: 

frustration: low 
hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal InternalState 
Appraising Event: Goal success: InternalState 

frustration increased by 0.30

Interpreter: starting cycle 20 
Act ive emot ions:

hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

On line 115, we see that the E-Goal succeeds and results in the agent’s frustration being 

partially dissipated (recall its value was -0.35, and now it is increased by 0.30 for a final 

value of -0.05). This E-Plan would also dissipate other negative emotions by 0.20, but they 

all have zero value at this point so they remain unchanged. We can see on the next cycle that 

the agent’s emotional state is now back to neutral, because the frustration emotion instance 

is inactive (its value is 0.05 versus a threshold of 0.30). Therefore the agent returns to its 

remaining intention thread for “Goal 1” (line 124).
Interpreter: starting cycle 23 
Active emotions:

hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan 
Emotion Module: Appraising Prospects

1 0 0
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131
132
133
134
135
136
137
138
139

140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156

157
158
159
160 
161 
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176

Computing utility for plan 'Goal 1 Plan 1 Subgoal 1 Plan 2'
Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by -0.11
Final values: G = 0.39, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.12 

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 1 Plan 2" from APL. 
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goallplanlsubgoall 
AGENT: Goal 1 Plan 1 Subgoal 1 Plan 2

Now the agent tries to achieve “Subgoal 1” again. This time, the only applicable plan 

is “Plan 2” because it is only permitted to try each plan once. It selects the plan and begins 

to execute it (line 139).

Interpreter: starting cycle 28 
Active emotions:

hope (goall): medium 
fear (goallplanlsubgoall): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoall 
Appraising Event: Goal success: goallplanlsubgoall 

relief/fears-confirmed increased by 0.21 
frustration increased by 0.35

Interpreter: starting cycle 2 9 
Active emotions:

hope (goall): medium 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

On line 147 we see that the “Plan 1 Subgoal 2” succeeds. The event is appraised and 

results in the increase of relief/fears-confirmed by 0 .2 1 , as well as the dissipation of the 

remaining value of frustration. Since the relief/fears-confirmed value is below threshold,

the emotion instance remains inactive. The agent returns to executing “Plan 1” for “Goal 

1” (line 156).
Interpreter: starting cycle 40
Act ive emot ions:

hope (goall): medium
Interpreter: Deciding on a plan
Emotion Module: Appraising Prospects

'goallplanlsubgoal2' hope/fear decreased by 0.45
Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 2'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by -0.11
Final values: G = 0.39, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.12

Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 1'
Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by -0.11
Final values: G = 0.39, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.12

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 2 Plan 2" from APL.
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goallplanlsubgoal2
AGENT: Goal 1 Plan 1 Subgoal 2 Plan 2

The agent eventually comes to another sub-goal, “Subgoal 2.” Again, the utility val-
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ues for each applicable plan for “Subgoal 2” are the same, so one (“Plan 2”) is randomly

177
178
179
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2 1 0  
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213
214
215
216
217
218
219
220  
221

selected and executed (line 176).

Interpreter: starting cycle 45 
Act ive emot ions:

hope (goall): medium 
fear (goallplanlsubgoal2): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2 
Appraising Event: Plan failure: Goal 1 Plan 1 Subgoal 2 Plan 2 

frustration decreased by 0.35

Similar to what happened in “Subgoal 1,” the first plan for “Subgoal 2” fails. The plan

failure event is appraised and results in the agent becoming frustrated again (line 185).

Interpreter: starting cycle 4 6
Act ive emot ions:

frustration: low
hope (goall): medium
fear (goallplanlsubgoal2): low

Interpreter: Deciding on a plan
Emotion Module: Appraising Prospects
Computing utility for plan 'E-Plan Knock a box over'

Original values: G = 0.21, P = 0.50, C = 0.20, N = 0.00
E-plan goal value winner is frustration, new G = 0 .21
C winner is frustration, C changed by -0 01
Final values: G = 0.21, P = 0.50, C = 0.19, N = 0.00
Final utility = -0.08

Computing utility for plan 'E-Plan Crumple up papers
Original values: G = 0.32, P = 0.80, C = 0.50, N = 0.00
E-plan goal value winner is frustration, new G = 0 .32
C winner is frustration, C changed by -0 04
Final values: G = 0.32, P = 0.80, C VOoII N = 0.00
Final utility = -0.21

Interpreter: Selected plan "E-Plan Knock a box over’ from APL.
Computing utility for plan 'Goal 1 Plan 1'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by 0.24
Final values: G = 0.74, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.05

Interpreter: Executing the intention structure.
IntentionStructure: Executing goal goall

We see the agent has an active emotional state (frustration, see line 188), so the home­

ostasis goal is activated and E-Plans are considered for it. Since the E-Plan to go for a walk 

was already used in the episode, it is not considered again. The one with the highest final 

utility is knocking over a box, so the agent intends that E-Plan (line 205). However, the 

final utility for “Plan 1” (-0.05) is higher than the utility for the E-Plan (-0.08), so the agent 

actually continues to execute the C-Plan instead (line 212).

Interpreter: starting cycle 48 
Active emotions: 

frustration: low 
hope (goall): medium 
fear (goallplanlsubgoal2): low 

Interpreter: Deciding on a plan 
Emotion Module: Appraising Prospects
Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 1'

Original values: G - 0.50, P - 0.20, C = 0.20, N = 0.00
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G winner is hope/fear, G changed by -0.11
Final values: G = 0.39, P = 0.20, C = 0.20, N = 0.00
Final utility = -0.12 

Interpreter: Selected plan "Goal 1 Plan 1 Subgoal 2 Plan 1" from APL. 
Interpreter: Executing the intention structure.
IntentionStructure: Executing goal InternalState 
AGENT: Starting E-Plan Knock a box over

Now the agent tries to achieve “Subgoal 2” again (lines 218-220). This time, the only 

applicable plan is “Plan 1” because it is only permitted to try each plan once. It intends 

the plan and then decides which of its intention threads to execute. The utility of the E- 

Plan is -0.08, while the utility of the C-Plan is -0.12. Effectively, there is higher utility for 

addressing the low level of frustration than continuing work on the cognitive task. Thus the 

agent selects the E-Plan and begins to execute it (line 227).
Interpreter: starting cycle 51 
Act ive emot ions: 

frustration: low 
hope (goall): medium 
fear (goallplanlsubgoal2): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal InternalState 
Appraising Event: Plan failure: E-Plan Knock a box over 

frustration decreased by 0.20

Unfortunately for the agent, the E-Plan fails and the agent becomes even more frustrated

(lines 237-238). Its E-Goal remains in place because its emotional state is still active.

Interpreter: starting cycle 52
Act ive emot ions:

frustration: medium
hope (goall): medium
fear (goallplanlsubgoal2): low

Interpreter: Deciding on a plan
Emotion Module: Appraising Prospects
Computing utility for plan 'E-Plan Crumple up papers'

Original values: G =  0.32, P =  0.80, C = 0.50, N = 0.00
E-plan goal value winner is frustration, new G = 0 41
C winner is frustration, C changed by -0 .18
Final values: G = 0.41, P = 0.80, C = 0.32, N = 0.00
Final utility = 0.00

Interpreter: Selected plan "E-Plan Crumple up papers from APL.
Computing utility for plan 'Goal 1 Plan 1 Subgoal 2 Plan 1'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by -0.11
C winner is frustration, C changed by -0 .07
Final values: G = 0.39, P = 0.20, C = 0.13, N = 0.00
Final utility = -0.05

Interpreter: Executing the intention structure.
IntentionStructure: Executing goal InternalState
AGENT: Starting E-Plan Crumple up papers

The agent considers the remaining applicable E-Plans and computes their utility. Notice 

that as the agent’s frustration grows, its impact on the cost utility variable increases for all 

plans. The agent intends the E-Plan to crumple up papers and then selects it for execution 

(lines 252 and 261).
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262
263
264
265
266
267
268
269
270
271
272
273
274
275
276
277
278
279
280

Interpreter: starting cycle 55 
Active emotions:

frustration: medium 
hope (goall): medium 
fear (goallplanlsubgoal2): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal InternalState 
Appraising Event: Goal success: InternalState 

frustration increased by 0.30

Interpreter: starting cycle 56 
Act ive emot ions:

hope (goall): medium 
fear (goallplanlsubgoal2): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2 
AGENT: Goal 1 Plan 1 Subgoal 2 Plan 1

This time, the E-Plan succeeds (line 270) and the agent’s frustration is dissipated enough 

so that it is no longer active (line 271). The agent selects its “Subgoal 2 Plan 1” C-Plan for 

execution and goes to work on it (line 280).
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321

Interpreter: starting cycle 61 
Active emotions:

hope (goall): medium 
fear (goallplanlsubgoal2): low 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goallplanlsubgoal2 
Appraising Event: Goal success: goallplanlsubgoal2 

relief/fears-confirmed increased by 0.21 
frustration increased by 0.35

Interpreter: starting cycle 62 
Active emotions: 

relief: low 
hope (goall): medium 

Interpreter: Deciding on a plan 
Emotion Module: Appraising Prospects 
Computing utility for plan 'E-Plan Wipe forehead'

Original values: G = 0.00, P = 0.80, C = 0.20, N = 0.00
E-plan goal value winner is relief/fears-confirmed, new G = 0.23
P winner is relief/fears-confirmed, P changed by 0.13 
Final values: G = 0.23, P = 0.93, C = 0.20, N = 0.00
Final utility = 0.02

Computing utility for plan 'E-Plan Sing a song'
Original values: G = 0.00, P = 0.50, C = 0.50, N = 0.00
E-plan goal value winner is relief/fears-confirmed, new G = 0.47
P winner is relief/fears-confirmed, P changed by 0.08 
Final values: G = 0.47, P = 0.58, C = 0.50, N = 0.00
Final utility = -0.23 

Computing utility for plan 'E-Plan Do a Dance'
Original values: G = 0.00, P = 0.50, C = 0.20, N = 0.00
E-plan goal value winner is relief/fears-confirmed, new G = 0.23
P winner is relief/fears-confirmed, P changed by 0.08 
Final values: G = 0.23, P = 0.58, C = 0.20, N = 0.00
Final utility = -0.06 

Interpreter: Selected plan "E-Plan Wipe forehead" from APL.
Computing utility for plan 'Goal 1 Plan 1'

Original values: G = 0.50, P = 0.20, C = 0.20, N = 0.00
G winner is hope/fear, G changed by 0.24 
P winner is relief/fears-confirmed, P changed by 0.03 
Final values: G = 0.74, P = 0.23, C = 0.20, N = 0.00
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322
323
324
325

326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341

342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357

Final utility = -0.03 
Interpreter: Executing the intention structure. 
IntentionStructure: Executing goal InternalState 
AGENT: Starting E-Plan Wipe forehead

The agent’s C-Plan succeeds (line 288), and the appraisal of the event results in an in­

crease in relief/fears-confirmed (line 289) and a further dissipation of frustration (line 290). 

Now the relief/fears-confirmed emotion instance is active with a low intensity, so again the 

agent’s E-Goal becomes valid. A different set of E-Plans are applicable for positive emo­

tions, and the agent intends and executes an E-Plan for wiping his forehead (lines 316 and 

325).
Interpreter: starting cycle 65 
Active emotions: 

relief: low 
hope (goall): medium 

Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal InternalState 
Appraising Event: Goal success: InternalState 

relief/fears-confirmed decreased by 0.20

Interpreter: starting cycle 66 
Active emotions:

hope (goall): medium 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall

On line 333, we see the E-Plan succeeds, partially dissipating the value of the relief/fears- 

confirmed emotion instance. It is enough to drop the value of the emotion instance below 

the activation threshold, so the E-Goal is achieved and the agent returns to executing its 

original C-Plan for “Goal 1” (line 341).
Interpreter: starting cycle 69 
Active emotions:

hope (goall): medium 
Interpreter: Deciding on a plan
Interpreter: Executing something already in the intention structure. 
IntentionStructure: Executing goal goall 
Appraising Event: Goal success: goall

satisfaction/disappointment increased by 0.34 
frustration increased by 0.35

Interpreter: starting cycle 70 
Active emotions: 

satisfaction: low 
Interpreter: Deciding on a plan

JAM: All of the agent's top-level goals have been achieved! Returning...

Finally, “Plan 1” for “Goal 1” succeeds (line 348) and the agent accomplishes its initial 

goal. Since the agent had hope for the goal, it feels satisfied about the event (line 349). 

However, the agent is finished its work and the simulation ends without any further E-Goals 

being activated.
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5.10 Summary

In this chapter, we presented the E-JAM architecture, which builds on the JAM procedural 

reasoning framework to add an emotional model component. Our modifications to the 

JAM code include a new Emotion Module, as well as several changes and improvements 

throughout the architecture to interface with the Emotion Module. We also give a set of 

requirements for E-JAM plans that enable support for emotional modelling. E-JAM plans 

have extended attributes for utility computation and for distinguishing C-Plans and E-Plans. 

C-Plans are cognitive plans that are used for an agent’s problem solving task, while E-Plans 

are emotional plans that are activated by the agent’s internal emotional state.

The E-JAM Emotion Module includes data structures for personality and emotional 

state, as well as processes for emotion appraisal and for emotionally influenced utility com­

putations. Appraisals take place for prospects of events and for events themselves, and up­

date the agent’s emotional state. Utility, which is used for conflict resolution between plans, 

is influenced by the agent’s emotional state. The agent’s personality guides the computation 

in these processes and determines (using thresholds) how much the agent is influenced by 

its emotional state. When an agent has an active emotional state, it activates an E-Goal (and 

thus, E-Plans) in order to return itself to a neutral emotional state (the process of home­

ostasis). When an agent is in a neutral state, it behaves in a more “rational” manner. In 

the coming chapters we contrast the behaviour of completely rational agents against that of 

emotional agents who are driven to return to a neutral state.
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Chapter 6

Abstract Problem Experiments

6.1 Introduction

Our first experiments evaluate E-JAM using abstractly structured scenarios. This evaluation 

is intended to confirm the operation of the system and evaluate the patterns of decision­

making and changes in emotional state. We develop metrics to characterize the plan selec­

tion behaviour of agents. A problem solving scenario in these experiments has three top 

level goals that are achieved either in a sequential or concurrent mode. We define problem 

solving experiences in terms of the mix of failures and successes of the three top level goals.

While the abstract problem experiments do not say anything about the believability of 

agent behaviour, they are useful because they validate the design of the system. We make 

no hypotheses for the experiments because they aim to provide verification for some of 

our assumptions. The experiments contrast the behaviour of “rational” and “emotional” 

agents to verify aspects of personality, emotional state, utility computation, and behaviour 

selection. We evaluated the abstract scenarios in two ways. We first ran a variety of tests 

for a large number of episodes to glean statistical information about system operation and 

agent behaviour. In order to examine more subtle phenomena, we also examined a smaller 

number of more detailed traces of individual episodes. The detailed analyses explored the 

effects of emotional state tendencies, E-Plans, and utility computations.

The results of our experiments were mostly as expected. There were four general ob­

servations from these experiments:

1. The emotional agents deviate significantly from rational agents both in plan selection 

and persistence behaviour.

2. A rational agent with a noise factor does not behave similarly to an emotional agent, 

verifying that emotional modelling produces behaviour distinguishable from noise.
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3. An emotional agent that has homeostasis E-Plans behaves differently than agents 

without them. Specifically, emotional agents with E-Plans make plan selection choices 

the same as rational agents in many cases.

4. However, the persistence of emotional agents with E-Plans is not consistently higher 

or lower than the persistence of agents without E-Plans. This keeps us from making 

a strong conclusion about the effect of E-Plans on the behaviour of emotional agents.

The remainder of this chapter is organized as follows. We first describe the abstract 

problem scenarios and the metrics we developed for them. We then present the results and 

discuss our main observations.

6.2 Experimental Design

6.2.1 Plan Libraries

We defined problem solving scenarios that consisted of three top-level goals, each of which 

decomposed to one level of sub-goals. These three top-level goals were presented to the 

agent as three independent goals that could be worked on concurrently, or as three related 

goals to be solved sequentially. In the sequential case, the agent must first either succeed or 

fail at “Goal 1” before trying “Goal 2,” then succeed or fail at “Goal 2” before trying “Goal

3.” For the concurrent case, the agent may work on the goals in any order and may switch 

between them at any time. Sequential problem solving tells us something about how prior 

experience impacts how the next (identical) goal is tackled. Concurrent problem solving 

can reveal how much an agent sticks with a given goal until it succeeds or fails, or whether 

the agent jumps around from goal to goal (as a function of its emotional state).

Each top level goal had three possible plans. These three plans decomposed into a 

further level of sub-goals and plans in one of two ways. In the symmetric library, each plan 

had exactly 2  sub-goals of medium value, which in turn had exactly 2  associated plans. 

Figure 6.1 shows the tree structure of the goals and plans for the symmetric library. Each 

goal and sub-goal in the figure, represented by ellipses, includes the goal name and goal 

value G  (low, medium, or high). Each plan, represented by boxes, includes the plan name, 

cost C , and probability of success P  (low, medium, or high).

For the asymmetric library, a top level goal also had three plans, but these three plans 

decomposed in different ways as further sub-goals and plans. Figure 6.2 shows the tree 

structure for the asymmetric library. The library is represented in the same format as in 

Figure 6.1.
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Plan 1 
C=low P=low

Subgoal 1 
G=med

\ Plan 2
C=low P=low

Plan 1 
C=low P=low

Plan 1 ^  f  Subgoal 2
C=low P=low ” V G=m ed } ------ Plan 2

---------- C=low P=low

Subgoal 1 

G=med

Plan 2 
C=m ed P=med

Subgoal 2 
G=med

Plan 3 Subgoal 1 
G=medC=high P=high

Subgoal 2 
G=med

Plan 1 
C=m ed P=m ed

Plan 2 
C=low P=low

Plan 1 
C=m ed P=m ed

Plan 2 
C=low P=low

Plan 1 
C=high P=high

Plan 2 
C=m ed P=m ed

Plan 1
C=high P=high

Plan 2 
C=m ed P=m ed

Figure 6.1: Graphical representation of “Goal 1” in the symmetric scenario. “Goal 2” and 
“Goal 3” have identical structures.
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Plan 1 
C=med P=med

Plan 2 
C=med P=high

Plan 1 
C=med P=high

Subgoal 1 
G=med

Plan 1 
C=low P=low

Plan 2 
C=low P=medSubgoal 1 

G=high

Plan 2 
C=med P=med

Plan 3 
C=med P=low

Subgoal 2 
G=med

Plan 3 
C=low P=low

Plan 1 
C=med P=med

Subgoal 1 
G=med

Plan 1
C=low P=low

Plan 2 
C=low P=low

Figure 6.2: Graphical representation of “Goal 1” in the asymmetric scenario. “Goal 2” and 
“Goal 3” have identical structures.
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The rationale behind these two different plan libraries was the following. The symmet­

ric plan library was particularly important for examining how changing emotional state over 

the course of a problem solving episode changed an agent’s problem solving behaviour on 

the very same goal-plan substructure. This was particularly useful when the three top-level 

goals were concurrent. The asymmetric plan library, by offering more variability in how 

plans decomposed, allowed us to define sub-goals that needed to be achieved repeatedly. 

As can be seen in Figure 6.2, “Plan 1” sub-goals to the same “Subgoal 1” four times. With 

repeated sub-goals we could test how the agent’s plan selection changes when presented 

with the actual same plans (not just a similar structure) with a different emotional state.

Another variation we considered on the plan libraries is the inclusion of simple home­

ostasis E-Plans. Plan libraries with E-Plans had one E-Plan for each emotion type, and each 

E-Plan reduces the value of the associated emotion instance by 0.2. The specified prob­

ability of success of each E-Plan is 0.5, though the E-Plans in these experiments actually 

always succeed.

With the two plan libraries and two possible variation choices given, there are eight 

“scenarios” in total: asymmetric or symmetric, sequential or concurrent, and with or with­

out E-Plans.

Each scenario is designed so that the failure or success of each plan can be precisely 

controlled. We chose four different configurations, or problem solving experiences, for 

these experiments. For each experience, we set all plans (and sub-goal plans) of a particular 

goal to always fail or always succeed. A “success goal” is a top level goal that will always 

succeed in a particular experience, while a “failure goal” is a top level goal that will always 

fail. Each scenario has three top level goals. The experiences we chose for these exper­

iments are Failure-Failure-Failure, Success-Success-Success, Failure-Success-Failure, and 

Success-Failure-Success. Thus, for the Success-Failure-Success experience, “Goal 1” is set 

to succeed (by the above definition), “Goal 2” fails, and “Goal 3” succeeds. This is true 

regardless of whether the goals are to be achieved concurrently or sequentially.

6.2.2 Agent Definitions

Four distinct agents are used in the abstract problem experiments. Agents are differentiated 

by their personality specification. Two of the agents are designed to behave in a “rational” 

manner, while the other two agents are given an “emotional” personality. We examine each 

type of agent with noisy and non-noisy variants.

The rational agents have all emotion activation thresholds set to 1.0, so that their emo-
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tional state has no impact on their decision-making. One rational agent has its noise vari­

ance set to 0, while the other has noise variance 0.05. The purpose of the rational agents is 

to provide a baseline control for behaviour. The noise variance value was chosen by trial 

and error so that it has some influence on behaviour but does not overwhelm the decision­

making process.

The emotional agents used in these experiments are designed to represent an “average” 

personality (by the scales we implemented). Activation thresholds are set to the same level 

(0.3) for all emotion dimensions. This threshold level is set so that emotional effects will be 

seen after a small number of events without causing the agents to be exceedingly sensitive. 

As with the rational agents, one emotional agent has zero noise variance, while the other 

has noise variance 0.05.

6.2.3 M ethod

The basic method used for these experiments involved running the system with every test 

combination according to the possible variations of plan libraries, agents, and problem solv­

ing experiences. Crossing eight variations of plan libraries with four different agents and 

four different experiences defines 128 different test combinations. To account for random 

effects, each test combination was run 100 times. We call each run an episode, the result 

of which is a trace generated by the system that shows the agent’s behaviour and emotional 

state (if applicable). The trace output is a streamlined version of that shown in the example 

trace in Section 5.9.

The episode traces for each test combination were parsed to retrieve the data we are 

interested in. The episode data was collected over the 100 episodes for each test combi­

nation. We developed three analysis tools that used the data in different ways. Emotion 

charts use emotional state data averaged over the 1 0 0  episodes in each combination for 

use in investigating the emotional state of an “average” agent. Plan selection counts are a 

metric for analysing the plan selection behaviour of agents, and can be used to determine 

how an agent is likely to behave in a given test combination. Goal persistence metrics were 

computed for concurrent problem solving scenarios, and measure how much agents jump 

from goal to goal during problem solving. Each of the analysis tools are described in the 

subsequent sections.
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Figure 6.3: Emotion chart for the non-noisy emotional agent. The test combination shown is the symmetric sequential scenario with no E-Plans, for 
a Failure-Failure-Failure problem solving experience.



6.2.4 Emotion Charts

In order to verify the emotional state changes of agents and to shed light on behavioural 

impacts, we must analyse the emotional state of the agents. We construct an emotion chart 

from the averaged emotional state data of each test combination. Each chart shows how the 

emotional state of an “average” agent changes over time during execution of the test com­

bination. Figure 6.3 shows an example of an emotion chart for a test combination with the 

Failure-Failure-Failure problem solving experience. The x-axis represents the progression 

of time by E-JAM cycles, and the y-axis represents the mean world model intensity (from 

-3 to 3) of emotion instances (recall Table 5.3). The three light grey lines on the chart are 

associated with the hope/fear emotion instances for the three top-level goals. These lines 

only appear for the periods of time when the top-level goal is still active. In the example, 

the average hope/fear for “Goal 1” starts out at medium positive intensity (2), drops to zero 

intensity, then finally disappears when “Goal 1” succeeds or fails around cycle 100.

The four black lines on the chart indicate the global emotion instances of frustration, 

joy/distress, relief/fears-confirmed, and satisfaction/disappointment. The emotion chart 

shows how the average intensity of emotion instances changes over time. For example, 

in Figure 6.3 all the global emotion instances start out at zero intensity. Since all the plans 

of the agent are failing, the emotion instances tend toward negative intensity as time pro­

gresses. Frustration drops quickly to high negative intensity (-3) before cycle 50, followed 

by joy/distress around cycle 100. This pattern appears because frustration is affected by plan 

failure, while joy/distress is affected by goal failure. Since plan failures occur much more 

often than goal failures, the latter trails the former. The intensity of relief/fears-confirmed 

drops at a slower rate, reaching high negative intensity (-3) by the end of the test combina­

tion. Satisfaction/disappointment also eventually goes to negative intensity, but with a lower 

magnitude. These emotion instances drop more slowly because they depend on hope/fear 

being active in certain directions; in this example, there is little hope for the top level goals 

by the time they fail, so the agent is not often disappointed at that time.

The other features of emotion charts are intended to provide contextual information 

about the test combination data. The shortest episode endpoint * is indicated because not all 

episodes for a test combination take the same number of cycles to complete. Any data points 

after the shortest episode endpoint indicator are aggregated over less than 100 episodes. The 

small chart in the bottom right hand comer shows in more detail the number of episodes 

(samples) used to compute each point in the emotion chart. In Figure 6.3 we can see that
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there is a sharp drop-off of the number of samples, indicating that most of the episodes in 

this test combination complete in a similar number of cycles. The effect of fewer samples 

is seen in the erratic jump of the intensity of satisfaction/disappointment at the very end of 

the test combination.

The mean completion points of each top-level goal are shown by the indicators 0  (Goal 

1). O  (Goal 2), and □  (Goal 3). In each episode, the completion point for a goal is the 

cycle number where the goal succeeds or fails. The mean completion point for the test 

combination is simply the average completion point over all 100 episodes. For example, in 

Figure 6.3 the mean completion point for “Goal 1” is around cycle 90.

An emotion chart shows what is happening to the emotional state of an average agent in 

the given test combination. The effect and frequency of events that impact emotional state 

can be discerned at a high level. For example, frustration is affected by plan failure, so it is 

affected much more often than emotions affected only by goal failure. We see evidence for 

this effect in Figure 6.3 because frustration reaches a negative intensity much faster than the 

other emotion instances. We can also examine how the change in emotional state relates to 

the mean completion endpoints (success or failure) of the top level goals.

6.2.5 Metrics

We define two metrics to analyse the behaviour of the agents in the experiments. Plan se­

lection counts reveal the decisions made by the agents in all scenarios, and goal persistence 

statistics indicate how much an agent sticks with a given goal, or jumps to working on a 

different goal, in the concurrent goal scenarios. For a given scenario, the metrics together 

along with the emotion charts should tell a consistent story and provide a record and expla­

nation of agent behaviour.

Plan Selection Counts

An emotional agent will compute different plan utilities than a rational agent because of the 

influence of its emotional state on utility variables. We can observe the impact on decision­

making by examining how agents select plans to achieve their goals. A rational agent will 

always choose the same plans every time, no matter what has happened in the past. An 

emotional agent, on the other hand, has an emotional state that has been changed by prior 

events in the world. Its emotional state affects its plan selection behaviour by influencing 

the utility computation. We measure plan selection behaviour by recording the choices 

made by an agent over the 1 0 0  episodes of a given test combination.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Rational (noisy) 1-2-3 (98) 1-2-3 (98) 1-2-3 (98)
Emotional (non-noisy) 1-3-2 (100) 3-1-2 (54) 

3-2-1 (46)
2-3-1 (23) 
1-2-3 (19)

Emotional (noisy) 1-3-2 (95) 3-2-1 (37) 
3-1-2 (34)

1-3-2 (22) 
3-2-1 (18)

Table 6.1: Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with no E-Plans, with the Failure-Failure-Failure problem solving experience.

Our plan selection analysis looks at the plan choices made for top level goals only, in 

order to get a high level view of plan selection behaviour. As we can see in Figures 6.2 and 

6.1, all top level goals have three plans each. This narrows down the field of possibilities 

for analysis to the different orderings of “Plan 1,” “Plan 2,” and “Plan 3.” For each goal, 

we count the number of times (out of 1 0 0  episodes) each agent chose a particular ordering 

of plans for that goal. Table 6.1 shows the top plan selection orderings for all the agents 

in a particular test combination. For each agent, we present the plan orderings on each top 

level goal. Each ordering is followed by the number of episodes that the agent selected that 

ordering. For example, the rational non-noisy agent selects the ordering 1-2-3 every time 

for each goal. However, the emotional non-noisy agent always selects 1-3-2 for “Goal 1,” 

but selects 3-1-2 54 times and 3-2-1 46 times for “Goal 2.” By the time the emotional non- 

noisy agent gets to “Goal 3” it is selecting mostly randomly between the plan orderings, 

with the top two orderings being 2-3-1 and 1-2-3.

It is important to recognize that the orderings are a record of what the agent selected, 

and do not represent the agent “pre-planning” its behaviour. For example, the ordering 1- 

3-2 indicates that the agent first selected “Plan 1” from all three applicable plans. The plan 

then failed, leaving the agent to select between “Plan 2” and “Plan 3.” The agent selected 

“Plan 3,” which failed, leaving it to finally select “Plan 2.” All goals with a problem solving 

experience of “failure” will always have plan selection orderings with three plans, because 

the agent fails all plans and tries each one once. All “success” goals, however, have plan 

selection orderings with just one plan. This is because the first plan the agent selects will 

succeed, causing the goal to succeed. The remaining plans for the goal become irrelevant 

and cannot be selected. Hence, the data for the Success-Success-Success problem solving 

experience reflects the choice of only the first plan selected for each goal.

In the sequential cases, the agent first works on “Goal 1,” then “Goal 2,” then “Goal 3.” 

We can typically see a progressive change in behaviour with the plan selection counts in
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sequential cases. In the concurrent cases, all goals are being worked on at the same time. 

As a result of how E-JAM’s intention mechanism works, the first plan selection is made for 

each of the top level goals in the first three cycles of execution. This effect tends to result in 

plan selection counts being less informative for concurrent cases. We will see an example 

of this behaviour in Section 6.3.1. Nevertheless, plan selection counts are very useful for 

revealing the changing behaviour of emotional agents in sequential scenarios. We will use 

this metric to explore how the agent approaches the “same” problem over time. Since all 

the top level goals are equivalent, it is the agent’s changing emotional state throughout 

an episode that causes it to behave differently between problem solving experiences (e.g. 

Failure-Failure-Failure versus Success-Success-Success).

Goal Persistence

In concurrent scenarios, the agent is trying to achieve all three goals (and associated sub­

goals) at the same time. It can only focus on a single plan at a time, however; there is no 

parallel execution. Agents can switch from one plan to another. Since emotional state influ­

ences the utility of plans, it is not unreasonable to think that emotional agents might be more 

likely than rational agents to jump from goal to goal in concurrent scenarios. The hope/fear 

emotion instances, which influence only a single goal each, may cause an emotional agent 

to have a lack of persistence on a goal.

In order to measure the persistence of agents in concurrent scenarios, we define a per­

sistence metric as follows. We denote a sequence on a top level goal as a series of the 

following actions: an agent begins execution of a C-Plan, or a C-Plan sub-goals. The C- 

Plan must be associated with the top level goal or with one of the sub-goals below it. We 

can say that each action in the sequence represents the agent continuing to work on the 

top level goal. The length of a sequence is the number of consecutive actions associated 

with the same goal. For example, suppose an agent begins execution of a plan for “Goal 1,” 

which then sub-goals. The agent next begins execution of a plan for that sub-goal. We count 

that behaviour as three actions, giving a sequence of length 3 (so far). Once the agent takes 

an action associated with a different top level goal, the sequence for “Goal 1” is finished. 

E-Plans are not included in sequences, so they are not considered to interrupt a sequence.

With the definition of a sequence in hand, we can define our persistence metric. For a 

given test combination, we record all sequences in all 1 0 0  episodes of the test combination. 

The mean persistence on a goal g is the average length of all the sequences for goal g in 

the test combination. With our experimental scenarios, this gives us a mean persistence
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.66 5.00 5.50
Rational (noisy) 1.46 1.28 1.47
Emotional (non-noisy) 4.03 2.27 3.91
Emotional (noisy) 2.17 1 .2 1 2 .1 1

Table 6.2: Mean persistence for the symmetric concurrent scenario with no E-Plans, with 
the Failure-Success-Failure problem solving experience.

value for each of the three top level goals per test combination. A larger mean persistence 

for a goal indicates that the agent is usually working on that goal for a long time without 

interruption, while a small mean persistence indicates that the agent is often switching to 

another goal. Table 6.2 shows the mean persistence values for agents in a Failure-Success- 

Failure problem solving experience. We can see that the non-noisy rational agent has the 

highest mean persistence on all goals.

In our problem solving experiences, success of a top level goal occurs after the agent 

tries and succeeds at any one plan for each of the sub-goals. Failure of the top level goal, 

however, occurs only after the agent tries and fails at all possible plans for the first sub-goal 

in each plan. This difference between success and failure experiences leads to a difference 

in the maximum possible sequence length for a success goal versus a failure goal. For 

example, consider the symmetric scenario in Figure 6.1. In the successful problem solving 

experience, the agent could select and execute a top level plan (action 1), achieve “Subgoal 

1” (actions 2 and 3), and achieve “Subgoal 2” (actions 4 and 5). This results in a sequence 

length of 5, which is the maximum possible sequence length in the failure case. In the failure 

problem solving experience, the agent must try every top level plan, each of which takes 4 

actions to fail, leading to a maximum sequence length of 12. The maximum sequence length 

of the failure experience is significantly different from that of the success experience. This 

could make it difficult to compare persistence between agents who have different problem 

solving experiences. For example, the persistence of an agent having all successes may not 

be directly comparable with the persistence of one who always fails.

To solve this problem, we define a normalized version of the mean persistence metric. 

We count the total number of actions taken for each goal g over all 100 episodes in a test 

combination. Dividing these totals by the number of episodes gives us the average total 

number of actions for each goal g per episode, a g. For the symmetric scenario, a g will al­

ways be equal to the maximum possible sequence length for g. However, in the asymmetric 

scenario, a g may be different from run to run because the sub-goal structure of the plans are

118

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 0.47 1 .0 0 0.46
Rational (noisy) 0 . 1 2 0.26 0 . 1 2

Emotional (non-noisy) 0.34 0.45 0.33
Emotional (noisy) 0.18 0.24 0.18

Table 6.3: Normalized mean persistence for the symmetric concurrent scenario with no 
E-Plans, with the Failure-Success-Failure problem solving experience.

all different from one another. For example (see Figure 6.2), success using “Plan 1” takes 9 

actions, but success using “Plan 3” takes just 3 actions. a g represents the highest possible 

mean persistence the agent could have had for the goal g in the test combination. For this 

reason, we focus on the symmetric scenario when investigating persistence.

We define the normalized mean persistence on a goal g as the mean persistence on goal 

g divided by a g. Normalized mean persistence is always between 0 and 1, inclusive. Table

6.3 shows the normalized mean persistence for the same test combination as Table 6.2. The 

normalized metric allows us to consider direct comparisons between success and failure 

goals. For example, the normalized mean persistence of the non-noisy rational agent is 

0.47 on “Goal 1” and 1.00 on “Goal 2.” This gives a very different picture from the non­

normalized mean persistence from Table 6.2, which is 5.66 and 5.00 respectively. From this 

normalized perspective, the non-noisy rational agent is extremely (perfectly) persistent on 

“Goal 2” and much less persistent on “Goal 1.”

We can use the mean persistence metric to analyse the absolute persistence of agents 

across similar problem solving experiences. To compare agents across different problem 

solving experiences, we use the normalized mean persistence metric. Both of these metrics 

allow us to investigate the effects of emotional state, noise, and E-Plans on the persistence 

behaviour of agents in our experimental scenarios.

6.3 Observations

The experimental design given above leads to a large amount of test combinations and 

generated data. Testing eight variations of plan libraries with four different agents and four 

different success configurations adds up to 128 different test combinations. We consider 

three different analysis tools (emotion charts, plan selection metrics, and mean persistence 

metrics) for each test combination, giving us 384 data results to analyse. To present all 

of this data would be very time consuming and overwhelming. Instead, we consider in 

depth a few major trends that emerged from the data. The supporting results are available
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in Appendix A.

6.3.1 Emotional agents behave observably differently than rational agents

We included the rational agents in these experiments as a control or baseline with which to 

compare the emotional agents. Here we examine the difference in behaviour between the 

non-noisy rational and emotional agents in scenarios without E-Plans.

At the very least, we would expect the emotional agent to exhibit significantly different 

behaviour from the rational agent. In every test combination the rational agent will show 

the exact same behaviour, no matter what the outcome of plans. The emotional agent, 

however, should show changing behaviour as events impact its emotional state. Indeed, the 

emotional agent should show different behaviour after a success event than after a failure 

event, because of the different ways that active emotions influence utility computations.

Sequential Scenarios

First we consider behaviour in the sequential case. To compare behaviour with the rational 

agent in sequential scenarios, we can use only plan selection charts. Emotion charts can 

be used to explain the behaviour of the emotional agent, but they are by definition not 

applicable to the rational agent. In the symmetric scenarios, the rational agent always selects 

top level plans in the order 1-2-3 for each goal. We can see an example of this behaviour in 

the plan selection counts in Table 6.1. The rational agent behaves this way because without 

the influence of emotions, the utility of “Plan 1” is always higher than “Plan 2,” whose 

utility is always higher than “Plan 3.”

One major trend we see in the symmetric sequential case is that when the emotional 

agent has a negative emotional state (after failing “Goal 1”), it tends to prefer “Plan 3” for 

“Goal 2” which has high cost and high probability of success. One effect of frustration is to 

reduce perceived cost, so with high frustration the high cost of “Plan 3” is disregarded by 

the emotional agent. In extreme situations of negative emotion, the agent ends up consider­

ing all plans as equally viable. This effect occurs because other negative emotions reduce 

perceived goal value and probability of success, leading to plan utilities at or near zero. The 

agent selects randomly between applicable plans, acting in a completely irrational manner. 

Table 6.1 illustrates this phenomenon in the Failure-Failure-Failure problem solving expe­

rience. For “Goal 1” the emotional agent first selects “Plan 1” because it its emotional state 

is neutral (except for hope/fear) and its utility computation is close to the rational agent’s. 

Once “Plan 1 ” fails, the agent has some frustration, leading it to immediately diverge from
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3(100) 1-2-3 (100)
Rational (noisy) 1-2-3 (96) 1-2-3 (99) 1-2-3 (98)
Emotional (non-noisy) 1-3-2 (73) 

1-2-3 (27)
1-3-2 (76) 
1-2-3 (24)

1-3-2 (73) 
1-2-3 (27)

Emotional (noisy) 1-3-2(75) 
1-2-3 (20)

1-3-2 (62) 
1-2-3 (31)

1-3-2 (71) 
1-2-3 (21)

Table 6.4: Plan selection counts (out of 100 episodes) for the symmetric concurrent scenario 
with no E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 5.31 5.00 5.13
Rational (noisy) 1.25 1.25 1.26
Emotional (non-noisy) 4.10 4.24 4.07
Emotional (noisy) 1.76 1.69 1.72

Table 6.5: Mean persistence for the symmetric concurrent scenario with no E-Plans, with 
the Failure-Failure-Failure problem solving experience.

the rational agent behaviour by selecting “Plan 3” instead of “Plan 2.” After “Plan 3” and 

“Plan 2” fail, “Goal 1” has failed and the agent moves to “Goal 2.” At this point the agent 

has a significantly negative emotional state. The plan selection counts show that the emo­

tional agent always starts with “Plan 3” for “Goal 2,” then selects roughly evenly between 

“Plan 1” and “Plan 2.” By the time the agent is working on “Goal 3” it has a very intense 

negative emotional state and effectively selects randomly between all the applicable plans. 

Tables giving the plan selection counts for the other problem solving experiences can be 

found in Appendix A.

Persistence in Concurrent Scenarios

For the concurrent symmetric scenario, we can consider both plan selection counts and 

persistence metrics to compare the behaviour of rational and emotional agents. As in the 

sequential case, rational agents always select plans in the order 1-2-3 (see Table 6.4 for the 

Failure-Failure-Failure problem solving experience). The persistence metrics gathered for 

the symmetric scenario show that the non-noisy rational agent usually has a mean persis­

tence of slightly over 5 for failure goals and exactly 5 for success goals (see Tables 6.2, 6.5, 

and Appendix A).

We see very different behaviour for the emotional agent in the concurrent symmetric 

scenario compared to the sequential scenario. In every problem solving experience, all 

three goals show the same plan selection pattern. This effect occurs because E-JAM intends
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plans for all concurrent goals before any events occur. The initial plan selection behaviour 

for a goal in an individual episode does not depend on the order of goal execution, but the 

subsequent behaviour does. We see the same preference (as in the sequential scenarios) for 

“Plan 3” in situations with negative emotional state, but to a lesser degree (see Table 6.4). 

In most cases for a goal, the agent will first fail “Plan 1” and then select (with a mild or 

moderate negative state) “Plan 3.” However, sometimes the agent will finish working on the 

other two goals before returning to a goal. By then, the agent could be in a strongly negative 

emotional state and select “Plan 2” instead of “Plan 3.” The persistence metrics for the 

symmetric scenario reveal that the non-noisy emotional agent is on average less persistent 

than the non-noisy rational agent. In only a single problem solving experience (Success- 

Failure-Success) does the non-noisy emotional agent have a mean persistence greater than

5. For most problem solving experiences and goals, the mean persistence is less than 4. For 

example, we can see this effect in the Failure-Success-Failure and Failure-Failure-Failure 

problem solving experiences shown in Tables 6.2 and 6.5, respectively. The persistence 

metrics for other problem solving experiences are given in Appendix A.

By comparing the plan selection and persistence behaviour of rational and emotional 

agents, we determined that their behaviour is quite different. These results confirm the 

operation of the system, including emotion appraisal, storage, and influence on utility com­

putation.

6.3.2 Emotional agent behaviour is distinguishable from noisy rational be­
haviour

The noise component of an E-JAM agent’s utility computation could be viewed as a sort 

of aggregate irrational effect. The factors of goal value, cost, and probability of success 

can lead an agent to behave in certain well-defined ways, while noise leads the agent to 

simply behave more randomly. We ran the experiment with noisy and non-noisy variant 

agents to determine if noise has a significant impact on behaviour, and if noisy rational 

behaviour can be distinguished from non-noisy emotional behaviour. In other words, we 

wish to verify that our emotional modelling produces behaviour that is more refined than 

behaviour obtained by just adding noise to rational behaviour.

One can observe in Tables 6.1 and 6.4 that the noisy rational agent and the non-noisy 

rational agent differ very little in plan selection behaviour. In fact, this is the case for 

all variants of the symmetric scenario because the utilities of the top level plans are quite 

different from one another. The variations in utility computation caused by the noise factor
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2 (100) 1-3-2 (100) 1-3-2 (100)
Rational (noisy) 3-1-2 (57) 

1-3-2 (42)
3-1-2 (57) 
1-3-2 (39)

3-1-2 (53) 
1-3-2 (47)

Emotional (non-noisy) 1-2-3 (100) 1-2-3 (50) 
1-3-2 (50)

3-2-1 (21) 
2-3-1 (20)

Emotional (noisy) 3-1-2 (50) 
1-2-3 (36)

1-2-3 (35) 
1-3-2 (28)

1-3-2 (20) 
3-2-1 (18)

Table 6 .6 : Plan selection counts (out of 100 episodes) for the asymmetric sequential sce­
nario with no E-Plans, with the Failure-Failure-Failure problem solving experience.

are not great enough to significantly modify behaviour. To investigate the effect of noise 

we can turn to the asymmetric scenario, whose top level plans are closer in utility. Table 

6 . 6  shows the plan selection counts for an asymmetric sequential scenario. We can see that 

the non-noisy rational agent always first selects “Plan 1,” but the noisy agent selects “Plan 

3” slightly more often than “Plan 1.” This behaviour appears in each test combination for 

the asymmetric scenario. From these results we can see that noise has a significant effect 

on the behaviour of rational agents when plan utilities are close enough together.

We consider the effect of noise on the emotional agent for plan selection behaviour. 

Emotional agents are affected by noise in largely the same way as rational agents, but with 

an important difference. Emotional state can have an impact on noise, causing the agent to 

act more or less randomly. From the plan selection counts in Table 6 .6 , we can see that in the 

Failure-Failure-Failure problem solving experience, the non-noisy emotional agent always 

selects the plan ordering 1-2-3 for “Goal 1”, while the noisy emotional agent displays more 

random behaviour. For “Goal 2”, we see increasingly random behaviour for both agents, but 

the noisy agent is significantly more random. By “Goal 3”, both of the agents select plans 

in a completely random fashion. However, by comparing the behaviour of the non-noisy 

emotional agent to the behaviour of the noisy rational agent, we can conclude that simply 

adding noise to a rational agent does not reproduce behaviour similar to the emotional 

agent, particularly in emotional states of moderate intensity. The emotion charts for this 

test combination (given in Appendix A) show that the emotional states of the noisy and 

non-noisy emotional agents progress in a similar way to one another. The noisy agent has a 

smoother curve, indicating that its emotional state is less consistent between episodes than 

the emotional state of the non-noisy agent. This effect is much more pronounced in the 

concurrent scenarios.

Another way to analyse the effect of noise is to consider the persistence metrics for con-
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Rational (noisy) 1-2-3 (96) 1-2-3 (97) 1-2-3 (95)
Emotional (non-noisy) 1-2-3 (100) 3-1-2(100) 1-2-3 (100)
Emotional (noisy) 1-2-3 (50) 

1-3-2 (48)
1-2-3 (46) 
3-1-2 (22)

1-2-3 (50) 
3-1-2(19)

Table 6.7: Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with E-Plans, with the Failure-Failure-Failure problem solving experience.

current scenarios. For this analysis we use the symmetric concurrent scenario because it has 

more consistent maximum sequence lengths than the asymmetric scenario. As mentioned 

in Section 6.3.1, the non-noisy rational agent has a mean persistence of approximately 5 in 

most cases. When noise is added, the mean persistence drops dramatically to around 1.25 

for most cases, including the test combination in Table 6.5. This indicates that noise has a 

large effect on the persistence of rational agents. Emotional agents see a similar effect, go­

ing from non-noisy mean persistence in the 2.5 to 4 range to noisy mean persistence below 

2 in most cases. The interesting result here is that the mean persistence of noisy rational 

agents and noisy emotional agents are not substantially different in each case. This indi­

cates that the effect of noise overshadows the effect of emotional modelling with respect to 

the persistence metric.

Our results indicate that while noise has a measurable impact on the behaviour of agents, 

it does not produce behaviour similar to that caused by emotional state. However, when 

combined together with emotional modelling, noise can be seen to “wash out” the effect of 

emotions. This effect is not surprising. The fact that some emotions cause perceived noise 

to increase, especially with negative emotional states, is likely a contributor to this result.

6.3.3 E-Plans cause emotional agents to behave more rationally

Up to this point we have analysed the abstract experimental results from scenarios that do 

not involve E-Plans. In this section we examine how the inclusion of E-Plans affects the 

results. Since E-Plans are intended to bring the agent back to a neutral state (the homeostasis 

model), we would expect that an emotional agent with E-Plans would behave more like the 

rational agent than would an emotional agent without E-Plans.

When E-Plans are available, the behaviour of the rational agent remains unchanged. 

This is because E-Plans only become selectable by the agent when emotions are active, and 

that can never happen with the rational agent. The experimental results confirm that the 

rational agent’s behaviour does not change.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.53 5.00 5.53
Rational (noisy) 1.53 1.29 1.49
Emotional (non-noisy) 2.94 3.11 3.01
Emotional (noisy) 1.51 1.27 1.53

Table 6 .8 : Mean persistence for the symmetric concurrent scenario with E-Plans, with the 
Failure-Success-Failure problem solving experience.

To analyse the effect of E-Plans on the behaviour of the emotional agent, we first turn to 

the plan selection metrics. Table 6.7 shows the plan selection counts for the same scenario 

as Table 6.1, but with E-Plans included. We can see that the first choice of the emotional 

agent, “Plan 1” for “Goal 1”, is the same as without E-Plans. However, instead of selecting 

“Plan 3” second, the agent with E-Plans behaves just like the rational agent, selecting “Plan 

2” second. For “Goal 2”, we see the agent shows evidence of being influenced by negative 

emotions, as it always starts with “Plan 3.” However, unlike the agent without E-Plans, it 

does not proceed to select randomly between the two remaining plans, but it always selects 

“Plan 1” second. This again indicates a “return to rationality” caused by E-Plans. This 

effect is further confirmed by the plan selection behaviour for “Goal 3.” The agent without 

E-Plans selects randomly between all plans each time, but the agent with E-Plans behaves 

just like the rational agent. We see similar confirmation of the effect of E-Plans in the other 

scenarios (see Appendix A).

The emotion charts (given in Appendix A) bear out the effect of E-Plans on the emo­

tional state of the agent. Compared to the emotion chart in Figure 6.3, the agent with 

E-Plans can never build up a negative emotional state for a long period of time. It does 

show some negative emotional state corresponding to when it makes decisions contrary to 

the rational agent’s behaviour. At that point, the agent is first selecting a plan for “Goal 2,” 

and we saw that it selects “Plan 3” like the emotional agent without E-Plans. An interesting 

observation from the E-Plan emotion charts is that they show spikes of emotion intensity 

corresponding to plan and goal failure events. Frustration is associated with plan failure, 

so its spikes indicate the times when a plan for a top level goal or sub-goal fails and the 

agent next selects an E-Plan in response to the frustration. Spikes of the other emotion in­

stances (which are affected by goal success and failure) appear less frequently than spikes 

of frustration.

In the concurrent symmetric scenario, the results are not so clear. In the Success- 

Success-Success and Success-Failure-Success problem solving experiences, the mean per-
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sistence for each goal is increased by the inclusion of E-Plans. In the Failure-Failure-Failure 

problem solving experiences, the mean persistence for each goal actually decreases. Ap­

pendix A provides the data for these cases. For the Failure-Success-Failure problem solving 

experience, we can compare Tables 6.2 and 6 .8 . The mean persistence of the non-noisy 

emotional agent decreases for the failure goals but increases for the success goal. In most 

cases we found that the persistence on success goals is increased by E-Plans, but the persis­

tence on failure goals is decreased by E-Plans. The persistence metric is highly dependent 

on the plan selection mechanism of E-JAM. E-Plans are selected like any other plan, and 

when they are finished the agent selects another plan, resuming a sequence or starting a new 

one. It is unclear what effect this has on the mean persistence when E-Plans are involved, 

so we cannot conclusively say whether E-Plans increase or decrease the mean persistence 

of emotional agents.

Our results lead to mixed conclusions about the effect of E-Plans on the behaviour 

of emotional agents. Since E-Plans are intended to model the process of homeostasis by 

returning the agent to a neutral emotional state, we would expect that emotional agents 

with E-Plans would exhibit behaviour similar to rational agents. We confirmed that E- 

Plans reduce the emotional state of the agent and return it to a neutral state. Our analysis 

found that E-Plans cause the emotional agents to select plans more like the rational agents. 

However, the persistence of agents in concurrent scenarios is not affected consistently by 

E-Plans. Whether this inconclusive result is a problem or not remains to be seen.

6.4 Detailed Analysis of Individual Episodes

6.4.1 Rationale and Design

The previous set of experiments examined high level patterns in agent behaviour over a 

large number of episodes. To examine more subtle phenomena, we consider detailed traces 

of individual episodes using a wider variety of agents and E-Plans. We focus on different 

styles of emotional agents with different personalities. The trace output is very similar to 

that shown in the example trace in Section 5.9.

The plan library used in the detailed analysis experiments is based on the sequential 

symmetric plan library. The simple E-Plans were replaced with a significantly larger and 

more complex set of E-Plans. Each E-Plan primarily affects a particular emotion type, but 

also affects the value of all the other emotions of the same valence. The cost and probability 

of success of the E-Plans vary and each E-Plan has a chance to succeed or fail corresponding
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to its specified probability of success.

For the detailed analysis we use only emotional agents without noise. The control, or 

“neutral” agent is the same as the emotional agent without noise given above. Two other 

non-noisy emotional agents are examined, a “positive” agent and a “negative” agent. The 

positive agent has a low threshold for positive emotions and a high threshold for negative 

emotions and could be described as a good-natured, easy-going character. The negative 

agent has a low threshold for negative emotions and a high threshold for positive emotions, 

evoking a mean-spirited or grumpy character.

6.4.2 Emotional State Tendencies

The emotion thresholds specified in an agent personality have a significant effect on the 

emotional state of the agent during an episode. We found that high thresholds lead to a 

delay of emotion activation (as would be expected). However, once the emotion is finally 

activated, it is more likely to be at a high intensity level compared to typical intensities seen 

with low threshold personalities. For example, we see much more high intensity negative 

emotions in the Failure-Failure-Failure scenario for the positive agent than the negative 

or neutral agents. The negative and neutral agents have low negative thresholds that lead 

to a high frequency of low intensity emotion activation. These emotions are continually 

removed by E-Plans so they do not have a chance to build up to a high intensity.

6.4.3 E-Plan Selection

With a large selection of E-Plans that affect all emotions of a given valence, we would ex­

pect to see a more varied E-Plan selection behaviour compared to the basic E-Plans used in 

the previous experiments. We find that while the E-Plans focused on a specific emotion tend 

to be selected for that emotion, at times other E-Plans are selected. For example, a highly 

frustrated agent would usually select an E-Plan focused on frustration, but might choose 

a different E-Plan because of the influence of frustration on the utility computation. The 

different agents show significantly different E-Plan selection behaviour given a particular 

scenario. For example, in the Failure-Failure-Failure scenario, the negative agent selects 

E-Plans about twice as often as the neutral agent does, and even more often compared to 

the positive agent. This result makes sense because the negative agent has active emotional 

state after virtually any failure event, due to its low thresholds for negative emotions. The 

other agents, with higher thresholds for negative emotions, have fewer opportunities to se­

lect E-Plans because a single failure event may not cause their emotional state to become
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active. The opposite result is seen in the Success-Success-Success case, where there are no 

failure events. In the Success-Failure-Success and Failure-Success-Failure scenarios, we 

still see the negative agent selecting the most E-Plans because frustration is activated very 

often. Positive emotions are only increased by success events, and there are many more 

failure events in a Failure goal than there are success events in a Success goal.

6.4.4 Utility Computations

With a detailed analysis we can observe how utility computations are made and see why 

an agent selects one plan instead of others. We consider the initial values of the utility 

variables as well as their final values (influenced by active emotions). Certain effects are 

interesting to note with regard to utility computations. Joy has a positive effect on both goal 

value and probability of success, causing these factors (which are multiplied together) to 

have a large influence on plan selection when the agent is joyful. This effect is even larger 

for E-Plans that dissipate joy, because the initial goal value may be determined by the joy 

intensity in the first place. This goal value is increased further by the utility variable effects 

of joy, leading to a very high utility for such E-Plans.

128

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 7

Narrative Experiments

7.1 Introduction

The abstract problem experiments described in the previous chapter were useful to verify 

the operation of the E-JAM system and evaluate the effects of emotional modelling in a 

simple problem solving domain. However, they do nothing to answer the question of be- 

lievability. We would like to know if E-JAM agents behave in a believable fashion given 

a personality, a world, and events occurring in the world. To explore this question, we de­

cided to try to determine what elements of E-JAM are important for producing believable 

behaviour. Of course, part of the problem is defining what believability is. Marsella and 

Gratch developed an alternative evaluation scheme based on measuring the functionality of 

their system against standard psychological questionnaires [GM04]. With this scheme they 

avoided the problems associated with defining believability. Reilly, on the other hand, used 

several direct and indirect questions relating to strength of character and emotions in an 

attempt to measure believability in an objective way [Rei96]. We take an approach similar 

to Reilly’s by developing a set of questions that are together intended to produce an indi­

cator of the believability of an agent. By presenting narrative story output from E-JAM to 

human subjects, we explored the importance of four factors: emotional influence on utility, 

E-Plans, personality, and initial emotional state.

The basic design of the narrative experiments involved generating a set of narrative story 

traces, presenting them for human subjects to read, and asking the subjects questions about 

the traces. We added a basic natural language generation facility to E-JAM to support these 

experiments. The questions asked of the subjects included questions that try to determine 

the subjects’ affinity toward the agent, as well as the subjects’ perception of the agent’s 

personality. The details of the experimental design are discussed in Section 7.2.

The narrative experiments are designed to test two main hypotheses about E-JAM
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agents. While our experimental questions are intended to provide an indicator of believ­

ability, we are not asserting that they are proxies for believability. Instead, we are primarily 

looking for evidence that supports the hypotheses that agents modelled with the E-JAM 

emotional module are perceived differently than those that are not. The first main hypothe­

sis is that both homeostasis E-Plans and emotional influence on utility affect the responses 

of subjects to the narrative traces. Furthermore, we hypothesize that E-Plans and emotional 

influence together have a stronger effect than either do alone. A related minor hypothesis 

is that using “emotion verbs” (e.g. “shuffles” or “skips” instead of “walks”) in narrative 

traces has an effect on the responses of subjects. The second main hypothesis is that agent 

personality and initial emotional state both affect the responses of subjects. Specifically, we 

suggest that an agent with a “negative” (e.g. bad-tempered) personality should be perceived 

as negative, and that an agent who starts out with a negative emotional state should also be 

perceived as negative. An agent who has both negative personality and negative emotional 

state should be perceived as even more negative.

The results of the experiments gave a confirmation of the first main hypothesis. We 

found that emotional influence on utility and the use of E-Plans both impact the responses 

of subjects and that their interaction also makes an impact. However, we did not find strong 

evidence to either confirm or deny the related minor hypothesis concerning emotion verbs. 

Furthermore, the second main hypothesis was not verified by our results. We found some 

evidence that supports it, but we also found other evidence that undermines it.

The remainder of this chapter is organized as follows. First, we describe the experimen­

tal design in detail. We then present the results of the experiments, followed by a discussion 

of how the results relate to our hypotheses.

7.2 Experimental Design and Procedure

We developed two experiments to explore the two different main hypotheses. For each 

experiment we vary two factors, giving a 2-way design. Experiment 1 investigates the 

effects of the E-JAM emotional module (emotion-model agents vs. rational agents) and of 

the inclusion of E-Plans (inclusion of E-Plans in the plan library vs. no E-Plans). Recall that 

the E-JAM emotion module impacts the computation of plan and goal utilities by biasing 

goal value, probability of success, and cost estimates. The E-JAM emotional module biases 

these utility components as a function of the emotional state it computes, which in turn is 

determined by plan and goal success or failure. E-Plans are non-goal related behaviours,
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with their own value, success probability, and perceived cost, that are effectively triggered 

by an internal state (i.e. when a particular emotion surpasses its activation threshold). They 

compete with plans and behaviours dedicated to the achievement of externally-assigned 

goals.

The purpose of this experiment is to determine if explicit emotional expression (E- 

Plans) and implicit emotional influence on decision-making are both influential on the re­

sponses of subjects (and perhaps on believability). In this experiment, each agent starts 

with negative emotional state (all emotion instances at -1.0 value). Emotion verbs, which 

are used in narrative generation to indirectly indicate the agent’s emotional state, are not 

used in Experiment 1.

Experiment 2 explores the effects of personality (neutral vs. negative) and the effects of 

initial emotional state (neutral vs. negative). This experiment is used to determine whether 

our modelling of personality and initial state are both important for giving the impression 

of a negative agent. Effectively, Experiment 2 is geared at a further test of our approach to 

synthetic agents, since personality settings and initial state effectively determine how soon 

the emotional module starts biasing utility metrics. In this experiment, emotion verbs and 

E-Plans are used for all agents.

The materials used for these experiments were narrative traces of agent behaviour in a 

simple problem solving scenario. The scenario and narrative generation for each experi­

ment was designed so that each narrative trace would take approximately 10 to 15 minutes 

to read. Subjects were University of Alberta undergraduates who received credit towards a 

Department of Psychology course requirement for experimental credit. Forty subjects par­

ticipated in each experiment, with equal numbers of females and males in each experiment. 

Subjects were run in groups of 5-10 and were native speakers of English.

Subjects were randomly assigned to a particular experimental condition (e.g., emo­

tional agent with no E-plans), which determined the nature of the narrative trace that was 

produced. There were 10 subjects assigned to each of the four conditions within each ex­

periment.

Each subject received an instruction sheet, followed by a single narrative trace, and a 

set of questions. The instructions did not indicate that the trace to follow was computer 

generated, but instead referenced a certain kind of narrative style (see Section 7.2.1 and 

Appendix B). Subjects worked at their own pace and received debriefing information at the 

end.

The details of the scenario, agent personalities, narrative generation, and questions are
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described in the subsequent sections. The full set of experimental materials can be found in 

Appendix B.

7.2.1 The problem-solving scenario

The scenario requirements for the narrative experiments are very different from the require­

ments for the abstract problem experiments. The situation and actions of the agent should 

be interesting and engaging to the reader. These qualities are not provided by either of the 

scenarios in the abstract problem experiments. Other qualities are important in scenarios 

that will be used to generate readable narratives. In order to demonstrate how emotional 

state might evolve from goal and plan outcomes, and in turn start affecting subsequent plan 

selection decisions, agents need to have multiple ways to accomplish their goals. The sce­

nario also needs to be long enough to demonstrate these behavioural changes, but not too 

long for a person to read the narrative output in a few minutes. Finally, the scenario needs 

to be workable and interesting with a single agent.

We developed a narrative problem-solving scenario based on the play “My Foot My 

Tutor” by Peter Handke [HanW]1. The play has two characters, the ward and the warden, 

and involves their wordless interaction throughout a day on a farm. The script is very 

descriptive and written from the perspective of an observer “noticing” the situation and 

the actions taking place. There is no dialogue-the audience interprets the characters’ state 

strictly from their behaviour with each other and with objects on the stage. We decided 

to base our scenario on “My Foot My Tutor” because this very style made it particularly 

well suited for automatically-generated behaviour traces based on plan outcomes in a simple 

world. In our scenario, the ward is on the farm by himself, and has a main task to accomplish 

that has been set by the warden (who does not appear in our narrative traces). The task and 

the plans to achieve it are inspired by events in the play, as are the E-Plans available to the 

ward. The following is an excerpt from the opening part of the play as written by Handke.

The figure on the state is young -  some recognize that this figure probably

represents the ward.

The ward has his legs stretched out in front of him.

We see that he is wearing hobnailed boots.

The ward is holding the underside of his right knee with his left hand; the right

'We gratefully acknowledge many useful discussions with Professor Piet Defraeye, Department of Drama, 
about the challenges of conveying internal state through simple actions and choices on stage. The choice of 
this play as inspiration, as well as many features of the experimental questions, are due to his interest and 
engagement with this project.
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leg, in contrast to the left, is slightly bent.

We see that the ward is leaning with his back against the backdrop representing 

the house wall.

In his right hand the figure is holding a rather large yellow apple.

Now that the curtain has opened and is open, the figure brings the apple to his 

mouth.

The ward bites into the apple, as if no one were watching. The apple does not 

crunch especially, as if there were no one listening.

The picture as a whole exudes something of the quality of what one might call 

profound peacefulness.

The ward eats the apple, as if no one were watching. [Han77]

Note that these are effectively directions to the stage director and to the actor; the entire 

play is written in this style.

Since the narrative scenario is an E-JAM plan library, we can represent it graphically 

in the same way as the abstract scenarios. Figure 7.1 shows the structure of the narrative 

scenario. The single top level goal for the ward is to change the light bulb in the farmhouse. 

He has three plans available to achieve the goal. He can find and use a light bulb grabbing 

device, find and use a ladder, or climb the furniture in the same room. Each plan has a 

sub-goal for finding a replacement light bulb, and the grabber and ladder plans also have 

a sub-goal each for finding the grabber or ladder. The ward can try each plan once, and 

does not have to find a replacement light bulb more than once if a top level plan fails. For 

example, the ward could decide to change the light bulb using the ladder, find a light bulb, 

but fail to find the ladder. If he then decides to try climbing the furniture, the sub-goal to 

find a light bulb is already achieved and he directly proceeds to the rest of the climbing 

plan.

The narrative scenario can be defined with problem solving experiences (pre-set deter­

minations of successes and failures for particular goals and plans) similar to the abstract 

problem scenarios. For the narrative experiments, we used a single problem solving expe­

rience which results in the ward only succeeding by using the light bulb grabber plan. The 

replacement light bulb is in the house, and the grabber can be found in the shed. The other 

two top level plans are pre-set to always eventually fail for the ward. The problem solving 

experience can include a number of failures, but it is predefined to have the ward eventually 

succeed by using the light bulb grabber plan to replace the light bulb. The problem solving 

experience is illustrated in Figure 7.1 with grey elements indicating goals and plans that
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Look in shed 
C=med P=med

Look in house 
C=low P=low

Look in shed 
C=med P=med

Climb a ladder 
C=high P=high

Climb on furniture Look in shed
C=low P=low C=med P=high

Look m shed 
C=med P=med

Figure 7.1: Graphical representation of the narrative experimental scenario. Grey ellipses 
and boxes represent goals and plans that will succeed, and white ellipses and boxes repre­
sent goals and plans that will fail.
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succeed, and white elements indicating goals and plans that fail.

For experimental conditions testing the influence of E-Plans, the agents plan library con­

tains E-Plans in addition to the cognitive goal achievement plans shown in Figure 7.1. Two 

E-Plans are triggered by positive emotions and two are triggered by negative emotions. Re­

call that E-Plans are modelled after the process of homeostasis: they are activated by emo­

tional state, and successful execution of an E-Plan will reduce the level of the emotions that 

triggered it. All E-Plans compete with C-Plans (cognitive plans for external goal achieve­

ment) for the purposes of decision making. The E-Plans are inspired by events in the play, 

and include drawing in a book (joy-focused), eating an apple (satisfaction-focused), tear­

ing a calendar (distress-focused), and crumpling a newspaper (frustration-focused). Each 

E-Plan, when successful, reduces the value of the focused emotion by 0.3 and all the other 

emotions of the same valence by 0.2. If an E-Plan fails, however, it increases the value 

of frustration by 0.2. For example, the success of the E-Plan for eating an apple reduces 

satisfaction by 0.3 and reduces joy and relief each by 0.2. E-Plans also have a cost and 

a probability of succeeding or failing. These values were selected by trial and error to 

produce traces where E-Plans tended to appear, but did not dominate the narrative. The 

success or failure of E-Plans are not predetermined like the problem solving experience 

for C-Plans. The probability of success variable is used to randomly determine whether an 

E-Plan succeeded or failed.

7.2.2 Agent Personalities

In the narrative experiments we make use of three distinct personalities for the ward agent. 

The “neutral” agent personality is the same as the non-noisy emotional agent in the abstract 

problem experiments. It has activation thresholds set to 0.3 for each emotion dimension. In 

Experiment 1 we explore the effects of emotional influence on utility computations and of 

E-Plans. In order to cover the case of an agent that has no emotional influence on utility 

computations but has E-Plans, we need a “rational” agent that can select E-Plans. The 

rational agent defined in the abstract problem experiments cannot accomplish this, because 

it never has active emotional state. For the narrative experiments, we define a new rational 

agent that has emotion activation thresholds set to 0.3 for each emotion dimension, just 

like the neutral agent. This means that that the emotion module will compute emotional 

state for the rational agent, as a function of that agents success and failure in the world. 

We allow this computed emotional state to trigger the possible selection of E-Plans, but do 

not allow the emotional state to impact the utility computations for any plan or goal that the
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agent is considering. Effectively, the rational agent here will engage in the same diversity of 

behaviour (e.g., eating an apple “because” it is joyful) but the state will not cause a biasing 

of utilities.

The third agent personality used in the narrative experiments is a “negative” personal­

ity. The activation thresholds for positive emotions are set to 0.7, while the thresholds for 

negative emotions are set to 0.1. As a result, the negative agent personality is more reactive 

to failure situations and less reactive to success situations. The negative agent personality 

is contrasted with the neutral personality in Experiment 2. The other factor investigated by 

Experiment 2 is the initial emotional state of the ward agent. Initial emotional state is speci­

fied as either neutral or negative. Neutral emotional state has all emotion instance values set 

to 0 .0 , while negative emotional state has all emotion instance values set to -1 .0  (maximally 

negative).

7.2.3 Narrative Generation

In order to carry out narrative-based experiments with human subjects, we needed to extend 

E-JAM to include the ability to generate natural language output. The default output traces, 

while informative for a researcher, are not conducive to presenting an interesting story to 

a non-technical user. To support the narrative experiments, we added a simple natural lan­

guage generation system to E-JAM that includes domain independent and domain specific 

features. The method of language generation is comparable in some ways to the template 

system used by Reilly in the Em emotion architecture [Rei96]. Most of the narrative is 

generated with templates that fill in tags such as [agent] with situation or domain specific 

information (for example, [agent] is replaced with “the ward” or “he”).

The natural language generation system in E-JAM includes a number of narrative el­

ements that are independent of any specific plan library or scenario. These domain inde­

pendent elements of narrative generation map neatly to the domain independent aspects 

of the emotional modelling system itself. Narrative is generated for events (plan failure, 

goal failure, and success), event and prospect appraisal, sub-goaling, and plan intention and 

selection.

Event narrative text is different for each event and for C-Plans and E-Plans, and re­

trieves domain specific information from the plan library as part of the text. For example, 

the narrative template for C-Plan failure is “[agent’s] plan for [plan gerund phrase] [goal 

infinitive phrase] has not worked out.” In a particular situation, this could result in the 

narrative output “His plan for looking in the house to get a new light bulb has not worked
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out.”

When an event occurs, the event appraisal process updates the agent’s emotional state. 

For each emotion instance that changes significantly, we output a narrative sentence in­

dicating the change. The sentence includes a reference to the emotion instance using an 

emotion intensity word. For example, the emotion intensity words for joy/distress (from 

most distressed to most joyful) are dejected, unhappy, discontented, ambivalent, contented, 

happy, and ecstatic. The narrative string for the emotion change depends on the nature and 

direction of the change. For example, if an emotion instance is inactive and becomes ac­

tive, we simply output “[agent] feels [emotion intensity word]? However, if the emotion 

instance was active and its intensity decreased, we would output “[agent] now feels only 

[emotion intensity word]? These small differences are important for the flow of the narra­

tive text. Prospect appraisal results in similar narrative generation when hope/fear for a goal 

changes significantly. The narrative output includes a reference to the goal associated with 

the hope/fear emotion instance. For example, we would see the narrative output ‘The ward 

becomes fearful that he will fail to get a new light bulb” if  the agent’s fear for that sub-goal 

increases.

We include domain independent narrative generation for the behavioural choices of the 

agent. When a plan sub-goals, a narrative template is used to indicate that the agent has to 

achieve the sub-goal as a step in the plan. The agent’s prospect appraisal for the sub-goal 

is also narrated at this time. We also output narrative text when the agent makes a decision 

about intending a C-Plan or E-Plan. The intention narration is complex because it includes 

information about what is being intended as well as the reasons for and against intending 

it. Furthermore, we include narrative output that mentions both an alternative plan that was 

not selected and the reason for not selecting it.

The following example shows the three elements discussed above (line numbers and 

indentation are included for explication and were not in the text seen by subjects).

10

The ward plans on looking in the shed 
in order to get a light bulb grabber 
because it seems very simple, 
even though it seems likely to fail.

He feels paranoid,
so he does not care that looking in the shed is actually likely to succeed.

He had considered looking in the house, 
but it seems less likely to succeed.

The first narrative sentence (lines 1-4) in the example gives the plan the agent has 

intended and what goal the plan achieves. It may also give a reason (line 3) for intending
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the plan. The plan was intended because its utility was the highest, so the narrative output 

gives a reason that the utility is high. Low cost and high probability of success components 

cause utility to be high, and so we list those utility components as reasons if  they have 

extreme values that improve utility. If they do not, then the reason is omitted entirely. 

Similarly, a reason against intending the plan (line 4) may also be given if the plan has high 

cost and/or low probability of success. For example, if there were no reasons for or against 

intending the plan, the sentence would simply read “The ward plans on looking in the shed 

in order to get a light bulb grabber.” In brief, the reason for plan selection aims to convey 

elements of the utility computation.

The second sentence (lines 6-7) is generated to explicitly indicate the effects of emo­

tional state on the utility computation biases. In this example, the agent has an active 

fears-confirmed emotion with high intensity (line 6 ), causing it to perceive probability of 

success as lower than it really is (line 7). Finally, the narrative mentions another plan that 

the agent had considered to achieve the same goal (lines 9-10). If the alternative plan has 

lower probability of success, lower goal value, or higher cost than the chosen plan, that is 

given as the reason that the agent did not select the alternative plan. Otherwise, the plans 

actually have the same utility, and the narrative indicates that the alternative plan was “no 

better or worse.” As in the reasons narrated for plan selection, the reasons for rejecting the 

alternative plan attempt to reflect information about the utility computations.

In all the natural language generation steps discussed thus far, the only domain specific 

elements are variables such as plan and goal descriptions drawn from the plan library. In 

order to tell a more interesting story, we include domain specific narration directly in the 

plan library that describes the actions taken by the agent. The domain independent narrative 

can say that the ward decides to look in the house for a light bulb, but it cannot describe the 

actual act of looking or the reasons for succeeding or failing in the task. For this reason, we 

include actions directly in each plan that add descriptive text to the narrative. This domain 

specific narrative text works the same as the domain independent templates to fill in tags 

such as [agent]. For example, when the agent executes the plan to look in the house for a 

light bulb, the narrative output is “[agent] [verb=walks] inside the house and looks around 

for a light bulb.” The verb tag is replaced with an emotion verb that is selected according 

to the highest intensity global emotion instance of the agent. If the agent is disappointed, 

he shuffles, but if he is joyful, he skips. Emotion verbs are used only in Experiment 2; in 

Experiment 1, a default verb (e.g. “walks”) is always used.

The following is an excerpt from a generated narrative trace. It describes the agent
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intending a plan to climb the ladder in order to replace the light bulb. The plan sub-goals 

and the agent decides to look in the shed to find a light bulb. When the plan fails, the agent 

tries looking in the house, which succeeds.

The ward plans on climbing the ladder in order to replace the light bulb because
it seems very simple, even though it seems like a long shot.
The ward feels exasperated, so he does not care that climbing the ladder is
actually difficult.
He feels paranoid, so he does not realize that climbing the ladder is actually 
likely to succeed.
He had considered climbing the furniture, but it seems no better or worse.
He goes to work on climbing the ladder to replace the light bulb.
As a step in climbing the ladder to replace the light bulb, he has to get a new
light bulb.
The ward plans on looking in the shed in order to get a new light bulb because it 
seems very simple, even though it seems like a long shot.
The ward feels exasperated, so he does not care that looking in the shed is
actually somewhat hard.
He feels paranoid, so he does not realize that looking in the shed is actually 
unclear whether it will succeed.
The ward had considered looking in the house, but it seems no better or worse.
The ward walks to the shed and looks inside for a light bulb.
He cannot find a new light bulb in the shed.
He plans on looking in the house in order to get a new light bulb because it seems
very simple, even though it seems like a long shot.

The ward feels paranoid, so he does not realize that looking in the house is 
actually likely to succeed.
He walks inside the house and looks around for a light bulb.
The ward picks up the new light bulb that he finds on the shelf.

Due to the basic nature of the narrative generation in E-JAM, and the limited number of 

experimental traces required, we decided to apply a manual “smoothing” process for each 

of the traces in the experiments. The smoothing process involves modifying the text in a 

consistent way to reduce repetitive grammatical structures and improve the variety of word 

choice. The result of narrative smoothing is a trace that is more readable and engaging. 

The identical modifications were made to each trace in order to prevent the smoothing 

from unevenly influencing the experimental results. The following excerpt is the smoothed 

version of the previous narrative excerpt, which subjects read. The action in the story is 

the same, but the text has more variety and includes some narrative structures that would 

be difficult to include in the generated narrative. For example, after the agent fails to find 

a light bulb in the shed, the smoothed version of the trace reads “again we can tell that he 

thinks this will fail but will be easy.” The phrasing of “we can tell” or “we can see” is aimed 

at assigning an interpretation of the agent’s actions to the reader, who would otherwise be 

viewing an actor on a stage who (presumably) would engage in visual techniques to convey 

internal state.

He plans on climbing the ladder to replace the light bulb.

The ward thinks it will be simple to try.
He i s  s o  exasperated that he does not see, as we do, that this is actually going 
t o  b e  harder than it seems to him.
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He is feeling paranoid too and believes this is very unlikely to work.
We can tell that it probably will work.

He goes to work on his plan.

He first needs to get a new light bulb.

Still exasperated, the ward thinks that looking in the shed will be very easy to 
d o .
His fearfulness makes it seem to him that finding one there will be a long shot.

He walks to the shed and looks inside for a light bulb.

We see that he does not find one.

The ward now decides on looking in the house.
Again we can tell that he thinks this will fail but will be easy.

Feeling paranoid, he does not see (as we do) that looking there is actually likely 
to work out.

The ward walks inside the house and looks around for a light bulb.

He finds one on the shelf and picks it up.

7.2.4 Questions

All subjects answered the same questions that followed whichever trace they read, as per 

their assignment to a particular experimental condition. The first group of questions in­

cludes eight different questions about the ward that are answered by giving a rating on 

a scale from 1 (not at all) to 7 (very much). We refer to this set of questions as affinity 

questions because they are intended to reveal how the subject feels about the ward and his 

behaviour. Table 7.1 shows all of the affinity questions. They include simple questions such 

as “Do you you like the ward?” as well as more philosophical questions such as “Do you 

think he has a future? ” 2 Each question is also accompanied with a prompt for the subject to 

explain their rating.

1. Do you like the ward? 2. Do you want him to succeed?
3. Do you understand him? 4. Do you identify with him?
5. Do you approve of him? 6 . Do his actions make sense to you?
7. Are you on his side? 8 . Do you think he has a future?

Table 7.1: The sequence of eight affinity questions used in both of the narrative experiments.

After the affinity questions, each subject was presented with a list of paired adjectives.

Each pair contained a positive and negative adjective. The subject was asked to circle the

one that he or she thought was the better description of the ward. For example, the subject

could circle one of “nice” or “not nice.” A total of 13 adjective pairs were presented; the

2Again we acknowledge Prof. Defraeye’s input on developing these sorts of questions, as alternatives to 
“Do you regard the agents behaviour as believable?”
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nice not nice
crazy rational
satisfied unsatisfied
discontented happy
satisfied disappointed
disappointed relieved
serious playful
relaxed frustrated
pessimistic optimistic
stable flighty
hardworking lazy
fearful hopeful
accepting intolerant

Table 7.2: The set of thirteen adjective pairs used in both of the narrative experiments.

order of positive and negative pairs was randomly determined, but identical for all subjects. 

The complete list of adjective pairs is given in Table 7.2.

7.3 Results

The answers to the questions for each experiment were recorded and processed into a data 

set. The data for the affinity questions are integer values from 1 to 7, inclusive. For the 

adjective pairs, the data are counts of positive adjectives vs. negative adjectives.

For each experiment, we performed a several 2-way analysis of variance (ANOVA) 

tests on the data. A separate 2 x 2  ANOVA was done for each separate affinity question, 

where the data was the value of the subject’s scale rating .3 A separate 2 x 2  ANOVA was 

done on each adjective pair, where the data was the subject’s selection (positive encoded 

as 1, negative encoded as 2). A 2 x 2 ANOVA was done where the data was the sum of a 

subject’s encoded selections across all adjective pairs (total adjective selections). Note that 

the tests on the adjective pairs are exactly the same in structure as the tests on the affinity 

questions, except we have data values of 1 or 2 instead of 1 through 7.

7.3.1 Experiment 1

In the first experiment, we consider the factors of emotional influence on behaviour and

E-Plans. Each factor has two levels -  the emotional modulation of utility factors is present

or absent, and the E-Plans as homeostatic responses to emotional state were either available

3Ideally, we would also have done a 2 x 2 x 8 ANOVA, with repeated measures on the third factor (question), 
but for the purposes of this pilot study, we used this simpler analysis.
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Question

Emotional Modulation of Utility
Yes  No________

E-Plans No E-Plans E-Plans No E-Plans
1. Like the ward? 3.30 3.40 3.40 3.40
2. Want him to succeed? 4.50 4.40 4.50 5.30
3. Understand him? 3.00 4.10 4.20 3.50
4. Identify with him? 2 . 1 0 3.30 4.00 4.10
5. Approve of him? 3.50 3.30 4.00 3.50
6 . Actions make sense? 3.60 4.00 4.00 4.60
7. On his side? 3.70 3.65 4.10 3.60
8 . Has a future? 3.90 3.60 4.20 4.30

Table 7.3: Mean affinity question rankings for each group in Experiment 1. Each mean is 
based on 10 subject responses (1 = “not at all,” 7 = “very much”).

or not for the agent. Table 7.3 shows the average rankings for each question as a func­

tion of experimental condition. Recall that on the seven point scale, 1 represents that the 

subject agrees “not at all” and 7 represents that the subject agrees “very much.” We find 

a significant difference caused by the emotion modulation factor on the rating assigned to 

Question 4 (”Do you identify with him?”) (F(l,3) = 5.47, p <  0.03). Subjects in the emo­

tion modulation condition gave an average ranking of 2.70, and subjects not in the emotion 

modulation condition gave a marginal average ranking of 4.05. Subjects identified less with 

the emotional agent than with the rational agent, which is not necessarily what we expected. 

We discuss the ramifications of this result and similar results in Section 7.4. We found that 

for all questions the average ranking for emotional agents is lower than for rational agents 

(collapsed across the E-Plan factor).

The adjective selection responses are more sensitive than the affinity questions for our 

manipulations in Experiment 1. Table 7.4 shows the number of positive selections for each 

adjective pair, as well as the total adjective selections, as a function of experimental con­

dition. Both E-Plans and emotional influence on behaviour have significant effects on the 

total adjective selections. Additionally, we found six significant effects and two possibly 

significant effects on individual adjective pairs. We first examine the results for the total 

adjective selections. Overall, the subjects selected 209 positive adjectives and 310 nega­

tive adjectives (40% positive). There were significant main effects for both the emotional 

modulation factor (F(l,3) = 8.31, p <  0.01) and the E-Plan factor (F(l,3) = 4.62, p <  0.04). 

However, the interaction between the factors is not significant. The agent considered the 

most positive by subjects is the rational agent with no E-Plans, while the agent considered 

the most negative is the emotional agent with E-Plans. Recall that the agent was set up to
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Emotional Modulation of Utility 
Yes No

Adjective Pair E-Plans No E-Plans E-Plans No E-Plans
nice/not nice 5 9 8 8

rational/crazy 5 5 7 7
satisfied/unsatisfied 1 2 3 4
happy/discontented 0 2 2 4
satisfied/disappointed 1 4 3 7
relieved/disappointed 1 7 4 6

playful/serious 0 2 2 3
relaxed/frustrated 1 0 2 8

optimistic/pessimistic 1 2 3 4
stable/flighty 5 3 4 5
hardworking/lazy 5 4 5 4
hopeful/fearful 1 2 5 7
accepting/intolerant 5 7 5* 9
Total adjective selections 31 49 53 76

*This adjective pair had one missing response.

Table 7.4: Positive adjective selection counts for each group in Experiment 1. Each group 
is based on 1 0  subject responses, except where indicated.

have multiple failure experiences, and so it is consistent that more subjects select negative 

adjectives such as frustrated and pessimistic for such agents.

We also see some statistically significant results for certain specific adjective pairs. The 

most striking result is that for the adjective pair “relaxed/frustrated.” We found significant 

effects for E-Plans (F(l,3) = 5.49, p <  0.03), emotional influence on utility (F(l,3) = 17.78, 

p <  0.01), and the interaction between factors (F(l,3) = 10.76, p <  0.01). The effect of 

both E-Plans and emotional influence on utility was to increase the number of selections 

of “frustrated” instead of “relaxed.” The nature of the interaction is that the lack of emo­

tional modulation condition (compared to the emotional modulation condition) increases 

the number of positive selections more for the agents without E-Plans than for the agents 

with E-plans. This means that the lack of emotional modulation reinforces the positive 

effect of the lack of E-Plans. Figure 7.2 shows the effects in a graphical form. For the 

adjective pair “satisfied/disappointed,” similar effects were significant for E-Plans (F(l,3) = 

5.88, p <  0.03) and in the right direction for emotional influence on utility (F(l,3) = 3.00, 

p <  0.10). E-Plans have a significant effect (F(l,3) = 7.38, p <  0.02) for the adjective pair 

“relieved/disappointed” and an effect in the right direction (F(l,3) = 3.27, p <  0.08) for the 

adjective pair “accepting/intolerant.” Finally, we found a significant effect for the emotional 

influence on utility (F(l,3) = 10.27, p <  0.01) for the adjective pair “hopeful/fearful.”
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Figure 7.2: Interaction effects in Experiment 1 for the “relaxed/frustrated” adjective selec­
tion

In every significant case, agents with E-Plans or emotional influence on utility have 

a greater number of negative adjective selections. This result was expected because the 

agents are in a negative situation with negative emotional state and E-Plans and emotional 

influence on utility cause the agents to “communicate” their negative state to the reader 

through their actions.

Overall, the affinity questions were not a sensitive measure to our manipulations and this 

was a disappointment. However, several of the adjective selection questions were sensitive 

to the conditions of E-Plans and emotional influence on utility. We found evidence that the 

experimental factors have an effect on the responses of subjects, and that both E-Plans and 

emotional influence on utility tend to result in a more negative perception of the agents. We 

discuss these results in more detail in Section 7.4.

7.3.2 Experiment 2

The second experiment explores the effects of initial emotional state versus personality 

tendencies. As in the first experiment, each factor has two levels. Initial emotional state can 

be either negative or neutral (zero), and personality can be either negative or neutral. The 

results are not favourable for the impact of our manipulations, at least with these metrics. 

Table 7.5 presents the mean ratings for each affinity question as a function of experimental 

condition. The only notable result is the relative rankings for Question 2 (“Do you want
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Initial Emotional State 
Neutral Negative

Question Neut Pers. Neg Pers. Neut Pers. Neg Pers.
1. Like the ward? 3.50 3.90 3.40 3.50
2. Want him to succeed? 5.40 4.50 5.00 5.50
3. Understand him? 2.90 3.90 3.30 3.30
4. Identify with him? 3.80 3.40 3.40 3.50
5. Approve of him? 3.70 3.80 3.60 3.90
6 . Actions make sense? 3.50 4.50 3.90 4.00
7. On his side? 4.10 3.70 3.90 4.40
8 . Has a future? 4.60 4.30 3.90 4.00

Table 7.5: Mean affinity question rankings for each group in Experiment 2. Each group is 
based on 10 subject responses (1 = “not at all,” 7 = “very much”).

Initial Emotional State 
Neutral Negative

Adjective Pair Neut Pers. Neg Pers. Neut Pers. Neg Pers.
nice/not nice 8 * 8 6 1 0

rational/crazy 7 7 4 7
satisfied/unsatisfied 6 4 0 1

happy/discontented 4 2 0 0

satisfied/disappointed 5* 7 1 3
relieved/disappointed 6 7 5 6

playful/serious 3 0 * 0 1

relaxed/frustrated 4 2 2 0

optimistic/pessimistic 5* 5 1 0

stable/flighty 2 7* 1 4
hardworking/lazy 4 7 6 7
hopeful/fearful 6 8 2 1

accepting/intolerant 6 5 4 5
Total adjective selections 6 6 69 32 45

’This adjective pair had one missing response.

Table 7.6: Positive adjective selection counts for each group in Experiment 2. Each group 
is based on 1 0  subject responses, except where indicated.
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Figure 7.3: Interaction effects in Experiment 2 for the total adjective selections

him to succeed?”) (F(l,3) = 2.78, p <  0.11). The marginal average ranking on this question 

for agents with a neutral initial state is 5.0, while the marginal average ranking for agents 

with a negative initial state is 5.3.

Fortunately, as in the first experiment, the adjective selection results are much more 

promising. Table 7.6 shows the number of positive selections for each adjective pair, as 

well as the total adjective selections, as a function of experimental condition. Overall, the 

subjects selected 212 positive adjectives and 303 negative adjectives (41% positive). The 

interaction between the personality and initial state factors was significant (F(l,3) = 12.33, 

p <  0.01) for the total adjective selections (see Figure 7.3). The nature of the interaction 

is that the neutral initial state condition (compared to the negative initial state condition) 

increases the number of positive selections more for the neutral personality than for the 

negative personality. This means that neutral initial state reinforces the positive effect of 

neutral personality. The main effects were not significant.

We also see significant effects for the interaction of both factors on several individ­

ual adjective pairs: “satisfied/unsatisfied” (F(l,3) = 12.79, p <  0.01), “happy/discontented” 

(F(l,3) = 8.10, p <  0.01), “satisfied/disappointed” (F(l,3) = 8.51, p <  0.01), “optimistic/pes­

simistic” (F(l,3) = 13.83, p <  0.01), and “hopeful/fearful” (F(l,3) = 16.75, p <  0.01). In 

two of these adjective pairs we see the same pattern of effect as the total adjective se­

lections, but for the other three pairs we see the opposite effect -  the neutral initial state 

condition decreases the number of positive selections more for the neutral personality than
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Figure 7.4: Interaction effects in Experiment 2 for the “hopeful/fearful” adjective selection

for the negative personality. This means that neutral initial state works against the positive 

effect of neutral personality. Figure 7.4 shows the chart for the “hopeful/fearful” adjective 

selection that reveals the opposite effect (compare with Figure 7.3).

Initial emotional state significantly impacted the “nice/not nice” judgement (F(l,3) = 

4.16, p <  0.05) and the “playful/serious” judgement (F(l,3) = 4.54, p <  0.05). In both 

cases, neutral initial state had more positive selections than negative initial state (across 

personality conditions, see Table 7.6). Note that for “nice/not nice,” the sample size of the 

neutral/neutral group is 9 instead of 10 due to a missing response on one of the question­

naires. The personality factor significantly impacted the “stable/flighty” judgement (F(l,3) 

= 10.16, p <  0 .0 1 ), with neutral personality having fewer positive selections than negative 

personality (across initial state conditions).

Once again, the affinity questions were not a very sensitive measure. The adjective 

selection questions revealed significant effects for the interaction of initial emotional state 

and personality. There is evidence that the experimental factors affect the responses of 

subjects, but the nature of the effects are inconsistent. We discuss these results in more 

detail in Section 7.4.
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7.3.3 Impact of Emotion Verbs

One plausible concern in any consideration of narrative descriptions of agents is whether 

language choice accounts for most of the variance in whether an agent is taken to be believ­

able, or whether the reader or observer accords emotional state to the agent. Thus, agent 

behaviour can be described as He shuffled over to the house or He walked over to the house 

or He skipped over to the house. Assuming that the emotional state is computed as de­

pressed, neutral, or joyful, respectively, then the choice of a corresponding appropriate verb 

might influence the perception of the nature of the agent more than any particular problem 

solving choice per se.

To evaluate the effect of emotion verbs, we compared the judgements of Experiment 1 

subjects who judged emotionally modulated narratives with E-Plans with subjects in Ex­

periment 2 , who judged neutral personality and negative initial emotional state narratives. 

Emotion verbs were not used in Experiment 1 and were used in Experiment 2. All subjects 

in the two groups judged narratives with E-Plans, emotional influence on utility, negative 

initial emotional state, and neutral personality. The only difference between the two groups 

is the factor of emotion verbs. The levels of the emotion verbs factor are simply whether or 

not emotion verbs are used.

We used a one-way ANOVA test to for the cross-experiment analysis, but found very 

few significant results. The affinity questions revealed no significant effects for the emotion 

verbs factor. Analysis of the adjective pairs shows effects approaching significance on two 

pairs, “relieved/disappointed” (F (l,l)  = 4.24, p <  0.06) and “stable/flighty” (F( 1,1) = 4.24, 

p <  0.06). In the first pair, emotion verbs increase the number of positive selections. How­

ever, the opposite effect occurs in the second pair. These results do not give an indication 

that emotion verbs have a generally discernible effect on the responses of subjects.

7.4 Discussion

The adjective-selection metrics appeared to be more sensitive to our manipulations than 

the affinity questions. The narrative traces involve an agent experiencing primarily nega­

tive emotions and events. The adjective selection questions map particularly well to this 

situation, because the subject has to make a forced choice between positive or negative ad­

jectives. For example, it is reasonable that an agent who expresses his frustration should 

have more selections for “frustrated” than an agent who does not express his frustration.

We were disappointed that the affinity questions, borrowed from perspectives on effec-
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tive acting techniques [Def05], did not prove sensitive to our manipulations. We had hoped 

that they could serve as an alternative metric to the evaluation of believability. It could be 

that our manipulations themselves were not strong enough for this metric, or that they were, 

but the metric and the manipulation are not well suited for each other. It is possible that 

the number of subjects (10 per cell) was insufficient. The affinity questions were answered 

with a ranking from 1 to 7, which has no effect of forced choice and may cause a tendency 

for people to answer around the middle of the range. Increasing the number of observations 

may address this concern. Finally, we can observe from the written comments from sub­

jects that the interpretation of some questions differed from subject to subject. This could 

cause two subjects to give potentially wildly different answers to a question for completely 

different reasons. For example, we consider a selection of responses to the “Do you want 

him to succeed?” question for the emotional agent with E-Plans in Experiment 1. Some 

subjects gave a rating of 1 (“not at all”) for reasons of story interest, writing that “if he suc­

ceeded then there would be no story thus no entertainment,” or that “it’s more interesting 

to see a reaction to failure rather than accomplishment.” Some other subjects gave a rating 

of 6  or 7 (“very much”) for reasons indicating concern for the agent’s physical and mental 

well-being. One of these subjects would “rather have him just quickly change the light bulb 

than potentially break his neck due to broken ladders and furniture.” Another noted that 

“it’s depressing not to succeed.” The written comments to other questions also show that 

the affinity questions were interpreted in very different ways by different people. This is to 

be expected to some degree, but the simple and open nature of most of the affinity questions 

may have led to a wider range of interpretation.

It may seem natural to assume that higher rankings on the affinity questions correspond 

to increased believability. This may not be the case, considering the negative situation and 

emotional state of the agents in these experiments. Agents with emotional influence on 

utility and/or E-Plans may appear to be too negative and overreactive to what happens in 

the scenario. The affinity questions do not necessarily correspond directly to believability 

-  the closest might be ”Do his actions make sense to you?”. They may correspond more 

directly with negative perceptions of the agent. A more positively oriented scenario for the 

agent could turn the results of the affinity questions around.

We now turn to our earlier hypotheses and consider whether they are validated or inval­

idated by the experimental results.
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7.4.1 E-Plans and emotional influence on utility influence subjects’ percep­
tion o f agents

The first hypothesis is that our model of emotional state, derived from problem solving 

outcomes and then impacting problem-solving decisions, has an effect on the perception of 

agents by human subjects. The second hypothesis is that the use of homeostasis E-Plans, 

behaviours taken in response to internal emotional state, also has a discernible effect on the 

results. The results of Experiment 1 are mildly supportive of these hypotheses, given our 

metrics.

The emotional influence factor impacted one affinity question (”Do you want him to 

succeed?”) and two adjective pairing questions (“relaxed/frustrated” and “hopeful/fear­

ful”), as well as the total adjective selections. Each of these questions were characterized 

by the emotional modulation condition having lower affinity rankings and fewer positive 

adjective selections. The E-Plan factor impacted three adjective pairing questions (“sat­

isfied/disappointed,” “relieved/disappointed,” and “relaxed/frustrated”). For each of these 

questions, agents with E-Plans had fewer positive adjective selections than agents without 

E-Plans. This was expected because the E-Plans used most often by the agents are for 

negative emotions, so the E-Plans should give a negative impression of the agents. We 

also found a significant interaction between the two experimental factors for one adjective 

pairing (“relaxed/frustrated”). The nature of the interaction was that the lack of emotional 

influence on utility increased the number of positive selections the most for agents without 

E-Plans.

The agents in this experiment are in a negative situation (mostly failure) with negative 

initial emotional state. Furthermore, the negative emotional state of the agents is expressed 

either by selection and execution of E-Plans, by emotional influence on utility, or both. 

Therefore, if E-Plans or emotional influence on utility result in agents that are viewed as 

more negative by subjects, we can also interpret the results as an increase in believability.

Some nuances of the experimental factors should be considered in light of the results. 

For conditions with emotional modulation, the narrative includes sentences explaining the 

effect of emotions on the utility computation. For example, consider the sentence “He is 

so exasperated that he does not see, as we do, that this is actually going to be harder than 

it seems to him.” This sentence is included in order to indicate that there is an emptional 

influence on the utility computation. The corresponding condition without emotional mod­

ulation does not include these explanatory sentences. As a result, the conditions with emo­

tional modulation will have narratives with a larger number of negative adjectives than the
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conditions without emotional modulation. Additionally, the adjectives “fearful” and “frus­

trated” appear in the narratives for some conditions. These adjectives are also available for 

selection in two adjective pair questions.

The fact that both E-Plans and emotional influence on utility impacted a number of 

questions, all in the same direction, lends support to our hypothesis. The support for their 

interaction is much smaller, but not insignificant. We conclude that E-Plans and emotional 

influence on utility do indeed affect the perception of synthetic agents in E-JAM, on some 

questions. If we consider negative impressions of the agents to indicate some measure of 

believability, then we can also conclude that E-Plans and emotional influence increase the 

believability of synthetic agents in E-JAM (again, on some questions).

The related minor hypothesis suggested that emotion verbs also have an effect on the 

responses of subjects. However, we did not find evidence to confirm or deny this hypothe­

sis. Our results showed that emotion verbs had an impact approaching significance on two 

adjective pairs. However, emotion verbs increased the number of positive selections on one 

adjective pair (“relieved/disappointed”), but decreased the number of positive selections on 

the other (“stable/flighty”). Since the evidence is limited and inconsistent, we cannot make 

a strong conclusion about the validity of the hypothesis.

7.4.2 Agent personality and initial emotional state influence subjects’ percep­
tion o f agents

The second experiment focused on the hypothesis that negative personality and negative 

initial emotional state result in negative perceptions of the agent. The consideration of 

believability in this case is the same as for the previous hypothesis, because the agents 

are in the exact same situation. If negative personality or negative initial emotional state 

result in agents that are viewed as more negative by subjects, we could consider the factors 

effective for believability.

The results for the second experiment are equivocal. The initial emotional state factor 

impacted two adjective pairing questions (“nice/not nice” and “playful/serious”). Both of 

the questions showed that neutral initial state results in a higher number of positive selec­

tions than negative initial state (the predicted direction). The personality factor impacted 

a single adjective pairing question (“stable/flighty”), with the effect that neutral personal­

ity resulted in a lower number of positive selections than negative personality (the non­

predicted direction). We found that personality and initial state did interact to affect judge­

ments on several metrics, including the total adjective selections and five different adjective
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pairs. Two of the adjective pairs (“satisfied/unsatisfied” and “satisfied/disappointed”) and 

the total adjective selections show that neutral initial state reinforces the positive effect of 

neutral personality. However, three of the adjective pairs (“optimistic/pessimistic,” “hope­

ful/fearful,” and “stable/flighty”) show the opposite interaction.
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Chapter 8

Summary and Future Directions

We conclude with a discussion of the core elements of this work, its evaluation, and possible 

future directions. As part of the discussion, we consider how the decisions we made for E- 

JAM relate to previous research in the field.

8.1 Sum m ary

E-JAM contains several elements that we consider to be core elements of our emotional 

modelling framework. These four elements are procedural reasoning with C-Plans and E- 

Plans, the concept of homeostasis applied to emotions, separate utility components with 

emotional influence on each, and our modified winner-takes-all approach to determining 

emotional impact on utility. We relate each of these elements to previous research, discuss 

their strengths and limitations, and consider how well they were tested by our experiments.

8.1.1 Procedural reasoning with C-Plans and E-Plans

Since E-JAM is built upon a procedural reasoning system, we can consider procedural rea­

soning to be the most central element of all in our approach. An important part of our use of 

procedural reasoning is that we use the same process to reason about both problem-solving 

behaviour in the form of C-Plans and emotional behaviour in the form of E-Plans. While 

procedural reasoning as a specific technique has not been explored heavily in the field of 

synthetic agents, most emotional models have some notion of goals and plans that concern 

synthetic agents. The work of Gratch dealt extensively with emotions and planning agents 

[GraOO], and goals are a central part of the OCC model [OCC8 8 ] and the Em architecture 

[Rei96]. It has been recognized that the concepts of goals and plans are useful for syn­

thetic agents, and our work builds around them as core concepts. By making an investment 

in using procedural reasoning, we were able to develop a domain-independent emotional
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modelling architecture on a proven framework.

The limitations of procedural reasoning are carried over into our system, however. 

Agents are not able to develop new plans on their own, and certain default decision-making 

aspects of procedural reasoning do not transfer well into synthetic agent behaviour. For 

instance, as part of the standard procedural reasoning process, agents continually make in­

tentions for goals that do not have assigned plans, even if the agent is not necessarily going 

to work on the goals right away. This can result in an intention that makes sense at the time, 

but may not make sense when the agent (in a different emotional state) finally gets around 

to executing the intended plan. With the flexibility of procedural reasoning architectures, 

this decision-making process can be modified by designing plans to respond to changes in 

situation or by using metalevel reasoning to avoid intending plans immediately for each 

goal.

The domain-independent nature of our architecture was tested by using the same frame­

work for two very different experiments -  the abstract problem experiment and the narrative 

experiment. We developed a completely different plan library and set of agents for each ex­

periment, and ran them on the same framework without problems. The abstract problem 

experiments also revealed the procedural reasoning decision-making involved with concur­

rent goals, however. Agents that had several top level goals would intend plans for them all 

at the beginning of execution, instead of selecting plans at the time they decided to work 

on a goal. We did not attempt to solve this problem in E-JAM, but a solution was demon­

strated by Reilly in the Em architecture. In Em, plan context conditions can be used to cause 

plans to fail when the agent reaches a certain emotional state. After the plan fails, another 

plan (with satisfactory emotional preconditions) can be used to achieve the goal. The same 

concept could be applied to E-JAM plans to reduce the effect of early plan intention.

8.1.2 Homeostasis

Another core element of E-JAM is the use of E-Plans for emotional behaviour. This part of 

the system is based on the principle of homeostasis, which is the property of a system to 

regulate itself to maintain a stable state. Whenever an agent’s emotional state is no longer in 

the stable state, it effectively creates a new goal to return to the stable state. E-Plans become 

available for the agent to execute, and upon success they return the agent’s emotional state 

closer to the stable state. Reilly demonstrated a similar concept in the Em architecture. 

One method of emotional expression available in Em is the creation of new goals. For 

instance, the bully character in Reilly’s playground scenario will create a new goal to go
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beat up another character when he gets sufficiently angry at that character [Rei96], This 

feature of Em could be used to implement a homeostasis property similar to that of E- 

JAM. Silverman’s work on the effects of stress on synthetic agent includes elements related 

to homeostasis. An agent under very high levels of stress will only be concerned about 

its physiological state and will no longer work on its problem solving goals [SJW+02]. 

This behaviour can be considered similar to homeostasis because the agent focuses only 

on trying to remove its stress (by running away or cowering). However, it only occurs in 

extreme cases, does not compete with problem solving behaviour, and does not work with 

positive emotions.

In E-JAM, we use E-Plans to implement the property of emotional homeostasis as a 

means of direct emotional expression. One problem with this approach is that E-Plans are 

not particularly suitable for “small” expressions of emotional state, such as body language 

or facial expressions. There is a certain amount of overhead involved in intending an E- 

Plan, selecting it for execution, and executing it. This overhead issue tends to limit E-Plans 

to more complex modes of expression, such as going for a walk to relieve frustration or 

throwing a party to express joy. E-Plans can succeed or fail, which is not a notion typi­

cally associated with simple emotional expressions like smiling or frowning. Furthermore, 

since E-Plans compete with C-Plans for the agent’s plan selection, and agents cannot exe­

cute more than one plan at once, even simple emotional expression may be delayed in an 

non-believable way. We attempted to mitigate this problem with the introduction of emo­

tion verbs in the second narrative experiment, so that agents could express emotional state 

through the modulation of the description of simple behaviours (e.g. “shuffling” or “skip­

ping” instead of “walking”). However, we are unaware of other research that directly looks 

at planning behaviour as a response to emotional state, contributing to a more believable 

agent. Our notion of homeostasis is that such behaviour itself is likely to impact the level 

of the emotional state that triggered the behaviour. Of course, that is a separate assumption, 

and is not necessary for using our framework. One could allow emotions to decay by some 

other mechanism and also allow include E-Plans that do not impact emotional state, but are 

conditioned on other factors.

The narrative experiments confirmed that agents using E-Plans were perceived differ­

ently from agents not using E-Plans. The agents generally were in a negative emotional 

state, and in some cases the agents with E-Plans were perceived as more negative than the 

agents without E-Plans. We also examined the effects of E-Plans in the abstract problem 

experiments, finding that they cause emotional agents to select plans in a similar way to
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rational agents. We also confirmed that E-Plans reduce emotional state as designed. How­

ever, we did not find that the persistence of agents in working on a given goal was affected 

consistently by E-Plans in situations where agents could choose between several goals at 

the same time. It is unclear why E-Plans caused agents to behave in a more rational manner 

in terms of plan selection, but not in terms of persistence. The persistence metric is highly 

dependent on the plan selection mechanism of E-JAM, and E-Plans are selected like any 

other plan. One potential reason for the inconsistency is that when an E-Plan is selected 

and executed, the agent may still make intentions with active emotional state. Once the 

E-Plan finishes and its emotional state is reduced, the intentions will have different util­

ity from when they were chosen, possibly resulting in a different selection for execution. 

However, the exact reason for the inconsistent effect of E-Plans on the persistence metric 

remains unclear.

8.1.3 Utility computations

A central concept in E-JAM is utility and how it is influenced by emotional state. We use 

a utility computation drawn from the Act-r architecture that includes variables for goal 

value, probability of plan success, plan cost, and noise. We have a strong investment in 

the idea that different emotions affect the individual variables of the utility computation 

in different ways. For example, frustration decreases the agent’s perception of cost, while 

hope increases the agent’s perception of goal value. The main idea of this concept is that the 

agent’s emotional state has a qualified influence on the decision-making choices made by 

the agent. Marsella and Gratch integrated emotional modelling with a planning system in 

their Emile architecture. They focused on the generation of emotional state and the use of 

coping strategies for emotional expression, but also considered how emotions could affect 

the nature of problem solving. They suggested that positive emotions could lead to broader 

problem solving techniques, while negative emotions could cause agents to solve problems 

in a narrowly focused way [MG01], Both Belavkin and Silverman, on the other hand, 

contended that positive emotions are associated with increased motivation and confidence, 

causing agents to have a narrower focus. Negative emotions would cause agents to select 

behaviours in a more random fashion [BelOl, SJW+02]. Our own implementation does not 

constrain the designer to one or the other approaches; by default, however, we tend toward 

effects similar to those proposed by Belavkin. Reilly also explored how emotional state 

could influence plan selection by affecting the priority of goals and by requiring emotional 

preconditions for plans [Rei96], Effects of this kind are possible in E-JAM, though we did
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not experiment with using emotional preconditions for C-Plans.

The main challenge to taking our approach to emotional influence on utility is that it 

involves very subtle effects. Each emotion affects different parts of the utility computation, 

but the end result is always that some plan is chosen. Given only the choice that was made, 

an observer may be hard pressed to identify the emotional state of the agent. In a similar 

vein, the particular nature of the effects were not drawn from a single source. We were 

unable to find a definitive lexicon that maps emotions to influences on perceptions of cost, 

value, probability of success, or noise. Some of the effects were drawn from a variety of 

existing research [BelOl, NITD96, Rei96, SJW+ 02], but others were based on our own 

conjecture of a “normal” personality. In sum, the architecture permits an agent designer 

to decide whether and how different emotional states might impact different elements of 

utility computations. As a general idea, this could be mapped into more deliberate verbal 

behaviour. For example, a frustrated agent might say “That way will never work” (perceived 

probability of success), “That way will take too much effort” (perceived cost), or “That’s a 

stupid thing to want” (goal value). The issue is whether frustration or joy or sadness would 

be better mapped to one of these elements and not the other, from the perspective either of 

believability or some kind of consistent character definition.

In the narrative experiments, we set up a test to compare subjects’ perception of emotion 

agents against that of rational agents. Reilly used a similarly structured experiment to test 

the Em architecture with an emotion-less version of one of his characters [Rei96]. We found 

that emotional influence on utility makes a difference in subjects’ perception of agents. The 

agents were in a negative situation with negative emotional state, and agents with emotional 

influence on utility were perceived as more negative in some cases than agents without. In 

the abstract problem experiments, we found that emotional agents performed observably 

differently than rational agents on each of our metrics. We also found that agents with 

emotional influence on behaviour are distinguishable from rational agents with added noise, 

indicating that the utility effects are more subtle than simple randomness. However, we did 

find that adding noise to emotional agents tended to wash out the subtleties of the utility 

computations, making their behaviour similar to that of rational agents (on some personality 

trait dimensions).

8.1.4 Winner-takes-all approach

Part of the computations for emotional influence on utility involve how active emotions are 

chosen to influence the utility equation. We used a modified winner-takes-all approach to
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determine how active emotions are selected to impact on utility. For each component of 

the utility computation (goal value, cost, probability of success, and noise) we choose the 

emotion that would have the largest impact on that component. For example, if the agent has 

a low level of frustration that causes a large impact on cost, frustration will be used to impact 

cost even if the agent also has a high level of disappointment that causes a smaller impact on 

cost. Using this method, only one emotion can influence a utility component at a time, but 

multiple emotions can influence the utility computation overall. Reilly discussed several 

different methods, including a winner-takes-all-method, for combining the intensities of 

emotions to result in a single intensity value [Rei96]. The main drawback to the pure 

winner-takes-all method is that a large number of low intensity emotions will never result 

in a strong reaction. Our modified method solves this problem by using the emotion with 

the largest impact on each factor, not simply the emotion with the highest intensity.

One drawback to our modified winner-take-all method for selecting emotional impacts 

on utility factors is that it exacerbates the difficulty of identifying an agent’s emotional 

state from observations of its behaviour. It is possible, and in fact likely, that more than 

one emotion will influence a single utility computation. It may not be possible to dis­

tinguish between the effects of an emotion that increases goal value and an emotion that 

increases probability of success, because the two factors are multiplied in the utility equa­

tion. Furthermore, the modified winner-take-all method can result in reactions that may be 

too extreme if a certain mix of emotions result in strong effects on each utility component. 

For example, if an agent has high satisfaction and high hope, both goal value and proba­

bility of success will be increased, while noise is decreased. If we used a winner-takes-all 

method that selects a single emotion to affect all components, the maximum strength of 

the impact on utility would be limited by the nature of the impacts of single emotions. For 

example, relief by itself only increases perceived probability of success; with a standard 

winner-takes-all method, selecting relief to impact utility would result in all of the other 

utility components remaining unaffected.

We did not directly test the modified winner-takes-all method in large scale experi­

ments, except as part of the investigations into the effects of emotional influence on utility. 

However, as part of a detailed analysis of individual episodes in the abstract problem ex­

periments, we observed in detail how utility computations were made by the agents. We 

verified the modified winner-takes-all method and noted interesting effects, such as the very 

high utility computations with certain emotional state combinations.
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8.2 Evaluation

The results of the abstract problem experiments were generally favourable, except for a 

few unclear effects related to E-Plans. The experiments confirmed the operation of the 

framework and the nature of the core elements in an abstract problem solving scenario. 

However, the narrative user study gave results that were somewhat equivocal. We found 

that emotional influence on problem solving choices and internally driven plans as expres­

sions of emotional state had an effect on some of the perceptions of subjects, but not as 

many as we expected. It should be possible to design or redesign narrative experiments 

in order to convincingly test the core elements of emotional influence on problem solving 

and homeostasis-driven emotional behaviour. Here we consider two approaches that could 

improve the evaluation of the E-JAM framework.

Part of the difficulty of designing the narrative experiments was that we needed to gen­

erate narrative traces that were long enough to contain enough variation for our tests, but 

short enough to prevent the reader from becoming distracted or uninterested. For this rea­

son, we decided to have each subject read a single trace of moderate length. Instead of 

subjects reading a single long narrative (associated with a single experimental condition) 

that is rated quantitatively on affinity questions and adjectives, we could have subjects read 

a few short narratives (each associated with a different experimental condition) and rank 

them qualitatively along some axes. For example, the narratives could be ranked in order of 

believability, personality traits, and other considerations. This design would likely improve 

the amount and quality of information we get per subject. The experimental conditions 

of the proposed design could be similar to those of the original narrative Experiment 1, 

crossing the factors of emotion modulation and E-Plans. However, a study focusing on the 

nature of these two elements could use more sophisticated levels than “included” or “not 

included.” For example, we could investigate emotion modulation at half-strength or dou­

ble strength, E-Plans of varying sensitivity, or E-Plans that do not actually reduce emotional 

state (perhaps in combination with an ad hoc emotional decay process). By testing a more 

finely grained spectrum of experimental conditions, we can get a better picture of the nature 

of the core elements. The main problem with this experimental design is that it makes de­

veloping the narrative scenario even more difficult because of the short length requirement 

for narrative traces.

We gave a considerable amount of thought to including a level of interactivity to our 

experimental approach. A more interactive experimental design could help to engage sub-
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jects in the scenario, giving us higher quality responses at the cost of increased logistical 

complexity. Including interactivity does not necessarily mean that subjects would interact 

directly with the synthetic agents. The subject could take the role of director, specifying 

in broad terms the personality of the agent, then observing how the agent actually behaves. 

Behind the scenes, we can manipulate the conditions by varying the actual effectiveness of 

the subject’s directions. Since the user is giving directions interactively, the core elements 

could be modified based on the user’s directions. For example, a direction to act angrily 

could result in lowering of the agent’s distress threshold and the inclusion or modification of 

E-Plans for angry behaviour. The experimental conditions would determine the amount that 

the threshold would change, for instance. After observing the behaviour of the agent with 

some specified direction, the subject would answer questions about the agent, or perhaps 

modify his or her directions and try again to get different results. The data could include 

what directions the subject gives as the experience goes on. For example, if  the subject 

directed the agent to act happily, and the agent acted in a neutral way in the opinion of the 

subject (because of the experimental condition), the subject might next direct the agent to 

act even more happily. This experimental design is very different from the ones we carried 

out, and so there are several details that would need to be worked out, including improve­

ments in narrative generation and an interactive user interface. However, short episodes of 

agent behaviour interactively directed by the subject could result in a better evaluation of 

the core elements of E-JAM.

8.3 Future Directions

We identified several areas of exploration that we did not pursue in E-JAM due to research 

focus, time, or complexity constraints. Here we discuss five main directions of possible 

future work, including extension to multiple agents, improvements in personality defini­

tion, attention-direction mechanisms, metalevel reasoning capabilities, and graphical 3D 

interfaces.

8.3.1 M ultiple agents

An obvious limitation of E-JAM is that it only supports single agent problem solving situa­

tions. This limitation was useful for constraining the complexity of the system and focusing 

our research by limiting the number of emotion types and personality requirements. How­

ever, it also made it difficult for us to develop an engaging narrative scenario for the user 

study. It is very natural to construct and to read stories about characters interacting with one
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another as opposed to a single character struggling against him/herself or the environment. 

Supporting multiple agents opens up a wide area of research, including emotions directed 

at other agents, modelling the emotional state and personality of other agents, direct inter­

action with the user as an agent, and so on.

8.3.2 Personality improvements

The personality specification in E-JAM was limited to the definition of activation thresh­

olds, factors for emotional appraisal, and factors for emotional influence on utility. We 

omitted the specification of standards and preferences, common to many emotion models, 

in order to focus our research on the core elements discussed above. Including and support­

ing social standards would be useful for supporting multiple agents, since standards affect 

how an agent views the actions of itself and other agents in a social context. Agent prefer­

ences would allow agents to have more context-sensitive interactions with the environment, 

including different reactions to events and different evaluations of utility. For example, the 

utility of a plan to eat an apple could be lower than the utility of a plan to eat an orange if 

the agent loves oranges, even if the plans are otherwise the same.

8.3.3 Focus o f attention

We briefly explored the idea of explicitly modelling a focus-direction mechanism for agents. 

An emotionally-informed focus of attention model would allow agents to ignore certain 

stimuli if they are angry, for example. It could also be used to modify the problem solving 

behaviour of an agent for tasks such as searching. Similar work has been explored by 

Chopra-Khullar and Badler [CKB99] and by Marsella and Gratch [MG01, MG02] in the 

context of coping strategies. We decided to focus our research on other areas, but extending 

E-JAM to support a focus of attention model would be interesting in the future.

8.3.4 Metalevel reasoning

In Chapter 4, we briefly discussed the metalevel reasoning capabilities of the JAM archi­

tecture. Metalevel reasoning allows the decision-making process to be defined at the plan 

level, so that it is possible for reasoning behaviour to compete directly with problem solving 

or emotional behaviour. For example, a frustrated agent could use different metalevel rea­

soning plans based on its emotional state, or could even forego any cognitive reasoning at 

all to focus on a particular task or emotional behaviour. Additionally, making changes to the 

reasoning process of PRS-style systems is most naturally done with metalevel reasoning,
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since the system itself does not need to be modified. We investigated the possibility of using 

metalevel reasoning to implement some of the emotional modelling process in E-JAM, but 

found that it was far more practical to implement the majority of the emotion module in 

Java code instead of JAM planning script. We also found that avoiding metalevel reasoning 

at this time resulted in a more straightforward and understandable system. In the future, it 

would be worth taking another look at metalevel reasoning to see how it could work with 

the emotion module to enhance the emotional cognitive reasoning process of E-JAM agents.

8.3.5 Graphical 3D interfaces

We initially explored graphical 3D input and output for E-JAM using the ANIMUS engine 

developed by Daniel Torres [TB03]. The ANIMUS system includes support for dynamic 

interpolation between character body positions, giving a potentially interesting avenue for 

emotional expression. We developed a working interface between our Java agent architec­

ture and the C++/DirectX ANIMUS system that allowed the agent to perceive the 3D world, 

deliberate and select plans in the agent architecture, and take action in the 3D world. In the 

end, however, we abandoned this approach in favour of a simpler text-based interface that 

was easier to develop and evaluate. The potential for future work with graphical integration 

still exists and could be useful for developing engaging user interactions with agents.
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Appendix A

Abstract Problem Experiment Data

This appendix includes the results from the abstract problem experiments discussed in 

Chapter 6 . Section A .l presents the results for the symmetric scenario and Section A.2 

covers the asymmetric scenario. Each section includes a full set of plan selection counts, 

emotion charts, and mean persistence data.

A.1 Symmetric Scenario 

A.1.1 Plan Selection Counts

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Rational (noisy) 1-2-3 (98) 

1-3-2 (2)
1-2-3 (98) 
1-3-2(1)

1-2-3 (98)
2-1-3 (2)

Emotional (non-noisy) 1-3-2 (100) 3-1-2 (54) 
3-2-1 (46)

2-3-1 (23) 
1-2-3 (19)

Emotional (noisy) 1-3-2(95) 3-2-1 (37) 1-3-2(22)
1-2-3 (2) 3-1-2 (34) 3-2-1 (18)

Table A .l : Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with no E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Rational (noisy) 1 (98) 1(98) 1(97)

2 (2 ) 2 (2 ) 2(3)
Emotional (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 (1 0 0 )
Emotional (noisy) 1(98) 1(94) 1(81)

2 (2 ) 2 (6 ) 2(19)

Table A.2: Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with no E-Plans, with the Success-Success-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1-2-3 (100) 1 ( 1 0 0 )
Rational (noisy) 1(99) 1-2-3 (95) 1(99)

2 ( 1 ) 2-1-3 (4) 2 ( 1 )
Emotional (non-noisy) 1 ( 1 0 0 ) 1-3-2(100) 3 ( 1 0 0 )
Emotional (noisy) 1 (97) 1-3-2 (93) 3 (64)

2 (3) 2-3-1 (4) 2 (29)

Table A.3: Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with no E-Plans, with the Success-Failure-Success problem solving experience.

Agent Type____________Goal 1______ Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1 (1 0 0 ) 1-2-3 (100)
Rational (noisy) 1-2-3 (95) 1(98) 1-2-3 (97)

1-3-2 (3) 2 (2 ) 1-3-2 (3)
Emotional (non-noisy) 1-3-2(100) 3 ( 1 0 0 ) 1-2-3 (50) 

1-3-2 (50)
Emotional (noisy) 1-3-2(95) 3(64) 1-2-3(50)

1-2-3 (5) 2 (23) 1-3-2 (50)

Table A.4: Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with no E-Plans, with the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Rational (noisy) 1-2-3 (96) 

1-3-2 (2)
1-2-3 (97)
2-1-3 (3)

1-2-3 (95)
2-1-3 (4)

Emotional (non-noisy) 1-2-3 (100) 3-1-2 (100) 1-2-3 (100)
Emotional (noisy) 1-2-3(50) 1-2-3(46) 1-2-3(50)

1-3-2(48) 3-1-2(22) 3-1-2(19)

Table A.5: Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Rational (noisy) 1(98) 1(96) 1(96)

2 (2 ) 2(4) 2(4)
Emotional (non-noisy) 1 ( 1 0 0 ) 1 ( 1 0 0 ) 1 ( 1 0 0 )
Emotional (noisy) 1 (95) 1 (84) 1 (83)

2(5) 2(13) 2(17)

Table A.6 : Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with E-Plans, with the Success-Success-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1-2-3 (100) 1 (1 0 0 )
Rational (noisy) 1(97)

2(3)
1-2-3 (98) 
1-3-2 (1)

1(98)
2 (2 )

Emotional (non-noisy) 1 ( 1 0 0 ) 1-2-3 (100) 3 ( 1 0 0 )
Emotional (noisy) 1 (100) 1-2-3(52) 1 (50)

1-3-2 (35) 3 (33)

Table A .l:  Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with E-Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1 (1 0 0 ) 1-2-3 (100)
Rational (noisy) 1-2-3 (97)

2-1-3 (3)
1(97)
2(3)

1-2-3 (97)
2-1-3 (2)

Emotional (non-noisy) 1-2-3 (100) 3 ( 1 0 0 ) 1-2-3 (100)
Emotional (noisy) 1-2-3 (56) 

1-3-2(40)
1(56)
3(34)

1-2-3 (71) 
1-3-2 (22)

Table A.8 : Plan selection counts (out of 100 episodes) for the symmetric sequential scenario 
with E-Plans, with the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Rational (noisy) 1-2-3 (96) 

1-3-2 (4)
1-2-3 (99)
2-1-3 (1)

1-2-3 (98)
2-1-3 (2)

Emotional (non-noisy) 1-3-2 (73) 
1-2-3 (27)

1-3-2 (76) 
1-2-3 (24)

1-3-2 (73) 
1-2-3 (27)

Emotional (noisy) 1-3-2(75) 1-3-2(62) 1-3-2(71)
1-2-3 (20) 1-2-3 (31) 1-2-3 (21)

Table A.9: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with no E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 (1 0 0 )
Rational (noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1(99)

2 (1 )
Emotional (non-noisy) 1 ( 1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Emotional (noisy) K 91)

2(9)
1(96)
2(4)

1(93)
2(7)

Table A .10: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with no E-Plans, with the Success-Success-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1-2-3 (100) 1 ( 1 0 0 )
Rational (noisy) 1 ( 1 0 0 ) 1-2-3 (99)

2-1-3 (1)
1(99)
2 ( 1 )

Emotional (non-noisy) 1 ( 1 0 0 ) 1-3-2 (100) 1 ( 1 0 0 )
Emotional (noisy) 1(92)

2 (8 )
1-3-2 (6 8 ) 
1-2-3 (27)

K 94)
2 (6 )

Table A .l 1: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with no E-Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1 (1 0 0 ) 1-2-3 (100)
Rational (noisy) 1-2-3 (96) 

1-3-2 (3)
1 ( 1 0 0 ) 1-2-3 (95) 

1-3-2 (4)
Emotional (non-noisy) 1-3-2 (83) 

1-2-3 (17)
1 ( 1 0 0 ) 1-3-2 (82) 

1-2-3 (18)
Emotional (noisy) 1-3-2 (76) 

1-2-3 (19)
1(95)
2(4)

1-3-2 (74) 
1-2-3 (22)

Table A.12: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with no E-Plans, with the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Rational (noisy) 1-2-3 (97) 

1-3-2 (3)
1-2-3 (96) 
1-3-2 (3)

1-2-3 (96) 
1-3-2 (2)

Emotional (non-noisy) 1-2-3 (100) 1-2-3 (100) 1-2-3 (100)
Emotional (noisy) 1-2-3 (84) 

1-3-2 (9)
1-2-3 (82) 
1-3-2(11)

1-2-3 (75) 
1-3-2(18)

Table A. 13: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1 ( 1 0 0 ) 1 (1 0 0 )
Rational (noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1(97)

2(3)
Emotional (non-noisy) 1 (1 0 0 ) 1 ( 1 0 0 ) 1 ( 1 0 0 )
Emotional (noisy) 1(94)

2 (6 )
1(89)
2 ( 1 1 )

1(94)
2 (6 )

Table A. 14: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with E-Plans, with the Success-Success-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1-2-3 (100) 1 ( 1 0 0 )
Rational (noisy) 1(99) 1-2-3 (98) 1(99)

2 (1 ) 1-3-2 (2) 2 ( 1 )
Emotional (non-noisy) 1 ( 1 0 0 ) 1-2-3 (100) 1 ( 1 0 0 )
Emotional (noisy) 1 (92) 1-2-3(77) 1 (93)

2(6 ) 1-3-2(16) 2(6)

Table A. 15: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with E-Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-2-3 (100) 1 ( 1 0 0 ) 1-2-3 (100)
Rational (noisy) 1-2-3 (94) 1(99) 1-2-3 (98)

1-3-2 (4) 2 ( 1 ) 2-1-3 (2)
Emotional (non-noisy) 1-2-3 (100) 1 ( 1 0 0 ) 1-2-3 (100)
Emotional (noisy) 1-2-3 (78) 1 (92) 1-2-3 (75)

1-3-2(18) 2(8) 1-3-2(15)

Table A. 16: Plan selection counts (out of 100 episodes) for the symmetric concurrent sce­
nario with E-Plans, with the Failure-Success-Failure problem solving experience.
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A.1.2 Emotion Charts
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Figure A. 1: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.2: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.3: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.4: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.5: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.6: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.7: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Success-Failure-Success
problem solving experience.



R
eproduced 

with 
perm

ission 
of the 

copyright ow
ner. 

Further reproduction 
prohibited 

w
ithout perm

ission.

frustration

joy/distress.

satisfaction/disappointment

 relief/fears-confirmed

hope/fear (Goal 1)

hope/fear (Goal 2)

a&
a<uoew
(Afl

hope/fear (Goal 3)

Shortest episode endpoint

Mean endpoint of Goal 1

Mean endpoint of Goal 2

Mean endpoint of Goal 3

100

co

100 150
Cycle Number

200 250 300 100 200 
Cycle Number

300

Figure A.8: Emotion chart for the non-noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.9: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A. 10: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Success-Success-
Success problem solving experience.
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Figure A .ll:  Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Success-Failure-
Success problem solving experience.
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Figure A. 12: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.13: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A. 14: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A. 15: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A. 16: Emotion chart for the non-noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A. 17: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A. 18: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A. 19: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.20: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.21: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Failure-Failure-Failure problem
solving experience.
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Figure A.22: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.23: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.24: Emotion chart for the noisy emotional agent in the symmetric sequential scenario with E-Plans, with the Failure-Success-Failure problem
solving experience.
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Figure A.25: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.26: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.27: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.28: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.29: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Failure-Failure-Failure problem
solving experience.
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Figure A.30: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.31: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Success-Failure-Success
problem solving experience.



R
eproduced 

with 
perm

ission 
of the 

copyright ow
ner. 

Further reproduction 
prohibited 

w
ithout perm

ission.

frustration

joy/distress

satisfaction/disappointment

 relief/fears-confirmed

hope/fear (Goal 1)

-  hope/fear (Goal 2)

 hope/fear (Goal 3)
Js
ooa
*3(/3

Shortest episode endpoint

Mean endpoint of Goal 1cso

Mean endpoint of Goal 2

Mean endpoint of Goal 3

100

100 150
Cycle Number

200 250 300 100 200 
Cycle Number

300

Figure A.32: Emotion chart for the noisy emotional agent in the symmetric concurrent scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.



A.1.3 Persistence

For each test combination, we present mean persistence and normalized mean persistence. 

All test combinations use concurrent goals.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 5.31 5.00 5.13
Rational (noisy) 1.25 1.25 1.26
Emotional (non-noisy) 4.10 4.24 4.07
Emotional (noisy) 1.76 1.69 1.72

Table A. 17: Mean persistence for the symmetric concurrent scenario with no E-Plans, with 
the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 0.44 0.42 0.43
Rational (noisy) 0 . 1 0 0 . 1 0 0 .1 1

Emotional (non-noisy) 0.34 0.35 0.34
Emotional (noisy) 0.15 0.14 0.14

Table A. 18: Normalized mean persistence for the symmetric concurrent scenario with no 
E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.00 5.00 5.00
Rational (noisy) 1 .2 0 1.18 1.19
Emotional (non-noisy) 2.73 2.75 2.72
Emotional (noisy) 1 .2 0 1.23 1 .2 2

Table A. 19: Mean persistence for the symmetric concurrent scenario with no E-Plans, with 
the Success-Success-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 1 .0 0 1 .0 0

Rational (noisy) 0.24 0.24 0.24
Emotional (non-noisy) 0.55 0.55 0.54
Emotional (noisy) 0.24 0.25 0.24

Table A.20: Normalized mean persistence for the symmetric concurrent scenario with no 
E-Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.00 7.36 5.00
Rational (noisy) 1.23 2.71 1.25
Emotional (non-noisy) 2.51 4.72 2.31
Emotional (noisy) 1 .2 0 2.53 1 .2 0

Table A.21: Mean persistence for the symmetric concurrent scenario with no E-Plans, with 
the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 0.61 1 .0 0

Rational (noisy) 0.25 0.23 0.25
Emotional (non-noisy) 0.50 0.39 0.46
Emotional (noisy) 0.24 0 .2 1 0.24

Table A.22: Normalized mean persistence for the symmetric concurrent scenario with no 
E-Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.66 5.00 5.50
Rational (noisy) 1.46 1.28 1.47
Emotional (non-noisy) 4.03 2.27 3.91
Emotional (noisy) 2.17 1 .2 1 2 .1 1

Table A.23: Mean persistence for the symmetric concurrent scenario with no E-Plans, with 
the Failure-Success-Failure problem solving experience.

Agent Type____________Goal 1 Goal 2 Goal 3
Rational (non-noisy) 0.47 1 .0 0 0.46
Rational (noisy) 0 . 1 2 0.26 0 . 1 2

Emotional (non-noisy) 0.34 0.45 0.33
Emotional (noisy) 0.18 0.24 0.18

Table A.24: Normalized mean persistence for the symmetric concurrent scenario with no 
E-Plans, with the Failure-Success-Failure problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.08 5.06 5.29
Rational (noisy) 1.30 1.27 1.29
Emotional (non-noisy) 2.64 2.70 2 . 6 6

Emotional (noisy) 1.28 1.30 1.29

Table A.25: Mean persistence for the symmetric concurrent scenario with E-Plans, with the 
Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 0.42 0.42 0.44
Rational (noisy) 0 .1 1 0 .1 1 0 .1 1

Emotional (non-noisy) 0 . 2 2 0 . 2 2 0 . 2 2

Emotional (noisy) 0 .1 1 0 .1 1 0 .1 1

Table A.26: Normalized mean persistence for the symmetric concurrent scenario with E- 
Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.00 5.00 5.00
Rational (noisy) 1 .2 2 1 .2 2 1.23
Emotional (non-noisy) 3.01 2.89 3.11
Emotional (noisy) 1.19 1.26 1 .2 1

Table A.27: Mean persistence for the symmetric concurrent scenario with E-Plans, with the 
Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 1 .0 0 1 .0 0

Rational (noisy) 0.24 0.24 0.25
Emotional (non-noisy) 0.60 0.58 0.62
Emotional (noisy) 0.24 0.25 0.24

Table A.28: Normalized mean persistence for the symmetric concurrent scenario with E- 
Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.00 7.14 5.00
Rational (noisy) 1.18 2.62 1.17
Emotional (non-noisy) 2.98 5.06 3.14
Emotional (noisy) 1.19 2.61 1.25

Table A.29: Mean persistence for the symmetric concurrent scenario with E-Plans, with the 
Success-Failure-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 0.60 1 .0 0

Rational (noisy) 0.24 0 . 2 2 0.23
Emotional (non-noisy) 0.60 0.42 0.63
Emotional (noisy) 0.24 0 . 2 2 0.25

Table A.30: Normalized mean persistence for the symmetric concurrent scenario with E- 
Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 5.53 5.00 5.53
Rational (noisy) 1.53 1.29 1.49
Emotional (non-noisy) 2.94 3.11 3.01
Emotional (noisy) 1.51 1.27 1.53

Table A.31: Mean persistence for the symmetric concurrent scenario with E-Plans, with the 
Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 0.46 1 .0 0 0.46
Rational (noisy) 0.13 0.26 0 . 1 2

Emotional (non-noisy) 0.25 0.62 0.25
Emotional (noisy) 0.13 0.25 0.13

Table A.32: Normalized mean persistence for the symmetric concurrent scenario with E- 
Plans, with the Failure-Success-Failure problem solving experience.
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A.2 Asymmetric Scenario 

A.2.1 Plan Selection Counts

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2(100) 1-3-2 (100) 1-3-2 (100)
Rational (noisy) 3-1-2 (57) 

1-3-2 (42)
3-1-2 (57) 
1-3-2 (39)

3-1-2 (53) 
1-3-2 (47)

Emotional (non-noisy) 1-2-3 (100) 1-2-3 (50) 
1-3-2 (50)

3-2-1 (21) 
2-3-1 (20)

Emotional (noisy) 3-1-2(50) 1-2-3(35) 1-3-2(20)
1-2-3(36) 1-3-2(28) 3-2-1 (18)

Table A.33: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with no E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1 ( 1 0 0 ) 1 (1 0 0 )
Rational (noisy) 1(52)

3(48)
3(54)
1(46)

1(53)
3(46)

Emotional (non-noisy) 1 ( 1 0 0 ) 1(45)
2(28)

1(43)
2(38)

Emotional (noisy) 1(50)
3(50)

3(44)
1(40)

1(54)
2(28)

Table A.34: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with no E-Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1-3-2 (100) 1 ( 1 0 0 )
Rational (noisy) 3(52)

1(48)
1-3-2 (51) 
3-1-2 (46)

1(50)
3(50)

Emotional (non-noisy) 1 ( 1 0 0 ) 1-2-3 (30)
2-1-3 (29)

1(67)
2(33)

Emotional (noisy) 3(53)
1(47)

1-2-3 (39) 
3-1-2 (31)

1(67)
2(30)

Table A.35: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with no E-Plans, with the Success-Failure-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2(100) 1 (1 0 0 ) 1-3-2(100)
Rational (noisy) 3-1-2 (54) 1(52) 1-3-2 (52)

1-3-2(44) 3(48) 3-1-2 (47)
Emotional (non-noisy) 1-2-3 (100) 1 (1 0 0 ) 3-1-2 (51) 

3-2-1 (49)
Emotional (noisy) 1-2-3(45) 1 (57) 3-1-2(49)

3-1-2(41) 2(33) 3-2-1 (32)

Table A.36: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with no E-Plans, with the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2(100) 1-3-2 (100) 1-3-2 (100)
Rational (noisy) 3-1-2 (51) 

1-3-2 (47)
1-3-2 (52) 
3-1-2 (48)

1-3-2 (52) 
3-1-2 (47)

Emotional (non-noisy) 1-2-3 (90) 
1-3-2 (10)

1-3-2 (93) 
1-2-3 (7)

1-2-3 (76) 
1-3-2 (24)

Emotional (noisy) 3-1-2(49) 1-2-3(52) 1-2-3(53)
1-2-3(35) 1-3-2(45) 1-3-2(41)

Table A.37: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Rational (noisy) 3(55)

1(45)
1(54)
3(46)

3(53)
1(47)

Emotional (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Emotional (noisy) 3(57)

1(43)
1(99)
3(1)

K 95)
3(4)

Table A.38: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with E-Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1-3-2(100) 1 ( 1 0 0 )
Rational (noisy) 1(56)

3(44)
1-3-2 (51) 
3-1-2 (46)

3(57)
1(43)

Emotional (non-noisy) 1 ( 1 0 0 ) 1-2-3 (97) 
1-3-2 (3)

1 ( 1 0 0 )

Emotional (noisy) 3(56)
1(44)

1-2-3 (73) 
1-3-2 (22)

1(95)
3(5)

Table A.39: Plan selection counts (out of 100 episodes) for the asymmetric sequential see 
nario with E-Plans, with the Success-Failure-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2 (100) 1 (1 0 0 ) 1-3-2(100)
Rational (noisy) 3-1-2 (55) 1(50) 1-3-2 (50)

1-3-2 (43) 3(49) 3-1-2 (48)
Emotional (non-noisy) 1-2-3 (96) 

1-3-2 (4)
1 (1 0 0 ) 1-3-2 (98) 

1-2-3 (2)
Emotional (noisy) 3-1-2(57) 1 (97) 1-3-2(61)

1-2-3 (33) 3 (3) 1-2-3 (38)

Table A.40: Plan selection counts (out of 100 episodes) for the asymmetric sequential sce­
nario with E-Plans, with the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2 (100) 1-3-2(100) 1-3-2 (100)
Rational (noisy) 3-1-2 (50) 

1-3-2 (48)
1-3-2 (54) 
3-1-2 (45)

3-1-2 (52) 
1-3-2 (47)

Emotional (non-noisy) 1-2-3 (62) 
1-3-2 (38)

1-2-3 (67) 
1-3-2 (33)

1-2-3 (63) 
1-3-2 (37)

Emotional (noisy) 1-2-3(55) 1-2-3(48) 1-2-3(49)
1 -3-2 (29) 1 -3-2 (36) 1 -3-2 (33)

Table A.41: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with no E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Rational (noisy) 3(51)

1(49)
3(54)
1(46)

3(55)
1(45)

Emotional (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Emotional (noisy) 1(81)

3(19)
1(83)
3(17)

1 (8 8 )
3(12)

Table A.42: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with no E-Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 ( 1 0 0 ) 1-3-2 (100) 1 (1 0 0 )
Rational (noisy) 1(54)

3(46)
3-1-2 (51) 
1-3-2 (47)

1(52)
3(48)

Emotional (non-noisy) 1 (1 0 0 ) 1-2-3 (100) 1 (1 0 0 )
Emotional (noisy) 1(74)

3(26)
1-2-3 (77) 
1-3-2(11)

1(82)
3(18)

Table A.43: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with no E-Plans, with the Success-Failure-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2 (100) 1 ( 1 0 0 ) 1-3-2 (100)
Rational (noisy) 3-1-2 (55) 1(64) 3-1-2 (54)

1-3-2 (45) 3(36) 1-3-2 (44)
Emotional (non-noisy) 1-2-3 (79) 

1-3-2 (21)
1 (1 0 0 ) 1-2-3 (76) 

1-3-2 (24)
Emotional (noisy) 1-2-3 (57) 1 (8 8 ) 1-2-3 (70)

1-3-2(22) 3(12) 3-1-2(12)

Table A.44: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with no E-Plans, with the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2 (100) 1-3-2 (100) 1-3-2 (100)
Rational (noisy) 1-3-2 (56) 

3-1-2 (43)
3-1-2 (51) 
1-3-2 (45)

3-1-2 (49) 
1-3-2 (48)

Emotional (non-noisy) 1-2-3 (57) 
1-3-2 (43)

1-2-3 (58) 
1-3-2 (42)

1-2-3 (6 8 ) 
1-3-2 (32)

Emotional (noisy) 1-2-3(44) 1-2-3(51) 1-2-3 (57)
1-3-2(36) 1-3-2(30) 1-3-2(31)

Table A.45: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1 ( 1 0 0 ) 1 (1 0 0 )
Rational (noisy) 3(52) 1(54) 1(57)

1(48) 3(46) 3(43)
Emotional (non-noisy) 1 (1 0 0 ) 1 (1 0 0 ) 1 ( 1 0 0 )
Emotional (noisy) 1(79) 1(78) 1(85)

3(21) 3(22) 3(15)

Table A.46: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with E-Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 (1 0 0 ) 1-3-2 (100) 1 (1 0 0 )
Rational (noisy) 3(60)

1(40)
1-3-2 (58) 
3-1-2 (41)

3(54)
1(46)

Emotional (non-noisy) 1 ( 1 0 0 ) 1-2-3 (80) 
1-3-2 (20)

1 (1 0 0 )

Emotional (noisy) 1(84)
3(16)

1-2-3 (57) 
1-3-2 (26)

1(89)
3(11)

Table A.47: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with E-Plans, with the Success-Failure-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1-3-2 (100) 1 (1 0 0 ) 1-3-2 (100)
Rational (noisy) 3-1-2 (54) 

1-3-2(43)
1(53)
3(47)

3-1-2 (50) 
1-3-2 (47)

Emotional (non-noisy) 1-3-2 (65) 
1-2-3 (35)

1 (1 0 0 ) 1-2-3 (54) 
1-3-2 (46)

Emotional (noisy) 1-2-3 (45) 
1-3-2 (39)

1(77)
3(23)

1-2-3 (49) 
1-3-2 (31)

Table A.48: Plan selection counts (out of 100 episodes) for the asymmetric concurrent 
scenario with E-Plans, with the Failure-Success-Failure problem solving experience.
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A.2.2 Emotion Charts
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Figure A.33: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.34: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Success-Success-
Success problem solving experience.
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Figure A.35: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Success-Failure-
Success problem solving experience.
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Figure A.36: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.37: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.38: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.39: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Success-Failure-Success
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Figure A.40: Emotion chart for the non-noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.41: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.42: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Success-Success-
Success problem solving experience.
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Figure A.43: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Success-Failure-
Success problem solving experience.
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Figure A.44: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Failure-Success-
Failure problem solving experience.
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Figure A.45: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.46: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.47: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.48: Emotion chart for the non-noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.49: Emotion chart for the noisy emotional agent in the asyrttmetric sequential scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.50: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Success-Success-Success
problem solving experience.



R
eproduced 

with 
perm

ission 
of the 

copyright ow
ner. 

Further reproduction 
prohibited 

w
ithout perm

ission.

frustration

joy/distress

satisfaction/disappointment

 relief/fears-confirmed

hope/fear (Goal 1)

— hope/fear (Goal 2)

toa
3 -  hope/fear (Goal 3)
a
uocwVia

Shortest episode endpoint

Mean endpoint of Goal 1ao
Mean endpoint of Goal 2

Mean endpoint of Goal 3

100

CO

100 150 200 250 50 100 150 200 250 
Cycle NumberCycle Number

Figure A.51: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.52: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.53: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.54: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.55: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.56: Emotion chart for the noisy emotional agent in the asymmetric sequential scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.57: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.58: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.59: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.60: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with no E-Plans, with the Failure-Success-Failure
problem solving experience.
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Figure A.61: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Failure-Failure-Failure
problem solving experience.
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Figure A.62: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Success-Success-Success
problem solving experience.
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Figure A.63: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Success-Failure-Success
problem solving experience.
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Figure A.64: Emotion chart for the noisy emotional agent in the asymmetric concurrent scenario with E-Plans, with the Failure-Success-Failure
problem solving experience.



A.2.3 Persistence

For each test combination, we present mean persistence and normalized mean persistence. 

All test combinations use concurrent goals.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.63 5.80 5.31
Rational (noisy) 1.61 1.67 1.63
Emotional (non-noisy) 5.53 5.44 5.49
Emotional (noisy) 1.26 1.29 1.29

Table A.49: Mean persistence for the asymmetric concurrent scenario with no E-Plans, with 
the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 0.43 0.45 0.41
Rational (noisy) 0 . 1 2 0.13 0.13
Emotional (non-noisy) 0.43 0.42 0.42
Emotional (noisy) 0 . 1 0 0 . 1 0 0 . 1 0

Table A.50: Normalized mean persistence for the asymmetric concurrent scenario with no 
E-Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 9.00 9.00 9.00
Rational (noisy) 1.52 1.52 1.46
Emotional (non-noisy) 5.59 5.42 5.45
Emotional (noisy) 2.55 2.53 2.52

Table A .51: Mean persistence for the asymmetric concurrent scenario with no E-Plans, with 
the Success-Success-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 1 .0 0 1 .0 0

Rational (noisy) 0.26 0.26 0.26
Emotional (non-noisy) 0.62 0.60 0.61
Emotional (noisy) 0.32 0.32 0.30

Table A.52: Normalized mean persistence for the asymmetric concurrent scenario with no 
E-Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 9.00 7.74 9.00
Rational (noisy) 1.58 3.05 1.64
Emotional (non-noisy) 5.00 6.47 5.00
Emotional (noisy) 2.40 4.04 2.55

Table A.53: Mean persistence for the asymmetric concurrent scenario with no E-Plans, with 
the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 0.60 1 .0 0

Rational (noisy) 0.25 0.23 0.27
Emotional (non-noisy) 0.56 0.50 0.56
Emotional (noisy) 0.32 0.31 0.32

Table A.54: Normalized mean persistence for the asymmetric concurrent scenario with no 
E-Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 6 . 0 2 9.00 6 . 0 2

Rational (noisy) 1.79 1.73 1.83
Emotional (non-noisy) 4.78 4.84 4.74
Emotional (noisy) 1.82 3.03 1.79

Table A.55: Mean persistence for the asymmetric concurrent scenario with no E-Plans, with 
the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 0.46 1 .0 0 0.46
Rational (noisy) 0.14 0.25 0.14
Emotional (non-noisy) 0.37 0.54 0.36
Emotional (noisy) 0.14 0.37 0.14

Table A.56: Normalized mean persistence for the asymmetric concurrent scenario with no 
E-Plans, with the Failure-Success-Failure problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 5.44 5.68 5.60
Rational (noisy) 1.65 1.62 1.64
Emotional (non-noisy) 4.00 3.90 3.81
Emotional (noisy) 1.90 1.87 1.85

Table A.57: Mean persistence for the asymmetric concurrent scenario with E-Plans, with 
the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 0.42 0.44 0.43
Rational (noisy) 0.13 0 . 1 2 0.13
Emotional (non-noisy) 0.31 0.30 0.29
Emotional (noisy) 0.15 0.14 0.14

Table A.58: Normalized mean persistence for the asymmetric concurrent scenario with E- 
Plans, with the Failure-Failure-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 9.00 9.00 9.00
Rational (noisy) 1.51 1.53 1.61
Emotional (non-noisy) 2 . 8 6 3.02 2.95
Emotional (noisy) 1.65 1.67 1.63

Table A.59: Mean persistence for the asymmetric concurrent scenario with E-Plans, with 
the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1 .0 0 1 .0 0 1 .0 0

Rational (noisy) 0.26 0.25 0.25
Emotional (non-noisy) 0.32 0.34 0.33
Emotional (noisy) 0 .2 1 0 . 2 2 0 . 2 0

Table A.60: Normalized mean persistence for the asymmetric concurrent
Plans, with the Success-Success-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 9.00 7.51 9.00
Rational (noisy) 1.56 3.14 1.59
Emotional (non-noisy) 3.64 6.31 3.67
Emotional (noisy) 2.08 4.59 2.14

Table A.61: Mean persistence for the asymmetric concurrent scenario with E-Plans, with 
the Success-Failure-Success problem solving experience.
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Agent Type Goal 1 Goal 2 Goal 3
Rational (non-noisy) 1.00 0.58 1.00
Rational (noisy) 0.29 0.24 0.28
Emotional (non-noisy) 0.40 0.49 0.41
Emotional (noisy) 0.26 0.35 0.26

Table A.62: Normalized mean persistence for the asymmetric concurrent scenario with E- 
Plans, with the Success-Failure-Success problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 5.96 9.00 5.99
Rational (noisy) 1.81 1.57 1.79
Emotional (non-noisy) 3.57 4.57 3.39
Emotional (noisy) 2.16 3.22 2.21

Table A.63: Mean persistence for the asymmetric concurrent scenario with E-Plans, with 
the Failure-Success-Failure problem solving experience.

Agent Type Goal 1 Goal 2 Goal
Rational (non-noisy) 0.46 1.00 0.46
Rational (noisy) 0.14 0.25 0.14
Emotional (non-noisy) 0.27 0.51 0.26
Emotional (noisy) 0.17 0.42 0.17

Table A.64: Normalized mean persistence for the asymmetric concurrent scenario with E- 
Plans, with the Failure-Success-Failure problem solving experience.
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Appendix B

Narrative Experiment Materials

This appendix includes experimental materials developed for the narrative experiments dis­

cussed in Chapter 7. We include here the materials common for each subject: an instruction 

sheet, an introduction given before the narrative trace, a set of questions given after the 

narrative, and a debriefing sheet.
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Instruction sheet:

Characters in Action Plays

The next pages present a portion of a small stage play, called “The Ward.” It is written in 

a unusual modern style.

There is no dialogue. Instead, a playwright who follows this style writes from the point of 

view of the audience, describing how the stage setting looks, the actions that the 

character takes, and other features of the character that the audience can observe.

The entire script is a series of very simple stage directions describing the visuals of the 

scene, the character’s decisions, and the character's movements.

In this study, we ask that you first read the play and then answer a set of questions 

about the character in it. This should take about 20 minutes.

You may turn the page and begin.

If you have any questions, raise your hand and ask the experimenter.
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Introduction (page 1 of 2):

The Ward

It is a  sunny day. In the background we see  a  farmhouse.

The left, from our vantage point, show s the view of a  cornfield, partially obscured by a  small shed. The right, 

from our vantage point, is formed by the view of a  large beet field. Birds are circling above both fields.

To the right of the farm house door, from our vantage point, in front of a  window, we notice a  wooden block 

with a  hatchet in it; or rather, a  large piece of wood is lying on the block, which is standing at an angle, and a 

hatchet is sticking in the piece of wood.

Round about the chopping block we notice m any pieces of chopped wood, and also, of course, chips and 

splinters, strewn about the ground.

Already, upon first glance, we have seen  som eone sitting next to the chopping block, on a  stool: a  figure. 

Now, after having briefly taken in the other features of the scene, we turn back to the figure sitting on a  stool 

in the sunshine in front of the house.

He — the figure is that of a  male — is dressed  in rural garb: that is, he is wearing overalls over his trousers; 

his shoes are heavy; on top, the person is only wearing an undershirt. No tattoos are visible on his arms. 

The person w ears no covering on his head. This is the ward.

The inside of the house is a  single room, with a  dark bare bulb hanging from the rafters. A new spaper lies in 

the crack of the door.

We se e  a  large block calendar hanging on the right wall of the room. A rather large table and two chairs sit in 

the middle of the room. Distributed through the room are an assortm ent of other objects.

We know that the ward h as been assigned a  number of tasks to complete this afternoon. The ward knows 

this, too.

The next task he needs to accomplish is replacing the burnt out light bulb in the house. We know that there
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are a few ways he could achieve this task. He could use a long, light bulb grabbing device to reach the bulb, 

or climb the ladder, or climb the furniture. Some of these plans could be easier for the ward to try than 

others. However, we know that he believes some of them are more likely to work out than others.

We also know some things that the ward does not know. For instance, we know that a new light bulb can be 

found on a shelf in the house, and the ladder is out in the beet field. The light bulb grabber is stored in the 

shed. However, both the ladder and the chairs are wobbly and not good for climbing on.

The ward stands up.
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Below and on the next few pages, there are questions about your reaction to the 

character, “the ward,” from the short play you just read.

For the first set of questions, indicate your answer by circling a number on the rating 

scale for each question. Please add any comments that explain your answer.

Do you like the ward? circle a number

1 ---------2 ----------3 ---------- 4 --------- 5 ----------6 -----------7
not at all neutral very much

Why?

(continued next page ...)
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Do you want him to succeed? circle a number

1 ---------2 ----------3 ----------4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

Do you understand him? circle a number

1 ---------2 ----------3 ----------4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

Do you identify with him? circle a number

I  2 ---------3 ---------- 4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

(continued next pa g e ...)
Do you approve of him? circle a number

1 ---------2 ----------3 ----------4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

255

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



Questions (page 3 of 4):

Do his actions make sense to you? circle a number

1 ---------2 ----------3 ----------4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

Are you on his side? circle a number

1 ---------2 ----------3 ----------4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

Do you think he has a future? circle a number

1 ---------2 ----------3 ----------4 ----------5 ----------6 -----------7
not at all neutral very much

Why?

(continued next page...)

Below is a list of paired adjectives. For each pair, circle the one that you think is the 
better description of the ward.

1. nice not nice

2. crazy rational

3. satisfied unsatisfied

4. discontented happy

5. satisfied disappointed
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6. disappointed relieved

7. serious playful

8. relaxed frustrated

9. pessimistic optimistic

10. stable flighty

11. hardworking iazy

12. fearful hopeful

13. accepting intolerant

This is the end of the questions. Please give this booklet to the experimenter. Thank you 

for your help.

257

Reproduced  with permission of the copyright owner. Further reproduction prohibited without permission.



Debriefing sheet:

Debriefing Form for Characters in Action Plays

The study that you participated in today is one example o f  research that applies theories o f human 
emotion to models o f artificial intelligence. From a psychology perspective, these models help us 
to examine our theories and assumptions underlying the functions o f emotion in different 
contexts. From an artificial intelligence perspective, the study o f such models helps us to develop 
computer applications than can interact with humans in realistic and intelligent ways to solve real 
world problems. Examples might include intelligent tutor programs that help us learn, expert 
systems that assist doctors in performing emergency surgeries, o r intelligent agents that help us to 
pay bills or reserve airline or concert tickets as just a few examples.

In this study we are interested in determining which settings in the computer program generate 
characters that are the most believable. The play you read was generated by a computer program 
and based on a  real play called “My Foot, My Tutor’1, written by German playwright Peter 
Handke. In this style, emotions and inner states are conveyed by simple actions.

We are interested in determining which settings in the computer program generate characters that 
are the most believable.

The computer program has a representation o f knowledge about how to solve tasks in a simple, 
simulated world. The emotional element is modelled as a set o f emotion dimensions (e.g., 
distress/joy, relaxed/frustrated, fearful/hopeful). The main feature of the system that impacts 
these emotion dimensions is the success or failure o f  plans that the character attempts in the 
world. The other elements that affect these emotion dimensions include some initial personality 
settings (how easily a character becomes frustrated through failure). These emotions impact the 
character’s subjective judgements about a plan’s difficulty and its probability o f  success, and how 
important a goal is to him. This, in turn, determines the choices the character makes within the 
simulated world.

The system simulates a world, events in the world, and the character within that world. It updates 
die simulated world after each action the character task, and then updates the emotional state o f 
the character depending on the factors outlined above. The character’s next choice about what to 
do in the world is affected by this emotional state.

This study is not about assessing your emotional state or any other features about you. Instead, we 
are using you and your answers to judge what settings in the software generate the most 
believable character. Different settings were used, and each setting combination generates 
different behaviour in this simple world. The results will help us validate the underlying 
mechanisms for creating characters that seem ‘believable’.

There is a vast literature on computer models o f emotion in both cognitive psychology and in 
artificial intelligence, and if  this is interesting to you, you can easily references to this on the web 
and citation databases.

Thank you for participating.
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