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‘QColprebensive
:colbination of nodelling and -'pra

;relation- to their correspondind[.rgferentSQw

;environlent;j

'The. nodule_ is seen as another step touards the fulfillnent'_

. .”*-'Aés,n‘xcww .

- .

./" .

The undue élphasis by linguists Lnd~§-1..ﬁfseerchers on.

w

fglanguage structure and generation, at the expense 4 f methods g

iof acquisition, pronpted Tan chaster, in 1975, to propope a

Language_\ Acguisition Progran e (CLAP),

@

-;elphasizing couprehension. This progran differs fron its

:*predecessors in 'its co-pleteness[* ehd its .irealistic _”;

natisn. uipﬁvsupport ‘of

©

A”CLAP'S feasibility, ca Vocabulary Acquisition Systen "vesf

I

progranled,‘pshowing pronise ror learniu9~: put‘vords in

e
e

R | Verbal Acquisition nodule visiinou proposed as an

'vniextension of vns to include events in its environlent, uith

B representations patterned after Schank's conceptualizations.'

of the larger language acguisxtiOn' systen, as .ix was

”presented._ CL}P- is ‘discussed as-a first step towards the'

4

detail for progranuing at this tine. _ {

.proppsed, or uith nodification.\,"Tbr'H;f

"

L R

- uAfter f hrief introductory chapter, previous related

:research in psycho—linguistics and conputer science is“

'ispec1ficatiouuof.e’oonplete:'asguisition nodel, containiug._

~ia11 th required ingredients- though 1acking ‘Sufficieuﬁ

i
i

[y

Bal A

'ﬁthendiuglpEOCesses sililar‘to those employed by VAS,

v



~

\‘V;H”.corrélatbs woras uith concepts rqlating to actions rnd

lb'evehts, vuhose. representation .is‘ inspired ' by Schank's

\"w-

_Z'f*’ . v

‘ propoéed structures for actions and events.

- Sone possible. extensions 'of"this' work and flntherl'.

‘research prospects are mentioned in the final chapter."

4



L ,x'ckum't)ﬁnGﬁuzu_'r's
I would like to take this oppo:tunity to,‘express my

fngratitude to Dr. J R. Sampson, uhose encouragenent and" tine,' ;
-'daS[ uell as- his patience in anticipating the results of this
V‘;fcourse of study, were above and beyond the call of duty. And
';?for his- inspirational ideas and suggestions, Iluould lige to )
'Tgexpress y gratitude to Ian acuaster. : ' | |
o l uould. alsoi like L thank 'é' National RJsearch‘
Council of Canada,‘})g the Departnent of Conputing Science
~at the University of Alberta,i whose financ1a1 a551stance

'L‘enabled le to undertﬁke this vork.

Finally, iy experinental ﬂata' I ove to Hfs. Karen'~

'c,derat, uho showed great inagination in pretending\the BLOCKs

"world was 1nterest1ng enough to discuss with a child.;

vii



. TABLE QF CONTENTS
: 1'INTRODUCTION ....‘q..‘;YI”..I.-....;.I..;.;;l.;I....Q..Il.;ll;.l
. 1.1 A Comprehensive Language ‘Acquisition Program ........3
1 ZThe Next step .-...........DII.-........'II...I..I..Iu

- 1 30ver'ie' ....‘.....-......‘....l...-..'l.-............G

2 PSYCHOLINGUISTICS ...-........-.-.......\....----....-...-8
2.1 The Genesis Of AcquiSition h.ggeeccedccsscavsonasesell
2 1 1 Lad .........I.......l.....‘....-....!...‘....l11
2.1.2 The Linguistic BEnvironent .eevecececcsceseancal?
_ 2.1.3 How The First Words Are Acqguire€d ...eeeesesloo.d
2.2 A Conceptual Structure FPor Actions .................16
2.2.1 The Acts .......................;......."......18
2,252 Conceptnal Dependencies es..ceescccssccacccsases0.
2.2.3 Evidence In. Suﬁport of Conceptual -

structures .-l.-.-..--....-...0...l-ll'...ltotltzzv B

2.3 MiS$Sing PATtS ccecceanccccecscccnssaseiansncanasanas2ll
2.4 Criteria For A uodel.......,........................25
3 COHPUTERS AND NATURAL LANGUAGE ..,......................28
3.1 Cther Models Of Language Acquisition ....eveevececaa29
o 3.1.1 Language Acquisition By Hypothesis Testing ....29
.1.2 A Gemeral Probles Solving Model Applied To :
Natural Language AcquisSition ceeeicececcanceseaa3’
3 Deep Structures As Card Configu:atlons cacseecaes38B
4 Another Problem-solving RODOt .c.cecvecsnscceseoslt2
p ..-.............I.....I........&.‘..Q‘.....O..Quz
1 Components Of The SYStem ceccececveccenscsccnncaalil
2 The Learning Strategies scecececodeaceccccaeaceali?
.2.2.1 Strategy 1: Segmentation And Meaning
Association'..............................,..uav
2.2 Strategy 2: Linear Ordering ..cseeeeceessse5t
2.3 sStrategy 3: :Structural Generalization ....52
2.4 Strateqgy U4:;Conflict Resolution <.cccceca.54
2.5 Strategy 5: Using DiSGOUrSE ceecenacceceiadS5
valuation ......,,.....................1......56
Test Of plausiﬁility R L CELELT R IR RPRRE-T

ymcooo

AL ACQUISITION ‘MODULE ............................6“
nceptual Structures For Vam ...................ﬂ.-65‘
1.1 Components Of The Actor-action ‘
Conceptualization Y -

, 4.1.2 Cases Of The ACtion .cccecciceccccccncnnnccnacasa?0
4.1.3 ﬂelevant Acts And Their Inferences .ecceecececes?2
bjects In The Focas cesescsccscessccnsancnacanscacall

2
.2
B
6

-nnu

4.2 o

4.3 Building A POCUS ceeeccevcsccssoncsenssesscnanccccnsl/B8
4.4 Evaluating The Associatxons P - 1.
4.5 Preliminary Experiments And ResSUltS ...ccecccecccssa83
4.6 C

Orrelatlon ReSUItS ..--...o--t.‘l...--...J-..-..00087’

'_v1li

. . ) «
. .-



wr

-

5 CONCLOSIONS .I-.......'...l..ll"..l-.l-.l....‘!I.I..I.Iga‘
"5 1 th6281°ns TO van '.Ill......'...ll.ll..I.'.I...l.l.gs
5. 2 Touards The Ilpleletation of Strategy 1 ............98
‘ ' ‘\\ . ) .o | . ‘.? o
REPBRBNCES...‘II.I..Q.I’I..Ol'...""”...‘.'..‘.;..I_.I.‘I.‘I..1oo
RN ) | . . . . . . o

/ -

APPENDIX A. THE CORPORA FOR vla ‘.l...l...........I...q..1o3

A\
APPENDIX E: PRBLIHIN&R! RBSULTS WITH AN ALTERNATIVE o o
CORBBIATION rUNCTION .I...-.....‘............l.....'108

APBBNDIX C: ABEREVIATIONS USED ..........-...............113

ix



3.2
3.3

842

4.3

4.4
4.5

. B.1.

B.2
B.3

B.4

B.S

LIST O! !IGORBS
N

phyaica\l lCTs -I‘..;........I.l....ﬂ.-‘.’.l....I......19(

Relatj.CDs ..I......"........I......I.I.l.‘......'...‘2,1
i

Case Links ---.--.-.go-.-.--...-..-c-----..---..-....22v

-~

Possible Components of Schark's Actor-kction
N .
Conc?tualization I.‘-.....-.I..l....Q.'..‘...-.O...23

rlow Design of Kelley's Language AcquiSition uodel ..32

Components of CLAP ...Il...‘.....O.l..‘...-'.........f““-‘v

Parsing 1n Strategy 1 ...5...........................50 

The Environnent for vau .......;.....Q....;;.........67 :.

Actor—lction Conceptualizations ag Seen by vau ......73 :

Resu;’ts 'OSing Corpus 1 .....-’.(.'-.-._-l.-.I..b.‘...nhooegl

_Besu;fs 0sing Corpus 2',.....;.....;;;,;;.;;,.;..i.l;éol

Results Using CombinedZCo:pns .Q................;f..;91

L L ‘ X / . o
correlaticns for the Word ﬁlgg; crdisesssanstecanssaa109
_Correlations‘fothhe<Hord ‘B8 ........................109 |

Correlations for the Word gg_ed .....................110

.-

Cortelaticnso for the ‘ord~ 1! ‘_.-...‘...'l.f..l...l.'.11o

Correlaticns for the Word ixiggjlg;;.;........;..-.;.111

A

4



Ti,“ ‘_ -
INTRODUCTION

| | \\

L Artificial Intelligence (A.I ) is the field uithin o

‘conputer science concerned with the lechanical perfornan&e

v of tasks'previously assuned to require hunan intelligence.'

'Ptoblen-solving, perceptual, andllinquistic ,
. competence all seenm, to depénd upon prior knowledge
© 0of~the task ‘domain being present a priori in the
. co-puter.A Hence the question of how a ccmputer .
- can acquire, represent, and make use of the -
knowledge of the world, is the main- problel of ATI. -
<Raphae1, 1973, P. D , -

Co-puters have.been_p:ogre-ned'to aneuer cuesticns,.play
,ganes; and selve probienskvhen pconided with the neceSSary,
einforiation and'leanebof,ucing iti Sone §uch iodels‘of
intelligent activity\haie neen more elegant than otheﬁs,.the
J "nore'ilpressive cnes appeating to undexstand and: think = o

-rather than to trivially manipulate the input to produée the

: output. - S RS

, _ ,\
nodelling, in the strict sense of the word. vould

require-a precise ‘definition of the process to be lodéllgé

N

"Hunan cognition, still far fron being co-pletely undetJtood, -

. . . N\
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Lnnot'be adequetely nodelled. The notion of "iodel" must ' -

rquire only the sinulation of perfornwnce, not processes."

0

The current state of psycholggicel expertise need not
discourage uork "dn ertificial intelligence. Although '

intelligence in any non-hunan epecies is neasured by human’

N standards, imitation of such hehnvdor hy lachine, in uny -

'f". ‘lanner uhich is sophisticated enough to be terned "

;ntg;liggnt, can be .not only a useful tool for experilqkping

',with machine irtelligence, but may uell provide clues to how

people think._‘ _ : e - T \'l' \i .

The ahility to‘connunicate through language As
traditionally thought to be one of the distinguishing traits
ofvnan.' Conputers have been used to’ test linguistic.g‘
transforuational theories and tc inplelent vould be ‘
nechanical translators. In the area of A I., EinOgrad LR
3<197i l972>>ha= oeveloped SHBDLU, a robotic systen-vhich
denonstrates a relarkable ability to rélate verbal inﬁut to*

4its knovledge of the universe, represented by a vorld of i
various geonetric BLOCKS wvhich it can lanipulate and “see"
The pqpsence of an- env1ronnent gives subshance to neaning.
Only when language expresses ieaning does it interest th£

' ”_A.I. Researcher. and only in the context of an environnent
' cnn there be subject laterial for leaningful expre551on. -

B

,rwinograd'susyste- beginsuvith e'pre-degined 1anguege.

~ Except. for a limited number of recent studiés dsee Chapter

“*

[&]

T



1 introductionf“ . - ' {:, i .1 Ll3'

"35, 11ttle A.I; research has been devoted to the behavroral

processes 1nvolved in acgulrlng the use of language as a ..h

tool for comlunlcatlon.~ The process of language learning,

of how and uhy a Chlld can learn to understand and speak 1s

ivone of the nost fasc1natPng of all ASpects of language use.'
an complete nodel of language performahce Hlll necessarlly
1nclude -a theory of the process of language learnlng, as has‘

©

been empha51zed by Schwarcz <1967>.
‘ : «,
4

1.1..A Comprehensive Language'Acguisition Program

~

©

A Comprehen51ve Language, Acgu131tlon Program (CLAP) has
1.

P

been proposed by Ian ucuaster <1975> as a system for

« \

‘1acgu1r1ng natural language, glven a subset of descrlptlve
'»gsentences 1nput from a termbnal, an 1nternal representatlon
‘h:of an env1ronnent, and a means of rece1v1ng 1nputs
con51st1ng of actlons on the. env;ronment (a) ., approval or
dlsapproval (r), ‘an utterance (u) , a stlnulus to output (s).,

or a vérlety of conba.nat:.onc of these <ucuaster,v1975,»

pb. 89 90>. Eventually, the system learns to conver=e.

,i The acgulsltlon system 1s based on five seguentlal
vlearnlng =trategies.’ The. enpha51s is on learnlng to

understand - production being dependent on conprehensron.
fThe flrst strategy 1nvolves learnlng to segment leX1cal

strlngs and to assoc1ate meaning with these segments.~ Once



1.7 A Comprehensive language Acquisition érogram 4

"CLAP has reached the point uhere it understands more than
one uord of a glven sentence, 1t_can.attach some'import to

&

vord order_(strategyaz)f.vstructural4Gensr§lization,
se complete the

 conflict Resolution, and the Use of Discou

five strategies,'ihich vill be described in Chapter 3,

:1{‘2.The Next Step,v"sx.” ) S

CLAP is a pr0posal for a progran whlch uould acgulre'
language. To delonstrate the feasibility of programllng
such a model, chaster <1975> wrote. VAS (Vocabulary
 'Acquisition §ystem). VAS assoc1ated a word and 1ts
llcorrespondlng concept (thch was an entlty, attrlbute, or
irelatlon) through velghted assoc;atlon 11nks.' Houever, VAS
vcould not manlpulate objects, nor could the user..-If object;,
novenent 1= allowed ulthln a scene, perhaps a system
patterned after VAS could also chu1re actlon-concept
'assoc;atlons.: “

N .{‘{ '
A major problem in our de51gn of a verbal acqulcltlon

.nodule (VAH, tc conforn with the trend to give pet names to
such projectgy is the intermnal representatlon of an-agtlon
on‘the ennironment} and the event surrounding_its
occurrénée;,_Roger'SQhank7<1§735> supgests’that all
conceptualizations,vor'sentences; can be rednced to a

structiie built around primitive actions. This claim will
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e

be explored‘further in Ehapters 2 and 4,

We shall acsune that such aotlons as the child can
_recognlze nonllnguistlcally prov1de a conceptual structure
‘onto whlch a le11con can be mapped Those env1ronmental
modlflcatlons which were too subtle for the Chlld to notice
will be ignored untll heé has enough experlence to understand
the concept, Eefore thrs, however,_the structure'exists,

according to Schank, in which slors.yill later be filled.1t

Changes invthe environnent, as well as concepts of
Aobjects and their attriburec Hlll all be part of VAM's
focus of attentlon, whlch contalns those portlons of the
environment noticed by’ VAM at a partlcular tlme.‘ This-
_llstfof data base elenents will' be b%llt by the ‘PLOgIams
requlred to carry out'.a partlcular event, Some programs
"will’ correspond to the conceptuallzatlon 1evel cf Schank's
.Schena., Others will represent the prlnltlve actlons chosen
for VAu's env1ronnent. objects 1nvolved Hlll flll slots 1n
the llSt, thle the relatlcnshlps Hlll be derlved from‘the-

relatlonal position ofvobjects‘to each other. VAM wlll llnk

the input lexenes of the utterance to these concepts.

1m, . the conceptual apparatus that underlies adult 1anguage

is present in a child before he has finished his first year
of life. It is this conceptual apparatus that guides
language learning and in fact facilitates the infant's
handling of the uorld in general," <Schank, 1973c, p. 1>.

o



1.2 The Next Step , . : | } ’ 6

Althougb .an attenpt vill be made to lake thls system
psYchologlcally and llngulstlcally plau51ble,.1t should nct
be construed tc be an exact mcdel of hunan’cognltlve | |
processes, for reasons stated above. ‘ o

. . - .
& ;- i

1.3 Overview L N - - ;o

Psfchology,'linguiSticé and to some extent, computer
science have made contrlbutlons 1n the area of Chlld B
language anUlSltlon. Chapter 2 1s cqncerned'ultharelevant
dlscoverles in these dlsc1p11nes.__After looking at a few of

the lore 1nterest1ng langéage acquisition. models, Chapter 3

‘*! will examlne CIAP's components and strategles. InéChapter .

4, the Verbal Acgulsltlon Mcdnle will be descrlbeg as a

-

. : ' - LN
continued partial implementaticn of the first of CLAF's
 strategies. ’According to CLAP's;prOposed"Scheme of
implementation <ucuaster,'1975),,the~numbef of times a word

~has been uced‘in connection with-a‘concept,,in'conjunction

Hlth the number of tlnes the werd and ‘concept have been used
1ndependently, illl be con51dered in determlnlng whether and

to_whatlextent a uord;should have a’ concept‘as its meaning.

The major conmtribution of this vork will be the 7//
‘critique of prior work and its generalizatidn to the . s
acquisition of verbs. Input will include utterance-action

.
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1.3 overview R - ‘ ' , . - .7

L]

‘pairs, wpich were absent fron the 1npnt to VAS. Finally,
the results of progralmlng this component ‘Will be diecussed,‘-

Hlth con51derat10n‘of prohlens, suggestlons for 1mprovelent,
‘ »

-

and.%lrectlons for ﬁurthgr research, SN S
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PSYCHOLINGUISTICS ~ -~ '

@

“The lingulst's approach.to :eqnlsition has been
predonlnantly concerned uith fhe acqulsiticn of syntax, as
= fvudenced in pro:»uctlon salples.' Little later1a1 is |

available on’ holophrasis, the one- -word utteiance.< It is
-usually dlscarded as uninterestlngly tr1via1 1n structurey
.‘Yet the child's first uord probably holds all the’ intended?z

'g§ neaning of an adult sentence <B;own, 1973>

Langnage acqulsltxon research tends to 1gnore the

'presence of leanlng. at best, 1ts ex1stence is acknovledged
- in a. passzng conlent, to the effect that there is not enough.'
‘known about the role of neanlng in’ language learnlng. As
»systenatic as 1anguage n;y appear, it has no slgnlflcance
v1thout its assocxated neaning. Althongh syntax 1s
.1nportant, it 1553 late conponent in a 1ong process vhlch :
'-begins at (or possxbly even preceding) blrth <5chank.

1973a>. | |



2 PsycholinguiStics . ST B | - .

It is our belief that leaning is\not only a valuable

tool, hut a necessary component 1n th. acguisition process.

Instead of being preoccnpied uith the cguisition of

language structure, we' agree ‘with Macn mara <1972> that the -
'z

.pfirst leanings are acquired independent of language, and

_1ntentiona1 neaning - through expressxon,

utterance.' The neanings can refer to the

| that the first words are then related to the ueanings of the

%

'utterance through thé situat10na1 contex . A Farent's

N 9 '
tone of voice, and

gesture.— can oﬁten ‘be understood before t;f associated

hy51ca1

1Y
N

env1ronnent (the only reference in our nodel), the feelings

‘of the child, his 1deas or concepts, and ‘his attitudes

'eregarding truthsxxnacnanara, 1972).

e Aee

Furtherlore, understanding of language precedes

,production.g One need only observe a non—speaking infant to
: y

realize that he can understand scoldings and carry out

.

connands.. ls pointed out by Reeker <197u> uhat is

‘1nportant is the child's lental grannar, wvhich is the only

Atrue test of conpetence. ‘Unfortunately, the 1naccessability

R

of this’ gramsar through perforlance data,ecoupled Vlth its

’rapid advancenent and the variations betueen the grannars of

children at a given age, reguire the linguist to rely on the :

.data he has. The first words spoken provide One of the

/

easiest clues for deternining which uords are associated

- vith,correct neanings, vith a lininal alount cf
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interpretational bias. 'Linguists.also use this data to
infer a grammar of the child's lauguage as itﬁﬁtands.

- E
v.

The experimenter caq only infer linguistic competence.
‘ frOn production perfornance. There are problems uith this

o
'approach. It is too easy to becone subjective, imposing an

-

adult interpretation of the child's language. It is also

: difficult to elicit required data‘to prove or disprove any
‘hypotheses about language acguiSition. If a word or cohcept
is not produced, is it because it is not’ yet nastered,
.because it vas not detected at the right tine, or because
thef@ was 51nply lack of a need to ‘use it? Yet we can nak

‘some conje¢tures of vhat a child has internalized by

obserVing his actions and 1isteuing to his speech.

°

2.1 The Genesis of'Acguisitiou

Among guestlons pertineut to verbal acgu151tion uhich‘
have ‘been raised by both linguists and psycholinguists a
three vhose aneuers are still disputable' (1),vhat is the
nature of what ;e will henceforth loosely refer.to as the
;language acguisition deVice (LAD)? which the child brings

to the 1anguage learning Situation' (2) what is the

"<

".1 This is not to be eguated with the innate uechanisn
described by Chonsky <1965>.
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influénce of the linguistic eny}rbnment on the child's

U
¥

kiearning of a language; and (ﬁ) what strategies precede the

flré€ spcken sentences? Thesé will each be explored in the

following'sections.

2.1.1 LAD

Not much of a concrete nature can be saiq'about the
ianguage acquisition device.2 There are two pqints-oflviev
concerning the type of entity the LAD might be. Onwghe
basis of putative language uhiverSals, some'suggest that the
child has a.huiit—in sense of the;hierarchy'cf'g;apnéfiéal |
categbfiesAand knpﬁledée‘of tﬁé_baSic grammétical_relations.

Onithe;other hand, others préfer,to regard only the

"procedures and inference rules as universal <Bowerman,
Cé ‘ .

1973>. Anderson and Bower <1973> suggest looking to

.

Both in the evolution of man and in the _
“development of the child, the ability to represent
perceptual data in memory emerges long before the
ability to represent linguistic information. We.
‘believe that language attaches itself to this

underlying conceptual system designed for

-

‘2 ".Q;the,questioh of the innate apparétus which the child

brings to the language-learning situation is subject to a

wide spectrum of possible interpretations, none of which

~seem to be decisively excluded by the range of relevant data

vhich is presently at our disposal.” 7perving,v1970,’p. 82>

[3
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/

‘perception.... Indeed, it could be argued that
natural languages can te learned initially only
because their organization corresponds (at least
in the simple cases) tc the perceptual
.organizaticn of the referential field. <p. 154>

Whether the‘LAb be innate, or learned in the

4

_prelinguistic psyche?motpr stage <Flavell,.1963>, the human

child possesses the necessary tools which enable him to -
o 2

learn to use Iauguage to comnunicate with other people. ‘The

cognitive structures which ~may still be undeveloped would
‘llmlt what the child is capable of learning. If ve eccept

the hypothe51s that the LAD, or process itself, is modified

- with experiencial feedbdék,-as the language itself changes,

ve have thezbeﬁinning‘of'a vieble‘theo:y of learning in

- general,3

 The guestion ariSes as to the type of speech which

[N

enables a child to learn to understand,theolanguage. The

'child,lunder‘norlal'Circunstances,.receive§ a noisy input,

-

full of inconsistencies, incorrect grammar, and make-believe

vords such as the French."dodo". Often a parent aftenpté-to

-

3 m,,.it is maintained that as nev structures are obtained, |
- the actual learning. mechanlsn is altered...." <Reeker,
1974, p. 37> ‘ g '
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speed.up language learning'tﬁrough theﬂuse of "ﬁaby tglk“.
Extreme sinplification or distbrtiqn aré unnecessary to the
1earning process, and'possibiy e?en a hindrance. A child
'has inférnalized%his ovnllanguage‘syspéh at a given tinme.
th him, noise ;111 be filtered out while the usefpl input,
‘ siightly beyond his present'gfﬁmha;, vill be noticed. Those

| ~sentences vhich can be mostly undetsfood but which add
bsonetpidg név ﬁill-prpvide ﬁhebnOSt useful‘data‘for

progression.*

Extensions of a child\s speecB,kin wﬁiéh'an adult fills
in the résf'of the ske;eton‘pf meaning indidéted by th:
child, is also‘of'questiqhablé hegessity, tﬁodgﬁ'fev v6u1d
disputé'that'it helps in learning how to fully exérégs an
idea.5 (This ddeg not refer to syntactic or grammatical

corrections, vhich have little or no valuev<Brown,v1973>.)

The attenticn and care given a. child certainly
influence his acquisition <Deesef§ﬁ970>. Addreséing'tﬁé

child directly, especially if an'impprtant agent in

a n___what the child wants are instances of data that wvill - -
either serve to confiram (or infirm) previously acquired )
constructs or are examples that will bear omn -the next step
in acquisition, but not evidence for constructs which the
child will not beé ready to acquire until much later."
<Kelley, 1967, p. 83> ' o U e

s #"Eyxpansions...may present suitable conditions for children
to discover the local expression of linguistic universals
and do sc in a way that imitation and practice do not."
<McNeill, 1966, p. Tu>. ’
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satisfying his vants, draws him into the center of
aftentidn, encournging.performanceL‘ This alsc draws his
\atténtion to what is intended in the wvay of leaning as vell

. .as to what is being said <Richelle,‘1971>.

'/. Approval is a form of expansion and a motivation to

reinforce a well-received nt@erance. Since the goal of .
language is to COmnunicate,‘the zhild‘reéeives a form of |
‘approval vhen he is understood. As thé child meets a'iargér
'numberiqf peqpie, the conditions for‘being undérstood become
"gore s@ringent'and tne-Child's idiolect must confora more
" and more to %ne'lnnbnAge”ofbn 1§rgéf COnnunity <Kelley, ”

1967>.

2:1.3_Hon‘tne First Words are Acquired

Tbe sensori-notof périod provides the child with

‘ concepts, to which he can later attach spoken input. <Nelson,
v'197u>. The Chlld continues to be draun to that whlch is
nev._ This‘is inportant when learning the‘tgrns associated
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'uith objects.? HOVenent, as vell as new’ objects, elicits a

ystrong,orienting-response, child's attention is dravn not

B

to the objects imvolved in he action, but to the action

“itself <Erovn,'1973>.

" carroll <196u> lists three sequences of development:.

"cognitive; the capacxty to dlscrlninate and conprehend
nspeech~ and the developlent of the ability to produce speechi

sounds that conforn more and nore to adult speech. We are

interested prinarily in the second sequence, but all three

are. closely interrelated. As lentloned abOVe, the’ cognitive

developnent deternlnes uhich concepts\ca have referents,

and therefore neanlngs, closely associa:‘d'vith.the%.° The

\‘

tunlng of an 1ndiv1dua1's language to that of - the community

ﬂ”iS pore iaportant in learnxng syntax than in learning the

!

¢ “...'even at the age of tvelve to thirteen months [vord-‘
image] ccnnections can be formed under some conditions after
a single reinforcement. The most 1nportant condition for

- developing these connections is the presence of an intense

orienting reaction to the named image, as in the case when a

- new image is placed among other images. whose name$ the Chlld

already knows.'...." <Slobin, 1966, p- 145>

7 nthe omi’ontstanding general characteristic of the early
h

vords is eir reference to objects and events that are
ercelved in dynanmic relationships: that is, actioms, .
ands, transforlations - in short, varlatlon of all klnds."

<Nelson, 1974, P. 269>

s n___.the nature of sensory—-motor 1nte111gence severely
constrains the range of relational meanings expressed,
essive relations
between fersons and ‘objects, of attributes of objects and
his use of apparently 'experlentxal' verbs." <Edwards,

' .197u, Pe 2>

2
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first few words.

The chila's first words are usually overgeneralized.

Macnamara <1972> suggests that this displays the child's

tendency to take short cuts. His strategy is to associate a
word naming an object with ghé entirepogject, rather than
with its parts or attributes. Thus, names for entities are
often.learned~first. Often, as in ,the case of "Dada"

it

<Browvn, 1973>, names refer not only to the entity, but to

' everxfh;ng associated with it.

Once a child grasps the names of several objects Y
exenpllfylng an action or a changing state, these cdncepts

can be associated with the appropriate word. These

‘concepts, -too, are over-generalized. Slobin <1966> cites

the 1nab111ty to separate ‘the spat1a1 relation "under" froa

the act, of placxng one object beneath Qﬁother.

Perlanent attrlbutes are learned last. A good reason
vould be the dlfflculty in 1nd1cat1ng to a chlld something
snch as color, sxnce it is taken for granted and does not
elicit -an orlentlng response. Purthernore, hov can a child
dlfferenr:;te, ulthout a large nunber of exalples {(and,

pos31b1y, verbal explanation as well), anong such attr1butes~
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o

2.2 A Conceptual Structure for Actions’

'.Rogér Schank is/EBjGGEﬂéd with presentlng-a language
proce551ng lodel uhlch accurately reflects human 1anguage'
understandlngj The theory is not conpletely 1np1emented,:,
'though parts cf it have been prograuned by Schank and hlS‘

. stggents.- Schank presents a usef/a structure for storlng an
event. It is this structure thCh w111 become 1nportant to
the des1gn of a conceptual structure for VAH.A’The theory
ucenters around an actor-actlcn conceptual base and a netuork
of concepts (not uords)‘upon which huuan‘cognltlve processes

act; Co . S

-

The conceptual process\r con51sts of the followlng
-components- a dlctlonary of possxble reallzates of a word- a
dlctlonary of ACTs. used in selectlng a correct neanlng
‘structure within a semantlc environment; conceptual
Lexpectatlons; a 1lst of conceptual-dependencies; and R
heuristics for finding the main nominal and action.
Tuollevels of representatlon are syntactlcally and
semantlcally based, repectlvely. The sententlai‘level deals
wlth utterances encoded v1th1n a syntactic language
structure. The conceptual level consists of
conceptuaiizatlons, vhich are. concepts plus the relatlons‘

among them. It is 1mportant not to confuse ccnceptual with

sentent1a1 structures. The conceptual structure is mapped
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1

f;onto the sentent1a1 structure’as a.one to—many relationt,‘In
other voras, there nay he more than one sentence uhlch |
expresses the sane conceptuallzatlon. There is no direct

' relatlonshlp betueen the ACTs and verhs,_ 1ther.‘ Not every
verb of the sentent1al structure u111 be expre551ble as an
hCT, ‘but may descrlbe or modlfy 1nstead.” ‘An example is the
,_verb, hurt. which really descrlbes a resultant state..vhlso,
not every conceptual structure 9111 be expressed verbally,
but may be understood, as;in.the case of the subject of an-

_Engl1sh 1mperat1ve,.

Schank d1v1des concepts 1nto three typesu nomlnals,
entltles which can be v1suallzed, or plcture producers
:(PP‘s)- actlons,'uh1ch an anlnate ohject must be capable of
-applylug to an object (ACT's) and modlflers, vhxch only
have neanlng as’ Plcture Alders (PA S) or Actlon Alders |
(AA's). (Schank has more rece tly added two addltlonal

ccncept types, time and locatlon (Schank, 1973d}.)

2.2.1 The ACTs

As of 1973, Schank had reduced thevexpres51on of all
actlons to a set of fourteen pr1m1t1ve actlons, each hav1ng
assoc1ated actions or states vhlch can be 1nferred fron 1tsy
occurrence‘<Schank, 1973b>'”ﬁ§? places these into four

: ; T .
categories: instrumental, physical, mental and global.
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Instrumental ACTs include SMELL, SPEAK, LOOK-AT, and
"LISTEN- TO, all of vhose objects (snells, sounds, phy51ca1

_objects, and sounds) ‘are used as lnstruments of the verb.

v

Phy51cal ACTs requlre a phy51ca1 object, some more str;ngent

o

than others (see flgure 2 1). ' e .‘ ‘-

r- o] ]
{ ' I . . o : |
| ACT - MEANING - = 0BJ REQUIREMENTS {
I . . : . .. . . |
{ PROPEL to apply a force to any object {
b : T : C : |
| MOVE ‘“move a body part bodypart |
! co : T » - ‘ |
| INGEST take something . any object |
i . 1n51de you o S |
| ' C R _ |
| EXPEL take sonethlng - previously |
{ - . from inside you  ‘ingested object {
| -and force it out : : N
| o R : . ‘ i
{ - GRASF " to grasp o ’ size limit i
| ' ’ C - L S l
i o |
| |
[1 ]

Fiqure 2.1: Physical ACTS

Mental ACTs‘are‘CONC, meanino’to focus éttention-orA e

perform -a lental process’ on, and vhose object is not a
concept, but a conCeptuallzatlon' HTRANS, whlch descrlbes a. -
change in the mental control of oonceptuallzatlons to and

from the conscious mind;land MBUILD, to build an internal '

tnought combination.
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v

The glbhal ACTs are PTRANS, 1nvolv1ng a change in the
phy51ca1 locatlons of an object, and ATRANS, 1ndlcat1ng a

change in cwnershlp.

The verb-ACT dlctlonary 1tself is a llSt cf conceptual
Structures assoc1ated with each syntactlc and semantlc' |
énylronnent a word can have. Fach dlctlonary entry lists:
each possib1e‘structﬁre for é word, ind}cating thé"slots to

be filled for each word sense.

2,2;2:Concep£ual Depehdencies

The conceptual structures 1ndlcate the conceptual
dependenc1es and” can be 111ustrated through -the USe of
1;nks. The dependenc1es are recognizable as-the'conditibn
vhere the deéendent item predicts the existence of thehj

governing one. 'Theré arg basically tuo.typés of links,

relation (figure 2.2) and case (figure’2.3), correspbndind

to:tuo-leVels of hieraréhyf

...what makes a relation.differént from a - :
case....is that a case 'is part of an underlying

, ACT and is predicted by that ACT. A relationm is‘a
e rule for connecting different conceptuallzatlons.

' Thus, relatlons serve as~connectors within a
memory whereas other types of dependency connect
things within a conceptuallzatlon. <Schank,
1973b, p. 205>. ' »



.~ . ""___>4 . ° . B N - - ) . . L . > .
2.2.2 Conceptual Dependencies ' - I o 21

T )
P o}
| |
| ' A : ’ ' |
|Actor< =>actdon .- ‘Indlcates the mutual dependency |
1 - " - “between an ‘actor and the action

i > . he is perfornlng.. Rhenever this
BT D _ o '~ symhol is- encountered, one can

b L o : infer that there exists a =~
[ conceptuallzation o Vrrﬂﬁﬂw/~~

| N

|

object< >state : o .fIndxcates the state of an object

{

|

1

|

|

|

i |
I r)attrlbute 2 pIndlcates that an object has |
‘{thing<€==| - - ' changed states or | : |
L(attribute 1 : attrlbutes ' e : ) |

o o o - . Lo

== , Prep051tlona1 dependency. ; o
' o This can be labelled: i. -€s. i
'“pocsessed by“ ' - l

.

|

|

L

I

]

) Causal dependency. " points fron ‘a
“l o " state or event to the event '

|
|-
|
1
|

.-I
|
I _
| - which caused it. -
| . BN
1

Figure 2.2: Relations

Both objects and actlons can have attrlbutes.” Entire

conceptuallzatlons can also have tlnes and IQCatl%gs (see
<«

' fxgure 2.4). L1n1tat10ns are placed on what kinds of thlngs

© qualify as'actors, objects,'and cases:

. eeeany actlon that we §951t must be an actual ,
“action that can be performed on some object by an
actor. Nothing else qualifies as an action and
thus as a basic ACT primitive.: The only actors
_that are allowved in- ‘this schema are anlnate.'

. <Schank, 1973b, P 3>
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L
=

.o"

. |act10n<—-th1ng K ._objective c&se N
- . ' ) '
. r r)thlng 2 C rec1p1ent case'- S

jaction€—| _ '.vsomethlng vas transferred from
| ‘ Lt€thing 1 g._fthlng 1 ‘to: thing 2 R
i ; T
3] - | r)locatlon 2 ‘dlrectlve~case-‘ o
jaction€—f something vas moved from -
| 'L<lqcat10n 1 4locat10n 1 tovards location 2 »
,'r i I ‘ 1nstrumenta1 case.‘, SR
“ia ct10n<—-N . . indicates instrument of aotlon

' S . ' . ) B [

gy - SN

7Figure_2.3:'Case'Linksz

. 2.2.3 Evidence in Support of Comceptual Stractures

/

7in?o~i§73 Stuay, Sohank'<1973a> shows ev1dence whlch :

vvilndlcates that, 1f the Conceptual Dependency theory is.
ssumed to be a reasonable mcdel for conceptual structures
| underlylng natural language, such structures are: nearly |
conpletely forned before spoken 1anguage is present in the
child. He asserts,»furthernore, that such structures for-

“-the basisfforrlanguage-learning when it .takes placer

*

b . S e v . o — — G —— S e utn oo —

a .
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L _ SR
o . R . - L

P : o ~ POSSESSION

4 e : .+ | ATTRIBUTE
1 PR T

| *f | o o Yy

1. ‘POSSESSION" OBJECT<——LOCATION
| N R . 18- o

| g | o |. L+—CONTAINHBNT
| : R Y » Y

|LOCATION —— )ACTOR<========>ACTION< i—INSTRUHENT

| ' ‘ SN N SR W ) R N WD T o

| — I L——#~RECIPIENT
IR S R T SR Y I | t—d-—q

{ .CONTAINMENT “| 4 1 - -

| S o I | |

{. ATTRIBUTE | | ATTRIBUTE DIRECTION

| | TIME - LOCATICN
e e

[ 1

Flgure 2 4: Possible Components of Schank's Actor Actlon
Conceptualization :
(My: D1agran)<

. ' 7 ‘ -
‘This conclugjonnvas‘draun“fron exnerinents‘uith-twof
- childfen of ages 0;1"and 2'2?2v4,5réspectively. For the
”older Chlld, utterances were: used as ev1dence that certaln
ACTS, ‘cases and relatlons wvere present in the 1ntended
meanlng._ tﬁe yonnger_chlld, SChank's daughter,rﬂana; vas

| observed~¢1osely7for denonStration of the intention to

_'perform an actlon.i Care vas taken to- dlfferentlate betueen

f

a 51mp1e actlon and the plannlng whlch 1nd1cates an -

' understandlng of the actlon as a concept. Schank concludes»
© ‘n"that, by age>1,_Hanauvas;avarenof all.ACTs'but EXPEL,,SHELL,

.HBUILD, and CONC. ' IR | ‘

ﬂiIt is;emphasized’thatAthis study vas not intdeéd to

A - . . o . i
- N . . X . /

[

TRy
f

R
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concepts in the env1ronment.

L
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justlfy the psychologlcal valldlty of the C0nceptua1
h‘Dependency theory.‘ It does 1nd1cate uhlch conceptual
"structures a Chlld nlght have 1nternallzed at the tlme she
i‘flrst beglns to use language._ Of course, a Chlld beglns .

"understandlng before speaklng, so the beglnn1ng of languaoe

‘leearnlng may occur 51nultaneously Hlth the learnlng of

2.3 Missing Parts

From the 1nfornat10n presented in thls chapter, 1t

'should be clear that more needs to be" knovn in ‘the area of

hunan language acqulsltlon before the process- can be.

»

podelled. Kelley <1967> ouflines areas for research‘

' S Technxques need to be developed for
‘;interpretlng wvhich functional relatlons are belng
. expressed in chlld speech.

2. Ve need to establlsh how a chlld's speech
‘develops over tlne. : .

3. Plnally, ve need to establlsh thch
developmental segquences, 1f any, are invarlant
“over all languages. ' S

Purther areas should become ev1dent over the next tuoh

chapters, some of which Hlll\ﬁé dlscussed in depth. ;ih a

chlld's env1ronnent, uhat is the role of attentlon ahd

Q

salience in the ablllty to learn to connunlcate assoc1ated

jvconcepts? It appears llkely that there are levels of

, .
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. attention which help determine the prdbability of learning
the corresponding uord_or‘words,,-lf a.concept;appears'moref
often in tne environnent, maybe_it'rs_nore iikely'to be . |
noticed than those appear;ng only once;'on'the otnerrhand,
if it is novei, its inportancefmonld be'greater to the child
‘than concepts with which he. is famlllar.‘ Tnose concepts
'drawn 1nto the Chlld's focus of attentlon are those wmost
llkely to be- acsociated with co- occurrlng words.

To determlne many of these answvers, the emphasrs of

3

research needs to be on relating form to meanlng, rather

-

than on relatlng'forms to each other <ucuaster, 1975>,

2.4 Criteria fcr'a;nodel) ‘
v o _ |

With so'nany:gaps‘in our understanding of human -
'language acqulsltlon, what can the computer model bullder
hope - to accompllsh? A crlterlon, thch seems basic to the
deflnltlon of "nodel" is that 1t perform like a Chlld
<Schvarcz, 1967>, ‘Hore»spec;flcally, we feel rt should have
- the following features: |

1. * Realistic input. ‘i.e., it must not requlre'
‘correct parses or expan51cn

2. A reallstlc envxronnent for reference.

3. Sone progre551on vith- maturlty, whether it be
a mere dependence on previous accomplishments, cr
an imposed naturlng Prccess accompanied by the,
-emergence of cognltlve capabilities,
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Withtchild-like performance as the pverali goal, equally

suitable lists of alternative objectives could be developed.

Computer nodelllng, by its nature, imposes restrlctlons
.on the nature of the 1ingu15t1c and conceptudl environnents
and of the Language Acqulsltlon Device. The sophistication
of equipment availabie~and the operating;system for
1mplementat10n limit the model to less ambitious’ projects.
than brain s;nulatlon. For 1nstance, the 11ngu1st1c input
at present cannot be éura;ly perce;ved, but must be input
orthographically:;»Furthernqre,'only one type of input,may
bevréceived ét‘avtine, so that an utterance and an event
caﬁnbt'takerplace,sinultaneously (though we can handle then
as if they CO-occurred). There are no accompanylng

gestures, pltch lodulatlons, pauses, pr enotlons.other'than

goals or desires built in to the program.

- The non-linguistic environment can be input as
artificial “vision", consisting of a camera for a robot, a
display screen, or a description of positions in three-

dimensional space.

- The cognition of the qomputer does‘not'approaqh the

_complexity of the human brain, nor are the processes carried

L]

9 The work of Hiller <197u> does lndlcate a future solutlon
to this problem.'
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out in a like manner. Experiencé,'fbr practical purpoSés,
must be artificially stored in the nddel,» The LAD, too,

must be built-in, rather than learned. It should include

any concept the programmer vishes the systen'to‘lea:n‘td“‘

-

)
recognize. k!

Oon the basis of SCEHarcz's <1§67> proposal fOr‘an
acquisition componeﬁ# in a language modeii ncuastér <19;5>
develops'a gonprehenslve Lgngh#ge gcquisitién grog:am. This.
system is the framework fOr’the devéiopment of a Verbal

Acquisition ﬁodule.

‘Schwarcz <1967> proroses that such a model fbllow an
_ofdef of stages which‘consist Of_i).teéognizing sounds as
-lexical items, 2) associating such iteas ﬁifh.referents, 35
- linear ordéring,_u) generalizaiion"into classes, and 5) |

learning equivalent podes of expression.

In-the following chapter, acqqisiiion;systejs will be
examined against the above criteria. ‘jdﬁk alcng the lines;
of verb p;océssing and acquisition wi1l be incbrporafed, as
heeded; ihvthe,devélopnent of the Conponent, VAH; which
learns to aséoéiate'the first action concepts uitb their

“lexical representations.
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' COMPUTERS AND NATURAL LANGUAGE

‘Natural‘language; fot our purposes; is a dialect of
English;:althougu weutope the application'cculd include any
language used fou human communication. ,Ambiguittes,
abstractione, untruths, conjectures, and idioms challenge
vone.to imitate onta-machine a process:resembling'language
understanding;l.Euen'mcre«diffiCult is'Sinulating-tﬁe
developnent of the abilities to use language to interpret

speech and to communlcate 1deas. ]

.Psycﬁdlogical theory’has no cénplete*explanation for‘
what haprens. when a person int Rfets an utterance, nuch
less how he becones capable "deriving an appropr1ate |
1nterpretat10n of: the 1ntended neanlng fron the verbal \*a\ .
input.  Neither has llngulstlc theory’ accounted for the \
deuelopnent of the nelatlonsh;p betweentneaulng and o
: StruCture.i COnputer ecience Has had only ncdest success in
the’ area of expllcatlng bhe acqu151t1on Qhenonenon.

McMaster <1975> 1s the first to. have outluned a truly
_;,A - | o .E

28
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conprehensivu aCQuisithn nodel. ~Other attempts have beenv
‘made, the more inportant of uhxch will be revxeued here.
Their laln problens uere concentratlon on a 51ngle aspect of
language learnlng and lack of enough realism to make then
1mpre551ve sinulatlons of any human process <see McMaster,

3

1975, chapter 3>.,-

3.1 Other. models of'Langnage-Acquisition ‘

.

'chaster <1975>-and chaster, g_, i- <1976> Ceview

—._

vprlor nodels in preparatlon for the presentatlon of CLAP.
Dependency analy51s,and Jordan's <1972> ﬂEchanlcal
Translator and Questlon Answerer vere . both dlscussed 1n-1'
terms of. thelr contrlbutlons and 1nadequac1es, and w111 not
Vbe covered here.h On the other hand, Kelley <1967> and
,Harrls <1972> have both made rather slgniflcant steps in. the
"_rlght dlrectlon and, therefore, deserve spe01a1 o
cons;deratlon. In:addltlon, the robots of'Du' Bloék/

et. alr <1975>, and Reeker <197u> deserve nentlon as. new

developnents in thxs area.

dv 3 1. 1 Language Acqulsltlon by Hypothe51s Testlng '~va

| \ ) : . .
Kelley <1967> attenpts to n/opose a reallstlc lodel of

language learnlng whlch empha51zes the learnxng of syntactlce'

©
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structures. The model is based on the theory that
1. Syntactlc acqulsltion is based on the child'

couprehen51on process.

2. Hypothesis-testing is the mechanisn for
syntactrc acquisition.

3. Semantics is central to.syntactic acquisition.
4. Only meaningful sentences provide data in

acqulrlng syntactlc competence. <Kelley, 1967
EP- 138 149> ‘ ) :

AS';Q shail see below, we can accept all but the second
pointjof @is taeory. Kelley's notion of hypothe51s testlnq
»is a questionableipart of language acqulsltlon, ‘Sentences
whichvare unaCceptable as syntactic-data (point 4y abore)-are
v_those-whichbare radically'ungranmatical or so complex that

‘the model cannot at least'partially interpret'the sentence.

Inpdtvdata iniKelle};s sfsten is a set of’sample
sentences generated by the systen 1tse1f fron a phrase
structure gramuar.g The systen has access, through the'
vconparator conponent, to the correct 1nterpretat10n <see

;irlgure 3. 1>,’vh1ch lS the parse. The systen does not 1abe1=
"pﬁselectional restrictlons, so 1t is unabke to learn such

senantlc features as +/- anlnate.t

The nodel tests two klnds of hYpotheseS"lnltlal and
'f"generated. The 1n1t1a1 hypotheses are progralned to

 'correspond to the three acquiszt1on stages descrlbed below.
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’Hypotheses about lex1cal categorles are used to classify

words by semantlc deflnltlons of categorles. Hypotheses

about funtlonal relatlonshxps include a semantlc deflnltlon

/of thé relatlonshlp and knowledge of which other

trelatlonshlps ape requlred in the presence ‘of the functional

“"relationshlp. 'Theée relations are 'used to interpret the

Hsﬁntence.

\,In'geherating.hijtheSes, the system singles out

possxbly 1mportant propertles as candldates.l_If possible,

<

*fdata 1s gathered to support an hypothe51s. Otheruise, the

'_hypothe51s Hlll atrophy out of the systen fron lack of use.

"'-

4” A‘deveIOPmeﬁ%al timé‘stale determinesvuhenA5uccessive

C

-;stages ulll be 1n1t1ated.v Each such stage‘generates'a‘

¢

f:dlfferent set of 1n1t1a1 hypotheses to be tested agalnst

"-'sentences <{see F;gure 3 1. Once an hypothe51s is

isuff1c1ent1y weil~conf1rmed, it is considered to be an

acgu1red‘gramnat1qal constructu.

_ Stage I hYpothe51zes only that a 51ngle uord wlll refer

to a concrete reierence and be placed in the "thlng"

'category._ In StageMII, "thlngs" and‘ﬁactlons" are separate
_categorles.‘>Phnctiona11y,va reference will ccnsist of the

'ﬂconcretevnefefent“:plus *modifier of sentence". The system

generetes-its own hypotheses about the order of funtional

relations and which categories can serve in which relation.
. N : LN ¢
. ; . iy

Z
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‘Figure 3.1: Flow Design of Kelley's Language Acquisition
: *lov Des] Model : !
<Kelley, 1967, p. 92>
Stage ITII introduces a new functional relation: subject-of-

~sentence.
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Each sentenceAwhlch 1s prcduced is 1nput tc the parsing
algorlthm, thCh uses ‘a context free grammar, con51st1ng of
SOme acgulred and some hypothetlcal rules, and gives either
‘la partlal or complete analysls of the sentence:. Kelley
reasons that children also Sklp over non- understood parts of
sentences and attempt to understand the rest. Concurrent
with each stagef the system generates hypotheses to be
.teSted'aQainst the"input;'-Fromithe'string and the current
hypothesis, the parsing algorithn produces a labelled
bracketing vith identification of the appropriate functiohal

relations.

These analysesvare glven to the comparator component in
' an order dependlng on the amount of the sentence’ understood.
K'Thls,component determlnes Hhether.an analysis'is consistent
with the knowledge of the world. If- 1t is not, the parse is-
discarded, Otherwlse, lt is correctly understood and
confirnaticn of grammatical constructs and hypotheses used
is incremented, hPossibly other hypotheses‘maj be generated
as‘a:result.v lpterg,uhen the model'gafns:morefconfidence;
it nay'queStiOn‘the.valddit;K?f the input rather than its;

, S e o S ‘

own processing.

At the psychOIOgical level,'Kelley claime, this: -
component matches hYpothesized interpretatibns to the

v

knowledge of thefuorld»and the situational‘contextL
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ﬂoweVer, at the computational level, becausewghere is no
"vorld" available to fhe'system;vthe stractural description
is oonpared.to the correct patse formed when the sentence:
was generated} This assumPtion greatly'weakens the realism .
of Kelley's system. A child's knouleage.of the wcrld béars
‘little, if any;~re5emblance‘to a~parse of a sentence
'identifying tne‘grammatical function‘of each.aord; The
built—in.knowledge of_the_norld-unrealistlcally'imposes

- syntactic categories which may be nonexistent in the absence

of lanquage..

There is a‘maturing_effect in Kelley's model, but the’
effects seem to be predetermined rathet,than-allowed_to
result'fron changes which .are built into the Ianguage of the

prev1ous stage.' A stage should be dependent only upon

i

, conceptual grouth and prlor 11ngulstlc ablllty. In Kelley s
: {2

‘model, each stage 15 associated Hlth a spec1f1c hypothe51s.,
';Even 1f one were to’ glve credlblllty to hypothe51s testing
QR 4

- as a leg;tlnate factor in human language acgu151t1 it is

| f_o:det:oflthese postulates. C e

.»In'terms»of a model, Kelleyﬁs System incorporates the
"environment,‘uhich is a necessary component; But he fails
- to implenent a reasonable facsimile of one. Bis idea of .
_ parfial‘understanding of a sentence providing usefpl data is

quite,reasonable and worthy of inclusion in any model -
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definition. B 4

o

v3.1.é A General Problem SolVing ﬁodellhpplied to Natural
'  La§§§age‘Acguisition | ‘

An adabtive ptoblemfsolving model propoééd by'Harris
<1972> emplgys an objeéfive function as-éuccess ctiterién,
an adaptive :butiﬂg vhiéh,generates Strategieé;zand strategy
t?sgxné rbufinés; The objective function fétes,stratggiéﬁ'
oﬁfgkeir ability to petform‘soﬁé desiréd task by using fheﬁu

in test situations. -

Harris‘prbgrammed his problen—Solver-usihg*language
&acguiSition as an example. As the robot mo?eé, the tgachet
| describes the action. The inpﬁt is a éort-of.baby talk:
skeletqn,*coﬁgisting of thqsefﬁords uhich-the‘robotﬁcan pap'
onto concepts of its own mental and phySical capgbilitiés.‘J
| if hdfg than_Onevwérd.is~nééded to represeﬁt én_idionatié
conqept,‘ﬂhe uofd Q:Oup is connected by undgrline

characters.

In Phase I, Hérrié inpu{s_a list of words and a lisflof
'théir respeétive concé;ts}» A table of éross—cérrelafions
.determines the probahility that a word qatches.a particulaf
'cohcept,' If the jtb"éoncept and the ifh‘word Are part of

the action and input, réspectivelj, thefcorrelation_is

e
i
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increased;- If either the word or concept}:hut not both,

appears, the'correlation is decreased. 'The function Harris

uses to deternlne correlatlon is based on the prev1ous

correlation, a blas (z) egual to + or -1, and m, which is

‘related to the 1terat10n,‘n,'as‘fcllows:'

|16, . p < 32
: t -32, 32 < n < 64
m= {64, 64 < n < 128 , .
: SREUR | 128, 128<.n <256 -
. 8 ' | 256, 256< n o

Harris finds the following foriula, adapted from Samuel's

'checker playlng program, a useful correlatlon measure'

,c(an) = c(n[(1 - 1/m) + 1/mz

o

In Phase II, EngliSh sentences are mapoed onto parts of

speech. The strategy is . to produce a transformatlonal,

_context-free grammar wlth*the a1d of operators whlch suggest

!

good gralnars.'f

Harrls does not leet the f1rst crlterlon for a languagev

\

model (set forth in sectlon 2 4) because his 1nput is

-unreallstlc. Durlng Phase I, the input word concept palr

&

are valld only on the assunptlon -that “‘the ch11d concentrates

"on the c t concept in the env1ronnent whlch one-cannot
assume.v For Binstance, a Chlld would probahly not be able to

: correctly assoc1ate the word "pau" when -an adult 1ndlcates a

~cat to hln. Even the word "cat" would not necessarlly-refer

to only a cat nor to the entlre cat.
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Another'uurealistic aspect of the luput is over- o
simplifiedbsentences, uhich seldom contribute to a child's -
progreSsioual.dataV<Kellef,d19675.“‘Uuderlining'multi-wordo.
Tconcepts. on the othervhand; Seems no more unrealistic than .

segmenting the string into words.

Th;s uodel has made sonedprogress in equatlng a concept
‘Hlth sonethlng other than an arbltrary 1nterna1 structure.
The robot's physlcal and mental capabllltles are programs as
vell as coucepts, prouiding theﬂenvirounent specified in the
"second crlterion. These procecses are pre d1V1ded 1nto part
of speech classes, which presupposes a lln901St1C

'categorlcal kncwledge‘prlor to llngulstlc experience.
The'nodel's liuguistic ability is progressive in that
word associatlons are nade before grammar- learnlng is
attempted, although there is no reason the twe processes
could not co-occur. Beyond thlS, Harris has not developed

progre551ve strategles, 'so the thlrd cr1ter10n is also

unreallzed.

o

Since the goal of Harrls's nodel _was to test a general
'adapt1ve problem solv1ng model; it 1s easy to understand why
the language acqulsltLOnvprocess is not very close to human

-acgqguisition.
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3.1..3 Deep Structures as Card/ﬁpnfigurations

‘By stating exp11c1tly that thelr systen is designﬁd for'
a .robot and not as a uodel of human behavior,’Block et. al.
<1975> av01d any direct. comparlsons of this acqulsltlon
nethod vlth the steps by uhlch a human acqu1res a flrst
_1anguage. NeVertheless, Block provides certaln restrictio s.n
in hiS'nodel which are necessary for a realistic learniné/r

environment.

The robot is assuned to comblne up-to- date features of
a mobile automaton and the Stanford/HIT hana- and—eye robots.t
The env1ronment is a glant checsboard room about uhlch the
‘teacher and robot converse via Teletype. The robot's 'f Lo
learning of syntax is dependent on four cond1t10n5°

‘1. " An envrronment to pIOV1de sonethlng to

converse about .

2. A 11ngulst1cally competent teacher to. prov1de"'

linguistic input about the environment and to

accept or reject the robot's trial utterances.‘-f-‘

3. The robot must have scme lexemes assoc1ated
u1th concepts. : :

4. The. robot nust be able to- learn that the co-
occurrence of lexemes can express a relation’
between the concepts they represent <Block,

et. al., 1975, p.,579> ,

,The robot, ulth no pre~progranmed llnguistlc

1nfor|atlon, but Ulth an env;rcnment and a 11ngulstica11y

competent teacher prov1dlng feedback, can theoretlcally

13(‘3{1
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acqulre consmderable lln9018tlc competence. Tne three types
- of 1nformat10n it must 1eatn are lexical, syntactlc, and
dpragnatlc. Some lex1cal knowledge nust precede syntax
acquisition.l Pragnatic infornation is haslcally non-—

linguistic.

Lexical %nfornation_consists‘ofrconnectiCns between
leiicons and entities,‘attributes, relationships, or
?actions.. The. strengtn or weakness of these connections can
_most eff1c1ent1y result from:}eacher feedback. This, as we

discussed earller, is unnecessary in chlldren, although it

i
i

may be helpful, Certalnly, some form of input is requlred

17

from some competent language user.
‘The system.consists of Q>COmnonents: axﬂorld Map, which
"is a four dlmen51onal repreSentatlom of a chess- board :
.'env1ronment° the Assoc1ator, whlch conblnes, gates, and
-passes on 1nformatlon from other components; the D1ct10nary,-
which con51sts of storage bins connected to a teletype and
the Associator; and a Syntax Crystal, thCh results from the
learning algorlthm. ThlS component allows the recognition

‘.

~of constltuent and dependency Velatlonshlps, dlStlﬂgUlSheS

I

' - . /’
-

1 wpne must be able to at least partly understand a string
'1ndependent of [syntactic] characteristics to Tecognize that
it is a string. Only then can the syntactic characteristics
of such a strlng be acquired." <Block, et. al., 1975,

p.- 579> : : '

A
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the correct form in parsings of syntactically ambiguous
- sentences, and portrays the similarities between the

constituent relations of paraphrases.

Léxenes Qigh purely_syntactic“roles cénnot be applied
to péréeptual or”Wotld Map data, butxrathef‘to relatibnships
ambng other_lexemes.‘ To sinpiify the process, Bloék éhqse
not to classify_shch relations; but to ACknowledgé oniy

their existence. The Syntax Crystal is the mechanism by

, |
which'fhe robot learns to use relational information;'
To éroduée a Eéntence, fhe robot selects  the mbrphemes‘)
associated with the meaning it wishes ‘to expresgf’and’
-attaches $tructure cards. :Tc'parse a sentence, the ;exemes
are plhced in the order they.appear; while.the structure |

cards are added to yield the conceptual relations.

The robot first associates two lexical cohceptg which
co—qccuf'by using two COnnectbr éards placed'abovévtwo non-
.cqnnected co—occurring 1exemes. .Hore Cards are added’to
basic étructurés’by considering the basic strﬁctdre'as a-
unit to be cdnnected.sililarly to a third. .Though it is not
6lear how it is accéiplished, the éutho;s state that, in the
‘case of»ﬂbig‘robdt~goes",vthe robét will connect big to
robot, then conﬁécf £his‘structure t9 g9g§,. The rectangular
cards must remain 511 in the same direction fér making‘ |

connecticns.
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; el
If substitutions ‘are acceptable, the new lexeme 1s
: glven the same edge codes as the replaced one; otherwvise, a
new top code must be generated. The building of adaitional
codee and cpticnal .codes allow the development‘ofvsyntactic

categories,

“

"The»lnstructor feedback appears to be a mere ekpedient
.to the learning algorithm. On the other hand tbe necessity
'of a llngulstlcally competent teacher to the syntax
acqulsltlon would 1nply that the model is not realistic. A
child would not receive syntactlc correctlon under normal
circumstances, and seldom would have a "llngu15t1cally
competent" teacher, - Also, by taking 1nto con51derat10n only
«Engllsh the authors run the risk of 1mp051ng non—

universality on thelr model. ' . ' .

-This'apprcach doee:attenpt to operate ulthont pteF
proqrammed.syntaCtic categories,~to deVelop a.basicglexicon'
as a prereqnisite‘to syntaruacquisition; and to:learnl‘
through-environuentallinteraction'theﬂmeaninglattaChed;to,'
the corresponding language. All;of theee aspecte'are" 
commendable; and all are incorporated inycin?, uhiChfief‘

described in section 3,2.
R N ! ;.
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3.1.4 Another Problem-Solving Robot

Based upon the Nevell, Shaw, and- Simon GPS (Gemeral
‘Problem Solver), Reeker <197u> proposes a theory of
syntactic acquisition. Other than provxdlng an excellent
review of the state of the art, the contributlon of-tnlst
work is dlfflcult to assess, especially in light of Harrls;
prlor research, The language iS'orlented around'existiug
linguistic thecry, as are the 1deas and diagrams of syntax.
It was dlfflcult to find some common ground fcr comparleon'

wlth ‘cther acqu151tlon systems reV1ewed.

 The propoced PST (Problem- Solv1ng Theory) assunes the
goal to be competence, and 1n1tatlon to be a major
motlvatlon. Qu;te 51gn1f1cant is the idea that perception
provides relnforcenert for the language behavior. The
- theory is'interesting, but mean= of 1mplementat10n do not go

"beyond GPS as it. ex1sts.

'.: The'uork in general, was cf little relevance, Since
'our effort centers around the initial stages of acqulsltlon,
whlch are omltted entlrely ty a model thCh beglns at

syntactlc acqu;sitlonu
3.2 cLap.

Mcuaster's <1°75> conprehen51ve language model recelves

_orthograph1c 1nput from a termlnal as well as input frcm an
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L4

environment.,  If the environment is a CRT screen, it can be
’ : B / ' ’ " : ' .

pointed‘to, uindone&; moved, and transformed by either a

human or-CLAP . No correct parses are input : Utterances are

'_not necessarlly sinpllfied to match CLAP's progress.

Y

_3.2.1 Conponents'of_the Systen

Llngulstlc 1nput to CLAP <see Plgure 3 2> is in theo
"form of natural adult speech (u), not geared to CLAP'
acqulsit1on stage.a The non—llngulstlc 1nput (r,a, s) is

natural, Hlthln the llnlts of the env1ronment, rather than

’
/

art1f1c1a11y CCnstralned:for easier learnlng. Flnally,
there xs no/exp11c1t feedback except dhr1ng the latter
sstrategles, approval or dlsapproval and non- 1ingulst1c
1nput.> At an eVen later tlme, 11ngu1st1c responses wlll
facxlltate addltlonal learnlng. "

Both the Parser and the Responder are - control
structures vhlch may ‘be descrlbed as Augnented Transxtion"
Networks (ATN's) 2 Each arc of the ATN is 1abe11ed wlth an

lnput, a process, and a velght. ,Each arc's ccndltlon 1s- .

2 wp recursive tran51t10n netvork is a dlrected graph with
labeled states and arcs, a distinguished state called the. )
start state, and a distinguished set of states called flnal
states." ‘<Hoods, 1970, p. 591>. The network. is augmented
to provide an- arbltrary condition on each arc to be met L
before the arc 1s followed. - PR » S '
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welghted sSO- that the most highly welghted arc emanatlng from‘
a state Hlll be chosen.  The arc's a<5001ated process is '

, executed and the state at the end of the arc beComes the

next state of the component.

An 1nput on a. Parser arc may be a segment, a branch to

a sub- ATN, or a set of conchtlons on the attrlbutes of the
R :
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meanlng of the current input - segment. This fprocess is a
semantlc structure or frame. The ParSer uses the Lexlcon'
'and bhe'set-of Focal Structures from Short Term Hemory,‘
-(hereafter referred to as STH) to segment 1ncom1ng
-utterances and produce parses. The Evaluator takes thlS
Parse and assesses its credlblllty. " From this evaluatlon,‘
_the Parser nodlfler uses’ the Parse and Focal Structures 1n

~STH to-change‘the Parser's velghts, uhlch are,condltlons on

the arcs..

The Responder attempts to.construct an output strlng
‘”fron the Intentlon of: the Actlon-Taket. ThlS utterance 1sb
.an ordered set of 1ex1cal itens representlng the Intentlor
hThe Respcnder S.arcs are. lahelled with 1 a pc1nter to an
Lelement of the Semant1C‘Base, 2) a pointer to a sub ATN
LthCh references an element in the Semantlc Base (vhxch ngf
'“be thought of as 1nputs), or 3) a_polnterito a 1exlcal item
jor 1tems (whlch may be null) as an output <McHMaster, 1975;

'Ap;7126; L. 128>.A

ThevResponder;nodifier changes the Respcnder in muchn

" the same vdyhtheﬂParser—Hodifier‘alters the Parser; This
’conronent uses both the Parser and the Lexiccn to add to the
istructures in the Responder and to modify its weights. It
examines the Lexicon and, for each concept in fhe éenantic
Base, it attaches the lexical iten for‘uhich it ﬁs a clear-

cut meaning. The weight is kept close to the segment

E
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concept weigh

S . :
The Responder-Modifier also takes the inputs and

pfocésses which label the Parser arcs and franslates tgem
into semantiC éonditioné ahd graphemic outputs labelling
apCs on the Responder. The éémantic condition is a pattern-—
x matching rquﬁine which tries to find the'sfrﬁcture,of thé

intention.‘AThe oufput is zero or more segments.

vﬂénxfdetails for thiglprocess are_missing(‘including,
algdfithms fof'travetsiﬁgﬁthe Parser and selecting arcs, but
Mcuaster_doeslenumetate the possib1e input-tc-output
~translation§. | | 7

McMaster believes the child neithérjﬁakes ﬁorﬂﬁests
"'syntactic hypotheses,<HcMastér,xi97S, p..134>;Abut insiéad
attemﬁts to create more cohplexvfules;fbf:deriﬁing Sehse
from anﬁuttefénce, :Geﬁeralizaiién occﬁféfuhén:the
conditions of.fhevrnie.cannbéinét bf’alned utterahcéfAS

“‘ueli.

~ The ACtion—Taker,Can change ‘the environnent,‘add
'ihfotnation.to the Semantic Base, or respond to the Human's
~input by ‘producing the Intention, from,uhigh:thélﬂésponder

attempfé/to build'gh output string.

The Perceiver, as, the name implies, registers

environmental changes and stores events in STM. ' It cap also
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change the Semantic Base if necessary,

- The suggested 1mplementat10n is a three- dlnen51onal CRT
' representatlon which should be rich enough to 1nduce many
processes of language acquisition. - The more ccmplex the
,env1ronnent,1s, the greater the concern vith whether to
1fexp11c1t1y represent relations in the Semantic Base or to
‘generate them as part of the: Focal Structure. Winograd's
. BLOCKS uorld explicitly represents some, while others are '
generared in goalfseeking. For CLAP, .relations must be

explititly'represented, at least in the Focal Structure.

_ 1The'Senantic Ease is the essential interface between
-rhehﬂunan and CLAP It is the BLOCKS world, strucfurally
represented in-a unlform way for actions, 1nferences,('
events, etc., allowing nnlform learning procedures to be
used by the'Parser—hodifier. The STHM contalns an event.
1list,'wh1ch 1ncludes 1nforlat10n as to Parses, Responses,
Foci, and Human non- llngu15t1c 1nput at the occurrence of

each.

3.2.2 The Learpning Strategies% )

.Rather than emphasizingvproduction, McMaster chOOSes}to
consider the sStrategies whlch are applled to comprehen51on

Aaspects of the acgulsltxgn Froblem. The building of the
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Parser is the goveraning .function of CLAP's.acquicition‘
process. Production is simply a result of structurés built
in the Parser <ucuoster, ég. g;., 1976>. CLAP does not have
the complication “of coénifive.deQelopnent found in children,
S0 the'strategies are admittedly an oversimplificationvof

" ~human acquis%tion strategies. Durinc the first strategies,
‘word-concept associations develop as links wh%ch have
véights iodicatiﬁg the prohability that’tﬁe link is correct. .
McMaster explains theofirst tvovstrategies in some detail,
thle’the last three are left relatively nonstecific <King,

et. al., 1976>.

3.2.2.1 Strategy 1: Segmentation and Meaning Association

Strateqgy 1 involves the éstabiishment of weighted links’

betueen the le11cal items and the Semantic Base. At first,

L ﬂéx1ca1 items uay 1nclude many 1ncorrectly segmented

;‘morphemes whlch eventually atrophy out of ex1stence.'
Weightsvhetyeen these segments and the concepts help

determine the most 1likely parse. : !

P

As a child learﬁs to‘recognizé’repeafed_chunks of the’
inp&t stream thfougﬁ the recognition of morphophonemic
boundarles, CLAP nust learn to recognlze morphographemlc
bounds. - Par51ng in Strategy 1 consists of breaking the

input into neanlngful segments <See Flgure 3.3>. At first

2
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the input is segmented into single'characters by thét parfi
of the Parser called the Segmgnter. The Pafser-uodifier
then creates..a newv segnentlfrom each pair of adjécent
segments; The Parser then attac@es ﬁoiﬁtérs from each of
these segments to eéch concept associated uith'thé'focal
region. Depending on the sqphisfication df,khe Semanfic
Base, thése may ihclude éoncrete reférepts,‘classes and
;eiations, coghitive competence, énd the ability 6f the

system to affect the world.

The establishmentbof segment-COncept links is used for
generating fdture.pérsés.' The Evalﬂator éompares the
iniefpretétidn, basedﬁdn concepts in the focus, with those

. s _
concépts closely‘linked to the input, and passes its results
to the'Paréer4uodifier. The.weighf uiii be lbuered.if‘the
focus does not include a particularvéohbeptl ‘Gﬁherviﬁe,

" association proceeds as before. Again, theParser-Modifier

attempts to join_adjaéent seg@ehts to add to the lexicon.

e
A
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™ .

Utterance

Lexicon }——»— Segmenter }|—€—— Focal

Structure

o

Semﬁ%nt
. List

i

Figure 3. 3: Parsing in Strategy 1
<McMaster, 1975, p. 98>
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ThelActipn—Taker's activity,depeﬁdé on the input;
‘Ctﬁp's.globalugdalélare to agcuﬁulaie knowledée, to
| coﬁmdnicaté ité knowledge to thé hhman, and to receive
‘Kmﬁgpproval. ‘Therefore, éLAP 1ooks for sqméfﬁing‘it can add to -
its Semantic Base, somethihg indidatingja desire for CLAf!$-
 .kno§1ed§e, 6r‘50metﬁing indica%ing.apptoval. If it
»recoghizes,‘in the lisi §f conceptS\expressed in the input
utferance, any complefely specified procedure, thg Action-
Taker may evoke tﬁét procedure. During Strategy 1, it
cannof add to thé-Semantic Base bécéuse the ¢oncep£s areinot

specifically related. Likewise, it cannot yet respbhq.

t

If an action is input, the Action¥Taker can select'part'

of its ccnceptual structure, attempting to respond by

8
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-

dutputting a list of those concepts it can mafp onto lexical

items. Here lies the correspondence with a child's first

one-word utterances.

In the case of disapproval, the Action-Taker looks to

_its previous output, stored in STM. It can diminishlthé '

!

weights on links‘betveen'HOEGS'and'concepts, depending on
its confidence in those links.
If a sentence is input, the_Acti0n4Taker>respdnds~as”in

the case of an action, except that it must use some

“heuristic to determine fhg Focal Strugtgiff/ﬂ/ﬁf

‘During Strategy 1, then, CLAP éSsociafes.concepts with
input strings while leé:ning to distinguish, within the
linguistic confe;t, thbsé strings with aséociated concepts.. .

ey

3.2.2.2 strategy 2: Linear Ofdetihgﬁ S .

As soon as the Lexicon haé?ﬁeveloped to the stage
vhere CLAP can understand more than one word-
(segment) in an incoming utteramce it can begin to
attach import to word order.  However,...Strategy
2 is really concerned with building structures. =
from a few morphemes. <McMaster, 1975, p. 104>,

The building blocks of the future Parser are weighted .
segment-concept links -established dug&ng Strategy 1,3and the

Structure‘Builder, an ATN built by Strategy 2. This iS‘fhé
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first time CLAP begins to use an ATN.

The Segmenter continues es in'strategy'1. .The'
Coﬁcentrater exahines the Lexicon; Segment List, and Focél
Strﬁcture to produce a‘Target Structure, the Suallest and
most hrghly weighted_semantic structure which both appears
in the Foéal\Structure.ggg?contains élliconcepts associated
with segments in the Segment‘hist. ‘The Parser—nodifierv
‘ huild_s the first of the future Parser by examining the ”
Terget Structﬁre and building a.network which accepts theb
gegnenteList and outguts.the Target Structure. Each arc in
}thg'netﬁork‘isvweighted<sovas to rhdicate.the subjective
'probability that itvi; the correct arc to follow in a

'partlcular 51tuat10n to produce the desired Target

'Structure. l - o S

Wlth natural input, there will always he some words
whlch have no direct referent in the env1ronment, yet change

the neanlng '0f an utterance, their own - neanlng lying within

S the relatlonshlps of the referents. _chaster suggests ways

'of handllng these morphemes ﬁurlng thls strategy, but th1s'

vwill not be discussed here.

3.2.2.3 Strategy 3: Structural Generalization
: , Sy , =
’ ‘ ,~‘\ . . ) ) ' .
Generalization -is required to make.the parser efficient
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and to generéte novel utterances. It also helps organize_'
thé'barsér, ‘Siﬁilar‘semantic and syntactic processes vwhich
label thé ;ddes of the Parser can be combined into a single
label and pfocess. The old arcs, if not used, will aée
’théir way out of the Parser. Likewise, faulty
géqerglizations, lacking‘confirmation, would eventually»be
discarded. » o . - : :
McMaster ‘defines three types of generalizétiéh which
_might'be useful in;implementing'strategy 3. GeneraliZations
: 9 : ‘ : , ;
are based on the structure of the Parsér,'and directed by
séman;ic reguiarities and processes which label the arcs.
These are only suggésted gﬁidelinés~and are nct a strict
Specifibéfion of this stratégy..
Senantic,generaiizafion”(sfrategyv3.1) inﬁolves‘the
réguiarity of semantic éharaéteristics on the arc labels.
“Forvinétancé, if‘tvo“of mo:eAproéesses on two cr more arcs 
réquire-fiilind a siot Qith distinct concepts uhich share
‘1attributes or values af some ievél, néu arcs.are created t§
' pa:allel.thé.oid’ones, which»éeneralize.the froceés.‘ The -

new‘inphtsfreSemble»feature—matching procedures.

For instance, suppose two arcs have the inputs I(1) =
: . o n - : e
B6 and I(2) = p1, and correspgnding processes P(1) = "insert

;Bé;in°;3ﬂ and P (2) = "jinsert :P1 in *30, (B6 and P1 are

lexical itehs; :B6 and :P1 are concepts; and %3 is_a slot in
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the predicatidn): 'Since both :P1 and :B6 belong to the
class of entities called #THING, this is the condition
placed on the new, generalized arc, which must be met before

the atc can be followed.

Strategy 3.2 is. vhat McMaster calls syntactlc
‘generallzatlon.vq%hls reorganization of the Parser is on the
ba51s of topologically similar structures occurrlng'ln
' sequence._ In the case where tvwo arcs have 51m11ar inputs
janaithe.same procedure, recursion is introduced. This
allovws such occurrences as an unlimited number of_modifiers..
Stfategy 3.2 would hecessérilf follow the semantic
generalization of sirategy 3.1, because’the;e would seldom
be.insténees of't{elsameAlexical.itemlapéearing twice_in

succession. .

Strategy 3x3 genezaliies congfueﬁt parts_of»an-ATN,
‘causing the new arc inputsfto be a Sub-ATN which generalizes
the previous sfructufe-building operations.‘ An instance of
thls would be the occurrence of a prep051t10nal phrase in

various parts of the sentence.

3.2.2.4 Strategy #4: Conflict Resolution

Occasionally, discrepancies between the interpretationv

of the utterance and the environment cause noisy‘input to
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" the systen. Eventually, problems of interpreting such
conflicts as 1lying, hyp%thesiiing, making negative'
starements vhich are true about the envirenmenr; requesting
"1nformat10n in a.statement form; and commands to change the
'current 51tuat10n, must a11 be lanUlStlcally mastered or _K

theylwlll confuse the system.

-%Even'a child will be confused when-preSented'with a.
1arge number of untruths. This'muSt_be avoided in.CLy@.
‘overcome the other dlfflcultles, the Evaluator can,:by'seme’

heurlstxc, elther‘bulld a hypothetical world, negate.the

B parse, hand the parse to the Action Taker, or, 1f there is

no dlrect contradlctlon, adjust the Semantic Base to agree

v1th the parse.

3.2.2.5 Strateéy 5: Using Discourse

McMaster has very little to say on this subject. It is
‘not clearly understood hou humans employ such compllcated
processes as anaphora, quantlflcatlon, hypothetlcal worlds,

and referentlal ambiguity in daily dlScourse.
. . S . g _ £

The usual area}of concentration in mechanicalAlanguage
systems is the sentence. HWilks <1973a> enlarges his context
to the‘paragraph, but humans can connect ideas far beyond

that limit.
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' This strategy requires the parse to supplement or
replace the Focus. In responding, CLAP's Responder accepts
‘the Intention of'the'Action Taker and attempts to produce an

utterance.

.312.3 Evaluation

: CLAP represents a step touards the realization of a
language acg0151t10n system which is both realistic (the
,major goal set forth 1n Chapter 2) and programmable. The
major drawback to using CLAP as a model is the lack of
vnecessary deta11 for 1mp1ementatlon, espeC1a11y in the later
Strategles. o R o ” I

,‘v. : v é

The fact that CLAP uses graphlc input seess analogous
enough to the 1nput of speech, fulfllllng the reqﬂiwcment of
reallstlc 1nput. Although graphlc input lacks cu - often
provxded by vocal 1nflectrons and stress, it has not been
iestabllshed hou 1mportant these factors are in the learnlng
‘ of segmentatlon,‘because languages vary in the extent to
uhlch such cues convey neanlngful hlnts. An advantage of
‘nthe graphlc 1nput is the llnlted number of prlmltlve symbols
an alphabet has, as opposed to the large number of phones in
,a hunan dlalect.

An environment also exists for CLAP. Throughout,

» -
!
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AFS

chastet suggests implementation using a SHURCLUyU- type BLOCKs
vorld <Winograd, 1972> on a CRT (see flgure by, 1). If the
equipment were avallable, a robot would 1nsure a richer

environment and the ablllty for CLAP to conceptuaILZe itself

and its processes as part of the env1ronment

The Strategies pnouide 5 means of designating'CLkas
progress, although there is no cognitive maturing gffect
beyond this domain. By avoiding the 1ntroduct1on of
cognltlve development, no unreal;stlc psychologlcal “
;progre551on is imposed on the systegr" The‘lac&‘of any ttue~
cognitive.developmen{ could be construed as a major veakness-‘
L of eLAP. @n the other hand, there could be dlsadvantages to
1nplement1ng a dynamic maturlty for CLAP, not only because
of the lack of-a spec1f1c model of the human processes, but.
because an_experlnental control'would be lost. Assumlng onei
of the goals of a computerlzed language achISltIOn system

_ 4
is to learn more about hov humans acgulre language, it would

2
hed Gl

‘be. advantageous to study thls in the absence cf maturlmg

effects. -

As far as 1t 1s spec1f1ed, CLAP appears to be

'progranna €, though it 1s not aluays eff1c1ent _ The ent;;e

L
e

'segmentatlcn process suggested for CLAP stre=5es enumeratlonyi,mﬁf

§ -l(;‘ .
of all p0551ble segments rather than the generallzatloqa

noted so often 1n other aspects of a chlld's acg % tion

.’}A‘

It is 1nterest1ng to consxder uhether chlldren mig f .go’ fron lg'l'
:l‘ ’*% ' ’ »
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‘the top down, instead, placing sentences or parts thereof,

up tc‘a certain length, into the primary lexicon, then
breaking'these dovn‘by pattern—matching routines. For

\ t

1nstance, if "thedoglsbrown“ and "hounowbrouncou" uerembeth
in the 1ex1con,.and each pointed to the concept :brown,
among others, a routlne could generallze the sxtuatlon,

’uSLng both spelllng and meanlng as clues, to create a new

1ex1ca1-1tem, fproun", vith.pointers to all the-ﬂeanings :
these two:sehtehces had in common. Faultyléeneralizations
rould‘drcp out frer lack of use, as would@thosefsentences/
input as Iexical-iteas.

When the neaningvofr"broun" became estahlished,

sentences like "hownowbrowncow" could?be interpreted as two

items, "hownowxcow" and "brown". In this wsanner,
. : e . ° . '

"diSConheCted morphenes could be lexicalized.' The Lexicon
'“1tself cculd be elther a separate ATN or part’ of the Parser.

. A Lex1con~nodlf1er could adjust the weights ¢n llnks.

' Segmentation in"Strategy 1.is9an area in which a

51gn1f%cant anount of research is needed before 1t can be

S !

practlcally 1mplemented.,fvv i w;
&

No doubt, many other problems will arise as CLAP's

3

‘Strategies'are.inplenented, but it is hoped that the overall

approach will survive the test of applicability.
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S

’A'Yocabulaty_Acquisition System (VAS) attemptslfo.;ﬁf«?

e

3.2.4 K Test of Plausibility

;démonstrate, by carrying out one of the first tasks of;ChAP,
'-_thé,feasibility of impiementing CLAP. VAS attaches>the

.meéningS‘ofncoﬁbepts\in a simple QRT—liké'BLOCKS»wordd to

;déSCriptive words. VAS does not implement all of Stratedy-»
1. -
The VAS envxronment 1s\a simple CRT-1like dlsplay
julthout the CRT. In other words, although size and ‘position .

_are 1nd1cated Hlthln the semantic base, there is no ,

i.1mp1ementat10n of a dlsplay

The,ihtérhé1 réptesentétion is a predicate éalpulué
nofation.similar ta_ﬁiﬁograd's<1972>.. Each predication
lﬁrovides a pofentiél iﬁsertion'patfe:n to. be an arc label on
.the ATn;‘ Cne,problen‘iﬁmediately foliowingwfromithis is the
,awk;ard ﬁépnerrin uhich the semangic base mu;ﬁ belscanned;
For ins§aﬁééi'to disélaf an obééct,‘:BZ,fghigﬁlis a red cube
with side SO-Ahd'lqcated at poiﬁ%i(JOO’ZOO 200), one would .
‘need the/fqlloﬁiné‘infbfmatiCn_o; so§§ similar |
Tepresentation: - ; ” |

(¥RT :B2 (100 200 200)) - e

- (#SHAPE :B2 #RECTLNGULAR) :

(#CCLCR :B2 #RED)
(#SIZE :B2: (50 50 50)) "
"‘In'winograd's and in McMaster's representation,.onelwould ‘

A
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¥

need to scan each llSt in the Semantlc base for those whose

second element 1s "'BZ"i

A second cr1t1c1sm of thlS representatlon is that (#1s

J -

;a b), which indicates that a belongs to the clacs b,

superlmposes a cla551f1catlon scheme to whlch a Chlld mlght

not have access until his language dellmlf& % categories.

The’ llngulstlc representatlon, too, follous Wlnograd'
format. Assoc1ated with @ach lexical entry 1s the 1nd1cator
WORD with value ?wohm) and the lndlcator SMNTC with the

value

!

(FORD ((MEANS ((<concept><weight>) N
(<ccncept><weight>) :

(<concept><weight>) ))))
WORD. can later be the partfof speech, once CLAP progresses

to the polnt where it can dlrferentlate ‘thenm. The welghts

here are 51mply counters of the 51multaneous co- occurrences

of the word and the concept _ o

Sentences are‘inputfwith complete punctuation'and'are
preesegmented VAS learns no segmentatlon. A chlld's
verbal 1nput 1ncludes pauses, 1ntonat10n, and gestures. The

,flrst twe roughly correspond to punctuatlon. VAS considers

‘only gestures like p01nt1ng in the process of determining a -

" focus. Ideally, a sentence and a focal point in the two-
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y.

dimensional represenfation of the BLOCKS wog&d would be
input; ~In VAS, though, only a.list of objecé&ﬁconstitutes

the preliminary focus. An-initial lexicon is input with no

: . L e .
meanings, as there is No management scheme to delete lexical

Te:
T

itenms whiéhihéve'né environmental referent. %
‘"There dfe'fhree classes of predicates in the BLOCKS te
~world: ’
1. 'Onefplace,attributive predicates. -For
-example, (MANIP x) attributes the property of
manipulability to each concept in the list x.
_2.' Tdotplace attributive predicate. For example,
(#IS x y) attributes membership in the set
. represented by the concept y to each of the
cecncepts in the list x. '

3. Relational predicate. For example, (#SUEPORT .
X y) means that the non-commutative and transitive

- 'Telation of "supporting” exists between the object

~x and each object in the list Y. .

'Each concept ¢ in f is examined, .and each class of

predicate is processed as follows:

1. Por each Class 1 predicate p in which ¢
occurs; p is added to ‘the focus.

2. For Class 2 predicate P in wﬁ%ch C argears as
a first argument, each concept inw the second
argument is added to the focus. L

R G

3. For each Class 3 predicate p in which ¢ occurs
as the first argument and one of the concepts ‘in
the second argument also appears in the focus, p
is added to the focus." _

‘ <McMaster, 1975, pp. 144-145>_

i

Word-concept co-occurrences are counted, the result

<

-
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being stored ir amn i by j matrix.- The nnmber of co-
6ccurrences of the i'th word and the j'th concept.is the
(1,3j)th entry in the matrii. The total‘nunber of times a
concepr c (3) has occurred the number of occurrences of word
w(i), and the ijth entry are used to derive a weight betueenf
the two‘whlchﬁ assuming a larger value of the co-occurence:

1. Is small if both w(i) and c(j) have occurred
often.

2. Is alsc small if w(l) is seldom . used wéﬁle o

| c (3) J.c used frequently.

3. Is larger if w (i) cccurs frequently and c(j)
does notg ' '

4. Is largest when both w(i) and c(j) have
occurred 1nfreguently.

If u(c) equals the number of times a cbncept c has afppeared
in a focus, u(u) equals the nunber of times a word w has
been presented in the 1nput and u(c,w) is the number of

tlmes a word w has appeared in the utterance at the same

‘time that the concept ¢ apreared in the corresponding foCus,

o

We can construct a function to aerive.the correlation
between the word and concept as follows:

Fu(c), u(w, u(c,¥)) = u(c,¥) (2 - u(c)m/u(w))
wvhere m, whose value was chosen through experinentarion, is
at present .21, Hitn no Ciain to’being the optimal value fOr'
all corpora. In fact, thebfunctionjof B is not'understeod;

itbuould te interesting tc lock into this problen.

The results of the implementation are impressive. From

Y

L
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- o
a noisy input of 219 utterance/focus pairs, VAS successfully

- learned 9 out of 16 direct associations. With a' corpus more

» B N 9
. oriepted towards helping VAS learn, 18 out of 24 :

‘ ) - .
associations were learned with 39 (u,f) input pairs.

VAS does not learn to dlfferentlate between two
vconcepts which always CO—-0CCur. Chlldren also produce such
jerrors. "VAS can also wrongly associate lexicdl-items in the
ccrpqs whose proper concepts,never appear in the focus; ;
Such instances.uere due to'the'use eflnisleaéihg_ﬁxtraneous
Hords,'ahd,was the fault of the noisy corpus. Finally,psomé
concepts‘occurred se ofteq thét,‘when the cqrtect vord did
occur, the ExcessiveAConcept Usage (ECU)nlowered.the value
of the correlatlon functlon to the extent that the correct

Concept was not‘éhosen as the meaning of the uord. chaster

suggests that thlS may be corrected by 1ncrement1ng u(c,w
for each. tlme the concept appears in the focus. Another_‘

'solutlon to ECU mlght be to alter the correlatlon functlon.'

5
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A VERBAL ACQUISITION MODULE
N j

o . ’(
. . A

" In spite of its shortcomings, CLAP provides the most.
" complete framework proéosed‘to date for én acquisition
mode1L~'Unt11 the prdpgsed concepts habe been applied; we
can only specuiate'as to their efféctiveneés in the fask of
language acquisition. VAS made a start in the direéfion'of
implementation.' It is hdped thét VAM will‘furtﬁer ihe'
completion of the first sfrategyr as vell as réveal areas

~which could be reformulated;

The Verbal Acquisition Module is aﬁ attempt:to overco@e
some of the shortcomings of VAS. Schank's conceptual ‘
representation vill be adapted to the module, altered ;
.because of the limitatiéns of the environhent and ngeds'of
the module. Much of VaAM's capability_and methcdology is
identical to that:of VAS."Thérefore, ve will emphésizé the
chénQGS\iii%h have been made to accomm§date acquisition of

verbs in the model.

64 ) NI




the words of the utterance, and computes ‘a correlatlon
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'

Hovemeqt in VAM's environment enriches the conceptual

vocabulary beyond that of VAS. VAM either observes an
action, performs an action, or, like VAS, receives as input
a pointer to one or more objects. HWhen it perteives an

utterance, it COmpares the expanded focus (see 'below) with

between each wggd and concept of the inputs. The'
) l‘jc .
calculatlon of™ mﬂls correlatlon will be dlscussed in sectlon

4.4.

4.1 Conceptual Structures for VAM

VAM's environment is like a CRT display of BLOCKS, as:
in VAS's uorld.h Although the display'ﬁs'not isplemented,
VAM's data structures contain all thernecessary information

for such a display. There is no gravity, mass, ‘or ////;//////

temperature in VAN's world, although there are three —

////

dlmen51ons and a representation”fdr,color.‘

. . ‘{ : .
Slnce there is no. CRT dlsplay to be used in p01nt1ng,

‘wlndovlng, and mov1ng objects, ‘and as the Human is
,1mpercept1ble to VAH, there is no viable means of~

:f,dlstlngu1sh1ng between an action performed hE VAM and one

Q8

performed by the Human. The only dlstlnctlon is between

w

movements whlch name VAN as the agent and uatchlng objects

change pcs1t10ns, as - a. result of actlon by the Human. The

it

’ ‘g-sﬁ &
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onlyipurpose of this conventiOn is to see if VAH-could learn
its Jame in relation to the“concept of, itself. ' Because this’
is a superf1c1al 1mp051tlon on the sy&tem, in that VAM |
cannot mabe deCLSlons to act up' the.emrlronment, ve did
not expect lmpr9551ve results in this aspect, but wvere

‘somewhat surprised, as we shall dlscucs later.’

There are nlne phy51cal objects in the env1ronment
each represented by a list 1n the semantlc base, and-each"
'havlng 1rs,own name. Three are cubes,.two,are rectanguiar
blocks, three are pyramids, - and one is 'a box, capable of

contalnlng other objects. In addrtlon, there is VAM S arm,

a blaqk/Iine shaped flgure thch hangs down from the top of

///fhe scene (see figure 4.1).
S As mentipned in Chapter 3, the cencebiualjfraneworkvef'
Roger Schank provides a_springboard for rhe‘developﬁent}of

VAH'stata‘structure <see§Figure 2.1>Q. Schankls'. R
descrlptlons center around events, whose structure would be
learnable by VAM only 1f the 'STM (short-term memory) yere}'
‘implemented. VAM does not have access to a memory‘excepr’
for the usage counts of vords, conceptsf:and mutual
‘occurrences. Neither is time represented‘io VAM. The time‘_r
during which an event occurred could not be represenredbin
our drawings. Time pg;gégg events vas omitted because vwe

© were not ilplenenting short term memory in vhich to store an

entire event.”
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figure 4.1: Thélenvi:onaent for VAHM
Instead of the representation of an event as a nodal
‘nef,structuré,.we will list in the focus those concepts:
which would make up an event ‘in VAM's world, including the
name of the event itself and the'more ptimitivevaction5<from

-which it is formed. It is these events, or prograns




¢

"4.1 Conceptual Structures for VAM . 68

_repreSenting‘vatiéus levels of structure, which actually
creété the\focus, as well as handling. the necessary
environmental manipulations. We decided to in¢lude ail.
.lgyélé) inc1uding primitivés} in an effort to avoid lpnguagé
'dependéhcg in our representation. It is asﬁumed that a :
“childfat-the.same stage as VAM would be capable 6f
'éxtracﬁing the concepts of the'action from its total

occurrence.

“Tt will be recalled that Schank characterizes a

cOnceptualization as centering around an actor-action mu}ual

dependency, or an object-state one: -

N

- A conceptualization consists of either amn actor-

- action-object construction or an object-state
construction. If an action is present then the

. cases of that action are always present.. One case
of -anaction is instrumental which is itself a
conceptualization. <Schank, 1973b, p. 12>

.
L0
\

Our moae1 is concerned with the former construction, the
object-state one only performing an instrumental function

|

for some actor-action-object configurations.
4.1.1 Components of the Actor-Action Conceptualization

0 Since an action cannot occur without an actor, VAM,

being the only actor in the environment, is the only one who
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'can perform an action. Yet VAM has no physical
representation of itéylf other than its arm. 'VAM's arm,
which can be the'gg;ér of the instrument of‘thé‘actidn, can
have attribuzes, containment and location. (Hereafter,

"attributés" will include containment and location, unléss‘

otherwise specified.)

The time and location of a conceptualizaticn are not
congept§ to VAH,.because of a lack of.memony and the absence
of any other;locations with which to contrast the location
of dn evént, vhich_always occurs in the same CRT-screen

location.

The action itself must be limited tol£hos€ primitive
actions which are relevant to VAH's viewpoiqt; As ve shall
descrite below,.some oﬁvtheSe can[be,bfoken down into a
sefieé of éctions, while some have. inferences which should
be included in the focus. We also believe Schank overlooked
some primitivés; so we add ACTS which could not be expréssedv
in'terms'of the fourteen primiti;e.actiohs.‘

J : <
The KCT could have attributes, but events are’

registered by VAM as discrete environmental changes, which
limit the display of attributes such as speed. Therefdre,

4no,attributes of actions will exist in VAM's focus.

Naturally, the object of an action, as well as its

attributes, can and -must be includéd among VAM's concepts.

.
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'An object will always have its state represented as its data
stfucture at the occurrence Qf.q particularrevent. This
includes an‘obaect's attributes of size (three dimensions),
‘whetﬁer or -not ittis visible (interpreted by VAM to be its
positive c¢r negatiVe existencé), itsjcolo:, its shépe .
(classification), iAs.location (threé cb—o;dinates), and its
contents (a list). Each attributg valﬁe Qccupies the
specified pésition on the list defining the ot ject. ‘For
example, :B1 is définea as |

| ((¢(1 1 1), T, .:RED_, :BLOCK), (10 1), (). |
Coio; and: size are permanent a{tribdtés; the rest’cag>bé/

-

changed.

4.1.2 Cases of the Action

The directive case will be defined as the resulting
interrelationships between the object of the.actiqn‘andv
other objects in the environment. In this instgnce,

. although’the reiationships and fheldbject names will be
included in the focus, we have‘arbitrarily.deCideavthat such
Objects were not important enough tdrhdve their attributes
included in a unifofmly—#eighted fécﬁs._ This would tend to
‘simulate thé:ch%ld's o%ieﬁting response to what is ving or

changing, rather than to the background objects.



o
4.1.2 Cases of *the Ao@ﬁg ‘Q;; o Ao
~ : v ?“W ;atﬂh‘ ﬂ "' "v$,?. i

; . ;

Objects in the BLOCKs uorld ma}gg of&”ﬁkﬁationshxps\uly

other objects, but it is doubtful that reclproca&~coﬂcapts

could be correctly associated vlth one uord unt11 the later

strategles, when - word order has become 51gn1f1cant. Forw C

1nstance, ‘given the concepts left-of and right~0f/'VAH coul&

- hot dlfferentlate them at its present leVel of experlence.«
That 1s, VAN uould have to know the names of koth objects :
before such contrastlng concepts could become assoc1ated
with approprlate words. Therefore,;ln VAM'S uorld.
‘relatlons are defined Ulth a 51ngle concept representlng
'both a relatlon and its reclprocal EESIDE, FRONT—OF (or
behlnd), SUPPORTS (or 1s supported by), BIGGER (or smaller).
When SChank'speaks“of the‘reoipient‘case, he gives .

examplesrlike catching a thrown ball. 'There is nothing in

VAﬁ}s experience which could correspond to this case (as two

actofe are reqoired here),”exoept'possibly uhat we have-
'“already descrlbed as the dlrectlve case, Whlchever ve call
it, ‘the thing to whlch another object 1s transferred will be
1nc1uded in the focus.. HoueVer, We agaln;arbltrarlly o
.dec1ded to limit our focus to the resultlng state of
affalrs, exclndlng the prlor 51tuat10n. -It 1ntu1t1Vely
'makes sense that the result of an action vould be more'
notlced than the prlor conflguratlon, espe61ally vhen the

'

comments regardlng an event follow the occurrence.

Finally, the instrumental case is another ;o

ﬂﬁm' i )

"x o
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”:ncégtuallzatlon itself, either of the object-state or the

v

‘actpr action variety. HWHe w111 dlscuss this with examples

when we discuss the partlcular actlons and theﬁﬁ‘lnferences.

Thus, vwe are 1éftiﬁgth the conceg}ual representatlon of
N ‘~ } [

'an event as shown in figure 4.2 '(Thelreader may f1nd it

interesting to compare this to Figure 2. u).,

4.1.3 Relevant ACTs and Their Inferences
E T

“ 0f Schank's fourteen primitiie actions <see section:
2.2}1>. cﬁly three physical'ACTs and Oneuglobal-ACT‘dre
applicable to VAM's ubrld.;}These.éfé[FROPEL. MOVE, GRASP,
and PTRANS;,AHental ACTs all‘rgéuire én undérSfanding of the

, N ‘ .

'mental_pibCeSSes'within the individual. Schank indicétes

T f . . - &

that ycung childre% are unaware of the Mental ACTs,'MBUILD
‘and CCNC, within themselves. Likewise, we doubt that HTRANS
‘deve;dps Qéry early. Furthérmore,'the inteipal‘functions of
,Vaﬁ;s ﬁeﬁtal proceéses is a big‘groblem:vithbht-sho:t}Term‘
.Hémbri.;cbgnitive5developmen§,4ana proceedures for problem-
sOlvihg.:.“‘ ; B |
';Ingtruﬁéntal ACTS uohld probably not be learnable by a
systéﬁ'vith'np sénsory Oorgans. van‘hés fepresentations of
4pséda¢¥tautal'and visual input,-but these (LIS%EN—TO’and

Look-AT), being present in every focus and sentence, would

R
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" not .develop any Cléar'méaning.

r— - - - _— e

| SIZE

| I

| | SHAPE
| e

| TT

| o o EXISTENCE-—)OBJECT(—~LOCRTICN
v 7 1§ v—  cOLCH

i ce ] L—— (CONTATINNENT)
t S .

| E ACTOR ——====:>ACTION(—INSTRUHENT
L | | . DIRECTION
L

Lt v

- Figure 4.2: Aétor?AéflohJConceptualizations’as Seen by VAM

The glotal ACTs are PTRANS and ATRANS. The latter,

-

e e e e e o —— s e e e e e -

vhich inyclves possession, is too abstract to represent jn’

k]

VAM's wcrld. PTRANS is the change of location for an

Object.

Global ACTs are used to répresent the -way a human
focu5es on the result cf an ACT, rafher than on the ACT
itself. Although Schank’ 1n51sts that PTRANS must result
.from a ;hysical ACT upon an objLCt, we use' PTRANS to bypass
gur problem 6f having HUMKN actién‘pn the enQironmenf.

PTRANSing of that object is what VAM perceives.

.-

Schank <1973b> claims that the phy51cal ACTs are all

‘that one can perform upon an object Nqne of the fourteen



- is PTRANS. (assuming that the object .is not fixed). L N
Furthermore; the instrument of PROPEL, unGRASE, can al$b~beﬂ%§.vw‘“

2

R 'inferred.. {In- contrast to Schank's <1973b> theory, PROPEL
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he lists can portray the concept of turning. Therefore, VAM

’

1 understand a broader‘PTRANS, consistiné cf four types,
Lhnee of which deflne rotatlon through one of an object's
,ziik

'three axes, and one wvhich maintains the original deflnltlon'

TURN (Y—axls);‘THIST (Z—ax1ey, DROP (X-axis), and RELOC.

'Schank <1973b> specifies which inferences can be drawn

uhen-a'particular ACT is present. Many refer to- the

.1ntent10ns and feellngs of the agent, which dc not concern

‘us here. 0f the maln inferences of FROPEL, .the relevant one

is not used ag the 1nstrument of PROPEL in VAH'S vorld as

"domlno;reactlons are not alloved. Also, MOVE 1s omltted, as

"strlklng an object to propel it uould be dlfflcult to

 demonstrate 1n dravlngs,ln,sufflc1ent detall.)

The only 1nference of PTRANS is the new location of ‘the

‘ oy
¥

_object - and thus 1ts new relatlogsglps with new objects.

;! ,, kg
q‘- - ‘gw V«:
Its instrument is MOVE or PRbP@L, but thlS is circular when

iPTRANS may be 1nferred from MOVE and EROPEL

For some reason, Schank states that PTRANS is inferred

‘by GRASP. We cannot imagine_such*an instance, and Schank

gives no examples of any. Thé instrument of GRASP may be

MOVE, but is not’neeessarily sc, Only VAM's arm can nrove,

R
3§ G .

L:
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. SN :

- . o
: R S B

since there are no fingers.

No‘da#a was available on the instrument of MOVE.. There
) - ,
maYﬂnot be/oné. Schank lists no helpful inferences for this

ACT, eithér,vbut PTRANS should follow if the tody part is

-

" somehow attached to another object, as in the case of
. . . | ‘
'GRASPing something and MOVEing that hand.

Ty . : : .
AN _
To tetter understand VAM's conceptual capdbilities, we

will shortly éxanine (section 4.3) how 'the higher level
events interrelafe the ACTs and how foci are drawn from

- ' . - ' s .: )
-various combinations of these. 1In summary, the structure of

" the elementary events for VAM and their conceptual

L4

dependency formats, including inferences, are: _ /

e

_PTRANS: tO cause an object to change states.

1 e -
. 0 d E#;X.
agent<{=>PTRANS€——object4——{ . .
' ' : o S =<X , .
| T ) . . ST
r—>Y o o S .
object<==(loc) | OR object<==(facing different direction)
' L_<X ‘ :

Ty gr .
LN O
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- PROFEL: to.apply a force to an 6hject, UnGRASPing
it in the process.

{agent)

o d —>Y i 3
. agent( >PROPEL<——— ob3ect<—~| T €]
Y . _ <X Py
: A .'m r. ’ " - unGRASP
‘ o arm<s contents(nll) T |
. . 1 o
|

object

"GRASP:-to grasp or let go of an object.

/

0

| 33k (object)
N .. i \ ‘

)

ty

"MOVE: to relocate a bodypart (spec1f1cally, the ﬂgé .
arm) . - ‘

Y0 A Y
agent< > MOVE €— arm(——l
CL L.-.<

e

arm<—--loc(Y) AND contents of arm<—*-1oc(Y)

2
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4./ Objects in the Focus
:' o

Any time the arm‘ié considered to be a part of VAM's

focus,of attentionf the concept onthe arm itself, ibs color
as defined by the pen parémeter uSea to produce a bard copy.
and its shape are ;pcluded in the focal'list. We assume its

"contents to be already part of the focus, as. it would be

central to any action involving the arm.- M
: - P

The object of the action is central to the sﬁatic

3

focus. The'object itself, its attributes, and its

relationships with other objects are included.

Any block”canfenter into the followi jrelétionships
with any other block-

¢ One block is touchlng 51des with
ﬁother..,

,a.. 3
&

FRONT-OF - - One- block togfhes another front to back.

SUFPCRTS The center of gmﬁvxty of the block’ on
: top. is directly over the: loﬁer cne.
There may Be other blocks intervening.
The box may. not enter 1Qko thls ' .
relationship. : ; : g

3

BIGGER - “The shape of two touchlhg objects is the
o same, with each dimension of one greater
“than the corre5pond1ng dlmen51on of the
other. ' S ‘ A Y ,
Each bldck may@hold‘oneiadditiohal-rélatiobShip to the
box:

INBOX . The object lies within the box.

W R (M
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»

The objects and relationships are merged into the focus

in a manner described later.

4,3 Building a Focus

Based‘on_the‘primitive ACTs, more complicated events
can be built, dermvlng their foc1 from the structures of the
individual ACTs ipvolved. For any primitive action, a’
single-object is specified. The particular pfégram places
1ts ovn name, object, and agent in the focus, makes required

state changes on the object's attribute values, tb@g ex&ands

the focus from each object.

»

35\;1' ' ". ‘ 4
1., For each object already in the focus-vﬁai
related t&ganysother obje then that peldwiyy

and that object are adde

v

' 2." If the box is in th%
' added to the focus.

3. nna%@\l the attrlbui;&é 7" ies of all. objects
7 n the £ ‘é 1nc1ud1ug the arm, are added to the
tfocus. : T

As in VAS, avfocal object set may be' indicated to VANM. In
& A . 7
inted out are'i
’ &
placed in the focus, along with thPl[ relaglonshlps to each
S8

other'and their attrlbutes. - We also decided to place the v

event's (or program's) name in the focus, as the'entirew

event shculg be a learnable concept as well as the componen%‘

S
parts, euenﬂthough it may have no dlrect 1ex1ca1 11nk in the

’
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English language.
Events were shown to VAM, consisting of one or more

primitive'ACTs, and thelr associated cases. In the 1hstance

. ' ' w ’"

of PROPEL, the only occurrence was in the act of THROHlng,

which includegd the~orlg' deflnltlon of PROPEL 1n addition

to PTRANS, which was implied.‘ Here we to dlfferentlate‘

THROW from PROPEL, VAN uould attach identical welghts to thej

two concepts for each word 1nvolved., Thus, we used PROPEL S

as the more complex event.  Its focus is:

’ O
'VAM EROPEL k ‘
k PTRANS a(k) r(k) o(k) a(o(k))
- VAM GRASP arm a(arm) _ .

L

The human can cause an object to be’ PTRANSed. Although

VAH cannot "see" the human, 1t would notlme the effect on

i “

-» the eﬂV1ronment.- The name of thlS prograﬁ is WATCH. leen

. that the object k, has attrlbutes a(k), and that 1t 1s in -

'vtelat;ons:r(k) to some other;objects o(x), the tocus fo:
nthis'eventcuouid bﬁ;ﬂhTCHeand the focus Of PTEANS: %%%*
WATCH PTRAhS;(THIéT,‘bROP, TURN;4orfhELOC);k-a(k).
£ (k) (k) alo(x)) -
elthough k servee tuo functions, as both agent and object,_‘
1b‘1S related to 1ts env1ronment only once.n Thls progra%::

: would ‘move k- to~1ts new p051tlon before Fornlng the focus. -

S

<>, B . . : ;.
VAM can - HO(F 1ts arm, p0551b1y PTRANSlng its contents,.A

"&

k. 051ng squared brackets to indicate cond1t10na1 -
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W

- inclusion, the focus for movearm would be:

' MOVEARM VAM NOVE arm a(arm) |
[ VAM BTRANS k a(k) T (k), 0(k). afo(k)) ].

The second part is lncluded if the arm contalns‘the object
' k. VAM,'of course, would appear-only once..

."

VAM can GOGET an object,lk; which ceqnires'GRASPing k,
'»p0551b1y nece551tat1ng a precedlng unGRASPlnq ot formerA
‘contents, k','and/or MOVElng‘towards ke - In accord ulth»our
.dec151on to de- emphasize the pre- actlon, k' will not ‘be
:‘complctely expanded in the focus in its relatlonshlps to

other objects. ‘The focus would be:

- » e Pt
g P

_'GOGET vau GRASP k a(k) r(k) o(k) a(o(k)) arm
»a(arm) : ; :

[. VAM GRASP k' a(k') ] R
.t vam-novn arm ] ! s

A}

.

If VAaM 1ets an object go, PTRANS may ‘be 1mp11ed unless

”fthe object 1s already restlng an somethlng. The focus for

efgo is:

£

LETGO VAN GRASP k. a(k) arm a(arm)
{ k PTRARNS k a(k) r(k) o(k) !o(k))‘]

-

é&nggl- - For the experlmental data, © «ANS will a&ways be
xlncluded in- 1etgo, because a 51mple unGRASPing action was
too subtle_fdr‘approprlate data to_be collected.

~

, vFina7Ay, VAM may transfer an obiect, or turn it, by
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MOVEing an arm, PTRANSing a GRASPed oktject. The focus for

this is:

TRANSFER VAM PTRANS k a(k) r (k) o(k) a(o(k)) -
VAM MOVE arm a(arm) : :

The grasging of the object, if necessary, would be part of

~ the pre-action, and thus is omitted.

4.4 . Evaluvating the Associations

Each lexical item has associated with it a usage
counter andzé tist of co4occhrring concepts with a count of
the number of times the word and cohcept have appeared

L)

simultaneously. -

A'numeriqfvalue is.ﬁsed t§ deter@ine the weight of a
conceptkword Cﬁg;espondence.A Har;is p;opésed a function
based on tiué ééd the weight at time t-1. This inQolves
keeping records of "the previous correlétion,_uhicﬁ could be

done. However, the/u§e of time is an artificial imposition
upon an environment-in which time is not expressed as a
oncept. Because of ‘this drawback, and because using
gy PR Y _ ‘ " :
. “Mcaster's formula would provide more controls on the

comparison.of VAM to VAS, we choose to c9rre1ate concepts
B . ) _( .

and ywords as follows. The ﬁrogram'keeps a record of

<

1. The number-of times a léxical item has
occurred, ' ' S
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2. the number of tlmes a concept has appeared in
foci,

~and 3. the number of times any concept and any word
: have co-cccurred.

. - S
With this information, VAM is able to decide the most likely

meaning for a given word.

Expefimental material for VAﬁ wae programﬁed as. a
series of 31 random_eJents,'whose reeulting enviren:::zal
confiqgurations were plotted by,computer_usé.oflthe data
strsgkures. ~To generate the‘fi:st'of VAN's two experiméntalb
cbrpora,lthe resulting series of plots was then shown to a
young Chlld'S mother, who provlded the correspondlng 1nput
data bty describing the events to her 1- 1/2 year .old
daughter. It was hoped that this would prov1de input

51m11ar to that which a child receives. The following is a

representative Sample of corpus 1:

Now the blue box is turned sidevays so the thinner
part is facing towards the green box which is 1n
front of it.

+  Looks like'a book.

'Knd_now we've put the small red box on top of the.
green box.

Now the little green triangle is on torp cf the red
box which is in front of the rectangle that looks
11ke a book.. - _

Te

VAM's second corpus was constructed by VAM's designer, with

~.
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a

the‘hbpe of observing the system's optimal performance.

vAt random points in the experimental runs, we ran a
vocabulary test on VAM to detérminé a word's meaning to i£'
(or the closest collecfion of meanings). If the word was
associated with a concept which is ihtuitiVely.accébtablq,
the word was considered to be learned. TIf the meaning was
ndt clear—cut,nbut if all the meanings associated withbthe
wora tocgether comprised a_generél definitioh;’the word uaé

considered correct.

Not only do the number of words learned interest us,
but some.particular aSséciations are Quite unextected, and
will be described below.

e

4.5 Preliminary Experiments and Results

The experiments with VAM were.aimed prima noting
N . : : . i _

trends, rather than proving particu%pr hypotheses. We also
. .. s o0 » . N
vanted td see]vhich of several pairs of alternatives tended
. " o - )
to produce the best results. For instance, VAS's lexicen

. ' “‘A :
was pre-defined by the program, and consisted of those

concepts which McMaster deemed learnable. Words such as the
and if were eliminated as functional words which could have

no. meaningful link to an envircnmental concept. It was

assumed that these would atrophy out of the lexicon'vhen no

&
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Clear-cut meaning evolved. .
4.

‘Perhaps, this could eventually happen, tut VAM
surprised us by attaching definite meanings to function

words after several foci:

‘MEANING OF A IS :BLOCK
_ and
"MEANING OF IT IS :B5. L ;

However, it became too expensive' to pursue this point, and a

pre-defined lexicon was used for future interpretations.

Another interésping queétion was whether the pre-event\
focus shculd be part of the focus of the event, in spité‘of
fhe hesitation to include this. Expetimentally,'it‘séémed
to have little effect on Qhat VAM.learned. .One“ﬁord which
was mis-learned vhén this pért ofbthe focus.ﬁas expanded
(get meant :B2), wds'tqrteétedv(to‘meaﬁ #GOGET) when it was

excluded. For the rest of the experiments, we chose to |

|
\

follow the original plan of de-emphasizing the pre-action.,

"Another qyestibn arose with precise definition -of the\‘
: . o o - } !

_ ‘ » ' \
variables u(w), u{c), and u(c,w). The usage of a word could
: # ' i
‘mean the total number of times-it is used, or the number of

(

sentences in which it occurs.. If we consider t#e former
- _ , v -

interpretation,>wbrds like the uouid, indeed, tend to

1 The special characters used at the front of VAM'S output
distinguish concepts from input vocabulary.

\

\ “ s
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P

&

-.decrease in association values, as they would be the most
W i ‘ ‘

‘© "jikely words to re-occur in-a single sentence. However,

words with direct environmental referents, would seldom bhe

affected. Ve decided to use the former meaning.

»

The usagé of a concept, ul(c), could be the nﬁmber of.
times it appeérs‘in each focus for all chi;ﬂor fhe‘ﬁumbét
of‘foci in uhiéh if 6ccurs;i Thé greater u(c), the less thé‘
correlaiion, all other terams cohstant,;by virtue of the_

. function iféelf. 'Consider the case cf an object used in an
event in moré than oné_capacity. We would vish tO'increasé

its connections to the input words. Therefore, we chose to

“‘define u(c) as the number of foci in which agcéggept

occurred.

1 : .
Thus, we could define u(c,w) as u{c) x u(w) for a given

-

- focus-sentence pair In other words, u{c,w) is increased

any time a word is uSed‘with'a concept, which may be more

_than once in a given input.

- Another experiment involved segmentation and grouping

of the iamput data.- Ha:ris(s use qf‘pré—segﬁenfed'idiomatiq‘

expressicns seemed no less drbitréry ﬁhan dividing the .input
strings‘at 1éxieéi boundaries. .g‘cgild,ﬁoulh'be‘ﬂnable fo
'iééognize Qord bogndari§s, Qhe;eas he couldlﬁegin to | '2
.reCOgnize expressions such asvﬁtdp—ofﬁ as an entity with a -

meaning of its own. ' The results in our experiments wvere

-7
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that hyphenated words feceived the same meaning and
associated weights as each of the two used separately,

excluding commonly used words like to.' With the 1imited

' .J

number of 1nstances in the data 1n which such eXpEeSSLOnS

-occurred, it is dlfflcult to say jUSt how representatlve our

\

results were.

/
/

Furthermore, it was found that the data collected from
the mother tended to .include more'than,one‘ccmment pet

focus. 'He tried‘two means of inputting this data.

The first method was to run the strings!together into

one large input string. Intuitively, this is a bad idea,

considering the evaluation function. " An object which is

central to the action could appear more than cnce in several

A ~
K}

sentences regarding that action, yet its high qccurrence
. \ ) .. Qe
would lowér its correlation to the concepts in”theffOCus,

5 | : . o

The second procedure was to repeat the focus so that"

each sentence correspondea to the focds equally. In thls
< e !
way, for no. 1nput sentences, VAM iearns in the Same manher as

for n cccurrences of the_identical event, each ultn a 51ngle
aSsociated sentence. HWe tanfexperineneal verslo7é of\vnn
which did not expand pre—action foci, using data first which
was concatenated Lnto one 115t per focus,‘as vell as beln
unedlted, and then data thch wvas d1v1ded intoc sentences,

reusing the fccus,'v1th hyphenated idious. vlh the case

) L) . . - . - ' ’v
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' 2, . - . : o . o h K - ' . ’ .‘.'/ »

-7,uhere foc1 vere not reused, eleVen of the learnaﬂle uords

v

;vere learned.v Hheh reuSmng foc;, VAH learned all- of the '

‘-:prev&ously acqulred uords plus tvo addltlonal ones.
' E EIE. N

uore verbs were learned in the longer ssxtences.*'If o

-tvo sentences descrlbing the actlon only mentloned the

»

action 1n ‘the’ fmrst, separating the ;nput intc two

dininlshed the correlation. o R S

3

- . ) . oo : s fy

4.6 Correlation Resultg . e [
He Hished to see uhat dlfferences uould becone ev1ﬁent_‘

?
v

betveen data draun fro- a parent and’ that«of the q;zator of

,:jVAu, uho understood the 1earn1ng processes._ For th b351c f'

approach, e used pre segnented,.hyphenated vers1ons of the"'

x.

data, vith a pre-deterllned lex1con, reuse of foel,.and the..

N -

above establlshed 1nterpretat10n of the correlation

function.

. . y . . . =y
P ) . . ,
. . “ [ : . 0

mx.

Finally, uewconbined’the‘focus-sentente\inputsvsofthat
tne links uere cbnpOunded. Thls provlded a- larger corpus

-and lore experlence for VAN v1thout the nece551ty of

obtaining addltlonal data._ Corpus three consxsted of u2
uords, learned;frou 120 sentenceyfocus palrs. :

¥i ‘ ‘ .
Experllental results for corpus one and corpus tw@ .are

shounvln,figures Q.B“and uuu,'respectlvely. The conblmed
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‘ nore concepts.

4.6 COrre}ation Results ' .. ./ g8 -

g‘corpus is in figure a 5. uultiple entries under "vhh's fl;

7

'”neanlng“ 1n&acate that egual uelght Has attached to tvo or

. L » SRR ‘ . A ol b '

Y Iz <

Other reasons for words belng nislearned are attrlbuted

to reaaons explalned by Bcuaster <1975> and’ abbrevlated in ﬂ.ﬁi,'

the

/tdo ‘concepts cl and c2 always co-occuf. In this - |’

~ chance ordering of the concepts will dec;de uhich’

"reason for error" colunn°f g"‘@,,-‘.i\“; ,,'4

,’. Y ey

3 .I.l
¥

1. The scenes in VAS! exgerience are such that L S ¢
case, differences in rounding off weights, or

‘of ¢1 and c2 is chosen. This case is called
Uniform Concept Co-occurrence (UCC), and paralbels
a connOn error in c¢hildren.

i2. The conpus contaxus utterances of the th : *g--

- following type: the utterance contains a lexical - , R
. item whose meaning does not occur in the focus-', I L

‘that is, ‘the utterances contain- Hlsleadlng LT
Extraneous words (HEHS).' e ”,~. - 5\ - {.P t
3. The correct neanlng of a vord wogs a concept }4
whose high usage u({c) lowerd the value of F(vwec)

-to a. point where ‘c is not chosen as the meaning of-'

-This case is called Excessive Concept Usage
(ECU)

"<ucaaster, 1975, pp- | 152‘153> B L

P : ¢ P . i

our. 1nterpretatlon of . ECU 1s that 1t is causeq by a low

usage of a. vord 1n cénjunction w1th a

fonpagatively h1gh

usage of the concepts.. Therefore, words with very low usage..r_’

=Hh1Ch have a dlrect env1ronnental referent will probably e

fall 1nto thls categor?, Adults-learmlng other languages

o

.
»

' often experlence problels w1th words they have seldon A Y

encountered, and childten probaﬁly do, too.

. . ° B

.ﬁesults.vere“especially encouraging in that, with
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,7 e - : N - - \}
.} WNORD . VAM'S ‘ CRITERION - REASONW e
b giau;ng',.v' MEANING' - .  FOR ERROR |
| P O ’ N 3 T ‘ ‘ . |
.. b oBOX - TBLOCK . <:BLOCK . : g |
.} 'BLOCK . #BY - .. :BLOCK . - - ECU - l
| INSIDE = '- " -:BOX,:B9, . #INBOX ucc |
- . % or #INBOX S : , 5
I TOB-QF sCUBE $SUPPORTS " ECU I
I, TRIANGLE - :PYR :PYR- . e {

I GREEN = " :GREEN . :GREEN’ O R
| - RED R tRED- .. ', :RED S R
' GONE R .”'thIST ‘ $EXIST . |
N S o - or. RELOC ? !
e BLUE . :BLUE : ¢BLUE ¢ |
1 BOOK - . B8 . . “:B8 L |
. . BEHIND. . . :BS, B3 . $FRONT~-OF ECU T
| FPRONT-OF ~ @#TRANSFER° ~ #FRONT- -OF . - ECU (.
“{ .B7- . BT -, ~ :B7 » : .
| .PALL . #DBOP . . #DRQP . . . |
" 4 'DROQPPED ~ #LETGO .- ° $LETGO t
1 TURNED -~ ° #TURN. . #TORN )
«| . FELL . - ' #DROP. . _#DROP , ‘ R T
-1 "BLACK .. :BOX, :B9 - $BLACK .. ~ECU, wcc ¢
| L LT OR'#INBOX I ] ' : T |
- I+ BRIGHT . .-  :BOX, B9 . . #BESIDE Y - ECOU g
| . lar #INBOX . : T, )
VEoB3 7 3BOXy3B9 B3I ECO b
i e © or #INBOX |, - RS ' S
|  PICKED-UP - #TEANSFER * #TRANSFER ¢ i
P R T ‘or GRKS® |
/| PICK-UP $TRIST ~, #TRANSFER : ECU 1
. Ct #  OC GRASF _ g - |
| HWGVED . #LBTGO" AMOVE" ' ECU - i
| ® ¥ _ or PTRANS. o |
1 “RECTANGLE’ gQBIGGER, :B1- _:BLOCK = ECU [
A Dlsappnaktn crnoumlor . #EXIST - ECU S
| CUuBE - . B3 ¢ 3CUBE = #  ECU l.
| SQUARE. .~ #Pnouf-or :COBE ,  EcCU -
| z T o ' . T )
— ; 2 ; - o
- o ,Q-:"ﬁ L j - .', —— A ' . | q -

T
\

Figure 4.3: Results.usipg COIPUS‘1 ‘

i

o a
»corpus 3, VAN Iearned 75% of the learnable vords. In.

genéral, verhs -were seldomed dlscussed, thCh uouldklndlcate
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. » Al . . ‘ “_\.._,_. . 0
L $ - .
v . ~— R
I ‘ R | o
|Roxd ~* U(w) VAM's -~ - Criterion - Reason . [
o . Meaping" Heaning for Error 1
1Box" . -© %78 ":BLOCK . :BOX. IR |
.|CUBE ~ 5 “sBY. ° . :CUBE %£CU0 W
<|GREEN_" .29  :GREEN. . :GREEN ~ .~ .. 1
-} TOP<OF, 29" #SUPPORTS  #SUPPCRTS "
"|BLOCK . 10 - #subpoars ".'tBLOCK . -~ NEW 1
{RED . 1125 zRED " ¢RED I o
IP!RAHID 7 "<BS., .. - :PYR . . ECO N
|B9. - 2 #GOGET - . :BY . FCO L
= |JINSIDE =~ = 12 #INBOX, .~ #INBOX - N
3| . . iBOX, B9 . B
|B3 6 B3 3Bp3 o N
IB6 . 6 :R6. . 3B6 : B  £§ ]
1B1 - 3 #EXIST Bl ECU 1.
iB7. 6 :B?7 . . BT - 1
}BG 5"#BIGGER S sB4 . ECO o
cpvan . b 20 VAN VAN T |
. |BLACK - 14 #INBOX, . ‘.BLACK - - ECU, BCC - | .
A, . :BOX, :B9 e O
|MOVED .9 ~ $#MOVEKRN.  $MOVEARM : |
L : R or RELOC o
- |DISAPPEARED 4 #EXIST . &BXIST |
[GONE 6. #EXIST -®  BEXIST T |
“{B8 6. ®TRANSFER- :B§ - - ECO . - - - e
IBLUE - .2} - *BLUE- .  :BLUR g o : 1
'|BESIDE, 2 :B2 . #BESIDE . ECU | 1
B2 - 7 B2 . iB2. - . !
{PICKED '8 ,#Tnausrza - GRASP - uce 1
. ]BEHIND - 7 ::B5 _#PRONT&OP "RCOC . N
" |BS _ ©7 *:B5+« . . B5 . R 1
{DRQPPED " - 4 #LETGO - - .#LETGC ' [
|cef - 2. #GOGET _“ #GOGET . .. [
I R (Contxnued) Ce |
R

~ acquired uﬁtilvlater;

W1th corpus 1 VAH did not learn a single binary :
'_crelatlonshlp, but in the other tests, it aid learn to
“'associate _gg-gf u;th QSUPPORTS. OPRONT—OF and #BESIDE were

neve;»cotrectly assoc1ated._ Hovever, had wlnograd's
s SRR o
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> |TORNED - © . .5 “#TURN @ . C#TURN o
' |AROUND "1 #TURN. . "' #TORNW. u; B R B
|KNOCKED - 1. #DROP -~ " #DROP’ oy o I
ITHREW . . V. PROPEL - - 'PROPEL, R |
{ILYFTED 1 #aovsanu . #NOVEARN . ]
“JARM 1 . :B5 : ~ 2ARM . .ECOD . I
|TRIANGLE: vzo.--pza . ePYRT L o I
|RECTANGULAR .. 3 #BXIST :BLOCK. .,  ECO- . '
‘IBOOK: - 11 :B§ SotB8 T
- |PICK 3 #TNIST. . #TRANSPER  pW . % |
B TR o or GRASP L o L
[PALL 1 "sDROP “#DROP. . - _
|FELL - 2 - $DROP . #DROP" N |
' v & B | . . - . ' & v ‘! .‘

- data, results cquld have been sxgnificantly different.

L]

—

'Pigﬁrefﬂ.S: Re5u1tsf0sin§ ¢dnbined dbrpps

representatlon been used rather than Schank's, on the sale

)’

exanple o

3 UCC.

- had no krouble learnlng ;n51de, d;sgppeared or

vgﬁ

gong, egcept
. that OINBOX aluays co—occurred vrth -89 and .on, a perfect

[}

“In. Corpus 1, the uord“box was used for. all objects in -

. -

the env1ronlent except the arg.;
assoc1ated the vord Vlth the concept BLOCK.
'Q; and _1ggk were used as orlginally 1ntended..

the cortect correlatlons 1n this case.

\

: ve notlcé/that VAH is sonewhat confused.

N

(4
.

cOr;espondlngly. vnu
In Corpus 2, :
th learned

Conbinlng the two,
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i s\‘_,.

i VAH learns verhs'ahd the perlan‘ 1bute of color

:with 1ess expoéhre than appears t bbe requir _ for nanes of

.objects.ﬁ This contradicts what we see; in children, bnt
-:cognitxve developnent -ay be the najor discrepancy between

'5.the,§wo._ Shapés vere nqt so ea511y learned.
-:"-.‘ g ~ : o ‘, o R * -

Plnally, in cprpus 3, out ,“i;w‘f bs‘and adverbs which
B L R P

: Qcould be laﬁped tolverb cog

2Pl
'vlinked to valid concqpts,~wd$~

e

a
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e
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.

xh attempt,!as been uade here7to extend. VAS's

the VAS/VAH approach should be exallued for alternatlve

devaluatlon.procedures.A CLAP, 1tse1f, should be exanlned '§\\

regarding its 1ntegr1ty, notlng pos51b1e onissions or

opt10na1 approaches 1n establlshang the desired results.

. VAS' trlvxallygsreated a seglent list, created a Focal

.gegxon and a Focal Structute, and bu;lt we1ghted
“assoc1at10ns betveen»segnents and_concepts representiug'enly

_:physieal objects,"their‘attriﬁutes, and relations between

$

then <ucHaSter, 1975; pp-,isa-15§>.

VAu creates a Pocal structure, not fro- the 1ist of

blocks glven VAS, but fron cc—ordxnates 1n three-d;nen810nal

"space and fron the occurrences of act1ons in the.

environment. Thus, VAH 1s capable of bulldlng weighted
: - |

P

"‘:;.aﬁgg
;%?.

A3

‘f
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“'5.1;Extensious_£O‘VAH

S'Conciusiohs“: . - SR ‘ . 9S8

associations to actions. Due. to pre-segmentation, as well
as the absence of tiame anvah's environuent, there is no

recogn1t1on of plural or past tense forls of the sale uord‘.'

'or of thelr being lexlcally related.

. R L e

~.

)

'IQeallz, vaufyouid be connected to a' CRT, or even a

v .

© three-dimensional world, which could be visible to the user.

]
. «

At the present; hcuever,»the'user must keep track'ofdthej

placenent of objects so as not to try to place a blockiin
'uid air,'and SO on.‘ There is ehough intelligence iu the.

Aprogfans to nake such a block fall, but ‘it must have a level

surface dzrectly under ‘it on whlch to resta
Both VAS and vau are progranued An the HIS version of

Hacllsp, uhlch has no 1nterface to other languages or CRT

hardware in thezpresent,conputer environnent. uovenent 1n

. 0

the env1ronnent can onlz be perforned by the progranler,

'Hlth a pre- deternxned serles of events. Even vere'VAu's

énv1ronnent a dynanst'ﬁiET’u;Iess the robot were capable of

1n1tiat1ng novelent on the env1ronnent, the systen wvould be

_lacklng a very inportant source of 1nfornat10n whlch a chlld‘

_has. Perhaps “this 1lportance, hovever, 1s dlnxnished vhen

all cognltlve processes are pre-spec1f1ed.-

R . .
4 .
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-

The evaluation ofvthe ueight on a word concept link
~deserves some orltical qonsideration.‘ It is uncertain how
any house-keeping uill ocour : durimg the learning of
segnentatlon, at the same tiae lainta%ning fdhcticn vords in
the lexicon. By re- evaluating each word of an utterance
Gnen it‘appears-ln conjunction with a focus, u1thout
considering €he meaning the vord alreadyVhas and the vord

: llnked nost closely vlth each concept, .CLAP could be guilty
»of using less infornatxon than that available to the child..
,with the statlc fnnction used ' the otder in uhlch Hords uere'

acquxred;had no effect,on the cdrrelatlon. Perhaps it

shoula. -

leeulse, ‘one needs to consider the value of sallence '

‘to CLAP, and devise, sone\critergon for an. orientlng

\

vresponse; Salleuce could be built in to the funct1on

itself, or the means of constructlng the{focal llst. It' \
dappears thatlacllons should drav CLAP's attention lore than
a statlc scene. There are’ lany lore factors to be sorted
out in ccnjunctxon u1th future research in the area of
perceptlon.. F1na11y, ‘the fuction of the paraleter a in the
formula, will have ‘to- be established before its ‘value can be.;'

\ :
\
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accnraiely deterained.t

\

There is andther action which comes to mind as anh
i

innedlate expansxon of VAN, if a sufficiently animated

"‘cartoon could portray it to the persoﬁ providing verbal

input. ‘E;T is PROPBLlng an object as a result of uovnxng

\the arm, whilevthe arm does’. not contain it:

. VAN, PROPEL, k o IR
k, PTRANS, k, a(k), r(k),.o(k), a(o(k))
VAH, MOVE, ara. ,
Thls 15 a nice event to: consider if one has an anilated .
env1ronlent, but it 1s allost ilpossxble to represent the

-verb "h}t" in a serles -of statlc scenes, in a manner which

.prOIptS relevant 1nput data.

Unlike a child, VAM has A:iiﬁtea exi':._ernal-"en{'vironnent'.
' There is no input correspond@ng.t6 tne‘stinnlirof‘needs,

| vants, éain. eeotrons. Pe}ception'(ether than’visual),
renenber;ng, cognitive developlent, and conplex reasonlng.
.-Somée of these th&ngs are progranned 1nto the systel.'-FOr
l1nstance, vau is progralned to accept. each input as data,
and to act npon 1t. whereas a- Chlld lay be dlstracted or

1gnore what she sees -or hears.

i An alternative correlatlon fnnctxon, wvhich takes into

" consideration the focus and sentence totals (and thus the

number of foci/sentences in which the concept/word diad ng_
‘occur), vas tested for a few cases. Results are shown in

Appendix Be , , . S S

e



‘Sﬁlvsxtedsions.to~VlH“ & R ‘ ) ‘ 9u
It is difficult to say just hov much confidence one can .
‘ place in CLAP based on the efforts of vns and vnn. The

| capabilities of CLAP are nuch greater, even during strategy

I . )

1'. bx . L o '\:)”' _ . ‘ '
5.2 Towards the Implemetation ofistrategy 1 L.
~p ) ‘ ; . o o .

A

‘ Neither vau nor VAS did any house-keeping on vords
vhich uere not used. This process vould be closely linked
to segnentation procedures, vhether those outlined by 31
ucuaster are to be inplehented, or another is adapted. ls"' -5

vseglents are replaced by those with greater leanings, the

nonsense segnents nust disappear fron the vocabulary.._ o -
5 ‘ L

conplete strategy 1, vork vill need to be done on the L

:seglentation, because both VAS and -VAM receive pre-seglented

1nput. This pre-segnentation can ‘be disadvantageous 1n the

=,

assoczation of norphenes Hlth their concepts. If. ' -\‘ R
. , = e
: segnentation autonatically occurs at wvord boundaries, one

_ 2. - L
-A'would never learn to recognize "on-top-of" as a single oA
vconcept. Likevise,‘vords often contain several norphenes,

such as tense narkers, plurality, etc.
e -

DisaPproval as an input has not Yet been ilpleleuted.;,“;/(//x
Neither is nental laturing a ‘part of ViS or vna., 51lilarly,'\d{
.no attenapt has been made to allow an action to stiaulate B
.

o

PR
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5.2 Tovardl the,Ilplclotation 6: Strategy 1 99,

‘ ) ‘ P ' o k3 ,
CLAP to output. Both‘of,tggsc/atq specified in CLAP's first

strategy. - )

' o, «
\ . , . [ o v

| ‘Itguill be 1nteres£ing to see just hov much of a tool a
.‘i fully-iiplenanted Sfratoqu1 vill §e for futnre sitategies,
and to vhat extent each strategy can and must build upon the g

preceding one. Hopefully, -as CLAP beconmes a reality. one’

[N

wlll be able to observe lany ‘child-1like prohlels and

successes. e .

o

‘ There:is'no clainm -ade here as to tﬁe c0|pleteness of .

CLAP as a nodel, in recognition of the fact that the 1ater v

strat@gies are skeletal at present.u However, ‘in CLAP, ve
flnally have an outline of %11;the necessary processes,; |
based on current research, of a program which can acquire a

o ! 3 Iy 7 o ) N

languagé.c

3 . ‘ o . . . . ‘ °
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Appendix.A: The Corpora for VAM

' APRENDIX.K: L
' THE CORPORA POR VAN . %

Coe v : Corpus 1
- N N " ‘ |
’ (SEE LOOK AT THAT) e ; ‘ S
(HMM WHAT'S THAT) : SR
(IS THAT A TRIANGLE INSIDE A Box, EH) ’

,
[

-

;o (YES NOH WE HAVE THIS TRIANGLB EHAI'S DISAPPEAEED FROM THE
- IOP OF THIS EOX, THE SQUARE BOX) L
(AND THE TALL BLUE BOX IS BEHIND IT)y
(THERB'S THIS BLACK BOX ToO THB RIGHT OP THAT)

(LOOK, THERB'S NOW. 'THIS BOX CN TOP gF THAT BOX, SEE) »

(AND ALL THE OTHER BOXES ARE. IN THE SAHE’PL!CE EXCEPT FQR
~_THIS LITTLE ONE BEHIND BERE) | R

(HEM, SEE THAT BRED ONE) | : o : o L 'w
" (NO ANITA DOESN'T SEE IT) C '., . I

?

-(NOH THE BLOE BOX IS bONB FROH INSIDE OF THE EOX TO THE TOP

OF THE RED BOX)
(LOOKS LIKE A THBEB-SIDED FIGURE)

(AND THIS BOX. IS HOLLoa VITH A LITTL£~BOX‘INSIDB THE BLACK
BOX) :

¢

7

(WELL TBIS BOX HAS BEEN TURNED ‘OVER ON ITS SIDE TH!T'S
. WHAT'S HAPPENED) -

SRR  § THINK ALL THE OTHER ONBS ABE IN THB SANE PLACE) -‘f‘

(AND THESE ARE ALL nzrrznsnm SIZES)
. (ONE BOX IS GONE PROH THE PICTURE)
' (THAT'S THE. M TALLEST BECTANGULAR rzconx THE - ouz THAT'S
"GONE) - .
(WELL IT'S poxurzn, WHAT IS IT) '»_ o ! e
{TRIANGLE, SOREY I HAD IT WROKG) :

(OH THBBB, LOOK, THBRB'S SOHE LITTLE BOXBS THERE)

(YEAH AND THERE'S & GREEN ONE ON TOF OF A RED ONE)
 (AND ON TOF OF THAT ONE IS A BLUE‘TRIANGULAR BEOX)

(GREEN BCX -AND A BLUE THIN BOX BEHIND THAT)

(AND 2 BIACK BOX HITH ‘A GREEN BOX INSIDB)

(NOU LOOK, ANITA, THAT'S HANGING IN THE AIﬁ,'THiS ONE)
(IT'S ROT SITTING. ON AN!THING) : , R

S

103 . : e
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p

“(IT'S BEING uovxn) .o S |

 (YEAH, TEAT LITTLE TINY GREEN CNE) o o
(THAT LITTLE .TINY GREEN ONE, YEA) - |

~ (DID YOU KNOW THAT THIS WAS A SQUARE' BOX ANIIA)

(THIS ONE HERE,. THIS GREEN'ONE) | .
'(]\ THINK YOU'D CALL THAT A COUBE) . -

(ANITA DID YCU KNOH THAT THEY QSED TO BOILD PYRAMIDS LI§E IN

TBIANGLBS)

.

' (NOW THAT IITTLE GREEN GUY HAS BBEN DROPPED PROB THE HIDDLE
" OF THE AIR AND SITTING DCHN) - - v e

(IP LNYTBING BLSB BAPPENBD I DON! T KNOH) X

K (THB BED ONE THE RED TBIANGLE YOUR BOX THAT . HAS DISAPPBARBD 
"HAS. NOW REAPPEARED IN THE BLACK BOX) = :
.(AND AIL THE OTHER BOXES ARE. IN TBE SAME PLACE)

(NOW THE BLUE BOX IS TURNED SIDEWAYS SO THE THINNBR PART Is
PACING TOHARDS THE GREEN BOX WHICH IS IN FRGNT OP IT)

. (LOOCKS LIKE A BOOK)

(AND "NOW WE'VE: POT THE SHALL BBD BOX CN TOP OP THE GREEN

BOX) . - y
' (NOW. THE LITTLE GREEN- TRIANGLE IS5 .ON TOP OF THE RED BOX
'WHICH. IS CN TOP OF THE GREEN BOX WHICH IS IN ERONT OF max

A

RECTANGLE THAT LOOKS LIKE A . BOOK)

;(AHD ALL THE OTHER PIGUBES LOOK TGE SAHE) A -

(NOW HB'VE GCT THE TRIANGLB IN HIDAIR)

(THE COHPUIER KNOWS IT'S “BOLDING IT OP THERE IH HIDAIB BH)

(NOW THEBE'S NOTHING MCRE INTERESTING ABOOT TBAT)
(WE'LL SEE WHERE: THAT THING uOES) R .
(IT'S GONE) RN

'i(LOOK WHAT HLPPENED IT FELL DCHN)

(SEE, IT FELL DOWN) ~ R T
(HEY THAT'S A RED BOX) R
(OH.NO LCOK AT THAT) o Ee T

%

(AND ALL THE OTHER BOXES ARE THE SAME) - B

(THE RED BOX 1s SHQRT NOW BBCAOSB IT'S NOT STANDING UP ON

EHD ANTNGRE) T SR L L CRRRE e

(AND NOW ﬂE PUT THE GREEN ‘BOX: ON TOP OF THE, RED BOX .AND HOVE

' THE OOP THE GREEN OTHER ‘GREEN BOX ‘FROM THE OUTSIDE LND POT

THAT IN IT IN PRCNT OF THE BLUE BOOK) ':

(AND mﬂn TRIANGLE'S STILL IN THE ‘BLACK BOX) -

(NOW HE'VE PICKBD ap TBE BOOK THB, COBPUTER'S PICKBD op THE

BCOK THAT IS) - 7_~_ n SR .

(AND HOVED IT IN PRONT OF THE BLACK BGX) . -
(LCOK NOW WE'VE JUST LET'S SEE)  : ~ o .
(ANITA ANITA -WHAT'S THAT) - S : |
(raaw's X BOX) .

\\$\\
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(Tnam's A on) : “;s“; o o

(NOW THE BOOK IS ON- ITS BACK) - -
(SEE gax BLUE BOOK PALL) ‘

(NOW THE CO!PUTER'S GONNA PICK UP THE BOOK)
f(YEAB IT'S GCNNA PICK. UP THE BOOK)

(IT DIDN‘T PICK UP THE BOOK)

(IT DID . SOMETBING ELSB) L
(NOW WE'VE GCT THE TBIANGLE ON TOP OP THE BOX,‘THEREPORE)’“
(THEY'RE ECTH BLUE) s ‘ L Lt
(IT'S. GOT 2 RED TRIANGLB Iﬂ THE BLACK BOX)

(HOH THE RED THIN TALL TRIANGLB I"FCNNA BE PICKED UE)
(¥0 TBERB'S NOTHING NEE IN THERE) i

.

. (NOR HE'RB-POTTING IT soannnzan) L

(WE POT THE BED TALL TBIANGLE BEBIKD THE BLUE IAT TRIANGLB)

(IT‘S THE fAiTBST ONE)

 '(NOH THE SHALLBST TINY TRI‘NGLE THE GBEBE ONE .IS: BESIDE THE

BLUB FAT TRIANGLE UHICH Is IR FRONT OP THE SKINNY TRIANGLE)
A

. (OK NOW THE suALL RED BLOCK IS_GONB rnoa ON TOE oF THE GREEN
BOX) | B | R
((THAT'S TEE TINIBST BLocx), _* AT ,: : - '\‘“‘i

}e

(NOH ﬁ%'s TAKING THE GRBER BOX, B3 AND PUTTIRG 1T INSIDE)THE
BLACK BOX)

 (I?'S ABOUT THE SAHE SIZE AS.B? ﬂHICH IS SITTING ON TOP OP

. THR RED IC¥G BECTANGUL!B BOX)

(NOH HE'BE TAKIKG THE FLT BLUB TRIANGLE AND PUTTING IT oN

" TOP OF TBE' GREEN BOX UHICH IS oN TOP-OF TBE 'RED LCKNG

'(now uanm anppnuzo)

RECTANGOILR BOX)

(THIS ONE WAS: GONE. AND NOH IT'S ON TOP I THIHK)

- (YEA I'M BIGET) -2 E

(THE L¥ITLE TINY RED BLOCK oN- TOP-OF THE GREBN BOX INSIDE ;

- THE BIACK BOX BEEIND THE: THIR BOX)

SMALL BLCCK INSIDE THE ELACK BOX ND- LEPT BVEBYTHING BLS$ o
TBE SAHB) :

Appendix.A: The Corpora for VAN . 105
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A

"»(NOW W31@E TAKING THE TlLLgﬂRIA GLE AND POT IT ON TOP OF THE .
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' SQIEM 2 ' i ‘
(THB COBPUTEB'S IRH IS hBOVB BS , THE RED PYRA ID)

(WE HAVE NINE BLOCKS .THREE ARE GREEN. THO ARE E OE AND THREB

. ARE BED: AND A ELACK de)
'(vau uovxn as BRHIND “53) ) _
»(vau,uovln B7 10 THE - TOP or THE omuna GREEN BLOCK , 33)"

?T(VAEquon'su TO}THE TOB OF BG)
v(a7°15‘1nsxb£ THE BLACK BOx)”

»-qvaa Tunurn B? OVER) , .

o

' {85 , THE BBD PYRLHID . nxsarpnaazn)

(VaH anux T0 GET 32)

$

(VAH LIETBD B2 v THE LITTLE GREBN PYRANID ' AND MOVED IT)

(VAH DROEPELD BZ) o 3_? ,,' L

4 5

"' (BS IS BACK AGAIN ‘y INSIDB THE BLACK BOX)

o

(58 GOT Tunuzn AROUND ‘BY VAN) ° S
" (THE BEL cuaz 1s’ ou 0P oOF THE GREEN coanv, 53)
(VAN PUT B2 CN TOP OF B1) T
(VAN PICKED OP Bé) | o
'j(vau THRBE Bu AHLY) ‘f“ o |
‘”'(v&u xuccxnn BG OVER) - S N ;_
(B7 1S uovrn ou TOP OF B6). |
'(vnu PICKBD uP B8 ; THE BLUE aiocx)
(as GCT DBOPPBD) : "‘-] f{ _

<

(BS TURNED OVEB ON ITS SIDB)

‘(VAH POSHED THE ELOE BLOCK OVBR SOHE BORE)

(B4 , THI BLUE P!RLBID . GOT PUT ON TOP OF THE BLUE BLOCK ;'j

Bg) . . , y e
(VAR gnutlio GBI’BS‘aaIcH Is»SIILL Insioz 39);
¢ F . : | i

o co . . 8. . : e

Vi
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(VAE PICKE) UP BS AND MOVED. IT OUT OF THE BOX) -
(van DROEPED BS BEHIND THE BLOE PYRANID) ‘
(VAM PICKED UP B2 AND. SET B2 DOGN BESIDE [THE BLUE PIRA#ID ON

TOP OF THE BLOE BLOCK B8) /

- /
(B1 DISAEPIARED)

"(VAH HOVED B3 ’ ONE OF THE GREEN CUBBS ’ INSIDE THE BLACK
: BOX) ;

[ .
i

(VAN STACKED B4 ON TOP or B7 WHICH IS ON TOP OF BG)
(B1 IS. EACK ON TOP OF B3 WHICH IS STILL INSIDE B9)
* (NOW THE RED PYRANID IS OF TOP OF THE TINY RED BLOCK WHICH.
IS SITTING ON TOP OF THE GREEN CUBE IN THE BOX) .

'
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'APPENDIX B: PRELININARY RESULTS WITH AN ALTERNATIVE

CORRELATICN FUNCTION

4
Ar allernative correlation functior was tested on five'
' vords fron the combired lexicor.' Preliminary results
indicate that thig method lay be superior to the function,"A
“F, used for both VAS ard VAN, ard described ir section

3.2.4.

‘ The foreuia_assules h(c),;u(v), and h(c;e); are

‘Bernouilli randoh variables, where:

u(ch 1'if the concept, c, appears in a given focus
S 0 othervise o v
u(vw) = .'l'if the uord, v, appears in a given sentence
SRR 0.0theruise ‘ o o s
u(c,v) = 1 if both c and w occurred in an ihput'pair
- . 0 othernise ‘ R oL

With n being the-rﬂnhaf of input'serterce/focus pairs,
'the correlation uas conpnted as being" |

(n u(c v) - u(c) u(u)] / n(c) n(u) [n - u(c)] {n - u(u)]

108
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VAN learred three of the five words with VAS's formula.

With the reu correlatidn, 1t.uouid have iearned four.

— . . 1

The_results‘irg,shoun'in'the following fignres, vhich
list those qdncepfs'rarked amorqrthe top fivé by at'léiét“
ore of thé functiors. Fron these results, ore car see that
there are some difféfences in the ordering of the top-ranked

'associatiors of the two fornulae.

—
| CONCEPT - OLD " oLD NEW NEW .
- CORRELATION RANK CQREB._IE.N RANK
| . : . oL
|. #SUFECRTS  6.96000 . 1 .17056 1
| :E3 6.64000 2 .15909 "3

1 B 6.06800 3 .15959 2
| :COBE .  6.58200 4. .15196 5
‘| #TRANSFER  6.53500 5 .15193 6
| :GREER 6 .1%685 4

. , _ Y
L

k-‘--—i——-——d

Figure B{1; Conparisons of the abrd'g;och

-

-—-‘-_v——-_-_-_-—d -
w -— "

~

-
I ,_ | | B o
| CONCEPT OLD - OLD NEW : NEW
1 : vconnxgkzl ‘2;35 coggg;ngl ON  BRANK.
{ #TBANSFER ~ 2.535 1 .11560 6 .
{. #TORN 1.92999 2  .26881 2
I :B8 . ~ 1.92000 _ 3 -.28098 IR |
| #WATCH . 1.900001 4 .04415 12
{ #DROE. ~  1.719999 5 .09197 . - 8
| #1LETGO 1.719999 5 .09197° 8
"} <BLOE 0.240005 17 .24526 . '3
1 BLOE - 0.240005 18 . .24526 3
| :BLOCK ~5.849996 22 .1w4721 5

Figure B.2: Comparisors of the Worﬂ‘gg‘,
. . & : '

~
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R

NEW-

b—————’.—'é—-————i

.

/

'p——_—-——-—_'—.—q

$#TRANSEER

19.84199

32551

—
I
|. CONCEPT oLp OLD ~NEW
: _ | QQ!!ELAIIQ! BANK QQBBELAIIQ! BANK
| #HMOVEABM - 5.4.39997 1 <30441 1
1 AMOvVE 5.420007 2 .16042 6
i :LINE . 5.280006 3. .15500 7
| :ARM . 5,280006 3  .15500 7
| #VAM 5.016670 4 .18256" .5
| ~ :GREEN 4.580005 5 .12902 8
| #FRONT-OF 3.813331 ‘9 - ',29963 7 2
|. PTRANS 1.410009 ¢ 24 .20513 4
L ) . . . N
Figure E.3: Conparisons of the Hord'gg!gg' '
CONCEPT OLD OLD ' NEW NEW
‘ - GORBELATION BANK COBBELATICN  RANK .
VAN 25.608499 ;'1- - .39642 1
AMCVE. 24.10398 2 3741 2
:ARN 23.93598 3 .36515 3
~ :LINE $23.93598 ¢ 3 .36515 . 3
sBLACK 21.68348 . 4 - .24878 ; 5
PTRANS - 21.06899 5 .22788 = 6
6 4
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Figure B.84: Comparisors

of the Word J¥A
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L]

1

CONCERT

:PYR

- RELOC
#SUFEORTS
PTRANS
:RED

- )

$BIGGER .

8.7400 1

QLD - OLD NEW .
CORBELATION BANK SQBBBLAIIQN
20.74400 1- .31001
"17.26400 2 .16482
15.79999 3 <15167
15.21649 4 .08150
15.18549 - 5  .19352
13.22799 9 .20567

5 .16087

NEW,

:

- . . - ' :
VP WWo E o

Kk

ety

Figure 'B.5: Comparisors ofithe word Trjangle

cmoas

One advantage of the secona correlation function is

thet ‘one can-find its confidence intervals.

Using the

confidence coefficient of 953, the results of the probable

meaning for each vord vas as fcllous'

TRIANGLE—:BIR +.16

. Yo C ~
‘ . VAM-3VAM +.26
HOVED- #MG¥ EARN +.16
B8-:B8 +.15
ELOCK-#SUPPORTS .03

. R . -4 .

f5‘
.3

IA

.31001

- 30441,

. 28098

. 17056

39642

A

A

A -

A -

 (These rangeé'ate‘approiinations'only; derived %ron”a ‘table

uhich ascules bivariate normal’ distributed randon variahles

<Pearson and Hartley, 1956,~p;

1uo>).

This indicates that

,_vau could not place great confidence in these meanings,

especialli“the leaning;for block

]

‘More vorkvlust be done in

‘4 L--~‘——-_-—d

o
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this area before ary corcrete conclusiors car be drawr.:

=
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"Apperdix.C: Abbreviatiors Uscd \ , -
. 0 ' N
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APPENDIX C: ABBREVIA@IQNS USED
" bbreviatdox . Page Istroduced
ACT. S o - 17-18
A.I.. Artificiai I:telligénce‘ ‘ ‘ ' 1
ATN  Augmented Tramsition Network . 43
CLAP Comprehensive Language Acguisition Prograa 3
CRT 'cathodg Ray Tube termiral u( - 65
f ECU = Excessive Cohcéptvnsabe«' 7 63,88
LAD Language Acquisition Device ' 11
MEW uiSIeading_ﬁxtraheodé Rords : , ) 88
STM f Shgrt’mepm Menory ‘ . A : 45
‘ - ST o :
~UcCc  oriform Concept Co-Occurrence 88
VAN VeTbal Acﬁnisition MNodule ° . - . 4
R S o . .
VAs Vocakulary Acquisitior Systea T 4
SR L T R T



