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Abstract

Today, the world witnesses a growing demand for the connectivity between

systems. The connectivity can span vast distances and information can be

transferred between the systems in a relatively insignificant time. This is

evident in different applications, such as process facilities, remote medical

operations, traffic networks, as well as power generation, transmission, and

distribution. Thus, there is a need for the advancement of approaches for the

control of connected disperse systems.

In a typical control system topology, a plant system is regulated using a

controller system. In this thesis, an alternative control system topology is

proposed and its associated design is presented. In the proposed topology,

a plant system can be connected to a controller system and/or a set of dis-

tributed and inter-connected nodes that form a network system. The set of

distributed and inter-connected nodes are capable of routing information be-

tween all the nodes of the topology, in addition to performing computational

tasks. Thus, the plant system is regulated using the controller and network

systems, in an individual or a cooperative manner. This introduces both cen-

tralized and decentralized control paradigms in the proposed control system

topology.

In this thesis, the proposed topology and its associated design are ad-

dressed from different perspectives, while delivering modelling frameworks,

condition requirements, and design procedures as well as under ideal oper-
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ating scenarios, failures and cyber attacks, induced connectivity constraints,

and additional specifications in terms of model reduction and segregation of

the nodes of the network system into two disjoint sets of nodes with different

objectives.
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Chapter 1

Introduction

1.1 Background and Motivation

In a standard control system topology, a plant system is regulated using

a controller system∗. The plant system has sensor nodes to provide measure-

ments and actuator nodes to implement control commands. The controller

system has input nodes to receive measurements and output nodes to send

control commands, and is capable of making control decisions. An example

standard control system topology is depicted in Figure 1.1.

Suppose the plant system has a set of sensor nodes S = {s1, . . . , sp} and

a set of actuator nodes A = {a1, . . . , am}. It is modelled as a linear time-

invariant (LTI) system in discrete time as

xG(k + 1) = AxG(k) + Bu(k),

y(k) = CxG(k) +Du(k),
(1.1)

where the vectors xG(k) ∈ Rn, u(k) ∈ Rm, and y(k) ∈ Rp denote its state,

controlled input, and measured output, respectively, and all of its system

matrices have suitable dimensions. Then, suppose the controller system has a

set of input nodes Γ = {γ1, . . . , γp} and a set of output nodes Θ = {θ1, . . . , θm}.
It is modelled as a LTI system in discrete time as

xK(k + 1) = AKxK(k) + BKy(k),

u(k) = CKxK(k) +DKy(k),
(1.2)

where the vector xK(k) ∈ Rr denotes its state, and all of its system matrices

have suitable dimensions†. Further, the standard control system topology in

∗The notion of topology refers to the setup of a closed-loop control system.
†Note that |S| = |Γ| and |A| = |Θ|, and that typically n = r.
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Figure 1.1: Standard control system topology with a plant system (left block)
and a controller system (right block), where the sensor nodes (yellow circles)
and actuator nodes (green circles) of the plant system as well as the input
nodes (red circles) and output nodes (cyan circles) of the controller system are
connected using wired and/or wireless communication links (black arrows).

Figure 1.1 is that of a centralized control system paradigm, where the control

decisions are made in a centralized manner in the controller system.

In addition, the use of a communication network to connect the nodes of

the plant system in (1.1) and the controller system in (1.2) forms a closed-loop

networked control system‡. More specifically, the use of a wireless communica-

tion network forms a closed-loop wireless networked control system (WNCS)

(or wireless control system (WCS)). The use of a wireless communication net-

work offers additional advantages, compared to its wired counterpart. The

advantages include an associated reduction in the amount of wiring, trou-

bleshooting, and maintenance as well as an enhanced flexibility in the deploy-

ment, mobility, configuration, and connectivity of largely disperse nodes and

systems. However, challenges also arise; for example, when the nodes are to

become more geographically distributed as well as connected, when the infor-

mation is to be transferred between the nodes in a relatively short time and

with a high accuracy, when the control decisions are to be made in a decen-

‡The notion of communication network refers to a set of communication links/channels that
are used to transfer information between communicating nodes.
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tralized manner, and when the closed-loop control system is to be robust to

failures in the operation of the nodes and in the transfer of information as well

as to cyber and physical attacks.

1.2 Literature Survey

1.2.1 Control of Connected Systems

Recently in the literature, there has been a growing interest in studying

the control of connected systems. The earlier studies investigated the use of

communication networks in control systems (for example, see [20, 22, 53]). The

more recent studies specifically investigated the use of wireless communication

networks in control systems. The investigated challenges that are directly and

indirectly related to a WCS include the following:

i. The effects and limitations of using wireless communication;

ii. The improvement of the communication;

iii. The existence of cyber attacks;

iv. The formation of topologies; and

v. The application in industrial settings.

More specifically, the studies that addressed challenge (i) include the stabi-

lization of the control system with communication channels subject to fading

[15], the design of a predictive control and a self-triggered sampling scheme

for networked systems with communication subject to delays and data loss

[30, 43], and the use of delay impulsive systems to model WNCSs with vari-

able sampling intervals, delays, and packet dropouts [36].

The studies that addressed challenge (ii) include the minimization of the

power consumption of the communication system [46], the design of optimal

control and communication power management policies [19], the adjustment

of the probability of successful communication using redundant transmission

in communication protocols [34], and the investigation of the maximum area

coverage while accounting for the convergence of the estimator [26].

The studies that addressed challenge (iii) include the control and estima-

tion of linear systems under corrupted sensor and actuator nodes [16], the
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development of techniques to detect integrity attacks on the sensor nodes [35],

the resiliency of the control system under replay attacks [62], and the char-

acterization and modelling of a control system under different types of cyber

attacks [55].

The studies that addressed challenge (iv) include the placement of an adap-

tive controller system in a wireless sensor and actuator network (WSAN) un-

der the presence of erasure channels [45], the development of a decentralized

event-triggered approach over WSANs [33], the characterization of the con-

trollability of complex networks [31], the investigation of strategic approaches

for multi-layer network formations [48–50], and the development of a wire-

less control network (WCN) that delivers a distributed control strategy and

eliminates the need for a centralized controller system [32, 37–42, 52].

Finally, the studies that addressed challenge (v) include the use of wireless

communication networks at the field level for factory automation [13], the de-

ployment of a wireless fieldbus for plastic machineries [17], the evaluation of a

distributed estimation and collaborative control scheme for WSANs in indus-

trial control systems [9], the integration of a wireless interface for sensor and

actuator nodes into wired fieldbus networks for factory automation [27], and

the investigation of an H∞ fault estimation scheme for industrial applications

[57].

1.2.2 The Wireless Control Network

As previously discussed, the development of the WCN [32, 37–42, 52] de-

livers a distributed control strategy and eliminates the need for a centralized

controller system. This makes it a promising topology for the control of con-

nected systems. More specifically, in the control system topology that utilizes

the WCN, a plant system with sensor nodes S = {s1, . . . , sp} and actuator

nodes A = {a1, . . . , am} is regulated by only using a set of distributed and

inter-connected nodes V = {v1, . . . , vN} that collectively form the WCN. The

nodes are capable of having connections with each other as well as with the

sensor and actuator nodes of the plant system through the use of wireless com-

munication links, in addition to performing computational tasks. An example

control system topology that utilizes the WCN is depicted in Figure 1.2.

Further, suppose the WCN is utilized to regulate the plant system in (1.1).

Each node of the WCN updates its state based on its current state as well as

4



 

Figure 1.2: Control system topology that utilizes the WCN [42] with a plant
system (left block) and the WCN (right block), where the sensor nodes (yellow
circles) and the actuator nodes (green circles) of the plant system as well as the
distributed and inter-connected nodes (blue circles) of the WCN are connected
using wireless communication links (black arrows).

the current states of its neighbouring nodes (namely, those of the WCN and

the sensor nodes of the plant system)§. Similarly, each actuator node of the

plant system updates its state based on the current states of its neighbouring

nodes. The update procedure is modelled for each node of the WCN with state

xNi and for each actuator node of the plant system with state ui in discrete

time as

xNi(k + 1) = ωiixNi(k) +
∑
vj∈Nvi

ωijxNj(k) +
∑
sj∈Nvi

λijyj(k),

ui(k) =
∑

vj∈Nai

υijxNj(k) +
∑

sj∈Nai

ξijyj(k),

where the coefficients ωij, λij, υij, and ξij denote the weights assigned to the

states received by node i from node j, and ωii denotes the weight assigned

to the self-connectivity link. The states of the nodes of the WCN and the

actuator nodes of the plant system in an augmented manner (namely, in a

§The notion of neighbouring nodes refers to the set of nodes that directly transfer information
to the receiving node.
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stacked format) provide a LTI system in discrete time as

xN(k + 1) = ΩxN(k) + Λy(k),

u(k) = ΥxN(k) + Ξy(k),

where the matrices Ω, Λ, Υ, and Ξ contain the coefficients denoting the weight

assignments. The values of the matrices are determined to deliver a control

system configuration that satisfies specific objectives (e.g., stability and per-

formance), and they are therefore considered as the design variables.

The topology that utilizes the WCN in Figure 1.2 offers several advantages,

compared to its standard control system topology counterpart in Figure 1.1.

The advantages include the following:

i. An enhanced compositionality that accommodates for the scalability of

the control system;

ii. A utilization of simple scheduling schemes to transfer information be-

tween the nodes; and

iii. A requirement of low computation and communication overhead.

Further, the control system topology that utilizes the WCN in Figure 1.2

is that of a decentralized control system paradigm, where the control deci-

sions are made in a decentralized manner by the set of distributed and inter-

connected nodes of the WCN.

1.3 Contribution and Organization

First, consider nodes and systems that are physically distributed over a

wide geographical area and that are required to transfer information over

communication networks. In this thesis, such an apparatus is referred to as

a connected disperse system (CDS). Further, this thesis addresses the topo-

logical design for the control of connected disperse systems; it proposes an

alternative control system topology and presents its design. In the proposed

topology, a plant system can be connected to a controller system and/or a set

of distributed and inter-connected nodes that form a network system. The set

of distributed and inter-connected nodes are capable of routing information

between all the nodes of the topology, in addition to performing computational
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tasks. More specifically, the proposed topology is a hybrid combination of the

standard control system topology in Figure 1.1 and the control system topol-

ogy that utilizes the WCN in Figure 1.2. Thus, the plant system is regulated

using the controller and network systems, in an individual or a cooperative

manner. This allows for the introduction of both centralized and decentral-

ized control paradigms in the control system topology. The contribution and

organization of this thesis are as follows.

In Chapter 2, the definition of the operation of the nodes and the connec-

tivity between the nodes of the proposed topology are discussed; the modelling

of the closed-loop control system and the modelling framework to facilitate the

design of the proposed topology are presented; conditions required to charac-

terize the existence of the design of the proposed topology are provided; and

the design procedure of the proposed topology by using algorithms for com-

puting its design variables is addressed.

In Chapter 2, the provided results are for the proposed topology under ideal

operating scenarios. In Chapter 3, the design of the proposed topology under

abnormal operating scenarios is considered. The abnormal operating scenarios

can be a result of failures in the nodes and in the transfer of information

between the nodes as well as cyber attacks. More specifically, the modelling

framework, the condition requirements, and the design procedure of Chapter

2 are extended to accommodate for failures in the nodes and in the transfer of

information between the nodes. In addition, a detection scheme is discussed,

where an intrusion detection system to detect cyber attacks in the proposed

topology is modelled and designed.

In Chapters 2 and 3, the provided results are for the proposed topology

with full connectivity, such that all nodes and communication links between all

the nodes are utilized. In Chapter 4, the design of the proposed topology under

induced connectivity constraints is considered. More specifically, the definition

and the modelling of the proposed topology with using a decentralized control

system (DCS) setup as well as the modelling framework to facilitate the design

of the proposed topology are presented; conditions required to characterize

the connectivity between the nodes are provided; a strategic formation of the

connectivity between the nodes of the proposed topology is demonstrated;

and the design procedure of the proposed topology by using an algorithm for

computing its design variables is addressed.

7



In Chapter 5, the design of the proposed topology under two additional

specifications is considered. For the first additional specification, the design of

the proposed topology with using a model reduction approach to remove nodes

and associated communication links is considered. This offers an alternative

approach to that of Chapter 4, in order to result in utilizing a reduced number

of nodes and communication links between the nodes of the proposed topology.

For the second additional specification, the design of the proposed topology

by segregating the set of distributed and inter-connected nodes of the network

system into two independent sets of nodes (namely, disjoint sets) is considered.

One set of nodes is responsible for the transfer of information from the plant

system to the controller system, and the other set of nodes is responsible for

the transfer of information from the controller system to the plant system.

More specifically, for the design of the proposed topology under each of the

two additional specifications, the modelling of the closed-loop control system

and the modelling framework to facilitate the design of the proposed topology

are presented; and the design procedure of the proposed topology by using

algorithms for computing its design variables is addressed.

Finally, in Chapter 6, a conclusion is provided and several possible direc-

tions for future work are suggested and discussed.
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Chapter 2

Alternative Control System
Topology for the Control of
Connected Disperse Systems

2.1 Definition of the Topology

As discussed in Section 1.3, the proposed control system topology is a

hybrid combination of the standard control system topology in Figure 1.1 and

the control system topology that utilizes the WCN in Figure 1.2. It consists of

the following systems: a plant system, a controller system, and an intermediate

network system (namely, similar to the WCN).

The plant system has a set of sensor nodes S = {s1, . . . , sp} and a set

of actuator nodes A = {a1, . . . , am}; the controller system has a set of input

nodes Γ = {γ1, . . . , γd} and a set of output nodes Θ = {θ1, . . . , θt}; and the

intermediate network system has a set of distributed and inter-connected nodes

V = {v1, . . . , vN}. In the proposed topology, nodes of different sets of nodes

are capable of having connectivity with each other with no restriction. More

specifically, the sensor nodes of the plant system provide measurements to the

actuator nodes of the plant system, the distributed and inter-connected nodes

of the network system, and the input nodes of the controller system (namely,

to any node from the sets of nodes A, V , and Γ). Similarly, the output

nodes of the controller system send control commands and the distributed

and inter-connected nodes of the network system transfer information to any

node from the sets of nodes A, V , and Γ. The connectivity between the nodes

of the proposed topology is achieved using a set of wireless communication

links E = {e1, . . . , eL}. An example of the proposed control system topology
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is depicted in Figure 2.1, where the connectivity from the sets of nodes S, V ,

and Θ to the set the nodes A is represented using solid, dotted, and dashed

red arrows, and is denoted by ES→A, EV→A, and EΘ→A, respectively; that from

S, V , and Θ to V using dashed, solid, and dotted black arrows, and is denoted

by ES→V , EV↔V , and EΘ→V , respectively; and that from S, V , and Θ to Γ using

dashed, dotted, and solid yellow arrows, and is denoted by ES→Γ, EV→Γ, and

EΘ→Γ, respectively.

  

Figure 2.1: An example of the proposed control system topology with a plant
system (left block), a network system (middle block), and a controller sys-
tem (right block), where the sensor nodes (yellow circles) and actuator nodes
(green circles) of the plant system, the distributed and inter-connected nodes
(blue circles) of the network system, and the input nodes (red circles) and out-
put nodes (cyan circles) of the controller system are connected using wireless
communication links (different colors and shapes of arrows).

Suppose the plant system, denoted by G, is modelled as a LTI system in

discrete time as

xG(k + 1) = AxG(k) + B1w(k) + B2u(k),

z(k) = C1xG(k) +D11w(k) +D12u(k),

y(k) = C2xG(k) +D21w(k),

(2.1)

where the vectors xG(k) ∈ Rn, w(k) ∈ Rs, u(k) ∈ Rm, z(k) ∈ Rq, and y(k) ∈
Rp denote its state, external input, controlled input, output to be controlled,
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and the measured output, respectively, and all of its system matrices have

suitable dimensions. Then, suppose the controller system, denoted by K, is

modelled as a LTI system in discrete time as

xK(k + 1) = AKxK(k) + BKf(k),

g(k) = CKxK(k) +DKf(k),
(2.2)

where the vectors xK(k) ∈ Rr, f(k) ∈ Rd, and g(k) ∈ Rt denote its state,

input, and output, respectively, and all of its system matrices have suitable

dimensions. Further, similar to the update procedure of the WCN as discussed

in Section 1.2.2, each node of the network system updates its state based on its

current state as well as the current states of its neighbouring nodes (namely,

those of the network system, sensor nodes of the plant system, and output

nodes of the controller system). Similarly, each actuator node of the plant

system and input node of the controller system updates its state based on the

current states of its neighbouring nodes. The update procedure is modelled

for each node of the network system with state xNi , actuator node of the plant

system with state ui, and input node of the controller system with state fi in

discrete time as

xNi(k + 1) = ωiixNi(k) +
∑
vj∈Nvi

ωijxNj(k) +
∑
sj∈Nvi

λijyj(k) +
∑
θj∈Nvi

ψijgj(k),

ui(k) =
∑

vj∈Nai

υijxNj(k) +
∑

sj∈Nai

ξijyj(k) +
∑

θj∈Nai

δijgj(k),

fi(k) =
∑

vj∈Nγi

πijxNj(k) +
∑
sj∈Nγi

σijyj(k) +
∑
θj∈Nγi

φijgj(k),

where the coefficients ωij, λij, ψij, υij, ξij, δij, πij, σij, and φij denote the

weights assigned to the states received by node i from node j, and ωii denotes

the weight assigned to the self-connectivity link. The states of the network

system, the actuator nodes of the plant system, and the input nodes of the con-

troller system in an augmented manner provide the network system, denoted

by N , which is modelled as a LTI system in discrete time as

xN(k + 1) = ΩxN(k) + Λy(k) + Ψg(k),

u(k) = ΥxN(k) + Ξy(k) + ∆g(k),

f(k) = ΠxN(k) + Σy(k) + Φg(k),

(2.3)

where the matrices Ω, Λ, Ψ, Υ, Ξ, ∆, Π, Σ, and Φ contain the coefficients

denoting the weight assignments. The values of the matrices, in addition to
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those of the controller system in (2.2), are determined to deliver a control

system configuration that satisfies specific objectives (e.g., stability and per-

formance), and they are therefore the design variables.

Further, in the proposed topology, the plant system can be connected

to the controller system and/or the network system. If the plant system is

only connected to the controller system, the proposed topology reduces to the

standard control system topology in Figure 1.1. In contrast, if the plant system

is only connected to the network system, the proposed topology reduces to the

control system topology that utilizes the WCN in Figure 1.2. Thus, the plant

system is regulated using the controller and network systems, in an individual

or a cooperative manner. Moreover, the proposed topology shares the same

advantages as those of the control system topology that utilizes the WCN

in Figure 1.2 (namely, as discussed in Section 1.2.2). Further, the proposed

topology offers several additional advantages, compared to its control system

topology counterparts in Figures 1.1 and 1.2. The advantages are as follows.

• Connectivity: In a connected disperse system, the plant system may

be physically far away from the controller system. The inclusion of the

network system allows for bridging the plant and the controller systems

(namely, through its set of distributed and inter-connected nodes). This

provides additional flexibility in the deployment, mobility, configura-

tion, and connectivity of the nodes of the plant, controller, and network

systems.

• Practicality: In practice, some applications require the control decisions

to be made in a centralized manner (namely, using a dedicated and

centralized controller system). In contrast, some other applications re-

quire the control decisions to be made in a decentralized manner. The

inclusion of the controller and network systems in the control system

topology allows for simultaneously having centralized and decentralized

control system paradigms. More specifically, the use of the controller

system provides a centralized control system paradigm, and the use of

the network system provides a decentralized control system paradigm.

• Availability: The inclusion of the controller and network systems allows

for having two independent systems in the control system topology that

can stabilize the plant system. Thus, if one of the two systems fails,
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the resulting control system topology reduces to either the standard

control system topology in Figure 1.1 or the control system topology

that utilizes the WCN in Figure 1.2. In either of the two topologies, the

plant system can be stabilized. In addition, the use of the distributed

and inter-connected nodes of the network system facilitates the transfer

of information between the nodes of the plant, controller, and network

systems using several paths. Thus, if one path becomes unavailable, an

alternative path can be utilized to maintain the connectivity between

nodes of the systems.

• Generality: The inclusion of the controller and network systems in the

control system topology delivers a more generic topology. Namely, it

captures the standard control system topology in Figure 1.1 as well as

the control system topology that utilizes the WCN in Figure 1.2. In

addition, the modelling of the plant, controller, and network systems is

also generic. Namely, the plant system in (2.1) is modelled as a standard

system with external input and output vectors (namely, w and z, respec-

tively), the controller system in (2.2) is modelled as a dynamic output

feedback system, and the network system in (2.3) captures all possible

connectivity scenarios between the nodes of the plant, controller, and

network systems.

2.2 Modelling Framework of the Topology

The plant system in (2.1), the controller system in (2.2), and the network

system in (2.3) are connected through feedback (namely, through the commu-

nication links between their nodes). This results in the feedback setup of the

closed-loop control system depicted in Figure 2.2.

The closed-loop control system is modelled as a LTI system in discrete

time as

x(k + 1) =

 A11 A12 A13

A21 A22 A23

A31 A32 A33


︸ ︷︷ ︸

A

x(k) +

 B1

B2

B3


︸ ︷︷ ︸

B

w(k),

z(k) =
[

C1 C2 C3

]︸ ︷︷ ︸
C

x(k) + Dw(k),

(2.4)
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Figure 2.2: Feedback setup of the closed-loop control system consisting of the
plant, controller, and network systems.

where the vector x = [xTG xTN xTK ]T denotes its state, and the system matrices

are defined as

A11 = A+B2(Ξ + ∆(I−DKΦ)−1DKΣ)C2,

A12 = B2(Υ + ∆(I−DKΦ)−1DKΠ),

A13 = B2∆(I−DKΦ)−1CK ,

A21 = (Λ + Ψ(I−DKΦ)−1DKΣ)C2,

A22 = Ω + Ψ(I−DKΦ)−1DKΠ,

A23 = Ψ(I−DKΦ)−1CK ,

A31 = BK(I− ΦDK)−1ΣC2,

A32 = BK(I− ΦDK)−1Π,

A33 = AK +BK(I− ΦDK)−1ΦCK ,

B1 = B1 +B2(Ξ + ∆(I−DKΦ)−1DKΣ)D21,

B2 = (Λ + Ψ(I−DKΦ)−1DKΣ)D21,

B3 = BK(I− ΦDK)−1ΣD21,

C1 = C1 +D12(Ξ + ∆(I−DKΦ)−1DKΣ)C2,

C2 = D12(Υ + ∆(I−DKΦ)−1DKΠ),

C3 = D12∆(I−DKΦ)−1CK ,

D = D11 +D12(Ξ + ∆(I−DKΦ)−1DKΣ)D21.

As can be observed from the system matrices of the closed-loop control

system in (2.4), the system matrices of the plant, controller, and network

systems are coupled together in a nonlinear manner. Thus, the computation

of the system matrices of the controller and network systems (namely, the

design variables) becomes more difficult. In order to facilitate the computation
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of the design variables, the approach presented in [21, 51] is applied. More

specifically, the system matrices are expressed in terms of matrices affine on

the system matrices of the controller system and the network system.

First, consider the controller system K in (2.2). It regulates the augmented

plant and network system, denoted by P , which is modelled as

xP (k + 1) = APxP (k) + BP1w(k) + BP2g(k),

z(k) = CP1xP (k) + DP11w(k) + DP12g(k),

f(k) = CP2xP (k) + DP21w(k) + DP22g(k),

(2.5)

where the vector xP = [xTG xTN ]T denotes its state, and the system matrices

are defined as

AP =

[
A+B2ΞC2 B2Υ

ΛC2 Ω

]
,BP1 =

[
B1 +B2ΞD21

ΛD21

]
,BP2 =

[
B2∆

Ψ

]
,

CP1 =
[
C1 +D12ΞC2 D12Υ

]
,CP2 =

[
ΣC2 Π

]
,DP11 = D11 +D12ΞD21,

DP12 = D12∆, DP21 = ΣD21, DP22 = Φ.

Then, let Φ = 0 (namely, DP22 in (2.5)) to simplify the derivation, and suppose

the associated controller parameter is denoted by K and defined as

K =

[
DK CK
BK AK

]
. (2.6)

The system matrices of the closed-loop control system in (2.4) are expressed

in terms of the controller parameter as

A (K) = AP + BP2KCP2 ,

B(K) = BP1 + BP2KDP21 ,

C (K) = CP1 +DP12KCP2 ,

D(K) = DP11 +DP12KDP21 ,

where the matrices are defined as

AP =

[
AP 0
0 0

]
,BP1 =

[
BP1

0

]
,BP2 =

[
BP2 0
0 I

]
, CP1 =

[
CP1 0

]
,

CP2 =

[
CP2 0
0 I

]
,DP11 = DP11 ,DP12 =

[
DP12 0

]
,DP21 =

[
DP21

0

]
.

Now, consider the network system N in (2.3). It regulates the plant system,

with or without the controller system. Then, let DK = 0 in (2.4) to simplify
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the derivation, and suppose the associated network parameter is denoted by

N and defined as

N =

 Ξ Υ ∆
Λ Ω Ψ
Σ Π Φ

 . (2.7)

The system matrices of the closed-loop control system in (2.4) are expressed

in terms of the network parameter as

A (N ) = A+ BNC,

B(N ) = B1 + BND21,

C (N ) = C1 +D12NC,

D(N ) = D11 +D12ND21,

where the matrices are defined as

A =

 A 0 0
0 0 0
0 0 AK

 ,B =

 B2 0 0
0 I 0
0 0 BK

 , C =

 C2 0 0
0 I 0
0 0 CK

 ,
B1 =

[
B1

0

]
, C1 =

[
C1 0

]
,D11 = D11,D12 =

[
D12 0

]
,D21 =

[
D21

0

]
.

2.3 Condition Requirements of the Topology

First, consider the conditions required to characterize the existence of the

design of the controller system. The existence of such a design depends on the

stabilizability and detectability of the augmented plant and network system P

in (2.5). Further, suppose the set of eigenvalues of the matrix AP are denoted

and defined as Λ̃AP , {λ̃AP
l : l = 1, . . . , n+N}, of matrix A are denoted and

defined as Λ̃A , {λ̃Ai : i = 1, . . . , n}, and finally, of matrix Ω are denoted and

defined as Λ̃Ω , {λ̃Ω
j : j = 1, . . . , N}. Then, applying the approach presented

in [11], the controllability and observability of the system P is characterized in

the following two theorems; and from which, the stabilizability and detectabil-

ity can be easily deduced.

Theorem 2.1. Suppose any of the following scenarios holds:

(i) Λ = 0 and Ξ = 0;

(ii) ∆ = Ξ and Λ = Ψ (with p = t); or

(iii) Λ = Ψ∆−1Ξ (with m = t and ∆ is square and invertible).
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Then, the system P is controllable if and only if the pair (Ω,Ψ) is controllable

and

rank

[
A− λ̃Ai I B2Υ B2∆

0 Ω− λ̃Ai I Ψ

]
= n+N

for all λ̃Ai ∈ Λ̃A.

Proof. The system P is controllable if and only if the pair([
A+B2ΞC2 B2Υ

ΛC2 Ω

]
,

[
B2∆

Ψ

])
is controllable. Consider the Popov-Belevitch-Hautus (PBH) test for control-

lability. The system P is controllable if and only if

rank

[
A+B2ΞC2 − λ̃AP

l I B2Υ B2∆

ΛC2 Ω− λ̃AP
l I Ψ

]
= n+N

for all λ̃AP
l ∈ Λ̃AP . Now, consider scenario (i) and setting Λ = 0 and Ξ = 0.

The system P is controllable if and only if

rank

[
A− λ̃lI B2Υ B2∆

0 Ω− λ̃lI Ψ

]
= n+N (2.8)

for all λ̃l ∈ Λ̃A∪Λ̃Ω. Assuming the pair (Ω,Ψ) is controllable; namely, rank[Ω−
λ̃Ω
j I Ψ] = N for all λ̃Ω

j ∈ Λ̃Ω, then

rank

[
A− λ̃Ai I B2Υ B2∆

0 Ω− λ̃Ai I Ψ

]
= n+N

for all λ̃Ai ∈ Λ̃A. This proves sufficiency. For the proof of necessity, the control-

lability condition of (Ω,Ψ) must hold. For scenario (ii), by post-multiplying

the matrix used in the PBH test by I 0 0
0 I 0
−C2 0 I


and setting ∆ = Ξ and Λ = Ψ (given that p = t), condition (2.8) is obtained

and the proof follows the same steps. Similarly, for scenario (iii), by post-

multiplying the matrix used in the PBH test by I 0 0
0 I 0

−∆−1ΞC2 0 I


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and setting Λ = Ψ∆−1Ξ (given that m = t and ∆ is square and invertible),

condition (2.8) is obtained and the proof follows the same steps.

Theorem 2.2. Suppose any of the following scenarios holds:

(i) Υ = 0 and Ξ = 0; or

(ii) Σ = Ξ and Υ = Π (with m = d).

Then, the system P is observable if and only if the pair (Π,Ω) is observable

and

rank

 A− λ̃Ai I 0

ΛC2 Ω− λ̃Ai I
ΣC2 Π

 = n+N

for all λ̃Ai ∈ Λ̃A.

Proof. The system P is observable if and only if the pair([
ΣC2 Π

]
,

[
A+B2ΞC2 B2Υ

ΛC2 Ω

])
is observable. Consider the PBH test for observability. The system P is

observable if and only if

rank

 A+B2ΞC2 − λ̃AP
l I B2Υ

ΛC2 Ω− λ̃AP
l I

ΣC2 Π

 = n+N

for all λ̃AP
l ∈ Λ̃AP . Now, consider scenario (i) and setting Υ = 0 and Ξ = 0.

The system P is observable if and only if

rank

 A− λ̃lI 0

ΛC2 Ω− λ̃lI
ΣC2 Π

 = n+N (2.9)

for all λ̃l ∈ Λ̃A ∪ Λ̃Ω. Assuming the pair (Π,Ω) is observable; namely,

rank

[
Ω− λ̃Ω

j I
Π

]
= N

for all λ̃Ω
j ∈ Λ̃Ω, then

rank

 A− λ̃Ai I 0

ΛC2 Ω− λ̃Ai I
ΣC2 Π

 = n+N
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for all λ̃Ai ∈ Λ̃A. This proves sufficiency. For the proof of necessity, the ob-

servability condition of (Π,Ω) must hold. For scenario (ii), by pre-multiplying

the third row by −B2 and adding it to the first row of the matrix used in the

PBH test, and setting Σ = Ξ and Υ = Π (given that m = d), condition (2.9)

is obtained and the proof follows the same steps.

Next, consider the conditions required to characterize the existence of the

design of the network system. The existence of such a design depends on

the stabilizability and detectability of the plant system G in (2.1), and is

independent of the controller system.

2.4 Design Procedure of the Topology

The design procedure of the proposed topology is addressed for the follow-

ing three scenarios:

i. The design of the controller system K for a given plant system G and a

given network system N (namely, designing the system in (2.2) for the

systems in (2.1) and (2.3));

ii. The design of the network system for a given plant system and a given

controller system; and

iii. The joint design of the controller and network systems for a given plant

system.

The design procedure of the proposed topology is achieved by extending

the approach presented in [32] and [21]. First, consider the following definition

from [51] and [21].

Definition 2.1. For a discrete-time system with input vector w and out-

put vector z, the energy-to-peak and energy-to-energy gains are denoted and

defined as ∇ep , sup‖w‖l261 ‖ z ‖l∞ and ∇ee , sup‖w‖l261 ‖ z ‖l2 , respectively.

The l2-norm and the l∞-norm of a discrete-time signal are expressed as ‖ . ‖l2,√∑∞
k=0 ‖ . ‖2 and ‖ . ‖l∞, supk≥0 ‖ . ‖, respectively.

Then, suppose the set containing the controller and network parameters is

denoted and defined as Q , {K,N}, and consider the following lemma and

theorem from [51] and [21].
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Lemma 2.1. Consider the closed-loop control system in (2.4). Suppose there

exist matrices X, Z, Q, and Y such that the following matrix inequality holds:
X Z A (Q) B(Q)
∗ Y C (Q) D(Q)
∗ ∗ X−1 0
∗ ∗ ∗ I

 > 0. (2.10)

Then, the closed-loop control system is asymptotically stable.

The proof of Lemma 2.1 can be obtained by observing Lemma 6.1.2 and

Corollary 2.3.7 from [51] and Lemma 1 from [21].

Theorem 2.3. For an asymptotically stable closed-loop control system and

a given positive scalar κ, the following statements are true:

(i) ∇ep < κ if and only if there exist matrices X, Z, Q, and Y such that

κI− Y > 0 and condition (2.10) holds.

(ii) ∇H2 = ||C (Q)(zI−A (Q))−1B(Q)+D(Q)||2 < κ if and only if there exist

matrices X, Z, Q, and Y such that κ2− trace(Y ) > 0 and condition (2.10)

holds.

(iii) ∇ee = ||C (Q)(zI − A (Q))−1B(Q) + D(Q)||∞ < κ if and only if there

exist matrices X, Q, and Y such that κ2I− Y > 0 and condition (2.10) holds

when Z = 0.

For Lemma 2.1 and Theorem 2.3, the non-convex term X−1 in (2.10) can

be linearized as presented in [21], by utilizing a linearization operator of a

matrix X−1 at a positive definite value Xk denoted and defined as

f(X−1, Xk) = X−1
k −X

−1
k (X −Xk)X

−1
k

= X−1
k (2I−XX−1

k ).

Thus, with the linearized term, the condition (2.10) becomes a linear ma-

trix inequality (LMI). Then, using Theorem 2.3, the controller parameter K in

(2.6) and the network parameter N in (2.7) are computed to provide a closed-

loop control system that is stable as well as optimal (namely, according to the

performance measures specified in Theorem 2.3). First, consider scenarios (i)

and (ii), the design procedure of the proposed topology is achieved using the

following two algorithms.

In Algorithm 2.1, initial values are computed for the matrix X. Also, the

computed values of the parameter Q result in a closed-loop control system
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Algorithm 2.1 Algorithm for the Design of Initial Controller and Network
Systems

Step 1. Specify the feasibility parameter η > 0, k = 0, and X0 as an
arbitrary symmetric matrix.
Step 2. Compute X by solving the convex optimization problem,

[X] = arg min
X,Z,Q,Y

η

subject to
X Z A (Q) B(Q)
∗ Y C (Q) D(Q)
∗ ∗ X−1

k (2I−XX−1
k ) 0

∗ ∗ ∗ I

 > 0. (2.11)

Step 3. If η < 0, exit; else, set k = k + 1 and return to Step 2.

Algorithm 2.2 Algorithm for the Separate Design of Optimal Controller and
Network Systems

Step 1. Specify the convergence threshold ε > 0 and k = 0, and use the
initial values for X computed using Algorithm 2.1.
Step 2. Compute Q, Y , and κ by solving the convex optimization problem,

[Q, Y, κ] = arg min
X,Z,Q,Y,κ

κ

subject to
condition (2.11), and
κI− Y > 0 if solving for ∇ep,
κ2 − trace(Y ) > 0 if solving for ∇H2 , or
κ2I− Y > 0 (with Z = 0) if solving for ∇ee.

Step 3. If κ < ε, exit; else, set k = k + 1 and return to Step 2.
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that is stable, but not optimal. In Algorithm 2.2, the initial values computed

in Algorithm 2.1 are used, and the computed values for the parameter Q result

in a closed-loop control system that is stable as well as optimal. Moreover, the

computation of the initial values are essential for the design procedure of the

proposed topology. Thus, if it is not feasible to compute such initial values,

changes in the construction of the proposed topology need to be considered

(namely, the size of the systems, the number of nodes, and the connectivity

between the nodes).

Remark 2.1. The presented design procedure of the proposed topology allows

for the design of the controller system and the network system to be of a

specified size. In contrast to the standard control system topology in Figure 1.1

that requires the plant and controller systems to be of the same size, the

presented design procedure of the proposed topology allows for the size of

the designed controller and network systems to be less than that of the plant

system. Thus, a simpler design can be achieved.

Algorithms 2.1 and 2.2 deliver the design of the proposed topology for sce-

narios (i) and (ii). Namely, they compute the controller parameter K or the

network parameter N separately and for different given systems. Next, con-

sider scenario (iii); the design procedure of the proposed topology is achieved

using the following two algorithms.

Algorithm 2.3 Algorithm for the Design of a Restricted Optimal Network
System

Step 1. Specify Φ = 0, and obtain initial values for X such that condition
(2.11) holds.
Step 2. Specify εN > 0 and k = 0.
Step 3. Compute N , Y , and κ by solving the convex optimization problem,

[N , Y, κ] = arg min
X,Z,N ,Y,κ

κ

subject to
condition (2.11) (with Φ = 0) and
κI− Y > 0.

Step 4. If κ < εN , exit; else, set k = k + 1 and return to Step 3.

In Algorithm 2.3, Algorithms 2.1 and 2.2 are combined and extended by

adding a constraint for the computation of the network parameter N with

Φ = 0. More specifically, Algorithm 2.3 computes the restricted network pa-

rameter to satisfy the performance measure defined in terms of the energy-to-
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Algorithm 2.4 Algorithm for the Joint Design of Optimal Controller and
Network Systems

Step 1. Set the iteration step number l = 1, and specify the controller
parameter K as an arbitrarily matrix with DK = 0.
Step 2. With the controller parameter K, compute N using Algorithm 2.3.
Step 3. If εN (l) = εN (l − 2), exit; else, set l = l + 1.
Step 4. With the network parameter N , compute K using Algorithm 2.3
(while making the appropriate variable replacements).
Step 5. If εK(l) = εK(l − 2), exit; else, set l = l + 1 and return to Step 2.

peak gain (namely, by incorporating the condition κI−Y > 0 that corresponds

to ∇ep in Theorem 2.3). For the computation of the controller parameter, the

variables N , εN , and Φ = 0 need to be replaced with the variables K, εK and

DK = 0, respectively. In Algorithm 2.4, the computation of the controller

and network parameters is implemented iteratively until there is no signifi-

cant change in the performance measures. Namely, the network parameter

N is computed first to result in an optimal network system; then, using the

optimal network system, the controller parameter is computed to result in

an optimal controller system. Then, the computation continues iteratively

until the optimal controller and network systems do not result in lower perfor-

mance measures (namely, in the values of the convergence thresholds εN and

εK). As can be noted, Algorithm 2.4 starts with an arbitrary controller pa-

rameter. For starting with an arbitrary network parameter, the replacement

of the respective variables is needed.

Remark 2.2. Suppose the plant system G in (2.1) is stabilizable and de-

tectable, and there exists initial values of X for computing the controller

parameter K in (2.6) and the network parameter N in (2.7). Algorithm 2.4

delivers a local optimal design of the controller system K in (2.2) and the

network system N in (2.3) to control the plant system.

2.5 Simulations

The design of the proposed topology is demonstrated by applying the de-

sign procedure discussed in Section 2.4. First, consider the second-order plant
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system given as

xG(k + 1) =

[
1.1 0
0.3 0.2

]
xG(k) +

[
0.1 0.2
2 1

]
w(k) +

[
1.8
0

]
u(k),

z(k) =

[
1 0.1

0.2 0

]
xG(k) +

[
0.1 0.6
0.2 0.1

]
w(k) +

[
0

0.2

]
u(k),

y(k) =
[

0.8 1
]
xG(k) +

[
0 0.2

]
w(k).

Algorithms 2.3 and 2.4 are applied to compute the controller parameter K
in (2.6) and the network parameter N in (2.7), in order to design the controller

system in (2.2) and the network system in (2.3), respectively. In the simula-

tion example, the controller and network systems are specified as second- and

fourth-order systems, respectively. In addition, the convergence thresholds

εN and εK are obtained using a bisection approach. The implementation of

the algorithms is achieved using MATLAB’s Robust Control Toolbox, and is

performed for two case studies. In the first case study, Algorithm 2.4 begins

with an arbitrary initial controller system, and in the second case study, it

begins with an arbitrary initial network system.

In the first case study, the computation of the controller and network

parameters led to the results presented in Table 2.1. The use of an arbitrary

initial controller system or an optimal controller system did not affect the

performance measure (namely, the value of the convergence threshold εN ).

Table 2.1: Results of the joint design of the controller and network systems in
the first case study

Iteration εN εK
Step

1 1.096556 –
2 – 1.096556
3 1.096556 –

In the second case study, the computation of the controller and network

parameters led to the results presented in Table 2.2. The use of an opti-

mal design of the network system did indeed affect the performance measure

(namely, the value of the convergence threshold εK).

For the second case study, the computed network and controller parameters

result in the system matrices of the network and controller systems given as
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Table 2.2: Results of the joint design of the controller and network systems in
the second case study

Iteration εN εK
Step

1 – 2.956359
2 1.096556 –
3 – 1.096556
4 1.096556 –

Ω =


0.0326 −0.0367 0.0480 0.0331
−0.0367 −0.0271 0.0214 −0.0612
0.0480 0.0214 −0.0230 0.0836
0.0331 −0.0612 0.0836 −0.0545

 ,

Λ =


0.5416
4.3967
−6.3649
6.5458

 ,Ψ =


0.0089
−0.0137
0.0357
−0.0096

 ,
Υ =

[
−0.2181 −0.1231 0.0523 0.1576

]
,

Ξ = −0.1094,∆ = 0.0001,Σ = −5.1254,Φ = 0,

Π =
[
−18.2765 −10.5233 4.6238 12.9098

]
,

AK =

[
−0.5479 0.3894
0.3894 −0.1950

]
, BK =

[
0.5308
1.2614

]
,

CK =
[

9.4716 −5.7718
]
, DK = 0.

The computed system matrices of the network system N contain the coeffi-

cients denoting the weights assigned to the states received from the neighbour-

ing nodes (namely, ωij, λij, ψij, υij, ξij, δij, πij, σij, and φij) as well as those of

the self-connectivity links (namely, ωii). For example, in the computed matrix

Ω, ω12 = −0.0367 is the weight assigned to each state value which node v1

receives from node v2 of the network system at any time instant k.

Remark 2.3. In the implementation of Algorithms 2.3 and 2.4, the use of

the same initial values for the controller parameter K and the convergence

threshold εN resulted in different optimal designs of the network system. Sim-

ilarly, the use of the same initial values for the network parameter N and

the convergence threshold εK resulted in different optimal designs of the con-

troller system. Further, the use of different optimal designs of the network and
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controller systems as initial systems did not lead to lower values of the conver-

gence thresholds εK and εN , respectively. Finally, the value of κ that decreases

below the values of εK and εN was different in different implementations of

the algorithms.

2.6 Summary

In this chapter, the following were delivered:

• The definition of the operation of the nodes and the connectivity between

the nodes of the proposed topology;

• The modelling of the closed-loop control system and the modelling frame-

work to facilitate the design of the proposed topology;

• The conditions required to characterize the existence of the design of the

proposed topology; and

• The design procedure of the proposed topology by using algorithms for

computing its design variables.
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Chapter 3

Design of the Topology Under
Abnormal Operating Scenarios

In Chapter 2, the provided results are for ideal operating scenarios. Namely,

the behaviour of the proposed topology was assumed to always be reliable and

is not subject to any failure or intrusion. In this chapter, the design of the

proposed topology under abnormal operating scenarios is considered. The ab-

normal operating scenarios are the failures in the nodes and in the transfer of

information between the nodes as well as cyber attacks.

3.1 Design of the Topology Under Unreliable

Nodes

The sensor nodes S and actuator nodes A of the plant system G in (2.1),

the input nodes Γ and output nodes Θ of the controller system K in (2.2),

and the nodes V of the network system N in (2.3) can become unavailable.

Their unavailability may result from several factors, including scheduled main-

tenance, malfunction, battery drainage, and disconnectivity. In this section,

the design of the proposed topology is addressed when a subset of its nodes

becomes unavailable during operation time.

3.1.1 Modelling Framework of the Topology

The design of the proposed topology under unreliable nodes is achieved by

adopting the approach presented in the fault-tolerant control literature (for

example, see [32, 54, 59–61]). Namely, each node of the proposed topology,

ai ∈ A and si ∈ S of the plant system, γi ∈ Γ and θi ∈ Θ of the controller
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system, and vi ∈ V of the distributed and inter-connected nodes of the network

system, is associated with a pre-multiplier coefficient. The coefficient switches

between 1 and 0 to capture the availability and unavailability of the associated

node, respectively. For example, suppose a node vi ∈ V is associated with a

coefficient denoted by fxNi . For the set of nodes V , the coefficients of the

nodes are combined in a pre-multiplier matrix denoted by F̃ xN , such that

the coefficient of each node vi ∈ V is placed along its diagonal. Similarly,

the sets of the nodes A, S, Γ, and Θ have associated pre-multiplier matrices

denoted by F̃ u, F̃ y, F̃ f , and F̃ g, respectively, that contain the pre-multiplier

coefficients of the associated nodes.

Next, consider the plant system G in (2.1), the controller system K in (2.2),

and the network system N in (2.3), each input vector that represents the nodes

of the proposed topology is associated with the respective pre-multiplier ma-

trix. More specifically, the vectors u, y, xN , f , and g are pre-multiplied by the

pre-multiplier matrices F̃ u, F̃ y, F̃ xN , F̃ f , and F̃ g, respectively. In addition,

in the network system, the matrices Ω, Λ, and Ψ are pre-multiplied by the

pre-multiplier matrix F̃ xN . This leads to the extended models of the plant,

controller, and network systems denoted by G̃, K̃, and Ñ , respectively. Then,

the modelling framework of Section 2.2 is extended to account for unreliable

nodes of the proposed topology. Thus, the closed-loop control system (namely,

the augmented plant system G̃, controller system K̃, and network system Ñ)

is modelled as a LTI system in discrete time as

x(k + 1) = Ã x(k) + B̃w(k),

z(k) = C̃ x(k) + D̃w(k).
(3.1)

The system matrices of the closed-loop control system in (3.1) are ex-

pressed in terms of matrices affine on the system matrices of the controller

system and the network system. First, let Φ = 0 to simplify the derivation,

and consider the controller parameter K in (2.6). The system matrices of the

closed-loop control system in (3.1) are expressed in terms of the controller

parameter as

Ã (K) = ÃP + B̃P2KC̃P2 ,

B̃(K) = B̃P1 + B̃P2KD̃P21 ,

C̃ (K) = C̃P1 + D̃P12KC̃P2 ,

D̃(K) = D̃P11 + D̃P12KD̃P21 .
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Then, let DK = 0 to simplify the derivation, and consider the network

parameter N in (2.7). The system matrices of the closed-loop control system

in (3.1) are expressed in terms of the network parameter as

Ã (N ) = A+ BF̃NpreN F̃NpostC,

B̃(N ) = B1 + BF̃NpreN F̃NpostD21,

C̃ (N ) = C1 +D12F̃
N
preN F̃NpostC,

D̃(N ) = D11 +D12F̃
N
preN F̃NpostD21,

where the matrices are the same as those presented in Section 2.2, while

incorporating the matrices F̃ u, F̃ y, F̃ xN , F̃ f, F̃ g, as well as

F̃Npre =

 F̃ u 0 0

0 F̃ xN 0

0 0 F̃ f

 , and F̃Npost =

 F̃ y 0 0

0 F̃ xN 0

0 0 F̃ g

 .
Remark 3.1. In the presented modelling framework, when the coefficients of

the pre-multiplier matrices are all set to 1 to capture the availability of the

nodes (namely, F̃ u, F̃ y, F̃ xN , F̃ f, and F̃ g are identity matrices), the same

modelling framework as that presented in Section 2.2 is obtained. Thus, the

modelling framework presented in this section is more generic, compared to

the modelling framework counterpart of Section 2.2.

3.1.2 Condition Requirements of the Topology

First, consider the conditions required to characterize the existence of the

design of the controller system. The existence of such a design is characterized

in the following theorem.

Theorem 3.1. Suppose the pairs (A,B2F̃
u) and([

A+B2F̃
uΞF̃ yC2 B2F̃

uΥF̃ xN

F̃ xNΛF̃ yC2 F̃ xNΩF̃ xN

]
,

[
0

F̃ xNΨF̃ g

])
are stabilizable, and the pairs (F̃ yC2, A) and([

0 F̃ fΠF̃ xN
]
,

[
A+B2F̃

uΞF̃ yC2 B2F̃
uΥF̃ xN

F̃ xNΛF̃ yC2 F̃ xNΩF̃ xN

])
are detectable. Then, there exists a controller system in (2.2) that can provide

a stable closed-loop control system in (3.1).
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Proof. Consider the following two scenarios: (i) there is no direct connection

between the controller system and the plant system (namely, the matrices ∆

and Σ are zero matrices), and (ii) there exists a direct connection between the

two systems. For scenario (i), the controller system communicates indirectly

with the plant system through the intermediate network system. The aug-

mented plant and network system (namely, with state vector xP = [xTG xTN ]T ,

input vectors w and g, and output vectors z and f) has the following system

matrices:

AP ,

[
A+B2F̃

uΞF̃ yC2 B2F̃
uΥF̃ xN

F̃ xNΛF̃ yC2 F̃ xNΩF̃ xN

]
,

BP2 ,

[
0

F̃ xNΨF̃ g

]
,CP2 ,

[
0 ΠF̃ xN

]
,

for the vectors xP , g, and f . Thus, if the pair (AP ,BP2) and (CP2 ,AP ) are

stabilizable and detectable, respectively, in addition to adding the effect of

the availability of the input nodes of the controller system (namely, using the

term F̃ fCP2), a controller system in (2.2) can be found to provide a stable

closed-loop control system. For scenario (ii), the plant system can be reached

directly from the controller system (namely, ∆ and Σ are not zero matrices).

Thus, if the pairs (A,B2F̃
u) and (F̃ yC2, A) are stabilizable and detectable,

respectively, a controller system can be found to provide a stable closed-loop

control system. Therefore, under any of the two scenarios, or a mix of the two

scenarios, a controller system can be found.

Next, consider the conditions required to characterize the existence of the

design of the network system. The existence of such a design is characterized

in the following theorem.

Theorem 3.2. For the design of the closed-loop control system in (3.1), a

network system in (2.3) can stabilize the plant system in (2.1) if and only

if the pair (A,B2F̃
u) is stabilizable and the pair (F̃ yC2, A) is detectable, for

actuator and sensor nodes whose availability are captured by the matrices F̃ u

and F̃ y, respectively.

Proof. Similar to the discussion of Section 2.3, for designing the network sys-

tem (namely, by computing the parameter N ), it is only required that the

plant system is stabiliazable and detectable. The controller system does not

impact the existence of a network system (namely, in the worst case where the
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controller system is unavailable, the proposed topology reduces to the control

system topology that utilizes the WCN and the closed-loop control system

can still be designed to be stable, in a similar manner to the work in [42]).

Further, the matrices F̃ u and F̃ y capture the availability of the actuator and

sensor nodes, respectively, and their effects are therefore added to the sys-

tem matrices of the plant system B2 and C2, respectively. Based on those

arguments, the result in Theorem 3.2 is obtained.

Further, consider the condition requirements that characterize the maxi-

mum number of unavailable nodes which the proposed topology can tolerate∗.

The maximum number of unavailable nodes which the proposed topology can

tolerate for stability is characterized in the following corollary.

Corollary 3.1. The controller system in (2.2) and the network system in (2.3)

can be designed for a closed-loop control system in (3.1) that is stable and

can tolerate a maximum number of unavailable nodes by finding a solution to

the optimization problem,

minimize trace(diag(F̃ u F̃ y F̃ xN F̃ f F̃ g))

subject to the pairs (A,B2F̃
u) and([

A+B2F̃
uΞF̃ yC2 B2F̃

uΥF̃ xN

F̃ xNΛF̃ yC2 F̃ xNΩF̃ xN

]
,

[
0

F̃ xNΨF̃ g

])
being stabilizable, and the pairs (F̃ yC2, A) and([

0 F̃ fΠF̃ xN
]
,

[
A+B2F̃

uΞF̃ yC2 B2F̃
uΥF̃ xN

F̃ xNΛF̃ yC2 F̃ xNΩF̃ xN

])
being detectable, and the maximum number of unavailable nodes is the num-

ber of zero entries along the diagonal of the matrix diag(F̃ u F̃ y F̃ xN F̃ f F̃ g).

Proof. By observing Theorems 3.1 and 3.2, and that the number of nonzero

entries along the diagonal of the matrices F̃ u, F̃ y, F̃ xN , F̃ f , and F̃ g specifies

the number of available nodes of the plant, controller, and network systems,

the result in Corollary 3.1 is obtained.

∗The notion of tolerance refers to the proper operation of the proposed topology under
abnormal operating scenarios.
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3.1.3 Design Procedure of the Topology

First, consider again Lemma 2.1 and Theorem 2.3 of Section 2.4 (namely,

based on the results from [21, 51]), Q = {K,N} denoting the set containing the

controller and network parameters, and ∇ep denoting the energy-to-peak gain.

The extension of the lemma and the theorem for the design of the proposed

topology under unreliable nodes is presented in the following lemma.

Lemma 3.1. Suppose the closed-loop control system in (3.1) is asymptotically

stable for a given set of matrices F̃ u, F̃ y, F̃ xN , F̃ f , and F̃ g. Given a positive

scalar κ, the energy-to-peak gain satisfies ∇ep < κ if and only if there exist

matrices X, Z, Q, and Y such that Y < κI and the following matrix inequality

holds: 
X Z Ã (Q) B̃(Q)

∗ Y C̃ (Q) D̃(Q)
∗ ∗ X−1 0
∗ ∗ ∗ I

 > 0. (3.2)

Next, the maximum number of unavailable nodes which the proposed

topology can tolerate for a prescribed performance is characterized in the

following theorem.

Theorem 3.3. Suppose the closed-loop control system in (3.1) is both asymp-

totically stable and satisfies the energy-to-peak gain ∇ep < κ for a given posi-

tive scalar κ. The closed-loop control system can tolerate a maximum number

of unavailable nodes by finding a solution to the optimization problem,

minimize trace(diag(F̃ u F̃ y F̃ xN F̃ f F̃ g))

subject to condition (3.2) and κI− Y > 0,

for given matrices X,Z,Q, and Y , and the maximum number of unavail-

able nodes is the number of zero entries along the diagonal of the matrix

diag(F̃ u F̃ y F̃ xN F̃ f F̃ g).

Proof. By observing Lemma 3.1 and that the number of nonzero entries along

the diagonal of the matrices F̃ u, F̃ y, F̃ xN , F̃ f , and F̃ g specifies the number of

available actuator and sensor nodes of the plant system, nodes of the network

system, and input and output nodes of the controller system, respectively, the

result in Theorem 3.3 is obtained.
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Then, Algorithms 2.1, 2.2, 2.3, and 2.4 of Section 2.4 are extended and gen-

eralized to design the proposed topology under different operating scenarios.

Namely, in each scenario, a subset of the nodes of the proposed topology can

become unavailable during operation time. This is presented in the following

algorithm, where ρ denotes the number of operating scenarios.

Algorithm 3.1 Algorithm for the Design of the Controller and Network Sys-
tems Under Unreliable Nodes

Step 1. Specify AK , BK , CK as arbitrary nonzero matrices, DK = 0,
η = ηN > 0, ε = εN > 0, Q = N , k = 0, X0 as a symmetric matrix;
and further, for each operating scenario i ∈ R = {1, . . . , ρ}, specify the set
F̃i , {F̃ u

i , F̃
y
i , F̃

xN
i , F̃ f

i , F̃
g
i } to reflect the unavailable nodes.

Step 2. Compute X by solving the convex optimization problem,
[X] = arg min

X,Z,Q,Y
η

subject to
X Z Ãi(Q) B̃i(Q)

∗ Y C̃i(Q) D̃i(Q)
∗ ∗ X−1

k (2I−XX−1
k ) 0

∗ ∗ ∗ I

 > 0 ∀i ∈ R = {1, . . . , ρ}.

Step 3. If η < 0, set j = 0 and go to Step 4; else, set k = k+ 1 and return
to Step 2.
Step 4. Compute Q, Y , and κ by solving the following convex optimization
problem,

[Q, Y, κ] = arg min
X,Z,Q,Y,κ

κ

subject to
the LMI conditions in Step 2 and κI− Y > 0.

Step 5. If solving for N and κ < ε, go to Step 6; if solving for K and κ < ε,
exit; else, set j = j + 1 and return to Step 4.
Step 6. Set η = ηK > 0, ε = εK > 0, Q = K, k = 0, and X0 as a symmetric
matrix, and go to Step 2.

In Algorithm 3.1, the first optimization problem of Step 2 delivers a stable

closed-loop control system, and the second optimization problem of Step 4

delivers a stable as well as optimal closed-loop control system. The matrices

F̃ u
i , F̃ y

i , F̃ xN
i , F̃ f

i , and F̃ g
i are specified for each operating scenario to define

the subset of the nodes of the proposed topology that are unavailable. In

addition, the algorithm begins with utilizing an arbitrary controller system,

as an optimal design of the network system is independent of the controller
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system, as discussed in Section 2.3.

Remark 3.2. In the presented design procedure, when the matrices F̃ u
i , F̃ y

i ,

F̃ xN
i , F̃ f

i , and F̃ g
i are all set to identity matrices for a given i, the same

design procedure as that presented in Section 2.4 is obtained (namely, the

ideal operating scenario). Thus, the design procedure presented in this section

is more generic, compared to the design procedure counterpart of Section 2.4.

3.2 Design of the Topology Under Unreliable

Communication Links

The transfer of information between the sensor nodes S and actuator nodes

A of the plant system G in (2.1), the input nodes Γ and output nodes Θ of

the controller system K in (2.2), and the nodes V of the network system N

in (2.3) can become unavailable. The unavailability may result from several

factors, including packet dropouts, cyber attacks, and disconnectivity. In this

section, the design of the proposed topology is addressed when the transfer of

information between the nodes becomes unavailable during operation time.

3.2.1 Modelling Framework of the Topology

The design of the proposed topology under unreliable communication links

is achieved by adopting the approach presented for handling erasure channels

[42], [15], [29]. Namely, the status of the transfer of information is modelled as

a Bernoulli random variable for each communication link ei ∈ E . The random

variable is denoted by ϑ and switches between 1 and 0 to capture the avail-

ability and unavailability of the associated transfer of information (namely,

successful and unsuccessful receipt of information), respectively. Given the

probability of an unavailable communication link denoted by p, the probability

of successful receipt of information and the probability of unsuccessful receipt

of information are P(ϑ(k) = 1) = 1−p and P(ϑ(k) = 0) = p, respectively. The

random variable ϑ has a generating distribution mean and a finite variance

denoted and defined as µ , E{ϑ} = 1−p and σ̂2 = E{(ϑ(k)−µ)2} = p(1−p),
respectively. Thus, the transfer of information between the nodes is modelled

with a deterministic time-invariant mean µ and a stochastic time-varying ∆̂

with zero mean and variance σ̂2 (namely, ϑ(k) , µ + ∆̂(k)). The random

variable ϑ is considered independent and identically distributed for k ≥ 0,
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and the random variables for multiple communication links are considered in-

dependent but not necessarily identically distributed. Further, for simplicity,

the random variables associated with all communication links of the proposed

topology are considered to be the same (namely, having the same value of p).

Next, consider the network system N in (2.3). It is extended to capture

the status of the transfer of information between the nodes of the proposed

topology. This is achieved by applying a modelling approach similar to that

presented in [42]. Namely, each communication link in the proposed topology

is associated with an identifier label denoted by l ∈ {1, . . . ,L}, where L = |E|
is the total number of communication links in the proposed topology. This

allows for each communication link to be mapped to an identifier label using

a bijective mapping operator denoted byM. For a communication link of the

proposed topology el ∈ E , the transfer of information is defined as

rl(k) =



λlyj(k) if l =M(sj, vi),
ξlyj(k) if l =M(sj, ai),
σlyj(k) if l =M(sj, γi),
ωlxNj(k) if l =M(vj, vi),
υlxNj(k) if l =M(vj, ai),
πlxNj(k) if l =M(vj, γi),
ψlgj(k) if l =M(θj, vi),
δlgj(k) if l =M(θj, ai),
φlgj(k) if l =M(θj, γi).

For the set of communication links E , the transfer of information is defined as

r(k) , [Gy GxN Gg][y(k)T xN(k)T g(k)T ]T , where the matrices are defined as

Gy[l,j] =


λl if l =M(sj, vi),
ξl if l =M(sj, ai),
σl if l =M(sj, γi),
0 otherwise,

GxN [l,j] =


ωl if l =M(vj, vi),
υl if l =M(vj, ai),
πl if l =M(vj, γi),
0 otherwise,

Gg[l,j] =


ψl if l =M(θj, vi),
δl if l =M(θj, ai),
φl if l =M(θj, γi),
0 otherwise.

Next, consider the update procedure of Section 2.1 for each node of the

network system, actuator node of the plant system, and input node of the con-
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troller system. It is extended to incorporate the deterministic and stochastic

components of the status of the transfer of information, in order to model the

unavailability of the communication links. This leads to the extended model

of the network system defined as

xN(k + 1) = ΩµxN(k) + Λµy(k) + Ψµg(k) + FxN∆(k)r(k),

u(k) = ΥµxN(k) + Ξµy(k) + ∆µg(k) + Fu∆(k)r(k),

f(k) = ΠµxN(k) + Σµy(k) + Φµg(k) + Ff∆(k)r(k),

(3.3)

where the system matrices are similar to those of the original network system

in (2.3), ∆ ∈ RL is a diagonal matrix with elements ∆̂l along its diagonal for

l ∈ {1, . . . ,L}, and

FxN [i,l] =

{
1 if l = lv,
0 otherwise,

Fu[i,l] =

{
1 if l = la,
0 otherwise,

Ff [i,l] =

{
1 if l = lγ,
0 otherwise,

where lv = M(vj, vi) ∨ M(sj, vi) ∨ M(θj, vi), l
a = M(vj, ai) ∨ M(sj, ai) ∨

M(θj, ai), and lγ =M(vj, γi)∨M(sj, γi)∨M(θj, γi). In the extended model

of the network system in (3.3), the terms associated with vectors xN , y, and g

capture the deterministic components, while the terms associated with vector r

capture the stochastic components, of the status of the transfer of information.

The matrices FxN , Fu, Ff , and ∆ specify the stochastic components to be

added to the deterministic components for the communication links.

Then, the extended model of the network system in (3.3) is decomposed

into two subsystems. The first subsystem is a deterministic network system

denoted by Nµ (namely, with inputs y, g, and s as well as outputs u, f , and

r). The second subsystem is a stochastic system denoted by ∆ (namely, with

input r and output s, such that s(k) = ∆(k)r(k)). In the presented modelling

framework, when the stochastic components associated with the status of the

transfer of information are all set to zero, the extended model of the network

system reduces to that in (2.3).

Further, let the matrices associated with the vectors w and z of the plant

system in (2.1) as well as the matrix DK of the controller system in (2.2) to

be zero matrices to simplify the derivation. The closed-loop control system
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(namely, the augmented plant system in (2.1), deterministic network system

Nµ, and controller system in (2.2), with input vector s and output vector r),

denoted by Mµ, is modelled as a LTI system in discrete time as

x(k + 1) = Aµx(k) + Bµs(k),

r(k) = Cµx(k),
(3.4)

where the system matrices are defined as

Aµ =

 A+B2ΞµC2 B2Υµ B2∆µCK
ΛµC2 Ωµ ΨµCK

BKΣµC2 BKΠµ AK +BKΦµCK

 ,
Bµ =

 B2Fu

FxN

BKFf

 ,Cµ =
[

GyC2 GxN GgCK
]
.

As can be observed from the closed-loop control system in (3.4), only the

system matrix Aµ contains system matrices similar to those of the network

system in (2.3) (namely, with coefficients denoting the weight assignments).

Thus, it is expressed in terms of the system matrices of the network system

in (2.3) (namely, similar to the approach presented in Section 2.2). First,

consider the matrix Iµl defined as a diagonal matrix with µl along its diag-

onal. An extended network parameter is defined as Nµ , IµlN1 +N2, where

the matrices N1 and N2 denote the network parameter N in (2.7) without

and with the weights of the self-connectivity links of the nodes (namely, ωii),

respectively, such that N = N1 +N2. Next, the system matrix Aµ is expressed

in terms of the extended network parameter Nµ as

Aµ(Nµ) = A+ BNµC,

and further, the closed-loop control system is modelled as

x(k + 1) = (Aµ + Bµ∆(k)Cµ)x(k). (3.5)

3.2.2 Condition Requirements of the Topology

First, consider the conditions required to characterize the existence of the

design of the controller system. The existence of such a design is characterized

in the following theorem.
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Theorem 3.4. Suppose the pairs (A,B2) and([
A+B2ΞµC2 B2Υµ

ΛµC2 Ωµ

]
,

[
0

Ψµ

])
are stabilizable, and the pairs (C2, A) and([

0 Πµ

]
,

[
A+B2ΞµC2 B2Υµ

ΛµC2 Ωµ

])
are detectable. Then, there exists a controller system K in (2.2) that can

provide a stable closed-loop control system in (3.5).

The proof of Theorem 3.4 follows the same argument and derivation as

those presented for Theorem 3.1. Then, consider the conditions required to

characterize the existence of the design of the network system. The plant

system in (2.1) can be stabilized using a network system if and only if the pair

(A,B2) is stabilizable and the pair (C2, A) is detectable.

3.2.3 Design Procedure of the Topology

First, consider the mean square stability of the closed-loop control system

based on the the following definition from [15].

Definition 3.1. Consider the closed-loop control system in (3.5) with state

vector x, it is mean square stable if E{x(k)x(k)T} is well defined for k ≥ 0

and lim
k→∞

E{x(k)x(k)T} = 0.

Next, the network system of the proposed topology under unreliable com-

munication links is characterized based on the following theorem from [42] and

[15].

Theorem 3.5. The closed-loop control system in (3.5) is mean square stable

if and only if there exists a matrix X > 0 and a vector α ∈ RL with positive

elements for all l = 1, . . . ,L, such that the following matrix inequalities are

satisfied: [
X −Bµdiag{α}BT

µ Aµ

∗ X−1

]
> 0, (3.6)[

αl σ̂l(Cµ)l
∗ X−1

]
> 0. (3.7)
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In Theorem 3.5, σ̂l relates to the probability of an unavailable commu-

nication link p, such that σ̂2
l = p(1 − p). Further, σ̂l can take a number of

values while the resulting closed-loop control system is stable. Then, consid-

ering Theorem 3.5 and Remark 3 from [42], and observing that the set of all

possible values of the probability of unavailable communication link p relates

to the incrementally ordered set Σ̂L = {σ̂min, . . . , σ̂max}, a network system

that results in a closed-loop control system in (3.5) that is mean square stable

and tolerates a maximum probability of unavailable communication link p is

designed by finding a solution to the optimization problem,

maximize σ̂l

subject to the matrix inequalities

in (3.6) and (3.7)

and the maximum value of σ̂l corresponds to the largest value of p and is

also the largest value of the set Σ̂L. Thus, the design procedure of the net-

work system of the proposed topology under unreliable communication links

is achieved using the following algorithm.

Algorithm 3.2 Algorithm for the Design of the Network System Under Un-
reliable Communication Links

Step 1. Specify AK , BK , CK as arbitrary nonzero matrices, DK = 0, p = 0,
η > 0, and k = 0.
Step 2. Compute N and α for l = 1, . . . ,L by solving the convex opti-
mization problem,

[N , α, σ̂l] = arg min
X,N ,α

η

subject to[
X −Bµdiag{α}BT

µ Aµ(Nµ)
∗ X−1

k (2I−XX−1
k )

]
> 0,[

αl σ̂l(Cµ)l
∗ X−1

k (2I−XX−1
k )

]
> 0, and[

diag{α} 0
∗ X

]
> 0.

Step 3. If η < 0, go to Step 4; else, set k = k + 1 and return to Step 2.
Step 4. If p corresponds to σ̂max, exit; else, set p = p+ 0.01, specify η > 0
and k = 0, and return to Step 2.

In Algorithm 3.2, the optimization problem of Step 2 delivers a network

system such that the closed-loop control system is mean square stable and
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tolerates a given value of p. The algorithm begins by finding a network system

for p = 0 (namely, all communication links are available), and then, it finds

network systems by incrementally increasing the value of p to its maximum

value while the convergence of the algorithm remains feasible. It should be

noted that the value of p is increased by 0.01; however, a different value can

be specified or an alternative approach for the increase can be implemented

(e.g., bisection).

Thus far, the modelling framework and the design procedure address the

design of the network system of the proposed topology while the controller

system is given a-priori. However, the use of different controller systems can

result in different values of p. In order to obtain a higher maximum value of

p, the optimization problem is solved based on the result from [15],

µ∗MS(Mµ,∆) = inf
θ̃

inf
K̂
||θ̃−1Mµθ̃||2MS,

where the notation ‖ G ‖MS, max
i=1,...,L

√∑L
j=1 ‖ G[i,j] ‖2

2 defines the mean square

norm of a system G, K̂ and the inverse of µ∗MS(Mµ,∆) denote the set of

all stabilizing controller systems and the largest mean square stability mar-

gin, respectively, and θ̃ is a diagonal matrix and is positive definite. The

largest margin corresponds to the highest value of the maximum probability

of unavailable communication links. Further, the solution to the optimization

problem and the construction of the controller system can be achieved using

Theorem 6.6 of [15]. More specifically, it is achieved by using the augmented

plant system in (2.1) with w = 0 and z = 0 and the deterministic network

system Nµ of Section 3.2.1, denoted by Pµ, and defined as

xP (k + 1) = ÃPxP (k) + B̃P1s(k) + B̃P2g(k),

r(k) = C̃P1xP (k) + D̃P11s(k) + D̃P12g(k),

f(k) = C̃P2xP (k) + D̃P21s(k) + D̃P22g(k),

where the system matrices are defined as

ÃP =

[
A+B2ΞµC2 B2Υµ

ΛµC2 Ωµ

]
, B̃P1 =

[
B2Fu

FxN

]
,

B̃P2 =

[
B2∆µ

Ψµ

]
, C̃P1 =

[
GyC2 GxN

]
, D̃P11 = 0,

D̃P12 = Gg, C̃P2 =
[

ΣµC2 Πµ

]
, D̃P21 = Ff , D̃P22 = Φµ.
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In this approach, the controller system has the same size as that of the

augmented system (namely, n + N). To deliver a controller system of a re-

duced size, approaches that utilize reduction methods can be investigated. For

example, model reduction and iterative computational approaches can be ap-

plied to compute the network and controller systems, while providing a higher

maximum probability of unavailable communication links.

3.3 Design of the Topology Under Cyber At-

tacks

The transfer of information between the sensor nodes S and actuator nodes

A of the plant system G in (2.1), the input nodes Γ and output nodes Θ of

the controller system K in (2.2), and the nodes V of the network system N

in (2.3) can become subject to cyber attacks. The attacks may result from an

intruder, which can access as well as manipulate the transfer of information

between the nodes. In this section, the design of the proposed topology is

addressed when the transfer of information between the nodes is subject to

cyber attacks during operation time.

3.3.1 Modelling Framework of Topology

Cyber attacks are classified into several categories [55], including denial of

service (DoS), replay, and bias injection attacks. In a DoS attack, the intruder

blocks the transfer of information between the nodes that are communicating.

In a replay attack, the intruder eavesdrops the communication links, records

the transferred information, and re-transfers the information at a subsequent

time. Finally, in a bias injection attack, the intruder manipulates the transfer

of information by injecting bias values.

The design of the proposed topology under cyber attacks is achieved by

adopting the following approach (namely, for the three mentioned categories).

Each node of the proposed topology, ai ∈ A and si ∈ S of the plant system,

γi ∈ Γ and θi ∈ Θ of the controller system, and vi ∈ V of the distributed and

inter-connected nodes of the network system has a state that is composed of

attack-free and attack-dependent components. For example, consider a node

vi ∈ V of the network system, its state under cyber attacks, denoted by x̃Ni ,

is defined as x̃Ni(k) , xNi(k) +∇NiaNi(k), where ∇Ni ∈ B is a time-varying
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coefficient that switches between 1 and 0 to capture the existence and non-

existence of a cyber attack, respectively, and aNi(k) = xaNi(k)− xNi(k) is the

associated attack signal containing the type of the cyber attack defined in xaNi .

The type of the cyber attack is defined such that xaNi(k) = xNi(kDoS) under

a DoS attack, where the last received information at time k = kDoS is used;

xaNi(k) = xNi(k − τ) under a replay attack, where the delayed information

by time τ is used; and xaNi(k) = % under a bias injection attack, where an

injected bias value % is used. Thus, the actual state xNi of node vi is omitted

and a modified state that incorporates the cyber attack (namely, defined by

xNi(kDoS), xNi(k − τ), or %) is used as the received information. For the set

of nodes V , the coefficients of the nodes are combined in a coefficient matrix

denoted by ∇N , such that the coefficient of each node vi ∈ V is placed along

its diagonal, and the attack signals are combined in a vector denoted by aN .

This leads to the modified vector x̃N that denotes the state of the nodes under

cyber attacks. Similarly, the sets of nodes S and Θ that transfer information,

respectively, have modified state vectors denoted by ỹ and g̃, which contain

the coefficient matrices denoted by ∇y and ∇g, and the attack signals denoted

by ay and ag. Next, consider the following two assumptions.

Assumption 3.1. Suppose the transfer of information from a given node

of the proposed topology is under a cyber attack. All of the transferred in-

formation from the node (namely, transferred to different nodes) is attacked

similarly according to the category of the cyber attack.

Assumption 3.2. Suppose there is no direct communication between the

plant and controller systems, and that the plant and controller systems are

connected only through the distributed and inter-connected nodes of the net-

work system. Let DK = 0, and suppose the sensor nodes of the plant system

and the output nodes of the controller system only transfer information to

the nodes of the network system. The system matrices ∆,Σ,Ξ, and Φ are

therefore omitted.

Then, consider the plant system G in (2.1), the network system N in (2.3),

and the controller system K in (2.2). The vectors y, xN , and g are replaced

by the vectors ỹ, x̃N , and g̃, respectively, to capture the cyber attacks on

the transfer of the information from the nodes. Thus, the closed-loop control

system (namely, the augmented plant system, network system, and controller
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system) is modelled as a LTI system in discrete time as

x(k + 1) =

 A B2Υ 0
ΛC2 Ω ΨCK
0 BKΠ AK

x(k) +

 B1

ΛD21

0

w(k)

+

 0 B2Υ∇N 0
Λ∇y ΩO∇N Ψ∇g

0 BKΠ∇N 0

 a(k),

z(k) =
[
C1 D12Υ 0

]
x(k) +D11w(k)

+
[

0 D12Υ∇N 0
]
a(k),

(3.8)

where a = [aTy aTN aTg ]T and the matrix ΩO has zeros on its diagonal and the

same off-diagonal entries as the matrix Ω in (2.3).

3.3.2 Modelling Framework of the Intrusion Detection
System

For the detection of cyber attacks in the proposed topology, an intrusion

detection system (IDS) is designed. This is achieved by adopting an approach

similar to those in the fault detection and isolation literature (for example, see

[23] and [12]). Namely, each actuator node ai ∈ A of the plant system, input

node γi ∈ Γ of the controller system, and node vi ∈ V of the network system is

associated with a detector system that monitors the transferred information

from the neighbouring nodes. This allows for the distribution of the intrusion

detection scheme amongst the nodes of the proposed topology, such that each

node is capable of detecting cyber attacks on the transfer of information from

its neighbouring nodes. For example, consider a node vi of the network system,

its detector system is modelled as a LTI system in discrete time as

xDNi(k + 1) = ADNix
D
Ni

(k) + BD
Ni
xNi(k),

rDNi(k) = CD
Ni
xDNi(k) +DD

Ni
xNi(k),

where xDNi and rDNi denote its state and residue, respectively. The states of the

detector systems of all nodes of the network system of the proposed topology

in an augmented manner provide the intrusion detection system at the nodes

of the network system, denoted by DN , which is modelled as a LTI system in

discrete time as

xDN(k + 1) = ADNxDN(k) + BD
NxN(k),

rDN(k) = CD
NxDN(k) +DD

NxN(k),
(3.9)
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where the vectors xDN ∈ RN and rDN ∈ RN , and all of its system matrices

are diagonal and have suitable dimensions. Similarly, the intrusion detection

systems of the actuator nodes of the plant system and the input nodes of the

controller system, denoted by DA and DΓ, are modelled as LTI systems in

discrete time as

xDA(k + 1) = ADAxDA(k) + BD
AΥxN(k) + BD

AΥ∇NaN(k),

rDA(k) = CD
AxDA(k) +DD

AΥxN(k) +DD
AΥ∇NaN(k),

(3.10)

and

xDΓ (k + 1) = ADΓ xDΓ (k) + BD
Γ ΠxN(k) + BD

Γ Π∇NaN(k),

rDΓ (k) = CD
Γ xDΓ (k) +DD

Γ ΠxN(k) +DD
Γ Π∇NaN(k),

(3.11)

respectively, where the vectors xDA ∈ Rm, rDA ∈ Rm,xDΓ ∈ Rd and rDΓ ∈ Rd,

and all of their system matrices are diagonal and have suitable dimensions.

The closed-loop control system (namely, the plant system G in (2.1), controller

system K in (2.2), network system N in (2.3) as well as the intrusion detection

systems DN in (3.9), DA in (3.10), and DΓ in (3.11)) is modelled as a LTI

system in discrete time as

x̄(k) = A x̄(k) + Bv(k),

q(k) = C x̄(k) + Dv(k),
(3.12)

where the vectors x̄ = [xTG xTN xTK xDA
T

xDN
T

xDΓ
T

]T , v = [wT aTy aTN aTg ]T , and

q = [zT rDA
T

rDN
T

rDΓ
T

]T denote its state, input, and output, respectively, and

its system matrices are defined as

A =


A B2Υ 0 0 0 0

ΛC2 Ω ΨCK 0 0 0
0 BKΠ AK 0 0 0
0 BD

AΥ 0 ADA 0 0
0 BD

N 0 0 ADN 0
0 BD

Γ Π 0 0 0 ADΓ

 ,

B =


B1 0 B2Υ∇N 0

ΛD21 Λ∇y ΩO∇N Ψ∇g

0 0 BKΠ∇N 0
0 0 BD

AΥ∇N 0
0 0 0 0
0 0 BD

Γ Π∇N 0

 ,
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C =


C1 D12Υ 0 0 0 0
0 DD

AΥ 0 CD
A 0 0

0 DD
N 0 0 CD

N 0
0 DD

Γ Π 0 0 0 CD
Γ

 ,

D =


D11 0 D12Υ∇N 0
0 0 DD

AΥ∇N 0
0 0 0 0
0 0 DD

Γ Π∇N 0

 .
Then, the stability of the closed-loop control system in (3.12) is character-

ized in the following theorem.

Theorem 3.6. Suppose the augmented system consisting of the plant, net-

work, and controller systems defined in (3.8) is stable. Then, the closed-loop

control system in (3.12) is stable if and only if each of the systems DA, DN ,

and DΓ is stable.

Proof. The matrix A in (3.12) has a lower triangular form with the system

matrix of the augmented system in (3.8) in the upper left block and the

system matrices of systems DA, DN , and DΓ in the lower right block along

the diagonal. Thus, given that the augmented system is stable, the stability

of each of the systems DA, DN , and DΓ is necessary and sufficient for the

stability of the closed-loop control system.

Further, the system matrices of the closed-loop control system in (3.12)

are expressed in terms of matrices affine on the system matrices of the intru-

sion detection systems DN in (3.9), DA in (3.10), and DΓ in (3.11) (namely,

similar to the approach presented in Section 2.2). First, suppose the detector

parameter is denoted by D and defined as

D =


DD
A 0 0 CD

A 0 0
0 DD

N 0 0 CD
N 0

0 0 DD
Γ 0 0 CD

Γ

BD
A 0 0 ADA 0 0
0 BD

N 0 0 ADN 0
0 0 BD

Γ 0 0 ADΓ

 . (3.13)

Next, the system matrices of the closed-loop control system in (3.12) are
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expressed in terms of the detector parameter as

A (D) = A11 + A12DA13,

B(D) = B11 + B12DB13,

C (D) = C11 + C12DA13,

D(D) = D11 + D12DB13,

where the matrices are defined as

A11 =


A B2Υ 0 0

ΛC2 Ω ΨCK 0
0 BKΠ AK 0
0 0 0 0

 ,A12 =

[
0 0
0 I

]
,A13 =


0 Υ 0 0
0 I 0 0
0 Π 0 0
0 0 0 I

 ,

B11 =


B1 0 B2Υ∇N 0

ΛD21 Λ∇y ΩO∇N Ψ∇g

0 0 BKΠ∇N 0
0 0 0 0

 ,B12 =


0 0 0 0
0 I 0 0
0 0 0 0
0 0 0 I

 ,

B13 =


0 Υ∇N 0
0 0 0
0 Π∇N 0
0 0 0

 ,C11 =

[
C1 D12Υ 0
0 0 0

]
,C12 =

[
0 0
I 0

]
,

D11 =

[
D11 0 D12Υ∇N 0
0 0 0 0

]
,D12 =


0 0 0 0
I 0 0 0
0 0 0 0
0 0 I 0

 .
3.3.3 Design Procedure of the Detection Scheme

The detection of cyber attacks in the proposed topology during operation

time is achieved by monitoring the residue of each of the intrusion detection

systems DN in (3.9), DA in (3.10), and DΓ in (3.11). The residues are sensitive

to cyber attacks, such that when x̃N 6= xN , ỹ 6= y, and g̃ 6= g, there is an as-

sociated and relatively significant change in their values. Next, the maximum

number of attacked nodes for which the IDSs are computed is characterized

in the following theorem.

Theorem 3.7. Suppose for some nonzero matrix diag(∇y∇N∇g), the opti-

46



mization problem is solved,

maximize trace(diag(∇y∇N∇g))

subject to


X Z A (D) B(D)
∗ Y C (D) D(D)
∗ ∗ X−1 0
∗ ∗ ∗ I

 > 0.

Then, the maximum number of attacked nodes for which the parameter D can

be computed such that the closed-loop control system in (3.12) is asymptot-

ically stable is equal to the number of nonzero entries along the diagonal of

the matrix diag(∇y∇N∇g).

The proof of Theorem 3.7 can be easily obtained by considering Lemma 2.1

of Section 2.4 (namely, based on the results from [21, 51]) and replacing the

parameter Q with the detector parameter D as well as the structure of the

matrix diag(∇y∇N∇g).

Next, the design procedure of the intrusion detection scheme of the pro-

posed topology is achieved using the following algorithm.

Algorithm 3.3 Algorithm for the Design of the Intrusion Detection Systems

Step 1. Set the outer-layer iteration index i = 0, and the diagonal entries
of the matrix diag(∇y∇N∇g) with 1s and 0s elsewhere.
Step 2. Specify the feasibility parameter η > 0, the inner-layer iteration
index k = 0, and X0 as an arbitrary symmetric matrix.
Step 3. Compute D by solving the convex optimization problem,

[D] = arg min
X,Z,D,Y

η

subject to
X Z A (D) B(D)
∗ Y C (D) D(D)
∗ ∗ X−1

k (2I−XX−1
k ) 0

∗ ∗ ∗ I

 > 0.

Step 4. If η < 0, exit; else, set k = k + 1 and return to Step 3. If no
solution exists, go to Step 5.
Step 5. In the matrix diag(∇y∇N∇g), sequentially replace a 1 with a 0 in
each entry of the diagonal, increment i by 1, and return to Step 2. If all
attempts are made, use the last feasible solution.

In Algorithm 3.3, there are two layers. The first layer precisely spec-

ifies the number and location of cyber attacks and the second layer com-
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putes the detector parameter D in (3.13). The algorithm begins with assum-

ing that all transferred information is under cyber attacks (namely, letting

diag(∇y∇N∇g) = I), and then in a sequential manner, it removes an attack

until the algorithm converges. Thus, the algorithm delivers the design of the

IDSs that are sensitive to a maximum number of cyber attacks on the transfer

of information between the nodes of the proposed topology.

3.4 Simulations

The design of the proposed topology under abnormal operating scenarios is

demonstrated by applying the design procedures discussed in Sections 3.1, 3.2,

and 3.3. More specifically, the design of the proposed topology under unreli-

able nodes and communication links is demonstrated using a four-tank process

system, whereas the design of the intrusion detection scheme is demonstrated

using a numerical example.

3.4.1 The Quadruple Tank Process System

The quadruple tank process (QTP) system from [25] is depicted in Fig-

ure 3.1. It consists of four inter-connected tanks, where tanks 1 and 2 are

placed below tanks 3 and 4, and the liquid flowing to tanks 3 and 4 is regu-

lated using valves V1 and V2 as well as pumps P1 and P2. The positions of the

valves are fixed during operation time, the levels of tanks 1 and 2 are measured

using sensor nodes that provide voltage measurements (namely, the outputs

of the system) and the pumps use voltages applied to operate them as desired

(namely, the controlled inputs of the system). The QTP system is modelled

with a state vector xG = [xG1 xG2 xG3 xG4 ]T , input vector u = [u1 u2]T ,

and output vector y = [y1 y2]T . Its linearized model, discretized with a dis-

cretization time of 0.1 while under a nonminimum phase characteristic, has

the system matrices defined as

A =


0.9984 0 0.0026 0

0 0.9989 0 0.0018
0 0 0.9974 0
0 0 0 0.9982

 , B2 =


0.0048 0

0 0.0035
0 0.0077

0.0056 0

 ,
C1 = C2 =

[
0.5 0 0 0
0 0.5 0 0

]
, B1 = 1, D11 = D12 = D21 = D22 = 0.
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Figure 3.1: Quadruple tank process system [25] with four tanks, two valves,
and two pumps.

In the two subsequent sections, the proposed topology consists of the QTP

system (namely, as a plant system), a second-order controller system with a

single input node γ1 and a single output node θ1, and a fourth-order network

system with four distributed and inter-connected nodes v1, v2, v3, and v4.

3.4.2 The Topology Under Unreliable Nodes

In this section, the design of the proposed topology under unreliable nodes

is demonstrated. Algorithm 3.1 is implemented using MATLAB’s Robust

Control Toolbox, where it is assumed that the input and output nodes of the

controller system as well as the nodes v1, v2, and v3 of the network system are

unreliable and can become unavailable during operation time (namely, given

a mixture of possibilities of unavailable nodes). In the worst case, the plant

system is solely regulated using node v4 of the network system. Algorithm 3.1

begins with an arbitrary controller system (namely, with eigenvalues within

the unit disk) defined as

xK(k + 1) =

[
0.5 0.4
0.1 0.2

]
xK(k) +

[
1.2
0.9

]
f(k),

g(k) =
[

2 1.3
]
xK(k).
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Then, the computed network and controller parameters result in the system

matrices of the network and controller systems given as†

Ξ =

[
72.3425 15.9935
73.6337 17.0340

]
,Υ =

[
0 0 0 53.1574
0 0 0 52.5635

]
,∆ =

[
0.0013
0.0012

]
,

Λ =


0 0
0 0
0 0

−1.9950 −0.5769

 ,Ω =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −0.2562

 ,Ψ =


0
0
0
0

 ,
Σ =

[
0.0001 0

]
,Π =

[
0 0 0 0

]
,Φ = 0,

AK =

[
0.9960 0.0211
0.0412 0

]
, BK =

[
0.0083

335.4874

]
,

CK =
[

1.9538 0.0321
]
, DK = 0.

Next, a simulation example is implemented, as presented in Figures 3.2

and 3.3. In the figures, the nodes of the proposed topology are initially all

available and operate perfectly (namely, ideal operating scenario). At time

3901, the nodes γ1 and θ1 of the controller system become unavailable (namely,

the QTP system is regulated solely using the network system), and thus, the

proposed topology reduces to the control system topology that utilizes the

WCN in Figure 1.2. At time 5901, the nodes of the controller system become

available, but node v4 of the network system becomes unavailable, up until

time 5951. At time 7001, the nodes γ1 and θ1 of the controller system and

nodes v1, v2 and v3 of the network system become unavailable (namely, the

QTP system is regulated solely using node v4 of the network system), up

until time 8000. It can be observed that the trajectories of the states and

the voltages are not significantly affected when γ1 and θ1, and when nodes

γ1, θ1, v1, v2, and v3 are unavailable. This is because the design of the proposed

topology allows it to tolerate such abnormal operating scenarios of unavailable

nodes. However, this is not the case when node v4 becomes unavailable. It can

be observed that there are spikes in the values of the trajectories of the states

and the voltages. Thus, impractical results are obtained. This demonstrates

the importance of achieving a design of the proposed topology that allows

for tolerating unreliable nodes, and more precisely, those that are prone to

become unavailable during operation time.

†Since the objective is not the optimality of the designs of the network and controller systems,
the respective convergence thresholds were not lowered to their minimum values.
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Figure 3.2: Simulation of the proposed topology under unreliable nodes - the
states of the plant, network, and controller systems.

Figure 3.3: Simulation of the proposed topology under unreliable nodes - the
controlled inputs and measured outputs of the plant system.

3.4.3 The Topology Under Unreliable Communication
Links

In this section, the design of the proposed topology under unreliable com-

munication links is demonstrated. Algorithm 3.2 is implemented using MAT-

LAB’s Robust Control Toolbox for a scenario of connectivity between the

nodes of the proposed topology under unreliable communication links, as de-

picted in Figure 3.4.
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Figure 3.4: Connectivity of the nodes of the proposed topology under un-
reliable communicaiton links, consisting of the QTP system (left block), the
network system (middle block), and the controller system (right block).

In Figure 3.4, the QTP system has its two sensor nodes (yellow circles)

and two actuator nodes (green circles), the network system has its four dis-

tributed and inter-connected nodes (blue circles), and the controller system

has its input node (red circle) and output node (cyan circle). Further, there

are three cases of connectivity; namely, (i) the QTP and controller systems

are connected indirectly through the nodes of the network system (blue solid

arrows), (ii) the QTP and controller systems are directly and indirectly con-

nected (blue solid and red dotted arrows), and (iii) all possible connections

between the nodes exist (blue solid, red dotted, and green dashed arrows).

Next, recall the modelling framework of Section 3.2.1. In each case, the con-

nectivity between the nodes is defined using a set of communication links. In

case (i), the set E1 = {e1, . . . , e18} connects the nodes of the network system

with those of the QTP and controller systems. In case (ii), in addition to the

set E1, the set E2 = {e19, . . . , e22} connects the nodes of the QTP and con-

troller systems. Finally, in case (iii), in addition to the sets E1 and E2, the set

E3 = {e23, . . . , e27} connects the nodes of the plant system and also connects

the nodes of the controller system. Each communication link is assigned an

identifier label (namely, according to the previously discussed bijective map-
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ping operator). For example, consider the communication link between nodes

s1 and v2, its assigned weight is denoted by λ1; that of the communication link

between nodes s1 and γ1 is denoted by σ19; and that of the communication

link between nodes θ1 and a2 is denoted by δ22.

As the discretized QTP system is inherently Schur stable, the use of a con-

troller and network system are not necessary. Thus, a design can be achieved

for a maximum probability of unsuccessful receipt of information being equal

to 1 (namely, p = 1), and the resulting weights assigned to the transfer of

information between the nodes can all be set to zero. In order to demonstrate

a more meaningful design case, p = 0.5 is specified for connectivity case (iii).

In the design of the network system, Algorithm 3.2 begins with the arbitrary

controller system presented in Section 3.4.2. The computed extended network

parameter results in the system matrices of the network system given as

Ξ =

[
−0.0921 −0.0759
−0.0529 −0.0694

]
,Υ =

[
0 0− 0.0714 0
0 0− 0.0504 0

]
,∆ =

[
−0.0335
−0.0263

]
,

Λ =


0 0.1433

0.0288 0
0 0
0 0

 ,Ω =


0.6798 0.1385 0.1180 −0.0321
0.2378 0.8790 0.1089 −0.0380
0.1115 0.1101 0.8617 0.1013
−0.1151 −0.0237 0.1296 0.9585

 ,

Ψ =


0
0
0

0.0051

 ,Σ =
[

0.1580 0.1510
]
,Π =

[
0 0.1535 0 0

]
,

Φ = 0.0596,

The designed network system provides a closed-loop control system that is

stable and tolerates a loss of transfer of information that is up to 50% between

the nodes of the proposed topology.

3.4.4 The Topology Under Cyber Attacks

In this section, the design of the proposed topology under cyber attacks is

demonstrated. Algorithm 3.3 is implemented using MATLAB’s Robust Con-

trol Toolbox, where the plant system of Section 2.5 is utilized along with

controller and network systems that are computed jointly using the approach

discussed in Section 2.4. The algorithm delivers the design of the intrusion

detection systems of all the nodes of the proposed topology, to detect cyber
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attacks on the information transferred from the neighbouring nodes. Algo-

rithm 3.3 is initially implemented with setting the matrix diag(∇y∇N∇g) = I

to capture the scenario of cyber attacks on the transfer of information between

all the nodes of the proposed topology. In addition, it was specified that each

of the nonzero entries of the system matrices of the intrusion detection systems

DN in (3.9), DA in (3.10), and DΓ in (3.11) to be greater than 0.1 to ensure

that they are computed as nonzero, and to be less than 1 to ensure that the

systems are stable (namely, satisfying Theorem 3.6). The system coefficients

of the intrusion detection systems are computed for i = 1, . . . , 4, and are given

as

ADa1
= 0.8155, BD

a1
= 0.1660, CD

a1
= 0.5102, DD

a1
= 0.5437,

ADγ1
= 0.4932, BD

γ1
= 0.6419, CD

γ1
= 0.5105, DD

γ1
= 0.5448,

ADNi = 0.3985, BD
Ni

= 0.2154, CD
Ni

= 0.5077, DD
Ni

= 0.5105.

Next, a simulation example is implemented, as presented in Figure 3.5. In

Figure 3.5, nonzero initial conditions are specified for the state vectors of the

systems of the proposed topology as well as w1 = w2 = 0 are specified for

the external inputs of the plant system. Further, during times 90 ≤ k < 100,

a cyber attack on the information transferred from node v1 of the network

system is simulated; during times 140 ≤ k < 170, a cyber attack on the

information transferred from node θ1 of the controller system is simulated; and

during times 200 ≤ k < 220, a cyber attack on the information transferred

from node v4 of the network system is simulated. For the three simulated cyber

attacks, the category of the cyber attack is a bias injection attack, and with

injected values of 0.3 for the information transferred from v1 and 0.1 for the

information transferred from nodes v4 and θ1. It can be observed that at least

one of the residues of the intrusion detection systems of the nodes (namely,

rDN1
, rDN2

, rDN3
, rDN4

, rDa1
and rDγ1

) is sensitive to one of the three simulated cyber

attacks.

It should be noted that although the intrusion detection systems were suc-

cessful in determining the existence of the simulated cyber attacks, their design

and performance can be further investigated. For example, the effects of ap-

plying different types of cyber attacks can be studied, the use of delay-system

formulation for the detection of replay attacks as well as other modelling and

formulations can be investigated, and the comparison with other detection

schemes of cyber attacks in the literature can be performed.
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Figure 3.5: Simulation of the proposed topology under cyber attacks - the
residues of the intrusion detection systems.

3.5 Summary

In this chapter, the design of the proposed topology under abnormal op-

erating scenarios was considered. More specifically, the proposed topology

was studied under unreliable nodes that can become unavailable, unreliable

transfer of information such that information is lost and is not received by

the nodes, and cyber attacks that block, re-transfer, and manipulate the in-

formation transferred between the nodes. Similar to Chapter 2, modelling

frameworks, condition requirements, and design procedures were provided for

the proposed topology under abnormal operating scenarios.
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Chapter 4

Design of the Topology Under
Induced Connectivity
Constraints

In Chapters 2 and 3, the provided results are for the proposed topology

with full connectivity. Namely, the the sensor nodes S and actuator nodes A
of the plant system G in (2.1), the input nodes Γ and output nodes Θ of the

controller system K in (2.2), and the nodes V of the network system in (2.3) as

well as the communication links E are all fully utilized. However, a limitation

on their utilization introduces savings in resources, and can lead to a simpler

design as well as construction of the proposed topology. In this chapter, the

design of the proposed topology under induced connectivity constraints is

considered. The induced connectivity constraints define the utilization of only

a subset of the nodes and the communication links between the nodes of the

proposed topology.

4.1 Modelling Framework of the Topology

The design of the proposed topology under induced connectivity con-

straints is achieved by adopting the approach presented in the decentralized

control system literature [14, 28, 37, 41, 44, 47, 56, 58]. Namely, in a DCS

setup for a plant system with m actuator nodes A and p sensor nodes S,

each actuator node ai ∈ A has a local controller that receives measurements

from only a subset of the sensor nodes. The local controllers at the actuator

nodes are non-interacting. A feedback matrix denoted by L ∈ Rm×p can be

constructed to capture and define the feedback connections from the sensor
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nodes to the actuator nodes of the plant system. An entry of the feedback

matrix L[i,j] is defined as either 1 or 0 to capture whether or not sensor j

is connected to actuator i, respectively. Given the DCS setup, a plant sys-

tem that is controllable and observable may not be stabilized. This limitation

is addressed by investigating the eigenvalues that cannot be adjusted when

an output feedback controller system is utilized for regulating the open-loop

system. Each such eigenvalue is referred to as a fixed mode of the system.

Consider the plant system in (1.1) with D = 0. The set of eigenvalues that

correspond to the fixed modes of the system, denoted by Λ̃, are defined as

Λ̃ =
⋂

L∈L

λ̃(A+BLC),

where L denotes the set of all feedback matrices. Further, if the entries of the

system matrices of a given system are either zero or nonzero free parameters,

the system is considered structured. If the system matrices of other systems

also have the same sizes and structure, the systems are considered structurally

equivalent. Then, suppose that the same feedback matrix is used for all the

structurally equivalent systems and that the same fixed modes arise. Those

fixed modes are considered structural fixed modes.

Next, consider the plant system G in (2.1), controller system K in (2.2),

and network system N in (2.3). Each actuator node ai ∈ A of the plant

system has a local controller, whose state is denoted by xai , modelled as a LTI

system in discrete time as

xai(k + 1) = aaixai(k) +
∑

vj∈Nai

υijxNj(k) +
∑

sj∈Nai

ξijyj(k) +
∑

θj∈Nai

δijgj(k),

ui(k) = xai(k).

Further, each actuator node receives information from a subset of nodes

from the nodes of the plant, controller, and network systems. Consider an

actuator node ai ∈ A of the plant system. The matrices ÊxNi , Êyi , and Êgi

are defined as diagonal matrices with either 1 or 0 along their diagonal to

capture the nodes from the sets V , S, and Θ, respectively, which transfer

information to each actuator node ai of the plant system. For the set of

actuator nodes A, the matrices in an augmented manner provide the matrices

ÊxN , Êy, and Êg. Next, consider the vector defined as

q̂(k) =

 ÊxN 0 0

0 Êy 0

0 0 Êg

 xN(k)
y(k)
g(k)

 .
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The local controllers at the actuator nodes of the plant system are modelled

as a LTI system in discrete time as

xA(k + 1) = AAxA(k) + [ΥB ΞB ∆B]q̂(k),

u(k) = IxA(k),
(4.1)

where the vector xA ∈ Rm denotes its state, the matrix AA is a diagonal matrix

that contains entries aai along its diagonal, and the matrices ΥB, ΞB, and ∆B

are block matrices, such that the rows of matrices Υ, Ξ, and ∆ of the network

system in (2.3) corresponding to actuator node ai ∈ A are respectively the

matrices (namely, blocks) at location [i, i], and the remaining matrices are

zero matrices. Similarly, each input node γi ∈ Γ of the controller system has

a local controller, whose state is denoted by xγi , modelled as a LTI system in

discrete time as

xγi(k + 1) = aγixγi(k) +
∑

vj∈Nγi

πijxNj(k) +
∑
sj∈Nγi

σijyj(k) +
∑
θj∈Nγi

φijgj(k),

fi(k) = xγi(k).

The matrices ẼxN , Ẽy, and Ẽg are defined to capture the nodes from the

sets V ,S, and Θ, respectively, which transfer information to each input node

γi of the controller system. Next, consider the vector defined as

q̃(k) =

 ẼxN 0 0

0 Ẽy 0

0 0 Ẽg

 xN(k)
y(k)
g(k)

 .
The local controllers at the input nodes of the controller system are mod-

elled as a LTI system in discrete time as

xΓ(k + 1) = AΓxΓ(k) + [ΠB ΣB ΦB]q̃(k),

f(k) = IxΓ(k),
(4.2)

where the vector xΓ ∈ Rd denotes its state, the matrix AΓ is a diagonal

matrix that contains entries aγi along its diagonal, and the matrices ΠB, ΣB,

and ΦB are block matrices, such that the rows of matrices Π, Σ, and Φ of the

network system in (2.3) corresponding to input node γi ∈ Γ are respectively

the matrices at location [i, i], and the remaining matrices are zero matrices.

Then, consider the network system N in (2.3) whose output vectors are

incorporated with the local controllers in (4.1) and (4.2). The matrices ĒxN ,
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Ēy, and Ēg are defined to capture the nodes from the sets V ,S, and Θ,

respectively, which transfer information to each node vi of the network system.

The network system is then modelled as a LTI system in discrete time as

xN(k + 1) =
[

ΩB ΛB ΨB

]  ĒxN 0 0
0 Ēy 0
0 0 Ēg

 xN(k)
y(k)
g(k)

 , (4.3)

where the matrices ΩB,ΛB, and ΨB are block matrices, such that the rows of

matrices Ω,Λ, and Ψ of the network system in (2.3) corresponding to node vi ∈
V are respectively the matrices at location [i, i], and the remaining matrices

are zero matrices.

Remark 4.1. The use of the local controllers at the actuator nodes of the

plant system as well as at the input nodes of the controller system offers

additional control decision capabilities. Namely, the controller system in (2.2)

provides a centralized control system paradigm, and the local controllers as

well as the nodes of the network system provide a decentralized control system

paradigm.

The closed-loop control system with state vector x = [xTG xTA xTN xTK xTΓ ]T

is modelled as a LTI system in discrete time as

x(k + 1) = A x(k) + Bw(k),

z(k) = C x(k) + Dw(k),
(4.4)

where the system matrices are defined as

A =


A B2 0 0 0

ΞBÊyC2 AA ΥBÊxN ∆BÊgCK ∆BÊgDK

ΛBĒyC2 0 ΩBĒxN ΨBĒgCK ΨBĒyDK

0 0 0 AK BK

ΣBẼyC2 0 ΠBẼxN ΦBẼgCK AΓ + ΦBẼgDK

 ,

B =


B1

ΞBÊyD21

ΛBĒyD21

0

ΣBẼyD21

 ,C =
[
C1 D12 0

]
,D = D11.

Then, the system matrices of the closed-loop control system in (4.4) are

expressed in terms of matrices affine on the system matrices of the local con-

trollers in (4.1) and (4.2), network system in (4.3), and controller system in
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(2.2) (namely, similar to the approach presented in Section 2.2). First, suppose

the decomposed network parameters and controller parameter are defined as

N1 =
[

ΞB ΥB ∆B

]
,N2 =

[
ΛB ΩB ΨB

]
,

N3 =
[

ΣB ΠB ΦB

]
,K =

[
DK CK
BK AK

]
.

(4.5)

The system matrices A and B are expressed in terms of the decomposed

network parameters N , {N1,N2,N3} along with the system matrices AA

and AΓ as

A (AA, AΓ,N ) = A T
AA
AAAAA + A T

AΓ
AΓAAΓ

+ AN3

+ AN4N1AN7 + AN5N2AN8 + AN6N3AN9 ,

B(AA, AΓ,N ) = BN1 + AN4N1BN2 + AN5N2BN3

+ AN6N3BN4 ,

where the matrices are defined as

AAA =
[

0 I 0
]
,AAΓ

=
[

0 I
]
,

AN3 =


A B2 0 0 0
0 0 0 0 0
0 0 0 AK BK

0 0 0 0 0

 ,AN4 =

 0
I
0

 ,AN5 =

 0
I
0

 ,

AN6 =

[
0
I

]
,AN7 =

 ÊyC2 0 0 0 0

0 0 ÊxN 0 0

0 0 0 ÊgCK ÊgDK

 ,
AN8 =

 ĒyC2 0 0 0 0
0 0 ĒxN 0 0
0 0 0 ĒgCK ĒgDK

 ,
AN9 =

 ẼyC2 0 0 0 0

0 0 ẼxN 0 0

0 0 0 ẼgCK ẼgDK

 ,BN1 =

[
B1

0

]
,

BN2 =

[
ÊyD21

0

]
,BN3 =

[
ĒyD21

0

]
,BN4 =

[
ẼyD21

0

]
.

Then, the system matrix A is expressed in terms of the controller param-

eter K as

A (K) = AK1 + AK2KAK5 + AK3KAK5 + AK4KAK5 ,
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where the matrices are defined as

AK1 =


A B2 0 0 0

ΞBÊyC2 AA ΥBÊxN 0 0
ΛBĒyC2 0 ΩBĒxN 0 0

0 0 0 0 0

ΣBẼyC2 0 ΠBẼxN 0 AΓ

 ,AK2 =


0 0

∆BÊg 0
0 0
0 I
0 0

 ,

AK3 =

 0 0
ΨBĒg 0

0 0

 ,AK4 =

[
0 0

ΦBẼg 0

]
,AK5 =

[
0 0 I
0 I 0

]
.

Remark 4.2. The setup of the proposed topology with local controllers at

the actuator nodes of the plant system as well as at the input nodes of the

controller system does not lead to a more complex structure of the proposed

topology. On the contrary, the setup leads to a simplified proposed topology

that requires the use of a reduced number of nodes and communication links

between the nodes. More specifically, the sizes of the local controllers are

the same as the vectors u and f (namely, m and d, respectively), as can be

observed from the systems in (4.1) and (4.2).

Remark 4.3. The use of local controllers at the actuator nodes of the plant

system in the control system topology that utilizes the WCN in [37, 41] only

allows for receiving information from the nodes of the WCN, and not from

the sensor nodes of the plant system. In the presented setup of this chapter,

the use of local controllers at the actuator nodes of the plant system as well

as at the input nodes of the controller system allows for receiving information

from any sensor node si ∈ S of the plant system, input node γi ∈ Γ of the

controller system, and node vi ∈ V of the network system. In addition, the

modelling frameworks and design procedures presented in Chapters 2 and 3

assume some constraints on the system matrices of the controller and network

systems (e.g. DK = 0 and Φ = 0). In the presented setup of this chapter,

such constraints are eliminated. Thus, the design of the proposed topology

presented in this chapter is more generic as well as cost-efficient.

4.2 Condition Requirements of the Topology

First, consider the local controllers in (4.1) and (4.2), and the network

system in (4.3). The local controllers at the actuator nodes of the plant system

in (4.1) use the information transferred from neighbouring nodes, defined by
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the feedback matrix denoted by L̂ (namely, specified by the 1s in the matrices

ÊxN , Êy, and Êg to capture the nodes that transfer information to the local

controllers). The local controllers at the input nodes of the controller system

in (4.2) use the information transferred from neighbouring nodes, defined by

the feedback matrix denoted by L̃ (namely, specified by the 1s in the matrices

ẼxN , Ẽy, and Ẽg). Similarly, the nodes of the network system in (4.3) use

the information transferred from neighbouring nodes, defined by the feedback

matrix denoted by L̄ (namely, specified by the 1s in the matrices ĒxN , Ēy, and

Ēg). Next, suppose the plant system in (2.1) is stabilizable and detectable,

and consider the specified DCS setup and feedback connections. The closed-

loop control system in (4.4) can be stabilized using the proposed topology if

and only if all of its fixed modes are stable [56], [37]. Thus, the existence of

fixed modes can introduce problems when they are not stable, and therefore,

the elimination of fixed modes is desirable. This motivates the design of the

proposed topology such that all structural fixed modes are eliminated.

Then, consider the modelling of the plant system in (2.1) and the controller

system in (2.2) using a graph-theoretic approach. The plant system is mod-

elled with a set of nodes VG = {vG1 , . . . , vGn} to represent its states as well

as a set of sensor nodes S and a set of actuator nodes A. The nodes VG are

connected amongst each other using the set of links (namely, edges) denoted

by EVG↔VG ; they are connected with the sensor nodes S using the set of links

denoted by EVG→S ; and they are also connected with the actuator nodes A
using the set of links denoted by EA→VG . Similarly, the controller system is

modelled with a set of nodes VK = {vK1 , . . . , vKr} to represent its states as

well as a set of input nodes Γ and a set of output nodes Θ. The nodes VK
are connected amongst each other using the set of links denoted by EVK↔VK ;

they are connected with the input nodes Γ using the set of links denoted by

EΓ→VK ; and they are also connected with the output nodes using the set of

links denoted by EVK→Θ.

The design of the proposed topology such that the closed-loop control

system in (4.4) has no structural fixed modes is achieved by extending the

results from [37, 44]. Consider the following assumption, lemma, and theorem.

Assumption 4.1. For the proposed topology, suppose the local controllers

in (4.1) are used at the actuator nodes of a stabilizable and detectable plant

system in (2.1) and that they use feedback connections defined in a feedback
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matrix L̂ ; the local controllers in (4.2) are used at the input nodes of the

controller system in (2.2) and that they use feedback connections defined in a

feedback matrix L̃ ; and the nodes of the network system in (4.3) use feedback

connections defined in a feedback matrix L̄ .

Lemma 4.1. For the proposed topology satisfying Assumption 4.1, the closed-

loop control system has no structural fixed modes outside of the origin (namely,

other than at the origin) if and only if every state node of the plant system

vGi ∈ VG belongs to a strong component that: (i) includes an edge from the

set ES→A or (ii) formed by a path that includes edges from the sets ES→V ,

EV↔V , EV→A, ES→Γ, EΘ→A, EV→Γ, EΘ→V , EΘ→Γ, EΓ→VK , EVK↔VK , and EVK→Θ

which connects nodes from the sets V and VK .

Proof. The proof follows from the results presented in [37, 44]. For condition

(i), the existence of a strong component for each state node vGi ∈ VG of

the plant system that includes an edge from the set ES→A allows for having a

cycle for node vGi , such that it is reachable from an actuator node (namely, one

local controller) and a sensor node is reachable from the state node vGi . For

condition (ii), a similar observation can be made for the existence of a strong

component for each state node vGi formed by nodes and communication links

from the listed sets. Thus, in both conditions (i) and (ii), any state node of

the plant system belongs to a cycle, and therefore, no structural fixed modes

will exist outside of the origin.

Similar to the discussion in [37], for discrete-time systems, structural fixed

modes at the origin will not introduce issues, as they are within the unit

disk. Thus, the plant system can be stabilized. Further, if it is necessary

to eliminate all structural fixed modes, a condition for the existence of a set

of disjoint cycles covering all state nodes needs to be added to the result

presented in Lemma 4.1 [37, 44].

Theorem 4.1. For the proposed topology satisfying Assumption 4.1, almost

all plant systems that are structurally equivalent to that in (2.1) can be sta-

bilized if each state node vGi ∈ VG belongs to a cycle that consists of any of

the following:

i. An edge from the set ES→A;
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ii. An edge from each of the sets ES→V , EV↔V , and EV→A to connect to at

least one node of the network system;

iii. An edge from each of the sets ES→Γ, EΓ→VK , EVK↔VK , EVK→Θ, and EΘ→S

to connect to at least one state node of the controller system; and

iv. An edge from each of the sets ES→V , EV↔V , EV→Γ, EΓ→VK , EVK↔VK ,

EVK→Θ, EΘ→V , and EV→A to connect to at least one node of the net-

work system as well as the controller system.

Proof. First, consider condition (i). Each state node vGi ∈ VG belongs to a

cycle that is formed using a communication link from the set ES→A. Therefore,

condition (i) of Lemma 4.1 holds. In condition (ii), each state node belongs

to a cycle formed using communication links from the specified sets, by only

using a set of nodes of the network system (i.e., resulting in the control system

topology that utilizes the WCN as well as the result presented in Theorem 4

of [37]). In conditions (iii) and (iv), cycles are formed by only using a set of

nodes of the controller system and nodes of both the controller and network

systems, respectively. Therefore, condition (ii) of Lemma 4.1 holds. Thus,

under conditions (i)-(iv), all state nodes of the plant system are strong com-

ponents. Therefore, no structural fixed modes exist due to the plant system;

and hence it can be stabilized. Similar to the argument in [37], any nodes

of the network or controller systems that are not strong components will in-

troduce structural fixed modes, and as a solution, their connections can be

eliminated by setting to zero the weight corresponding to the respective com-

munication links. Then, the closed-loop control system will have no structural

fixed modes outside of the origin, and hence it can be stabilized.

Further, the connectivity between the nodes of the proposed topology to

result in the closed-loop control system without structural fixed modes is es-

tablished according to the formation procedure outlined in the following algo-

rithm.

In Algorithm 4.1, different cycles are formed to include all state nodes

of the plant system. Namely, the algorithm initially attempts to form such

cycles by establishing communication links between the sensor and actuator

nodes of the plant system (Step 3). For nodes that cannot be incorporated in

such cycles, the algorithm establishes communication links between the sensor

nodes of the plant system and the input nodes of the controller system as well
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Algorithm 4.1 Algorithm for the Connectivity Between the Nodes of the
Proposed Topology Without Structural Fixed Modes

Step 1. Set i = 1 and n as the number of states of the plant system, and
specify AK , BK , CK , and DK as arbitrary nonzero matrices.
Step 2. For state node vGi ∈ VG, determine sensor nodes and actuator
nodes from the plant system that can connect to the state node.
Step 3. For an actuator node that is within a communication range of a
sensor node, establish a communication link; if possible and if i = n, exit;
or if i 6= n, set i = i+1 and return to Step 2; if no such cycle can be formed,
go to Step 4.
Step 4. For an input node and an output node from the controller system
that are within a communication range of a sensor node and an actuator
node of the plant system, respectively, establish two communication links
to form a cycle; if possible and if i = n, exit; or if i 6= n, set i = i + 1 and
return to Step 2; if no such cycle can be formed, go to Step 5.
Step 5. For intermediate nodes from the network system that are within
a communication range of a sensor node and an actuator node of the plant
system, and possibly, an input and an output node of the controller system,
establish communication links to form a cycle; if i = n, exit; or if i 6= n, set
i = i+ 1 and return to Step 2.

as between the output nodes of the controller system and the input nodes of

the plant system (Step 4). Finally, for nodes that cannot be incorporated in

such cycles as well, the algorithm establishes communication links between the

sensor nodes of the plant system and the nodes of the network system as well

as the nodes of the network system and the actuator nodes of the plant system

(Step 5). Then, the number of communication links established between the

nodes of the proposed topology is characterized in the following corollary.

Corollary 4.1. Suppose Algorithm 4.1 is capable of forming a topology that

satisfies the conditions given in Theorem 4.1. Then, for the set of essential

sensor nodes that are reachable from the state nodes denoted by SG ⊆ S and

the set of essential actuator nodes that can reach the state nodes denoted by

AG ⊆ A∗, the minimum number of communication links that are established

is given as

min(|SG|, |AG|), (4.6)

∗The notions of essential sensor nodes and essential actuator nodes refer to the smallest set
of sensor nodes that are reachable from all state nodes and the smallest set of actuator
nodes that can reach all state nodes, respectively, similar to the notion in [37].
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and the maximum number of communication links is given as

|SG|∑
i=1

d(si ∈ SG, γi ∈ Γ) +

|AG|∑
i=1

d(θi ∈ Θ, ai ∈ AG). (4.7)

Proof. First, consider the possibility of forming cycles for each state node

vGi ∈ VG by only establishing communication links between sensor and ac-

tuator nodes, and assume that the cycles are formed by only establishing

communication links equal to at most the minimum number of sensor nodes

SG or actuator nodes AG. This leads to the result in (4.6). Next, consider the

case of cycles that only can be formed such that for each sensor node from the

set SG and each actuator node from the set AG, an independent path must

be used to connect to the input and output nodes of the controller system,

and possibly through nodes of the network system. This leads to the result in

(4.7).

Remark 4.4. The proposed topology without the controller system in (2.2)

reduces to the control system topology that utilizes the WCN in Figure 1.2.

In this case, the nodes of the network system are used in forming the cycles

to contain the state nodes of the plant system. However, unlike the approach

in [37], the actuator nodes of the plant system of the proposed topology can

receive information directly from the sensor nodes of the plant system. Thus,

cycles can be formed with and without the nodes of the network system.

Therefore, the modelling framework and design procedure presented in this

section are more generic.

4.3 Strategic Formation of the Topology

The connectivity between the nodes of the proposed topology such that

the closed-loop control system has no structural fixed modes was discussed.

However, the discussed approach does not account for any cost and benefit

associated with establishing the communication links between the nodes. In

this section, the formation of the proposed topology such that the utilized

nodes and the established communication links are strategically specified is

delivered, by adopting the approaches presented for handling social networks

and networked systems [24, 49, 50]. Namely, in a social network, a utility

function is constructed for each individual, denoted by vi, from the graph of
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connected individuals, denoted by G , such that it is defined as

ϕi = wii +
∑
j 6=i

ς tijwij −
∑

(vi,vj)∈G

cij, (4.8)

where wij denotes the intrinsic value of individual vj to vi, tij denotes the

number of links in the shortest path, cij denotes the cost of establishing a link

between the individuals vj and vi, and 0 < ς < 1 allows for capturing the

value that individual vi derives from the connection with vj in proportion to

the distance between the individuals [24]. The approach results in a trade-off

between the distance between the individuals and the cost of the connectivity.

Further, this approach was extended and applied to inter-connection between

multi-layer networks, by developing utility functions based on that in (4.8) for

establishing links between nodes that are t hops away [49] and [50].

Next, consider the sensor nodes S and actuator nodes A of the plant sys-

tem in (2.1), input nodes Γ and output nodes Θ of the controller system in

(2.2), and nodes V of the network system in (4.3). The establishing of commu-

nication links between the nodes is associated with a cost as well as a benefit.

The cost and benefit result from several factors, including their relative loca-

tion, their power levels and transmission capabilities, and their vulnerability

to unavailability. Then, consider a state node vGi ∈ VG of the plant system,

and suppose b(t) denotes the benefit function for a cycle formed with the least

number of hops to contain the state node vGi (namely, from a sensor node to an

actuator node which connect to vGi) such that it is monotonically decreasing

with the number of hops t. Further, suppose c(lxj ) denotes the cost function

for establishing a communication link lj ∈ E and superscript x denotes the

category of the established communication link. The set of communication

links used in forming the cycles to contain the state nodes of the plant system

is characterized using the following assumption and lemma.

Assumption 4.2. For the proposed topology, suppose it is possible to estab-

lish communication links between any nodes to form a cycle that contains any

state node vGi ∈ VG, and that only one such cycle is formed with no repeated

nodes in paths of communication links of a single direction.

Lemma 4.2. For the proposed topology satisfying Assumptions 4.1 and 4.2,

the number of hops from a sensor node to an actuator node of the plant system

is defined as t ∈ {1, . . . , 2(|V| − 1) + 4}, and the cycle to contain any state
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node vGi ∈ VG should be formed by strictly utilizing communication link(s)

from:

i. The set of communication links ES→A if

b(1)− b(tb) > c(la)−
tb∑
j=1

c(lbj), (4.9)

where tb ∈ {2, . . . , 2(|V| − 1) + 4}, la ∈ ES→A, and lbj ∈ E \ ES→A.

ii. The sets of communication links ES→V , EV↔V , and EV→A if

b(tc)− b(1) >
tc∑
j=1

c(lcj)− c(la),

b(tc)− b(tb) >
tc∑
j=1

c(lcj)−
tb∑
j=1

c(lbj),

where tc ∈ {2, . . . , 2(|V| − 1) + 2} and lcj ∈ ES→V
⋃
EV↔V

⋃
EV→A.

iii. The sets of communication links ES→Γ and EΘ→A if

b(2)− b(tb) >
2∑
j=1

c(ldj )−
tb∑
j=1

c(lbj),

b(2)− b(1) >
2∑
j=1

c(ldj )− c(la),

where ldj ∈ ES→Γ

⋃
EΘ→A.

iv. The sets of communication links E \ ES→A if

b(tb)− b(1) >
tb∑
j=1

c(lbj)− c(la),

b(tb)− b(tc) >
tb∑
j=1

c(lbj)−
tc∑
j=1

c(lcj),

b(tb)− b(2) >
tb∑
j=1

c(lbj)−
2∑
j=1

c(ldj ).

Proof. Consider a cycle formed by establishing one or multiple communication

links between a sensor node and an actuator node to contain a state node vGi .
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The minimum number of hops is obtained when the sensor node is directly

connected to the actuator node, and thus, the actuator node is 1 hop away.

The maximum number of hops is obtained when the sensor node is indirectly

connected to the actuator node through all nodes of the network system and

the controller system (e.g., from a sensor node by hopping over all nodes of the

network system in one direction to reach the controller system, and then from

the controller system by hopping over all nodes of the network system in the

opposite direction to reach the actuator node), and thus, the actuator node is

2(|V|−1)+4 hops away. Then, consider condition (i), where a cycle a is formed

by connecting a sensor node directly to an actuator node to contain a state

node, its utility function is given as ϕa = b(1)− c(la). Alternatively, suppose

a cycle b is formed by establishing communication links to indirectly connect

the sensor node to the actuator node to contain the state node (namely, the

cycle uses tb hops with the specified communication links), its utility function

is given as ϕb = b(tb)−
∑tb

j=1 c(l
b
j). For cycle a to be more optimal than cycle b,

its utility function must be larger for any number of hops tb. This leads to the

condition in (4.9). By using the specified communication links, the minimum

and maximum number of hops, and comparing the utility functions for the

cycles in each of the conditions (ii), (iii), and (iv), the respective listed results

are obtained.

Remark 4.5. In Lemma 4.2, the formation of the proposed topology is char-

acterized under different possible scenarios of interest; namely, when it is

only desirable to establish communication links to the actuator nodes of the

plant system (condition (i)), such as in the decentralized control system setup

discussed in Section 4.1; when it is only desirable to establish communication

links to the nodes of the network system (condition (ii)), such as in the control

system topology that utilizes the WCN in Figure 1.2; when it is only desir-

able to establish communication links to the nodes of the controller system

(condition (iii)), such as in the standard control system topology in Figure 1.1

(namely, resulting in a centralized control system paradigm with a decentral-

ized control system setup); and when it is desirable to establish communication

links to the controller system by hopping over nodes of the network system

(condition (iv)), such as in the proposed control system topology.

Next, consider the following function defined in terms of the nodes of the
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system:

P = min(|VG|, |A|) + min(|VG|, |S|)

+ min(|VG|, |Γ|) + min(|VG|, |Θ|).
(4.10)

The lower and upper bounds of the number of established communication

links are characterized in the following theorem.

Theorem 4.2. For the proposed topology satisfying Assumptions 4.1 and 4.2,

the minimum and maximum numbers of communication links established in

the proposed topology are 1 and 2(|V| − 1) + P , respectively.

Proof. Suppose that a sensor node si ∈ S can be reached by all state nodes and

an actuator node ai ∈ A can reach all state nodes. Then, it suffices to establish

a single communication link between the sensor node si and the actuator node

ai (namely, from the set ES→A) to form cycles that contain all state nodes, and

thus, the minimum number of communication links established in the proposed

topology is 1. Then, suppose that: (i) different sensor nodes and actuator

nodes of the plant system are used for every state node vGi ∈ VG, and similarly,

different input nodes and output nodes of the controller system are used for

every state node; and (ii) the nodes of the network system are connected as a

bus topology, and thus, resulting in the longest path with no repeated nodes

in a single direction and the highest utility function (namely, no alternative

connections are more optimal). Based on condition (i), the maximum number

of communication links that connect the nodes of the network system with the

nodes of the plant and controller systems, from the sets ES→V , EV→Γ, EΘ→V ,

and EV→A, is P in (4.10). Further, based on condition (ii), the maximum

number of communication links between the nodes of the network system is

2(|V| − 1) (i.e., the same bus topology can be shared between the different

nodes of the plant and controller systems). Thus, the maximum number of

communication links established in the proposed topology is as listed.

Next, suppose the proposed topology strictly utilizes a network system,

whose nodes are connected using a standard connectivity configuration (namely,

such as a ring, star, and full network configuration). The lower and upper

bounds of the number of established communication links are characterized in

the following theorem.
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Theorem 4.3. For the proposed topology satisfying Assumptions 4.1 and 4.2,

suppose it is required to connect the plant and controller systems through a

network system, and that the nodes of the network system are connected as

either a ring, star, or full network configuration. Then, in order to form cycles

to include all state nodes VG, where for each sensor node, the actuator node

is t hops away, the minimum number of communication links is 4, and

i. For a ring network configuration, the maximum number of communica-

tion links is 2|V|+ P , where |V| ≥ 2 and t ∈ {4, . . . , 2(|V| − 1) + 4}.

ii. For a star network configuration, the maximum number of communica-

tion links is 2(|V| − 1) + P , where |V| ≥ 4 and t ∈ {4, . . . , 8}.

iii. For a full network configuration, the maximum number of communica-

tion links is |V|(|V|−1)+P , where |V| ≥ 3 and t ∈ {4, . . . , 2(|V|−1)+4}.

Proof. Suppose that a sensor node si ∈ S can be reached by all state nodes

and an actuator node ai ∈ A can reach all state nodes. Then, consider the use

of only one node of the network system, whether connected as a ring, star, or

full network configuration, to connect the nodes of the plant system with the

nodes of the controller system. Then, it suffices to establish 4 communication

links, from the sets ES→V , EV→Γ, EΘ→V , and EV→A, to form cycles that contain

all state nodes, and thus, the minimum number of communication links estab-

lished in the proposed topology is 4. Next, suppose that different sensor nodes

and actuator nodes of the plant system are used for every state node vGi ∈ VG,

and similarly, different input nodes and output nodes of the controller system

are used for every state node. Then, for a ring network configuration, the

maximum number of communication links that connect the nodes of the net-

work system with the nodes of the plant and controller systems, from the sets

ES→V , EV→Γ, EΘ→V , and EV→A, is P in (4.10), and the maximum number of

communication links between the nodes of the network system is 2|V|. Fol-

lowing the same approach for the star and full network configurations in each

of the conditions (ii) and (iii), the respective listed results are obtained.

Remark 4.6. For a bus network configuration, the maximum number of com-

munication links was addressed in Theorem 4.2. However, the minimum num-

ber is 4, similar to the ring, star, and full network configurations.
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4.4 Design Procedure of the Topology

The formation of the proposed topology such that cycles are formed to

contain each state node vGi of the plant system was discussed. However, the

discussed approach is for the cycles to be formed separately, and not collec-

tively to account for establishing and sharing common communication links.

In this section, the formation of cycles that have common communication

links to utilize a lower reduced number of nodes and communication links is

addressed. First, consider the following utility function for the state nodes VG
of the plant system defined as

ϕ =
n∑
i=1

b(ti)−
n∑
i=1

|Ei\Ec|∑
j=1

c(lj)−
|Ec|∑
s=1

c(ls), (4.11)

where Ec denotes the set of common communication links that are shared by

at least two state nodes. In the second and third terms in the utility function

in (4.11), the communication links lj and ls belong to the set of communi-

cation links that are either unique to each state node or shared by at least

two state nodes, respectively. Then, a more optimal design of the proposed

topology that results in the maximum utility function for all possible scenar-

ios of connectivity between the nodes is achieved by solving the optimization

problem,

[E ] = arg max
E∈E

ϕ

subject to

Assumptions 4.1 and 4.2,

(4.12)

where E denotes the set of all possible scenarios of connectivity between the

nodes of the proposed topology. Then, consider the modelling framework

presented in Section 4.1 and suppose S = {{AA, AΓ,N},K}. The strategic

formation of the proposed topology is achieved by computing AA, AΓ,N , and

K (namely, the design variables) using the following algorithm.

In Algorithm 4.2, the design of the proposed topology is delivered by con-

sidering the benefit and cost associated with establishing the communication

links between the nodes of the proposed topology as well as utilizing shared

communication links when possible. Namely, the algorithm begins with form-

ing the proposed topology by maximizing the utility function of the optimiza-

tion problem in (4.12) (Step 2). This is achieved according to given specifica-
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Algorithm 4.2 Algorithm for the Design of the Proposed Topology Under
Induced Connectivity Constraints and with a Strategic Formation Approach

Step 1. Specify AK , BK , CK , and DK as arbitrary nonzero matrices.
Step 2. Obtain ÊxN , Êy, Êg, ẼxN , Ẽy, Ẽg, ĒxN , Ēy, and Ēg by solving
the optimization problem in (4.12).
Step 3. Iteratively compute AA, AΓ, N , and K by solving the convex
optimization problem,

[S, Y, κ] = arg min
X,Z,S,Y,κ

κ

subject to

κI− Y > 0, and
X Z A (S) B(S)
∗ Y C (S) D(S)
∗ ∗ X−1

k (2I−XX−1
k ) 0

∗ ∗ ∗ I

 > 0.

(4.13)

tions for the required application. For example, the communication links are

established when the following are specified:

i. The minimum number of sensor nodes and actuator nodes of the plant

system in (2.1) that connect to all its state nodes VG (namely, essential

sensor and actuator nodes);

ii. The incorporation of the controller system in (2.2) and the network

system in (4.3) in the closed-loop control system;

iii. The configuration of the nodes of the network system (e.g., bus, ring,

star, and full network configurations); and

iv. The cost and benefit associated with establishing the communication

links between the nodes in relation to the respective number of hops.

Then, the algorithm computes the design variables to deliver the proposed

topology such that the optimization problem in (4.13) has a minimum per-

formance measure (Step 3). This is achieved using the iterative approach of

Chapter 2, such that the design variables are iteratively computed until there

is no significant reduction in all the performance measures.
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4.5 Simulations

The design of the proposed topology under induced connectivity con-

straints is demonstrated using the QTP system presented in Section 3.4.1.

This is achieved using the design procedure presented in Section 4.4. First,

consider the system matrices of the QTP system and the structure of its state

space model. It can be observed that different cycles can be formed to contain

the state nodes vG1 , vG2 , vG3 , and vG4 with using the sensor nodes s1 and

s2 as well as the actuator nodes a1 and a2, such that the closed-loop control

system does not have structural fixed modes. Further, it can be observed

that state nodes vG3 and vG4 are reachable from the state nodes vG1 and vG2 ,

respectively. Therefore, connecting sensor node s1 with actuator node a2 as

well as sensor node s2 with actuator node a1 form cycles that contain all

state nodes in a more efficient manner (namely, a2 → vG3 → vG1 → s1 and

a1 → vG4 → vG2 → s2). Thus, the design objective is to form the two cycles

with and without incorporating nodes of the network and controller systems.

The strategic formation of the proposed topology to establish communica-

tion links between the nodes of the plant, network, and controller systems is

investigated for two scenarios of connectivity between the nodes of the pro-

posed topology, as depicted in Figure 4.1. 

4 3 

1 

1 

1 2 

2 1 

4 3 

1 

1 

2 

2 1 

2 

Figure 4.1: Connectivity scenarios of the nodes of the proposed topology under
induced connectivity constraints, consisting of the QTP system (left block),
the network system (middle block), and the controller system (right block).
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More specifically, the closed-loop control system consists of the QTP sys-

tem (namely, as a plant system), a second-order controller system with a single

input node and a single output node, and a fourth-order network system with

four distributed and inter-connected nodes. In Figure 4.1, the QTP system

with its four nodes (black circles), two sensor nodes (yellow circles), and two

actuator nodes (green circles) is controlled using a network system with its

four nodes (blue circles) and a controller system with its two state nodes (grey

circles), input node (red circle), and output node (cyan circle). The two dif-

ferent scenarios of connectivity are captured using the connections between

the nodes (green and blue dotted arrows), such that communication links are

established to satisfy Theorem 4.1, where:

i. In the first scenario, the path s1 → v2 → γ1 → θ1 → v4 → a2 as well as

the communication link s2 → a1 are formed; and

ii. In the second scenario, the paths s1 → v2 → v1 → γ1 → θ1 → v3 →
v4 → a2 as well as s2 → v2 → v1 → γ1 → θ1 → v3 → v4 → a1 are

formed.

It should be noted that the connections within the controller system (namely,

γ1 → vK1 → vK2 → θ1) are omitted, and that in the second scenario, the path

v2 → v1 → γ1 → θ1 → v3 → v4 offers shared communication links to connect

the sensor and actuator nodes of the plant system.

Then, Algorithm 4.2 is implemented to deliver the design variables AA,

AΓ, N , and K. Namely, the algorithm begins with an arbitrary controller

system (Step 1); then, the matrices ÊxN , Êy, Êg, ẼxN , Ẽy, Ẽg, ĒxN , Ēy,

and Ēg are specified for the listed communication links that are established

between the nodes (Step 2); and finally, the optimization problem is solved

using MATLAB’s Robust Control Toolbox (Step 3), by iteratively computing

the design variables to deliver a stable and optimal closed-loop control system

while reaching a lower threshold associated with the performance measure†.

Further, for the first scenario, the nonzero entries of the computed system

matrices of the network system are given as

υ24 = −249.1982, ξ12 = −1.0906, π12 = −0.0001426,

ω22 = 0.0119, ω44 = 0.3491, λ21 = −0.6590, ψ41 = −7.3533,

†Since the objective is not the optimality of the designs of the systems, the respective con-
vergence thresholds were not lowered to their minimum values.
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and the system matrices of the controller system in (2.2), the local controllers

at the actuator nodes of the plant system in (4.1), and the local controller at

the input nodes of the controller system in (4.2) are given as

AK =

[
−0.0331 −0.6127
0.0163 0.3031

]
, BK =

[
15.3253
−19.4123

]
,

CK =
[

0.0032 0.0323
]
, DK = 1.0590,

AA =

[
0.0271 0

0 0.0271

]
, AΓ = −0.0372.

For the second scenario, the nonzero entries of the computed system ma-

trices of the network system are given as

υ14 = −0.0532, υ24 = −0.0546, π11 = −0.0281,

ω11 = −0.9641, ω22 = 0.0496, ω33 = −0.0640,

ω44 = 0.5749, ω12 = 0.0232, ω43 = −0.0182,

λ21 = 1.7994, λ22 = −1.0667, ψ31 = −4.5122,

and the system matrices of the controller system, the local controllers at the

actuator nodes of the plant system, and the local controller at the input nodes

of the controller system are given as

AK =

[
0.0633 −0.0562
−0.1116 0.1029

]
, BK =

[
−0.2381
0.2991

]
,

CK =
[
−0.0161 0.0149

]
, DK = 0.0253,

AA =

[
0.9935 0

0 0.9935

]
, AΓ = 0.9945.

Remark 4.7. It should be noted that the matrix DK was computed to be

nonzero, unlike the constraint given in Chapters 2 and 3. In addition, the

weight assigned to the self-connectivity links of the nodes of the network sys-

tem (namely, ωii) represents the state of node vi of the network system and

is computed to be nonzero when the node is part of the proposed topology

(namely, when it is active), and zero otherwise (e.g., in the first scenario, nodes

v1 and v3 are not used, and therefore ω11 = ω33 = 0). In addition, in both

scenarios, the communication links to be established are specified with the as-

sumption that the corresponding cycles are the optimal cycles, which generate

the maximum value for the utility function in (4.11). If no such specifications

are given, the optimization problem in (4.12) needs to be solved.
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Further, in the first and second scenarios of connectivity between the nodes

of the proposed topology, it is only required to establish five and eight com-

munication links, respectively, to form the proposed topology, and where a

stable and optimal closed-loop control system is delivered. In contrast, using

the design procedures presented in Chapters 2 and 3, it would be required

to establish over forty communication links. Thus, the design procedure pre-

sented in Section 4.4 provides a significantly more efficient approach to the

formation of the proposed topology.

4.6 Summary

In this chapter, the design of the proposed topology under induced con-

nectivity constraints was considered. More specifically, the following were

delivered:

• The definition and the modelling of the proposed topology with using a

decentralized control system setup as well as the modelling framework

to facilitate the design of the proposed topology;

• The conditions required to characterize the connectivity between the

nodes of the proposed topology;

• The strategic formation of the connectivity between the nodes of the

proposed topology; and

• The design procedure of the proposed topology by using an algorithm

for computing its design variables.
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Chapter 5

Design of the Topology Under
Additional Specifications

In Chapters 2, 3, and 4, the provided results are for the proposed topology

under ideal operating scenarios, abnormal operating scenarios, and induced

connectivity constraints. In this chapter, the design of the proposed topology

under two additional specifications is considered. Firstly, the design of the

proposed topology by using a model reduction approach to remove nodes and

associated communication links is considered (namely, as an alternative ap-

proach to that of Chapter 4 to utilize a reduced number of nodes and commu-

nication links). Secondly, the design of the proposed topology by segregating

the set of distributed and inter-connected nodes of the network system into

two independent sets of nodes is considered (namely, with different objectives

in relation to the connectivity between the nodes of the proposed topology).

5.1 Model Reduction of the Topology

Similar to the discussion of Chapter 4, a limitation on the utilization of

the nodes and the communication links between the nodes of the proposed

topology can lead to a simpler design as well as construction of the proposed

topology. In contrast to the approach of Chapter 4, where the design of the

topology begins by specifying a number of nodes and communication links

to form the topology, in this section, the design of the proposed topology is

re-evaluated to determine which nodes and associated communication links

can be removed to result in a reduced size of the proposed topology.
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5.1.1 Modelling Framework of the Topology

The design of the proposed topology under the removal of nodes and asso-

ciated communication links is achieved by adopting the approach presented in

the model reduction literature [8, 10]. Namely, nodes are removed from the set

of distributed and inter-connected nodes V of the network system and state

nodes are removed from the state nodes VK of the controller system. The re-

sulting proposed topology therefore consists of the plant system, as well as the

reduced network and controller systems. More specifically, consider the closed-

loop control system in (2.4), denoted by M , with state vector x = [xTGxTNxTK ]T ,

input vector w, and output vector z. The objective is to realize a closed-loop

control system, denoted by M̃ , with state vector x̃ = [xTGx̃TN x̃TK ]T , input vector

w, and output vector z̃, and modelled in discrete time as

x̃(k + 1) = Ã x̃(k) + B̃w(k),

z̃(k) = C̃ x̃(k) + D̃w(k),
(5.1)

where Ñ < N and r̃ < r, and x̃N ∈ RÑ and x̃K ∈ Rr̃ denote the state

vectors of the reduced network and controller systems, respectively, and all of

its system matrices have suitable dimensions.

Next, consider the decomposed and rearranged vector x = [xTGx̃TN x̂TN x̃TKx̂TK ]T ,

such that xG, x̃N , x̃K correspond to the nodes that are to remain, and x̂N and

x̂K correspond to the nodes that are to be removed. Then, the resulting

system matrices of the closed-loop control system in (2.4) are defined as

A =


A11 A12 A13 A14 A15

A21 A22 A23 A24 A25

A31 A32 A33 A34 A35

A41 A42 A43 A44 A45

A51 A52 A53 A54 A55

 ,B =


B11

B21

B31

B41

B51

 ,
C =

[
C11 C12 C13 C14 C15

]
,D = D .

Further, suppose the states of the closed-loop control system in (2.4) are

categorized as either slow or fast dynamic states to correspond to the nodes

that are to remain and to be removed, respectively. In order to indicate a

no change in the state for a discrete-time system, x̂N(k + 1) = x̂N(k) and

x̂K(k + 1) = x̂K(k). Thus, in the closed-loop control system in (2.4), the

vectors x̂N and x̂K can be expressed in terms of the vectors xG, x̃N , x̃K , and

w. The system matrices of the closed-loop control system in (5.1) are then
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defined as

Ã =

 Ã11 Ã12 Ã13

Ã21 Ã22 Ã23

Ã31 Ã32 Ã33,

 , B̃ =

 B̃11

B̃21

B̃31

 ,
C̃ =

[
C̃11 C̃12 C̃13

]
, D̃ = D̃11,

where the matrices are defined as

Ã11 = A11 + A13Ā31 + A15Ā51, Ã12 = A12 + A13Ā32 + A15Ā52,

Ã13 = A14 + A13Ā34 + A15Ā54, Ã21 = A21 + A23Ā31 + A25Ā51,

Ã22 = A22 + A23Ā32 + A25Ā52, Ã23 = A24 + A23Ā34 + A25Ā54,

Ã31 = A41 + A43Ā31 + A45Ā51, Ã32 = A42 + A43Ā32 + A45Ā52,

Ã33 = A44 + A43Ā34 + A45Ā54, B̃11 = B11 + A13B̄31 + A15B̄51,

B̃21 = B21 + A23B̄31 + A25B̄51, B̃31 = B41 + A43B̄31 + A45B̄51,

C̃11 = C11 + C13Ā31 + C15Ā51, C̃12 = C12 + C13Ā32 + C15Ā52,

C̃13 = C14 + C13Ā34 + C15Ā54, D̃11 = D + C13B̄31 + C15B̄51,

the remaining matrices are defined as

Ā31 = η(A35(I−A55)−1A51 + A31), Ā32 = η(A35(I−A55)−1A52 + A32),

Ā34 = η(A35(I−A55)−1A54 + A34), B̄31 = η(A35(I−A55)−1B51 + B31),

Ā51 = β(A53(I−A33)−1A31 + A51), Ā52 = β(A53(I−A33)−1A32 + A52),

Ā54 = β(A53(I−A33)−1A34 + A54), B̄51 = β(A53(I−A33)−1B31 + B51),

and the variables η and β are defined as

η = (I− (I−A33)−1A35(I−A55)−1A53)−1(I−A33)−1,

β = (I− (I−A55)−1A53(I−A33)−1A35)−1(I−A55)−1.

Next, the error between the original closed-loop control system in (2.4) and

the reduced closed-loop control system in (5.1) with state vector ζ , [xT x̃T ]T ,

input vector w, and output vector ρ = z− z̃, denoted by E, is modelled as a

LTI system in discrete time as

ζ(k + 1) = Aeζ(k) + Bew(k),

ρ(k) = Ceζ(k) + Dew(k),
(5.2)

where the system matrices are defined as

Ae =

[
A 0

0 Ã

]
,Be =

[
B

B̃

]
,

Ce =
[

C −C̃
]
,De =

[
D − D̃

]
.
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5.1.2 Design Procedure of the Topology

The characterization of the reduced closed-loop control system in (5.1)

is achieved using the Hankel norm performance of the error system in (5.2).

First, consider the following two propositions and theorem from [18] and ref-

erences therein.

Proposition 5.1. The error system in (5.2) is asymptotically stable if

lim
k→∞
|ζ(k)| = 0

when w(k) = 0. Further, for an asymptotically stable error system in (5.2),

ρ ∈ `2[0,∞) when w ∈ `2[0,∞).

Proposition 5.2. The error system in (5.2) is asymptotically stable with

a Hankel norm error performance defined by α > 0 if the error system is

asymptotically stable and

∞∑
k=T

ρT (k)ρ(k)

T−1∑
k=0

wT (k)w(k)

< α2

under zero initial condition for all w ∈ `2[0,∞) with w(k) = 0 for all k ≥ T .

Theorem 5.1. The error system in (5.2) is asymptotically stable with a guar-

anteed Hankel norm error performance α if there exists matrices S1 > 0 and

S2 > 0 satisfying the following LMIs:[
A T
e S1Ae − S1 A T

e S1Be

∗ BT
e S1Be − α2I

]
< 0, (5.3)[

A T
e S2Ae − S2 C T

e

∗ −I

]
< 0, (5.4)

S1 − S2 ≥ 0. (5.5)

Next, a greedy algorithm-based approach is proposed to remove nodes from

the nodes of the network system and state nodes from the state nodes of the

controller system (namely a model reduction approach), such as follows:

i. Removing nodes from the network system, and then removing state

nodes from the state nodes of the controller system;

81



ii. Removing state nodes from the state nodes of the controller system, and

then removing nodes from the network system; and

iii. Removing nodes from the network system and state nodes from the

state nodes of the controller system simultaneously, and when no longer

possible, removing nodes from the remaining system.

More specifically, approaches (i), (ii), (iii) are implemented using the fol-

lowing two algorithms (namely, approach (ii) is implemented using Algo-

rithm 5.1 with replacing the variables and conditions appropriately).

Algorithm 5.1 Algorithm for the Design of the Reduced Proposed Topology
with Model Reduction Approach (i)

Step 1. Specify Ñ and r̃; set x̃N = xN and x̃K = xK ; and set p = N and
s = r.
Step 2. For i = 1 : p, remove x̃N(i) and compute α(i) from the convex
optimization problem (with η = α2),

[α] = arg min
α,S1,S2

η

subject to
conditions (5.3) - (5.5), and
η > 0,S1 > 0, and SS > 0.

Remove x̃N(i) that corresponds to the lowest α(i) and update x̃N .
Step 3. If no solution exists or if dim(x̃N) = Ñ , go to Step 4; else, set
p = dim(x̃N) and return to Step 2.
Step 4. For j = 1 : s, remove x̃K(j) and compute α(j). Remove x̃K(j)
that corresponds to the lowest α(j) and update x̃K .
Step 5. If no solution exists or if dim(x̃K) = r̃, exit; else, set s = dim(x̃K)
and go to Step 4.

Algorithms 5.1 and 5.2 attempt to remove nodes from the network system

and state nodes from the state nodes of the controller system until the desired

reduced size of the proposed topology is realized or the reduction is not pos-

sible. Thus, the algorithms deliver either an original or a reduced closed-loop

control system that consists of the same or a fewer number of nodes of the

network system and state nodes of the controller system, respectively.

Remark 5.1. Suppose a solution exists at the reduction steps of Algorithm 5.1,

and the number of nodes to be removed from the network system are denoted

by N̂ and the state nodes to be removed from the state nodes of the controller

system by r̂, and the number of nodes at an iteration step l associated with
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Algorithm 5.2 Algorithm for the Design of the Reduced Proposed Topology
with Model Reduction Approach (iii)

Step 1. Specify Ñ and r̃; set x̃N = xN and x̃K = xK ; and set p = N and
s = r.
Step 2. For i = 1 : p and j = 1 : s, remove the pair (x̃N(i), x̃K(j)) and
compute α(i, j). Remove x̃N(i) and x̃K(j) that correspond to the lowest
α(i, j) and update x̃N and x̃K . If no solution exists, go to Step 4 and then
Step 6.
Step 3. If dim(x̃K) = r̃ and dim(x̃N) = Ñ , exit; if dim(x̃K) = r̃, set
p = dim(x̃N) and go to Step 4; if dim(x̃N) = Ñ , set s = dim(x̃K) and go to
Step 6; else set p = dim(x̃N) and s = dim(x̃K) and return to Step 2.
Step 4. For i = 1 : p, remove x̃N(i) and compute α(i). Remove x̃N(i) that
corresponds to the lowest α(i) and update x̃N .
Step 5. If no solution exists or if dim(x̃N) = Ñ , exit; else, set p = dim(x̃N)
and return to Step 4.
Step 6. For j = 1 : s, remove x̃K(j) and compute α(j). Remove x̃K(j)
that corresponds to the lowest α(j) and update x̃K .
Step 7. If no solution exists or if dim(x̃K) = r̃, exit; else, set s = dim(x̃K)
and return to Step 6.

the network system by Ñ(l) and those with the controller system by r̃(l). The

total number of iteration steps is N̂ + r̂, and at every iteration step, there is

a total of Ñ(l) or r̃(l) number of possibilities.

Remark 5.2. Suppose a solution exists at the reduction steps of Algorithm 5.2.

There is a total of N̂ or r̂ number of iteration steps, if N̂ > r̂ or r̂ > N̂ , respec-

tively. Further, at every iteration step l where a pair of nodes is to be removed,

there is a total of Ñ(l)× r̃(l) number of possibilities, and where a single node

is to be removed, there is a total of Ñ(l) or r̃(l) number of possibilities.

5.2 Separation of the Network System of the

Topology

The proposed control system topology of Chapters 2, 3, and 4 consists

of a plant system, a controller system, and a network system, as depicted in

Figure 2.1. However, the set of distributed and inter-connected nodes that

form the network system can be segregated into subsets of nodes that have

different objectives. For example, two subsets of nodes can be formed. The

first subset of nodes handles the transfer of information from the sensor nodes
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S of the plant system to the input nodes Γ of the controller system, and the

second subset of nodes handles the transfer of information from the output

nodes Θ of the controller system to the actuator nodes A of the plant system.

The first and second subsets of nodes form a transfer network system and a

receiving network system, respectively. This control system topology is similar

to that of using inbound and outbound networks in industrial control systems

[1]. Thus, it can offer additional practicality. In this section, the proposed

topology of Chapters 2, 3, and 4 is further extended, such that its network

system is decomposed into a transfer network system and a receiving network

system.

5.2.1 Definition of the Topology

The proposed extended control system topology consists of the following

systems: a plant system, a controller system, and intermediate transfer and

receiving network systems. The plant system has a set of sensor nodes S =

{s1, . . . , sp} and a set of actuator nodes A = {a1, . . . , am}; the controller

system has a set of input nodes Γ = {γ1, . . . , γd} and a set of output nodes

Θ = {θ1, . . . , θt}; and the intermediate transfer and receiving network systems

have sets of distributed and inter-connected nodes VT = {vT1 , . . . , vTnT } and

VR = {vR1 , . . . , vRnR}, respectively. In contrast to the proposed topology of

Chapters 2, 3, and 4, the different types of nodes of the proposed extended

topology are restricted in terms of connectivity. More specifically, the sensor

nodes S of the plant system provide measurements to the actuator nodes A of

the plant system, the input nodes Γ of the controller system, and only to the

distributed and inter-connected nodes VT of the intermediate transfer network

system. Similarly, the output nodes Θ of the controller system send control

commands to the sets of nodes A, Γ, and VR. The connectivity between the

nodes of the proposed extended topology is achieved using a set of wireless

communication links E . An example of the proposed extended control system

topology is depicted in Figure 5.1, where the connectivity from the sets of

nodes S, VR, and Θ to the set of nodesA is represented using solid, dotted, and

dashed red arrows, and is denoted by ES→A, EVR→A, and EΘ→A, respectively;

that from S and VT to VT using dashed and solid black arrows, and denoted

by ES→VT and EVT↔VT , respectively; that from Θ and VR to VR using dashed

and solid green arrows, and denoted by EΘ→VR and EVR↔VR , respectively; and
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that from S, VT , and Θ to Γ using dashed, dotted, and solid yellow arrows,

and denoted by ES→Γ, EVT→Γ, and EΘ→Γ, respectively.
 

Figure 5.1: An example of the proposed extended control system topology with
a plant system (left block), a transfer network system (middle top block),
a controller system (right block), and a receiving network system (middle
bottom block), where the sensor nodes (yellow circles) and actuator nodes
(green circles) of the plant system, the distributed and inter-connected nodes
(blue circles) of the transfer network system, the input nodes (red circles)
and output nodes (cyan circles) of the controller system, and the distributed
and inter-connected nodes (grey circles) of the receiving network system are
connected using wireless communication links (different colors and shapes of
arrows).

Similar to the definitions in Section 2.1, the plant system and the controller

system, denoted by G and K, are modelled as in (2.1) and (2.2), respectively.

Further, similar to the nodes of the network system in (2.3), each node of the

intermediate transfer and receiving network systems updates its state based

on its current state as well as the current states of its neighbouring nodes.

Similarly, each actuator node of the plant system and input node of the con-

troller system updates its state based on the current states of its neighbouring

nodes. First, consider the transfer network system, the update procedure is

modelled for each node of the transfer network system with state xTi and input
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node of the controller system with state fi in discrete time as

xTi(k + 1) = ωTiixTi(k) +
∑

vTj∈NvTi

ωTijxTj(k) +
∑

sj∈NvTi

λTijyj(k),

fi(k) =
∑

vTj∈Nγi

υTijxTj(k) +
∑
sj∈Nγi

ξTijyj(k),

where the coefficients ωTij , λTij , υTij , and ξTij denote the weights assigned to

the states received by node i from node j, and ωTii denotes the weight assigned

to the self-connectivity link. The states of the nodes of the transfer network

system and the input nodes of the controller system in an augmented manner

provide the transfer network system with state vector xT = [xT1 , . . . , xTnT ] ∈
RnT , denoted by T , which is modelled as a LTI system in discrete time as

xT (k + 1) = ΩTxT (k) + ΛTy(k),

f(k) = ΥTxT (k) + ΞTy(k),
(5.6)

where the matrices ΩT , ΛT , ΥT , and ΞT contain the coefficients denoting the

weight assignments. Next, consider the receiving network system, the update

procedure is modelled for each node of the receiving network system with state

xRi and actuator node of the plant system with state ui in discrete time as

xRi(k + 1) = ωRiixRi(k) +
∑

vRj∈NvRi

ωRijxRj(k) +
∑

θj∈NvRi

λRijgj(k),

ui(k) =
∑

vRj∈Nai

υRijxRj(k) +
∑

θj∈Nai

ξRijgj(k),

where the coefficients ωRij , λRij , υRij , and ξRij denote the weights assigned

to the states received by node i from node j, and ωRii denotes the weight

assigned to the self-connectivity link. The states of the nodes of the re-

ceiving network system and the actuator nodes of the plant system in an

augmented manner provide the receiving network system with state vector

xR = [xR1 , . . . , xRnR ] ∈ RnR , denoted by R, which is modelled as a LTI system

in discrete time as

xR(k + 1) = ΩRxR(k) + ΛRg(k),

u(k) = ΥRxR(k) + ΞRg(k),
(5.7)

where the system matrices ΩR, ΛR, ΥR, and ΞR contain the coefficients de-

noting the weight assignments∗. Further, the values of the system matrices of

∗In the modelling of the transfer and receiving network systems, the set of communication
links ES→A and EΘ→Γ are omitted.
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transfer network system in (5.6) and of those of the receiving network system

in (5.7), in addition to those of the controller system in (2.2), are determined

to deliver a control system configuration that satisfies specific objectives (e.g.,

stability and performance), and they are therefore the design variables.

5.2.2 Modelling Framework of the Topology

The plant system in (2.1), the controller system in (2.2), the transfer

network system in (5.6), and the receiving network system in (5.7) are con-

nected through feedback (namely, through the communication links between

the nodes). This results in the feedback setup of the closed-loop control system

depicted in Figure 5.2.

G

T R

K

z� w�

y
?

u
�

f
-

g
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Figure 5.2: Feedback setup of the closed-loop control system consisting of the
plant, controller, and transfer and receiving network systems.

Then, the closed-loop control system is modelled as a LTI system in dis-

crete time as

x(k + 1) =

 A11 . . . A14
...

. . .
...

A41 . . . A44


︸ ︷︷ ︸

A

x(k) +

 B11
...

B41


︸ ︷︷ ︸

B

w(k),

z(k) =
[

C11 . . . C14

]︸ ︷︷ ︸
C

x(k) + Dw(k),

(5.8)

where the vector x , [xTG xTT xTK xTR]T denotes its state, and the system ma-
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trices are defined as

A11 = A+B2ΞRDKΞTC2,A12 = B2ΞRDKΥT ,

A13 = B2ΞRCK ,A14 = B2ΥR,A21 = ΛTC2,

A22 = ΩT ,A23 = 0,A24 = 0,A31 = BKΞTC2,

A32 = BKΥT ,A33 = AK ,A34 = 0,A41 = ΛRDKΞTC2,

A42 = ΛRDKΥT ,A43 = ΛRCK ,A44 = ΩR,

B11 = B1 +B2ΞRDKΞTD21,B21 = ΛTD21,

B31 = BKΞTD21,B41 = ΛRDKΞTD21,

C11 = C1 +D12ΞRDKΞTC2,C12 = D12ΞRDKΥT ,

C13 = D12ΞRCK ,C14 = D12ΥR,

D = D11 +D12ΞRDKΞTD21.

As can be observed from the system matrices of the closed-loop control

system in (5.8), the system matrices of the plant, controller, and transfer and

receiving network systems are coupled together in a nonlinear manner. Next,

the system matrices are expressed in terms of matrices affine on the system

matrices of the controller, transfer network, and receiving network systems

(namely, similar to the approach presented in Section 2.2). First, consider the

transfer network system in (5.6) and suppose the associated transfer network

parameter is denoted by T and defined as

T =

[
ΞT ΥT

ΛT ΩT

]
. (5.9)

The system matrices of the closed-loop control system in (5.8) are defined in

terms of the transfer network parameter as

A (T ) = A T
1 + BT1 T C T1 ,

B(T ) = BT2 + BT1 T C T2 ,

C (T ) = C T3 + C T4 T C T1 ,

D(T ) = D11 + C T4 T C T2 ,
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where the matrices are defined as

A T
1 =


A 0 B2ΞRCK B2ΥR

0 0 0 0
0 0 AK 0
0 0 ΛRCK ΩR

 ,BT1 =


B2ΞRDK 0

0 I
BK 0

ΛRDK 0

 ,BT2 =


B1

0
0
0

 ,
C T1 =

[
C2 0 0 0
0 I 0 0

]
,C T2 =

[
D21

0

]
,C T3 =

[
C1 0 D12ΞRCK D12ΥR

]
,

C T4 =
[
D12ΞRDK 0

]
.

Next, consider the controller system in (2.2), and suppose the associated

controller parameter is denoted by K and defined as

K =

[
DK CK
BK AK

]
. (5.10)

The system matrices of the closed-loop control system in (5.8) are defined in

terms of the controller parameter as

A (K) = A K
1 + BK1 KC K1 ,

B(K) = BK2 + BK1 KC K2 ,

C (K) = C K3 + C K4 KC K1 ,

D(K) = D11 + C K4 KC K2 ,

where the matrices are defined as

A K
1 =


A 0 0 B2ΥR

ΛTC2 ΩT 0 0
0 0 0 0
0 0 0 ΩR

 ,BK1 =


B2ΞR 0

0 0
0 I

ΛR 0

 ,BK2 =


B1

ΛTD21

0
0

 ,
C K1 =

[
ΞTC2 ΥT 0 0

0 0 I 0

]
,C K2 =

[
ΞTD21

0

]
,C K3 =

[
C1 0 0 D12ΥR

]
,

C K4 =
[
D12ΞR 0

]
.

Finally, consider the receiving network system in (5.7), and suppose the

associated receiving network parameter is denoted by R and defined as

R =

[
ΞR ΥR

ΛR ΩR

]
. (5.11)

The system matrices of the closed-loop control system in (5.8) are defined in

terms of the receiving network parameter as

A (R) = A R
1 + BR1 RCR1 ,

B(R) = BR2 + BR1 RCR2 ,

C (R) = CR3 + CR4 RCR1 ,

D(R) = D11 + CR4 RCR2 ,
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where the matrices are defined as

A R
1 =


A 0 0 0

ΛTC2 ΩT 0 0
BKΞTC2 BKΥT AK 0

0 0 0 0

 ,BR1 =


B2 0
0 0
0 0
0 I

 ,BR2 =


B1

ΛTD21

BKΞTD21

0

 ,
CR1 =

[
DKΞTC2 DKΥT CK 0

0 0 0 I

]
,CR2 =

[
DKΞTD21

0

]
,CR3 =

[
C1 0

]
,

CR4 =
[
D12 0

]
.

5.2.3 Design Procedure of the Topology

The design procedure of the proposed extended topology is addressed by

extending the joint design approach of Section 2.4 to iteratively compute the

controller parameter in (5.10), the transfer network parameter in (5.9), and the

receiving network parameter in (5.11). First, consider Algorithms 2.1 and 2.2

of Section 2.4, and suppose the set containing the controller, and transfer and

receiving network parameters is denoted and defined asM = {T ,K,R}. The

design procedure of the controller, transfer network, and receiving network

systems of the proposed extended topology is achieved using the following

algorithm.

In Algorithm 5.3, the algorithm begins with computing initial values for

the matrix X as well as for the parameter M to result in a closed-loop con-

trol system that is stable, but not optimal (Steps 1, 2, and 3). Then, the

computed initial values are used to compute values for the parameter M to

result in a closed-loop control system that is stable as well as optimal (namely,

with respective to the energy-to-peak performacne measure) (Steps 4, 5, and

6). Further, the joint design of the controller, transfer network, and receiv-

ing network systems of the proposed extended topology is achieved using the

following algorithm.

In Algorithm 5.4, the computation of the controller, transfer network, and

receiving network parameters is implemented iteratively until there is no sig-

nificant change in the performance measures. More specifically, each of the

controller, transfer network, and receiving network systems is designed given

the remaining two systems, while sequentially iterating through the design of

each of the systems until no significant reduction is observed in the respec-

tive performance measure (namely, εM). Further, the algorithm starts with

an arbitrary controller and receiving network systems, and a transfer network
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Algorithm 5.3 Algorithm for the Separate Design of Optimal Controller,
Transfer Network and Receiving Network Systems

Step 1. Specify k = 0, ηM > 0, and X0 as an arbitrary symmetric matrix.
Step 2. Compute X by solving the convex optimization problem,

[X] = arg min
X,Z,M,Y

ηM

subject to
X Z A (M) B(M)
∗ Y C (M) D(M)
∗ ∗ X−1

k (2I−XX−1
k ) 0

∗ ∗ ∗ I

 > 0. (5.12)

Step 3. If ηM < 0, go to Step 4; else, set k = k + 1 and go to Step 2.
Step 4. Set k = 0 and εM > 0.
Step 5. ComputeM, Y , and κ by solving the convex optimization problem,

[M, Y, κ] = arg min
X,Z,M,Y,κ

κ

subject to
condition (5.12) and
κI− Y > 0.

Step 6. If κ < εM, exit; else, set k = k + 1 and go to Step 5.

Algorithm 5.4 Algorithm for the Joint Design of Optimal Controller, Trans-
fer Network and Receiving Network Systems

Step 1. Specify the reduction parameter β, and set i = 1, εT (i < 1) =
εK(i < 2) = εR(i < 3) = −1, and K and R as arbitrary matrices.
Step 2. Compute T using Algorithm 5.3.
Step 3. If εT (i) > βεT (i − 3), εR(i − 1) > βεR(i − 4), and εK(i − 2) >
βεK(i− 5), exit; else, set i = i+ 1.
Step 4. Compute K using Algorithm 5.3.
Step 5. If εK(i) > βεK(i − 3), εT (i − 1) > βεT (i − 4), and εR(i − 2) >
βεR(i− 5), exit; else, set i = i+ 1.
Step 6. Compute R using Algorithm 5.3.
Step 7. If εR(i) > βεR(i − 3), εK(i − 1) > βεK(i − 4), and εT (i − 2) >
βεT (i− 5), exit; else, set i = i+ 1 and go to Step 2.

91



system is designed; then, using the receiving network system and the designed

transfer network system, a controller system is designed; then, using the de-

signed controller and transfer network systems, a receiving network system is

designed; and repeating the sequence until no significant reduction is observed

in the performance measures.

Thus far, the design of the proposed extended topology as well as the pro-

posed topology of Chapters 2, 3, and 4 considers a closed-loop control system

that consists of a single plant system and a single controller system. However,

the design of the topologies can also be achieved for a closed-loop control sys-

tem that consists of multiple plant systems and multiple controller systems

(namely, as an extension to the discussion on using the WCN to control mul-

tiple plant systems [42]). For the proposed extended topology, the nodes of

the transfer network system and the nodes of the receiving network system

are utilized for the transfer of information between the plant systems and the

controller systems. Consider a closed-loop control system with plant systems

G = {Gi, . . . , Gb} and controller systems K = {K1, . . . , Kb}, which can have

different orders. The nodes VT of the transfer network system and the nodes

VR of the receiving network system connect each pair of plant system and

controller system (namely, Gi and Ki for i = 1, . . . , b). The modelling frame-

work of Section 5.2.2 and the design procedure of Section 5.2.3 can be applied

to closed-loop control systems with multiple plant systems and multiple con-

troller systems. Further, the design of such a control system topology can

be achieved by extending Algorithms 5.3 and 5.4, such that a separate LMI

condition (namely, in (5.12)) is utilized for the closed-loop control system with

each pair of plant system and controller system. The resulting design variables

are the system matrices of the controller systems AiK , Bi
K , C i

K , and Di
K as well

as the system matrices of the transfer network system ΩT , Λi
T , Υi

T , and Ξi
T ,

and the system matrices of the receiving network system ΩR, Λi
R,Υ

i
R, and Ξi

R.

5.3 Simulations

The design of the proposed topology under the additional specifications is

demonstrated by applying the design procedures discussed in Sections 5.1.2

and 5.2.3.
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5.3.1 Model Reduction of the Topology

In this section, the design of the proposed topology under the removal

of nodes and associated communication links is demonstrated. First, consider

the second-order plant system, fourth-order network system, and second-order

controller system of Section 2.5, with only w2 and z2. The objective of the

design procedure is to remove nodes from the network system and state nodes

from the state nodes of the controller system until they each have a single

node. Algorithms 5.1 and 5.2 are implemented using MATLAB’s Robust

Control Toolbox for the three approaches discussed in Section 5.1.2, and the

following results are obtained:

i. When applying approach (i), only three nodes of the network system

were removed;

ii. When applying approach (ii), only a single state node of the controller

system and two nodes of the network system were removed; and

iii. When applying approach (iii), only a single state node of the controller

system and three nodes of the network system were removed.

The specific results associated with applying each of the three approaches

are presented in the following table, where the set of node(s) removed at each

iteration step in the algorithms is denoted by τ .

Table 5.1: Results of the removal of nodes and associated communication links
by applying approaches (i), (ii), and (iii)

Iteration Approach (i) Approach (ii) Approach (iii)
Step τ η τ η τ η

1 {v1} 0.0079 {vK1} 0.0027 {v3, vK2} 0.0121
2 {v3} 0.0209 {v1} 0.003 {v2} 0.0604
3 {v4} 1.8035 {v3} 0.0187 {v4} 0.0047

Next, a simulation example is implemented, as presented in Figures 5.3 –

5.8. In the simulation example, a time-varying input w2 is utilized such that

w2 = 10 when 10 ≤ k ≤ 20; w2 = 20 when 40 ≤ k ≤ 60; and w2 = 0 otherwise.

From Figures 5.3 – 5.8, the following can be observed:

i. When applying approach (i), the removal of the one or the two nodes

from the network system results in the reduced closed-loop control sys-
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il ar t o t h at of t h e ori gi n al cl os e d-l o o p c o ntr ol s yst e m, a n d i n t h e err or

s yst e m h a vi n g r el ati v el y s m all o ut p ut si g n als.

iii. W h e n a p pl yi n g a p pr o a c h (iii), t h e r e m o v al of t h e st at e n o d e fr o m t h e
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i m p a ct. T h us, t h e s el e cti o n of t h e n o d es a n d ass o ci at e d c o m m u ni c ati o n li n ks

t o b e r e m o v e d fr o m t h e pr o p os e d t o p ol o g y s h o ul d r e c ei v e c ar ef ul c o nsi d er ati o n.

I n a d diti o n, it s h o ul d b e n ot e d t h at alt h o u g h t h e a p pr o a c h es a n d t h e r es p e cti v e

al g orit h ms all o w e d f or t h e r e m o v al of n o d es a n d c o m m u ni c ati o n li n ks, t h eir
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at t h at gi v e n it er ati o n st e p. H o w e v er, t his d o es n ot g u ar a nt e e t h at t h e s el e ct e d
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T h er ef or e, alt er n ati v e a p pr o a c h es c a n b e st u di e d t o pr o vi d e m or e o pti m al

r es ults.
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5.3.2 Separation of the Network System of the Topol-
ogy

In this section, the design of the proposed extended topology is demon-

strated. First, consider a closed-loop control system that consists of the fol-

lowing systems:

• A second-order plant system G1 that has a single actuator node A1 =

{a1
1} and a single sensor node S1 = {s1

1} as presented in Section 2.5, and

a respective second-order controller system K1 that has a single input

node Γ1 = {γ1
1} and a single output node Θ1 = {θ1

1};

• A third-order plant system G2 that has two actuator nodes A2 = {a2
1, a

2
2}

and two sensor nodes S2 = {s2
1, s

2
2} whose system matrices are given as

A =

 0.2 0.1 0.6
0.1 1 0
1 1.1 0.2

 , B1 =

 0.3 0.5
0.2 0.5
0 0.3

 , B2 =

 0 0.1
0.3 0.1
0.2 0.2

 ,
C1 =

[
0.1 0.3 0.3
0.6 0.2 0.4

]
, C2 =

[
0 0.6 0.1

0.2 0.4 0.4

]
,

D11 =

[
0.2 0.4
0.4 0.4

]
, D12 =

[
0.4 0.2
0.4 0.4

]
, D21 =

[
0 0.3

0.5 0.2

]
, D22 = 0,

and a respective first-order controller system with a single input node

Γ2 = {γ2
1} and a single output node Θ2 = {θ2

1}; and

• A second-order transfer network system with the set of nodes VT =

{vT1 , vT2} and a second-order receiving network system with the set of

nodes VR = {vR1 , vR2}.

Algorithms 5.3 and 5.4 are implemented using MATLAB’s Robust Control

Toolbox to compute the controller parameter K in (5.10), the transfer network

parameter T in (5.9), and the receiving network parameter R in (5.11), while

setting β = 0.9. The resulting convergence thresholds (namely, representing

the approximate lowest values which were found using a bisection approach)

are presented in the following table; they were obtained when no significant

change occurs in a short period of time.

The weights assigned to the transfer of information between the nodes of

the transfer network system and between the nodes of the receiving network
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Table 5.2: Results of the joint design of the transfer network, controller, and
receiving network systems

Iteration εT εK εR
Step

1 4.634 – –
2 – 3.9333 –
3 – – 3.0478
4 2.6978 – –
5 – 2.6869 –
6 – – 2.568
7 2.4834 – –
8 – 2.4658 –
9 – – 2.40771

system are computed as

ΩT =

[
−0.6766 −1.4432
−0.0241 0.4012

]
,ΩR =

[
0.1473 0.0057
−0.0871 0.4239

]
,

and the weights assigned to the transfer of information between the nodes of

the first pair of plant and controller systems (namely, G1 and K1) and those

of the transfer and receiving network systems are computed as

Λ1
T =

[
0.0740
−0.0083

]
,Υ1

T =
[

0.0131 −0.8965
]
,Ξ1

T = −0.0316,

Λ1
R =

[
−0.1463
−0.0184

]
,Υ1

R =
[
−0.6807 −7.4188

]
,Ξ1

R = 4.6553,

and the weights assigned to the transfer of information between the nodes of

the second pair of plant and controller systems (namely, G2 and K2) and those

of the transfer and receiving network systems are computed as

Λ2
T =

[
−0.7039 −0.3134
0.0168 0.0536

]
Υ2
T =

[
−47.4329 −57.2675

]
,

Ξ2
T =

[
−29.9894 −13.6862

]
,Λ2

R =

[
0.0613
−0.0412

]
,

Υ2
R =

[
5.6884 11.5379
−3.3764 −30.6617

]
,Ξ2

R =

[
0.3416
0.1440

]
.
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Further, the system matrices of the first and second controller systems K1

and K2 are computed as

A1
K =

[
−0.6254 0.2679
0.4999 −0.0996

]
, B1

K =

[
−0.2555
0.4038

]
,

C1
K =

[
−1.1518 −1.0893

]
, D1

K = 1.0858,

A2
K = 0.2647, B2

K = −0.0146, C2
K = −0.1838, D2

K = 0.1124.

The design of the controller, transfer network, and receiving network sys-

tems delivers a closed-loop control system that is stable as well as optimal

(namely, with respect to the energy-to-peak performance measure). Further,

it should be noted that the use of different values of β in Algorithm 5.4 results

in different designs of the controller, transfer network, and receiving network

systems.

5.4 Summary

In this chapter, the design of the proposed topology under two additional

specifications was considered. More specifically, the following were delivered:

• The design of the proposed topology by using a model reduction ap-

proach to remove nodes and associated communication links (namely,

an alternative approach to that of Chapter 4 to utilize a reduced num-

ber of nodes and communication links); and

• The design of the proposed topology by segregating the set of distributed

and inter-connected nodes of the network system into two independent

sets of nodes, such that a set of nodes is responsible for the transfer

of information from the plant system to the controller system and the

other set of nodes is responsible for the transfer of information from the

controller system to the plant system.

Also, the modelling of the closed-loop control system and the modelling

framework to facilitate the design of the proposed topology were presented;

and the design procedure of the proposed topology by using algorithms for

computing its design variables was addressed.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, an alternative control system topology was proposed for the

control of connected disperse systems, and it was modelled, studied, and de-

signed. The proposed topology consists of the following systems: (i) a plant

system with sensor and actuator nodes, (ii) a controller system with input and

output nodes, and (iii) an intermediate network system with distributed and

inter-connected nodes. The nodes of the network system can route information

as well as perform computational tasks, and they allow for the connectivity

between very distant nodes of the proposed topology. Further, the plant sys-

tem is regulated using the controller and network systems, in an individual

or a cooperative manner. This introduces both centralized and decentralized

control system paradigms, and therefore, more flexibility is offered in mak-

ing control decisions. More specifically, the following were delivered for the

proposed topology:

• Definitions of its different components;

• Modelling of the closed-loop control system, and modelling frameworks

to facilitate its design;

• Conditions required to characterize the existence of its design and its

behaviour; and

• Design procedures for computing its design variables.

Further, the deliverables were provided for different topics. Namely, the

proposed topology was addressed under ideal operating scenarios, failures in
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the operation of the nodes and the transfer of information, cyber attacks on

the nodes and the transfer of information, induced connectivity constraints,

model reduction, as well as segregation of the nodes of the network system

into two independent sets of nodes with different objectives.

6.2 Future Work

In this thesis, the presented topics address some important directions for

the implementation of the proposed topology. Further, there are several other

possible directions for the improvement of the proposed topology and its de-

sign; the topics considered as promising future directions are listed as follows.

• Secure control system design: To further mitigate the effects of cyber

attacks in the proposed topology, its design while accounting for po-

tential cyber attacks is desirable. For example, this can be achieved

by detecting and removing attacked nodes and information, as well as

reconfiguring the connectivity between the nodes during operation time.

• Event-triggered control system design: To further introduce savings in

resources in the proposed topology, its design while accounting for an

event-triggered operation is desirable. For example, this can be achieved

by allowing for the transfer of information as well as the inclusion of

nodes and communication links only when certain events occur during

operation time.

• Dynamic topological formation design: To further enhance the formation

of the proposed topology and provide optimal connectivity between the

nodes, its design with dynamic clustering of nodes is desirable. For

example, this can be achieved by allowing for nodes to enter and leave a

formation of any cluster consisting of a subset of nodes during operation

time.

• Autonomous control system design: To further improve the distributed

making of control decisions of the proposed topology, its design with

more autonomous nodes is desirable. For example, this can be achieved

by incorporating intelligent nodes that are capable of making control

decisions in a more independent manner with less information received

from neighbouring nodes during operation time.
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• Communication induced optimal design: To further the flexibility and

robustness of the proposed topology, its design while accounting for com-

munication induced characteristics is desirable. For example, this can be

achieved by accounting for any time delays in the transfer of information

between any nodes which only route information, as well as the commu-

nication and mobility range of the nodes to meet specific application

requirements during operation time.
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