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Abstract

In this thesis, multilevel PAM s1gna111ng with dec1s1on-
feedback equalization (DFE), for’ d1g1ta1 communication ‘over a
multimode optical fiber, is investigated. This-investigatﬁon
‘starts with a theoretical comparison of mu]€i1eve1vandwbinéry
signalling based on a derivation of the thebreticai signd]iing
capacities of a bandlimited channel poésess%ng shot noﬁsé.A
more app11ed comparison is then made through cons1derat1on of
b1nar‘ and 4 level signalling over hypothet1ca1 mu1t1mode fiber
channelc, both with and without DFE. This compar1son 1nd1ca§es
that 4 level signalling with DFE can offer bit rate - distance
products with multimode fiberg comparable to that obtainable
with binary signé]]ing over sing]g-mode fibers. The choice ;f
" DFE is defended by a theoretical comparison to the 1linear zero-
forcing and minimum mean-squared error equalizers. Also, an
upper bound on the‘error'propagation effect of DFE, for
multilevel PAM systems, is derived;\é1though this bound is
pessimistic, it does . indicate the strong dependence of thfs’
error propagation on:the»numbef of signal levels and the number
of significant feedback taps. The potential data rate increase
obtainable for a dispersion-1imited fiber system, with feedbéck
equalized multilevel sjgna]s,'is demonstrated in an
experimental 4 level PAM Eystem haJing one tapvof DFE. The
system error ratés, as a function of the received optical power
~and the data rate, are theoretically predicted éhrough computer

~analysis, and these predictions are verified by their close

iv
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‘given.

3
o

) agreement with the mhasured system performance. A~déta rate

q1ose to 5bits/Hz. of chahne] bandw1dth is demonstrated with the

Sjmple exper1menta] system.‘ F1na1]y, conc1ud1ng remarks

" v summanize some of the cdncepts‘develpped‘throughout the thesis,

and retomméndations for further research in this area are
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CHAPTER 1. INTRODUCTION

1.1 Overview of Optical Fiber Communications

xThe past decade has witnessed major developments in the
field of telecommunications. The emergence of opltical fiber as
a reliable, economically attractive transmission medium. has
been one suchvdevelopment. The principé] advantages of optical
fiber over other transmission media are by ﬁow well

established. No other medium'offeggaas large a bandwidth with

such a low attenuation. Also, fiber systems are immune to

electromagnetic interference, offer higher security, and weigh
1eSsithan cogxial systems. They are much sma11ef than 6oaxia1
cables, resulting in installation cost reductions. This is
especially true for Sur{ed coﬁmunication networks with Timited
duct area, such as those found 1in urban telephone networks.

The technology involved iﬁ tiber systems is young [1].
Consider,’fof example, semiconductor lasers; these devices ére
usually emp]oyedlas the optical source for long haul systems.
The.deve1opment_of thé ;irst semiconductor laser dates back to

1962 (Hal], Nathan et al.) [2,3]; the first room,température

continuous wave semiconductor laser was developed in 1970

(Hayashi _et al.) [4], bué it lasted only a few h;urs; Present
dévices can have mean lifetimes exceeding 109 hours [5].

Actual fiber tech?dlogy for communicatjons started later
~than semiconductpr 1ase¥ technology. In 1966, Kao and Hockam
[6] sthed theoretica]]flthat-the d%tenuétion found 1in glass

was mainly due to impurities and not due to the glass itself.



This spurred on fiber research and, in 1970, Corning Glass
Works produced a single mode fiber with less than 20 dB/km
attenuation at wavelengths around 830 nm [7]. ‘In 1972, a
‘mu1tjmode-fiber with an éttenuation of Tess than 4 dB/km was
achieved [8]. In 1976, fibers with attenuations of 1.6 dB/km
were reported, close to the theoretical 1imit for 830 nm [9].
By operating at longer wavelengths, values of 0.25 dB/km and
1es; are 1ncreasing1yAB;}ng réported, the best resu1t currently
being 0.16 dB/km for a sin§1e-mode fiber at a wavelength of
1.55 um [10,11,12,13].

~ Another result of research efforts is}the development of
fibers with increasingly larger bandwidths. Although the best
attenuation results for silica glasses have been achieved at
1.55 um, the best bahdwidth,resuffs‘present1y occur at a
wavelegéth in the vicinity of 1.3 um, where the material
dispersion of theseigiasses passes through zero. Using optical
sources having a narrow linewidth and a center wave]engfh
corresponding to this zero material dispersion wavelength, the
material dispersion becomes qu}te small. In this sjtuatioq, the
bandwidth of multimode fibers is 1imited'by modal dispersion.
To-date, the highest modal bandwidth for a multimode fiber is
9.7 GHz—km,-which 15 still an ordef'of magnitude below the
theoretical Timit [14,15]. Single-mode fibers have no modal
dispersion; hence, their‘bandwidtﬁ a% this wavelength is
extremely large and is in the order of 200 GHz-km or'higher

{depending on the spectral purify of the source),[16,17]l



There exists, however, a demand for still 10nger.range,
higher capacity  communication systems; an example of this is a
trans-Atlantic fiber optic link with no underwater repeaters.
Even with present fiber technb]ogy, most systems have a maximum -
data rate and‘repeatef distance dictated by dispersion or
atfenudtion limitations, Conseduent]y, much res%arch is being
devoted to reducing thegé limitations. The last %ew years have
seen a shift in emphasis from multimode to singf@ mode fiber
development because of the much highér bandwidth avdj]ab]e‘from :
the ]a@ﬁer. For a majority of fiber app]ication;; however,
single ﬁode technology is neither required nor ecoboMica]1y
viable as.yet. Source.énd detector technologies have advanced
in step witﬁ fiber development in ordervto provide7higher
optical launch power, trénsmitter geliabi11ty, narrower source
spectré] width, "higher receiver sensitivity, and 1onger
'wave1ength operation. |

Equalization is commonly used in the optical receiver to
increase a system's'signa1]ing capacity. Extensive theoretical
work‘has been done on this subject, and app]ied{to relatively
Tow speed systems such as telephone subscriber 1inks. However,
so far only the simp]est’equa1ization schemes have been- used
with higr data rate fiber optic systéms. Thé.most common
method used is 1inear equalization, either in the frequency or
the time domain. R. ~=ntly, decision feedback equa1izatidn (DFE)
(in whith a pulse's | rsor intersymb01 interference (ISI)
terms are cancell=" b sack based on the pulse's decodéd

value) has been appii=d ary optical systems [18,19]. To
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1.2 Thesis Objectives

the author's knowledge, more sophisticated equalization
approaches than this have not been applied to fiber systemé.
Another method of increasing the attainable data rate over
a channel is to adopt/a signalling method which realizes more
of the channel's ultimate capacity. One way of accomp]ishing
this is to trade optical power for an intreased bit rate,peél
available channel bandwidth, through the use of mu1t11éve1
signalling. Although experimental multilevel ﬁu]se amplitude
modulated (PAM) systems have been tested, they have not yet
been used much in actual service. However, the potehtia] of
multiltevel signals is well recognized, as will be shown in
Chapter 2 [20,21,22]. 'The problem with multilevel signals is
tha£ any ISI.that occurs has amore detrimental effect on fhe
sjsfé%'s perfprménce than upon that of a binary sysiem.

However, equalization techniques that can be applied to binary

systems are useful for multilevel syst@ms as well.

~

N

"DFE and multilevel signalling have each been ggbdied
fair]y'extensivély.To the author's knowledge, however, they
have not yet been applied together to a dispek§ive fiber optic
link in.order to realize more of fhe channel's capacity, as
compared to conventional bina?y signal]ing: Consequently, this
thesis has the following objectives in miﬁd: |

1. To qualitatively show the increase in signalling

capacity obtainable on a dispersion limited optical fiber Tink

v wiﬁh muﬁti]eve] PAM signals, in contrast to binary signals. K



2. To design a multilevel PAM system for an experimental
dispersive fiber channel. ;This system will include the
following:

a) adjustable signal levels
'b) adjustable receiver thresholds
¢) adjustable one-tap DFE

3. Toobtain the noise feve]s and pu]se'shapes‘from the
experimental system. The pulse shapes Qil] be measured af
varjohs data rates, and the thermal and shof noise values will
be compared to the expected values derived from the receiver
design.

4. To develop an accurate system model based on tHe
exbérimenta] mgasurements of the noise and pulse shapes.
Optimum sfgnaf levels and reéeiver thresholds are to be
determined for this:modeI. The theoretical error rate versus
power Charactgristics for this mode] will be found for the
cases of complete equa%ization; DFE, and no equa]iiation. The
resulting error behavior will include shot noise, ISI effects,
and DFE error pfopagatibn effects (caused by erroneous
equalization when a reception error is made),‘and'shou1d
atcurafely represent the éxperimenta] system behavior.

5.  To-compare the theoretical results with actual system
results and to demongtrate the impfovement offered_by the

appPication of multilevel signalling and DFE.



1.3 Thesis Organization

The remainder of this chapte} is a brief iqtroductibn to
general o;tica1 digital communication systems., Chapter 2 is
concerned with the theoretical and practical édvahtages of
multilevel signalling in conjunctio# with PAM systems. In
order to present the practical advantages offered in an
unbiased manner, a brief summary of fiber optic technology that
is presently viable is included. This summary is useful in
deterhin{ng tﬁe repeater - spacing_dispersion and-attenuation
Timits, as a function of the bit rate, for multimode fiber
systems. These limitations are derived assuming that DFE is to
be used. This choice is justified in Chapter 3, where some of
the background theory concerning equa]izationl;dd the closely
related topit of signal filtering is covered .

Chapter 4 is concerned with the experimental four level

'§ystém de§ign, wifh,f]exibi]ity being the bqramouht
consideration. Emphasfs is'placed on the receiver preamplifier
.design because_df its fundémenté] effect on overall system
performanceﬁ The . equalizer design is cpomparatively

straightforward_and, although only & single-tap equalizer is

used, the design can be extended to include multiple taps.

The quality of a communication systeﬁ ' artié11y{
~indicated by its bit error rate (BER). fn Chapter 5, theory and
computer programs are developed for characterizing aﬁd
optimizing aanti]eve] PAﬁ system Q{th regard to its er;or‘
behavior. These programs determine the theoretical received

optical power requirements -: & function of the desired error
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rate for various pulse shapes and noise ]evé]s. In doing so,
. optimum values for variaus system parameters are ca]cb1atéd.
The programs also fnc]ude the possibility of complete
~equalization as well as partial:ISI cancellation through one or
‘more tap DFE. Application of the programs to the expe}imenta]
system is described in Chapter 6. |

Chapter 6‘a1so reports'the perforTénce of the,designed
system. System parameters are adjusted in order to minim%zé
the error‘rate for vérious optical levels and bit rates for the -
cases of novequajizatioh and sing]é-tap DFE. Measurement of
the preamplifier transimpedande,and therma1'noise, along with

shot ndise values, allows the system‘to be analyzed by the

program developed in Chap. 5. These analytic results agree

ETose]y with the experimental results obtained, thus suppérting-

L
Y

‘ the analytical methods used.
demonsf}ate that, thfougﬁ the use of a 4 level signal ahd DFE, 
a significant increase in the data handing-cqpaéfﬁy of the
fiber link is obtained. In Chapter 7, the‘gohc1Qthg chapter,
recommendatfons are given for the in;estigation of prob]ems 
with mu1fi]eve1 PAM signalling and DFE with regard to potential

~practical payoffs.



1.4 The General Optical Digital Communication Link

"Figure 1.1 depicts an optical communication 1link for
digital data transmission. The following sections briefly

describe the purpose of each of the stages in the link.

Dats . ' : " Optical

Input | . Fiber
] Data > Transmitter . Dptical] . () .
Encoder Filter Driver Source .
) . fo the
» . Receiver
TRANSMITTER
. - Automatic
: Gain Control}, ) : . :
Opt.1ca1 ' a4 o Data
Fiber : X Output
O Detector/} _JReceiver Main
{ Preanp ™| Fitter [Janprifierf TIE0u2" 1287 Decoder|
From the Timing | .
Transmitter Recovery ' »
o [Fecaback
Equalizer

RECEIVER
Fig:‘l.l 'B1ock Diagram of a digita110ptica1 communicat{on 11ink.

.
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1.4.1 The Data Encoqer

" The encoder converts the outgoing data into‘aAfofﬁfnore
, suitabie for transmissioh over the desired channel. It usually
~includes some of the,fo]]owing functions:

a) Block or convo]ﬁtionalrcoding

b) Bit formatttng

c) Bit. cod1ng
o ‘If ‘a sequence of N data b1ts is transmitted w1thout
- codwng, and the probab111ty of error per bit 1s p, then the

'probab111ty of erroneous recept1on of oae or more b1ts in the:

data stream, Pg, is given by [23]:

Pe = 1 - (1-p)N o |

~As'an example, if p = 105 and'N = 100, tth'P 21073 .
This error accumu1at1on effect is e11m1nated through block or
‘convolutional codes [23,24]. iThese codes add redundancy to the
_data, which increases the effectiJe'dﬁstance between individual
code words If the deta rate is Iess than- an appropriate’beund
[23] (wh1ch will be g1ven in Chapter 2 for binary -and
mu]ti]eve1 signals) then, with appropr1ate coding, the’ erepr-
_.fete can be made arbitraii1y small.

Block- codes are a set of fixed.tergth.vectbrs (code
wofds). Upon reception of-a b]ock of K data bits the coder
ptbduces an_appfopriatevN bit output,'where:N"is greater than K,!
by meanslof a'leok‘up table or equiva1ent‘ An)example of a

K=2, ﬂ 4 1inear binary b]ock code is shown in Tab]e 1.1:



[ \

Input Data | Output Data

00 1100
01 1001
10 0110
11 0011

Table 1.1 A linear K=2, N=4 binary block code.

Convolutional codes are generated by bassing the data
through a finite 1ength shift register. The output data is
obtained from a]erraic combinations of the shift register

data.

Both block and convolutional codes, in/éddition to adding

redundancy, can add the capability to detect and possibly .

correct errors upon reception. Examples of binary block codes
are Hamming, Golay, Hadamard, and Bose-Chaudhuri-Hocquenghem
(BCH) codes. Nonbinary block and convo]utiora1 codes exist as
well, an example being Reed-Solomon block codes.

Aithout proper bit fdrmafting, two phenomena may occur due
"to poor data statistics:. |

1. In AC coupled systems, significant DC shifting may
occur, causing an increase in the error rate for threshold

tr
crossing detectors.

2. In.the_reception of a data stream with few transitions
from one 1eve1 to another timing fnformation is lost and . thus
stable timing recoye\y becomes more difficult.

Three comptnly d&gﬂ\ili?ry data formats are; return to
zero (RZ), pon-return to zero (NRZ), and Manchester or sp11t-

phase coding. Figure 1.2 illustrates each of these

formats. [25]

10



Voltage
1 o] 0 1 0 } Binary data
a t
b t
c t

1

Figurel.2 Three common signal formats for the
binary data stream * 1 0010 ".

a8) Return to zero format
b) Non - return to zero format
c) Manchester format

11



The NRZ format has the disadvantages of possible DC drift
and {6$s of timing information. The RIZ fﬁfmat ensures timing
information, but still may have DC drift. Furthermore, it
requires three levels ana twice the bandwidth of the NR1Z
format. Manchester encoding overcomes both problems with & two
level code, but agaiﬁ with a penalty in bandwidth requirements.
Several other bit formats, such as alternate mark inversion,
exist as well, with associated penalties.

Instead of converting from one bit format (usually NRZ) to
another, a common:practicé is to scramble the data in a known
fashion so that a terfain amount of signal randomness is
assured. Data scrambling results in no bandwidth or powe}
penalty, and may be implemented in the block (or convolution)
coder. In ofher words, proper block coding may ensure enough
signal randomness so that a simple NRZ bit stream may be
adequate for the particular system. |

Bit coding'm&y also be required in a ;ystem. In
multilevel signalling, binary data is converted to multilevel
data. Three level data is usually used, not to increase the
bit rafe for the'given baud (symbol1) rate, but to provide
better data statisfics, as discussed above. Other than this,
most mu]ti]eyé] PAM systems use four or eight 1eve1s. Bit
coding may also be used when signalling over dispersive
chaﬁne]s, in order to help compensate for ISI.fOne such system
involves duobinary signals, which will be discussed in

Chapter 3. [26] , . o

12



1.4.2 The Signal Filter

A signal filter may be used to shape and band-1imit the

.signal before transmissien in order to compensate for channel .

imperfections. NormaT]y: it is designed for a paptiﬁwTér
channel, along with the receiver filter and, if préséﬁt, the
equa\izer. Two different criteria for designing these f%1ters
are: - .

a) maximizing the received signa1‘to noise ratio (SNR)

b) reducing the effects of ISI »

L4

Filtering is discussed in Chapter 3.

& BN

1.4.3 The Driver and Source

-

Conversion é% an eTectrica] signal to an optical signal
occurs at the soﬁrce. In fiber optic sxftems, the soﬁrce
is normally either a laser diode.(LD) or a light emitting diode
(LED). Performancg of presen% LDs and LEDsﬂis reviewed in
" Chapter 2. |

The source obtains its power from the driver.circuit. For
obtica] sources, the driver usually consists of a medium to
high power,A1ow output impedance transistor array. LED drivers
are relatively simpie in comparison fo LD drivers. Due to fhe
thermal instability and degfadat%on factors inherent in most
LDs, stabilization of their optical output power must be
provided by the driver circuitry. Also, LDs have a required

threshold current before lasing starts; this threshold must be

considered in the driver design.

13



The designs of the stages in the transmitter are
1nterre1ated; Obviously, the driver and source should match
each other and the intended channel; less obvious is the effect
"of the source and channel on the data formatting, coding, and
signal shape. As an example, for many sources; the maximum
average power may be much lower than the maximum peak power,
which implies ;hat pulses shorfer than the thermal time
constant pf thé device 'are required for efficient use of the
source. This requirement affects the signal shape and duty
cycle, which in turn affects the proper filter and (if used)
equalizer designs for the system,

a

'1.4.4  The Detector and Preamplifier

‘The detector changés the optical'power back into an
electrical signal. For optical communication systems it is
normally either a PIN (P-type, Intrinsic, N-type semiconddctor
sandwich) diode, avalanche photo-diode (APD), or
phototransistor. |

A preamplifier is needed when the received signal level is

very low and hence requires level boosting with little noise

penalty. To this end, preamplifiers are usually designed for a

" specified channel and detector. In optical receivers,'from
vnoise considerations, a silicon APD detector - bipolar

transistor preamplifier typically has a superior performance

bcompared to a PIN diode detector - field effect transistor

(FET) preamplifier combination at short (0.83 um) wavelengths.

At Tonger wdve]engths (1.3, 1.5 um), however, silicon detectors

14



- 1.4.,6 The Main Amplifier .o

are unusable, and other semiconductors such as Ge and InGaAs(P)
must be used. A detailed discussioh of optical detectors and

preamp]ifiers is left to Chapter 4.

1.4.5 The Receiver Filter

As the bandwidth of a circuit is increased, its noise
level also increases. Thus, receivers incorporate a filter to
1imit their bandwidth (with regard to the required signal

bandwidth} and hence the noise. In some cases, - enough

filtering may be provided in the preamplifier through proper

pole and zero placement in the preamplifier design; “In other
fases, more'eléborate fi]téfing is required to maximize the SNR
as much as practicable. From noise consideratipns, the optimum
filter is the/matched‘fi1ter. However, a matched filter, if
realizable, requires an;exact knowledge of the incoming signal
characteristics; ofteh; this in%ormation is not known. A more

detailed consideration of the receiver filter design is left to

Chapter 3.

o

The preamplifier provides signal boosting with as 1ow»a
noisé penalty as is practicab]e: In the.main amb]iffer‘design,
control of signal distortion is more important than
minimization of noise.‘ It is usually assumed that enough gain
has been provided by the preampiifier (1f.present), such that
the main amp]ifier\noise is negligible compared to the input

signal and noise levels. Whereas a preamplifier is usually

15



designed for a particular application, the main amplifier can

nofma]]y be used for a much broader rangésof systems. Optica)

.receiver amplifiers often incorporate automatic gain control to

provide increased dynamic range.

1.4.7 Automatic 6ain Control

In Systems where the incoming signal level 1is not

precisely known, automatic gain control (AGC) may be required.

The gains of the amp]ifﬁers (and possibly the APD, if used, in
anoptical system) are adjusted to provide a constaﬁt output
level. The AGC circuit includes -a peak detector, comparator,
and error amplifier. Through the use of AGC, récéivers with a

dynamié range of 40 dB or better have been realized [77].

1.4.8 Timfng Recovery

In all but the simpTlest digital systems, timing recovery
is required to provide a clock for the decoder and possibly the
equalizer. Usually, timing information is derived from the

data by means of very high-Q filters, phase-locked loops, or

surface acoustic-wave devices. Timing recovery is a major

consideration in system design, but is beyond the scope of this
thesis. The experimental link outlined in Chapter 4.uses a

de]ayéd transmitter clock signal as the receiver clock.

1.4.9 Equalization

In systems where the baud (symbol) rate apprgachés the

channel's Nyquist rate, significant ISI dccurg. Proper

16



&
transmitter and receiver filtering can help minimize this ISI.

Compliete elimination of ISI through filtering ysually requires
vcomp]icated anq precise filters, as well as an exact knowledge
of the channel characteristics. Often, the required filters
are not physically realizable. Thus, for many systeﬁs, enough
‘ISI still occurs that additional bompensétion meaﬁures aré
required: This compensation for ISI is termed equalization.
) Becausé of -‘the importance of this topic to the thesis, it is

¢

covered in Chapter 3.

1.4.10 The Decoder

The decoder attempts to reconstruct the original data from
the signal with as few errors as possible, and acts upon a
signal which has been distorted and Eorrupted by noise. It

usually involves some sort of decision making. In digital PAM

systems these decisions are based on threshold detection, with

the thresholds chosen to minimize the probability of error in
decoding.
Besides decoding the received signal, the decoder may

have the additional functions of error detection and
/

monitoring. These functions are provided by the signal code.

and format - any violation of the coding rules upon reception

igdicates an error, and appropriate action can be taken.

The communication system discussed here’is a typical model
ased in design towards PAM systems. Specific aspecfs of this
system:will be considered in greater detail where they are

germane to the thesis objectives.

17
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CHAPTER 2. MULTILEVEL VERSES BINARY SIGNALLING

To{aEBFEtﬁate the goals of the work presented in this

. thesis, 1\\15 1mportant to understand the relative advantages

and disadvantages of mU$t11eve1 s1gna111ng compared to binary
s1gna111ng In certain swtuat1ons s1gn1f1cant gains, in terms

of the maximum data rate\for a channel, may be achieved by

"~ adopting a mu1t11eve1 transm1ss1on scheme in other situations,

°

multilevel s1gna11ing{may offer no economic or practical -

advantages.
To c]arity these situations, some fundamenta}
eommunication theory is presented. Based on the results of

this theory, the latter part of this chapter then indicates

when it may be advantageous to use multilevel signalling in the

Tight- of present fiber optic technology.

2.1 Slgna] Capac1t1es for Coded Signals

The reason for using mu1t11eve1 signals is to increase the

information handling capacity of a communication link. A brief

.study'of maximum permissible data rates for a given channel and

signalling method is needed to determine when the use of
mu1t11eve1 signals 1is Just1f1ab1e No attempt is made here to
prove the stated results; proofs can»be found in the references

and tend to be tedious.

Wozencraft and Jacobs [23] cover the background

communication theory pertaining to data_kate Timitations.

This theory .applies to a channel with a finite bandwidth

18
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(denoted by W, and for optical fiber systems, inc]uBeE both the

fiber bandwidth and the receiver bandwidth) and addit{ve white

" gaussian noise (AWGN). Such a channel does not possess shot

noise, which can have a larger variance than the background
thermal noise in optical systems. Consequently, their results
are presented here with appropriate extensions made to include

the possibility of shot noise.

2.1.1 Dimensioﬁa1i§y Theorém' ¢

The dimensionality theorem is based on theorems due to
Shannon, Laﬁdau, and Pollak; with further work by Dollard.

Let the set ofvorthogona1 waveformsvthat can .be
transmitted over the channel be designated{@%(tﬂ-
Furthermore, 1imit each of these waveforms to:

a) duration T

b) have no more than n of its energy outside the -

frequency interval (-W,W). ( Different bandwidth

defiﬁitions resu]f in différént values for 7). )

Then, the number of orthogonal waveformé, or dimensions,
denoted by N, that can be accommodated by the channel is

bounded by 2TW/(1- n).

2.1.2 Basic System Definitions

1. T, W, and 77are defined in the dimensionality theorem.

2. D is the number of dimensions per second:

———

“D=N/T , D<?N/(l-77)
- .
N .

19 -
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3. Let tﬁe system data rate, in bits per sécond, be
R. This data rate can be defined fn bits ber dimengion, Rﬁ, by
the formula Rn=R/D. Defining the data rate fn this manner
allows comparison between different signal forma;5~with regard -

“to their potential ability in channel utilization.

4. The maximum signal energy per dimension is En.

5. The doubﬁe-sided power spectral density and variance of
the white noise is ﬁo/z.

6. The signal to noise ratio is'En/No.

7. The set {9%(i)] is the set Qf Ofthonorma1'uavef0rms
used by the transmitter. An examﬁje; for»T;Z and N=2,
would be

< @)= u(t)-u(t-1)
@,= u(t-1)-u(t-2) S
where u{t) is the step functjon;

B. M is the totai number'of mgésages,in.the system. Fér
example, if our_{nformation is either a binary OAor 1
with no fﬁrther coding, then H=2; If we group the
binary data into 8 bit words, then =28, or 256.

C .

2.1.3 Information Coding - S i

Chapter 1 mentibnéd somé'of'the'functions that may be
performed by the transmitter encoder. Whatever the type of
coding used to perform these functions, each possible message,

M., is encoded by the transmitter into a signal S, which is:

i)
eventually received_énd decoded. Thus, the {Si} has M members,
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‘each of which can be written in terms of the N orthogonal

waveforms used by the transmitter: .
- N . . v |
Si(t) = Zb i5(t) for i=1 to M.
J=1 -
N1th b1nary antipodal s1gna111ng, the=b ij are t W/(En)- Also, s

M < 2N For antipodal mu1t11eve1 s1gna1s with A levels (A=2

being the binary case), we define the bij to.]ie between

1/(5 ) and + W/(E For examp1e a system with four equally
spaced ant1poda1 levels would have b w/(E n) or : \/(E /3).

With mu1t11eve1 signals, M < AN,
Examples of two s1gna1 codes are:

a) Binary antipodal s1gna1s (A=2) w1th M=1, N=1:

My = yes® : 5y(t) = + /() P(1)
My = "o S,(t) = - v/(E,) P(t)

b) Multilevel signals, A=4, M=5, N=2:

M o= et s si(t) = - V(E) Prt) ¢ (B Bolt)
My = mb" 1 Sp(t) = - \/IE;S qﬁﬁ(t) - VIE3) Pp(t) o
M3 = "c"': S3(t) = + /(Ey/3) 991(t) - Y(Ey) Bp(t)

1
+

(Ex/3) Prt) + VI(E) Bprt)
+-W/(Eh) @rt) - (E3) ylt)

“In general, there are many possible codes for a specified

G Mg = 0" 1 S4(t) =

o+

M5 = "e" : Sg(t)

code format; the fofmat for example b) being A=4,}M=5, and N=2.
Thus, when'a eode format is ane1yzed; this is done over the
ensemble of possible codes following that format. When stating
the probability of efror ;er a code format, it is ihportant to
remember that it is an averege; some codes will be superior and

some worse.



. 2.1.4 Comparison-of Code Formats l

In this section, the theoretical error performance and

signalling capacity of different code formate will be given,

with the number of leveTs,A, being the variate. Wozencraft

and Jacobs demonstrated that, for AHGN, the average probability

of error for t?e ensemble of codes following.a specific format
is given by

“NR-R)
e

where R0 is the exponential bound parameter for that format,'

9

and Rn_is the data rate. For binary antipq&a1-signa1s Ro is:

Ry = 1-logp[l+exp(-E /Ny T T (2.2)
For antipodal mu1ti1eve1 signals having A equidistant,

‘U

equ1probab1e levels (wh1ch is a non-optimum situation, even

for an AWGN channe1), .‘s:
R = =10 [(1/A2) Z expf:‘dz‘/#N )] 23
CE 92 Z; -8 Th: "o - ’

The parameter d]h is the dwstance between the lth and hth

levels. The s1tuat10n correspond1ng to this express1on is non-
~

- optimum because the probab1]1ty of making an error, g1ven the

s1gnaJ is e1ther the maximum or minimum leve] is ha]f the

probability of making an error for the other intermediate
levels. | : |

From expression, 2.1, 1f the data rate, R. A 1s‘1ess than
the exponential bound'Ro. the average probab111ty'of errgr cah
be made .arbitrarily sha]J for SU%ficientiy large N. Tighter
'hpper bounds than this have;been derived, and co sequent]y

operation above the rate R, may be possible. dy’e er, it can

P < 2* M - (2.1

22
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be-cdnstrued, for purposes of this discdss{on, to be an
ultimate bound. |

- Equations 2.2 and 2.3 are for antipodal Signa1s which 1lie
between 3-\/Ei; In opti§a1 systems, however, the éigna] levels
are constrained ta be one-sided. HExtension ofythese eéyétions
to one-sided sibné]]ing canﬁbe done.by'shifting the signal
levels so that they lje petween 0 and +2\/1;; Thé associated
. distances between levels do not change with this translation.
‘Howevér,'the max imum eﬁergy per dimension has increased from fn
to 4E - This increase can be accounted for‘by inclusion of a 6
dB penalty when p1§tting'Ro against E;/NO.

The RO given by equations'2.2 and 2.3 can be compared to

the ultimate channel capacity, which will be denoted by'CO,
| derived by Shannon [23]. Under the restriction of antipoda]
Signq]]ing with each‘signa1 having 1ts‘maximum energy being N
vtimgs Ep» this ultimate capacity (again for an AWGN channe]);
régard1ess of the cod1ng scheme, is:

o, - 0.570g,(1 + 2E/N,) - (2.4a)
Extension of this result éo one-s ided signa111ng by int]uding
the associated 6 dB penalty pro%%ces:

Co = 0.510g,(1 + Eq/(2N,)) “ | C12.4b)
If the number of equally likely messages, M, is large,
then: - - o

1. If Ry > Cys the prbbabi]ity of error is close to unity
forveQery set of M transmitter signals.

-



2. If Rn < Co, and optimum receivers gre used, there
exists a set of signals such that the propabi]ity of
error can be made arbitrarily small.

Figure 2.1 depicts C; and various R, (for different number
of signal Te?e]s) as a function of tﬁe maximum SNﬁ per
dimension. From thisj;igpre,the signal capacity ofér;:;Bry
system is less than that of a ternary system at a SN&aof -12.0

dB or higher. In this region, the binary signa11ind capacity

is "saturated". Below this region, it appears that multilevel

signals are inferior to binary signals. This is true on]y'for
thefcase of @u]ti]eve] signals incorporating equally probable,
equidfstantlleve1s. By optimjzing the probabi]ity of each
lTevel, multilevel signals can be optimized. Then, in no
situation are they theoreticai]y inferior to binary signalling.
0f course, for Tow SNR's, the mu]ti]eve] signals degenerate
into binary signals. Graphically, 5nc1usion of optiﬁum level

probabilities would result in the multilevel capacity curves

/ ) -
shifting to the left and merging with the binary curve at Tow

SNRs.

The resd]ts thus far are for systems having nd shot noise.
Obtdcal systems: however, usually possess significant shot
noise and thus have signal dependent noise vaf;énces.‘ The
overall noise variances?f@r‘mu1t5]eve] signals can be
. approximated by equation 2;5:

o= gF« &by | - (2.5)
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In this equation,

th

O; is the noise variance at the it signal level,

)8 is the noise variance in the absence of optical power
(primari]y due to thermal noise)hk
f .1s a shot noise paramnfer, and ﬁ
bi is the 1th signal level. . .
The derivation of (2.5) is left to Chapter 4 wherfe the
experimental preamplifier design is discussed. The equation

shows that as the signal level is increased, the noise level

also is increased. Obviously, this effect is detrimental to

multilevel signalling and should be included in derivation of
the signalling capacities. Finding comparable expressions to
equations 2.3 and 2.4, however, is no simple task and well
beyond the scope of this thesis. However, a point by point

L4 -

extension of equations 2.2 and 2.3.in order to include sho

noise .is fairly straightforward and is considered in

Appendix A.

Chapger_G includes measureménts of the experimental

h)

preamplifier noise levels at various signal levels.,

]

Substitution of these results into equation 2.5 yields

0.2 = (0.5 my)Z + 70 uw°b, (2.6)

where Cﬂ and bi are in volts. Figure 2.2 depicts the signa1'

capacities equivalent to R, and C, for the noise defjned by

Eqn. 2.6. These capacities are designatediby Rs and CS 1n/

order to distinguish them from the R0 and Co given for the case

of no shot noise (Figure 2.1).

VS

/
\
\
\
\

\

\
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as defined by Equation 26
and for A—Level PAM Signalling
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A comparison of Figures ﬂi and 2.2 indicates that the
A - Tevel ;aﬁhcity curves for the cases of shot noise and no
shot noise are idéhtigal except at the knees of the curves. As
the shot noise increases, the knees becohe'rounder, and the
corresponding signal capacities'ﬁt'the knees are reduced
slightly. For the sﬁot noise paraéeter g=70 uv, the tradeoff
point between binary signalling anq‘ternéry 1eve1 signalling {s
'at a SNR figure of "approximately 15>d8, as opposéd to the 12 dB

figure for the case of no shot noise.

The similarity between Figures 2.1 and 2.2 indicates fhat,,

for typical values of shot noise, tie earlier coﬁparisons
between binary signalling and mu1ti1g€e1 signa}1jng based on
Figure 2.1 still ap%]y.- *

Figures 2.1 and 2.2 also indicate that_thelachievab1e
signalling capacity with mu]ti]eveT.signaléAis close to the
ultimate channé] cépacity. 'HoweVer; doubling the nuhberrof
Tevels. has less and less payoff as fhe‘number of levels
ihcreases. Because of this, economic considefatiohs.dictate
that it is seldom wofthwhi]g to go above‘8 or 16 levels.

Often.in the literature, a comparison is made between
Binary signalling with equalization and multilevel Signa]]ing
as methods to increase a systém's aﬁtéinab]é bit rate. Salz
[27] considered 6ptimum (in the mean - squared sense) DFE for
both binary énd multilevel signals. Having deriQed the form of
this eq&alizer, he then -addressed the problem of signalling at
faster than the channel's Nyquist baud rafe by employing DFE

and multilevel signalling. Specifically, the possible

t
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advantages of decreasing the number of signal levels (to a
minimum of two for binary sjgﬂq}iing) while increasing the
signal baud rate in order to keep the data rate constant were
‘1nvestigated. Salz concluded that, for channels of practical
interest, if the signal baud‘rate was {ncreaséd above the
channel's Nyquist rate, while fhe number of sjgnal levels was
decreased, the mean-squaréd-error (MSE) was increased. .

‘Hence, from a MSE friterion, and for most practical
channe]s; when the iﬁformation rate is higher than the
_channel's Nyquist baud rate, mu]ti]eve1'signa111ng at the
NyquiSt baud fate with some equalization is‘superior to binary
signa]]ing'above the Nyquist réte with more extensive
equalization. . ’

In‘contrast‘to this result are the conclusions made by
Kasper [28]. Kaspér's work 1ndi£ates that, for multimode
optical channels, tﬁe use of;bFE in conjunction with binary
signa111ng results in better system performance as compared to
multilevel signalling at the same bit rate. For example,
suppose we Qad;a binary system capable of operating at half the
Nyquist rate, but no higher, with negligible ISI.- Neg]etting
shot noise, doubling the bit rate of this system and»using
jdeal -equalization would result in a 3 dB penalty. Doub]ing
the bit rate by adopting a 4 level system would result in a 4.8

dB penalty in signal power (assuming the receiver sensitivity

does not change) [28]. By this comparison, multilevel

signalling is not as good as binary signalling with ideé]
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équa]ization. However, this is a misleading and incomplete
comparison, as will be shown:

1. The transmitter rate,is given bﬁ R=RdD. With
equalization, R is increased by increasingD. With multilevel
- signalling, R is increased by - increasing Rn..'The basic
dffference is that multilevel signals take'advantage of unused
channel capacity,.while equa]ization tries to compensate for

channel restrictions.

- 2. 1f D can be increased by equalization, it can be
increased for both binary and multilevel systems. A multilevel
system can be equalized in the same way a binary system can.

This possibility wés not considered by KasperQ

3. There is a limit to tﬁe amount of equa]fzation
possible; if information is lost due to channel limitations, it
is .impossible to regenerate that ‘information. Tﬁi; is
reflected by the sﬁarp incréase in the equa]izatioh power
pena]tj as thé bit rate is increased. Linear equalization must
,compenéate for ﬁhe channel limitations in the presence of
\ noise, and has'inﬁerent noise enhancement. This is espéciaTTy

true for channels having severe frequency attenuation

characteristics or amplitude nulls in their time-domain impulse

responses [18,26,27,28]. Nonlinear equalization méthods such
‘as DFE aré better in this respect, as they do not enﬁance the
signal noise. Efﬁerimenta] optical systems employing bFE have
shown a "doubling" penalty of 3.5 dB [18]. However, DFE relies

upon correct decisions being made by the receiver's decoder.

30



/

Inall systems, errors are made occasionally. If the amount of
feedback required for DFE is small, these decision é@rors-have
Tittle gffett on the system performance. However, if a 1afge

amount of feedback is necessary, these errors have a very

serious effect on system performance. When an error occurs, the

feedback value 15 wrong and hence may cause a decision error
for fhe next bit. Thus, errors tend to propagatei With
sufficiently large amounts of feedback,ﬂerrors méyvsubstain
themselves (analegous to oséi]1ation.in an amp11f1er), and “the

system becomes unusable.

4. If the baud rate of a system is increased sufficiently
to'cause significant ISI, pulse edges are rounded and hence
timing information is lost. Thus, accurate clock extraction

becomes more difficult to accomplish.

-

5. The power penalties mentioned above were under the

assumption that all other syStem parameters remained constant

as the baud rate was increased. For optical systems, this is

not necessarily true, as will be shown in the next section.

N

For example, the loss in receiver sensitivity when the baud

rate 1is doubled may more than offset the power penalty

differences between the two methods.
The above pbints show‘that the;comparison'betweeh
équa]ization and muiti]eve] signalling is not asimple one;
many factors have to be taken into account. The best method of
vincreasing the bit rate in a dispersion-limited optical channel

may involve both multilevel signalling and equalization.
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Determination of the best compromise for typical fjber‘systemsl

requires an examination of the state of presenf fiber optic

technology. ' .

2.2 Present Fiber Optic De&ice Technology

Section 2.1 defined the major diff%rence between
multilevel signa]]ﬁng andiequalizafioﬁ‘a approaches to|
increasé a system's bit raté Equalization attempts to
compensate for a channe] s bandwidth restrictions and, \though
very useful when app11ed properly, has 1nherent 11m1tat1ons
This is especially true for linear equa]1zat1on techn1ques as

will be shown in Chapter 3. _ L v

|

Multilevel signals, on the other hand, take advanta%e of. \

more of the chaﬁne]'s capacity The theoretmca] bound on the
ultimate capac1ty of mu1t11eve1 ‘signals s very c]ose ito
Shannon's bound for the channel.

“In order tb‘compare binary and multileve] signalling over

fiber systems, the state of optical fiber communicatggns has to

be reviewed. This is done in the following sections. Although |

this thesis is concerned primarily with mﬁvtimode fiber

systems, a summary of single mode technology is also included

here. Know]édge of both types of systems and devices is
essential in realizing the relative advantages and limitations

of the two system categories.

\

-
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2.2.1 Fiber Technology

The ultimate capacity of a channel depends on its
bandwidth and attenuatioﬁ characteristics. For 6pt1caT fibers,
these characteristics depend on the type of fibef,
mangfacturing process, and source.

Attenuation in silica fibers is primarily due to material
absorption and scattering, and is a function of certain fiper
impurity co%centrations as.well as the opefating wavelength.
The bandwidth of fibers is 1limited primarily by modal,
méteria], and waveguide dispersion. For multimode fibers,
waveguide dispersion is neg]igib]é in comparison with the other
two; in single mode fibers modal dispersion is/e]iminated and
waveguide dispersion has to be considered.

In multimode fibers, modal dispersion is due to the
- difference in group velocity of different éodes'propagating
along a fiber. Its effeéf is minimized by the use of graded
index fibers. The pulse broadening caused by this mechanigm is
;dughly proporttpna] to the»square root of the fiber length,
for fiber 1engt§§ of 1 km or more (depending on the fiber
characteristics). ~

Material dispersion (also called chromatic dispersion) for
both single mode and multimode fibe#% is strongly dependent on
‘the speﬁtra] linewidth and centerﬂ&ave]ength of the optical
source. The pulse’brgadenihg caused by material dispersibn is
proportional to the fiber length. At a wavelength of 850 nm,

‘the material dispersion of silica per nanometer of spectral

linewidth is typically 85 to 100 ps/km; at 1300 nm it passes
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through zero, and at. 1550 nm it is roughly 20 ps/km for
conventionally doped silica fibers [14,15,26,29].
The primary causes of attenuation in silica fibers are

Ray leigh scattering, infrared and ultraviolet absorption, and

- the presence of OH ("water") radicals. The first three causes

resu1f in a theoretical wavelength - dependent minimum fiber
attenuation. This attenQatiop Vimit is under 5 dB/km for
wayelengths between 650 nm and 1900 nm [16, 30],with a minimum
Qa]ue, at 1550 nm, of approximately 0.1 dB/km (for s%ng]e-mode

fibers). The presence of OH ions, however, causes absbrption

peaks at 940, 1240, and 1380 nm [30]. The regions between

these peaks, along with the theoretical attenuation min%ﬁum,
results in.3 Tow - loss windaws at the forenamed wavelengths of

850, 1300, and 1550 nm. Before the concentration ‘of OH

radicals could be reduced to levels obtainable today (10 ppb '

[14]), the lowest Toss window was the 850 nm one. Sysfems
operating af this wévefength are termed firét generation
systems. Reduction of the OH ion concentration openeq up the
pther two wfndows{ in fact, it is low erugﬁ in present fibers
thaf the term "window" is no longer applicable. Efber§ now
have attendatibns close to the theoreticai minimum, and the
850 nm "wihdow“ is now the“pdorest one from a dispersion and
attenuation viewpo%ﬁt. However, source and détector technology
is most advanced for this wave]ength,‘apd hence 850‘nm systems

are still commercially viable for many data communication

Tinks. S o
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Typical attenuation values of present.850 nm multimode

graded index fibers are from 2 to 4 dB/km, and.vaTueS“of 1.6
dB/km have been reported [29,30,31].- The material dispersion
per kilometer of typical good quality 850 nm fiber length, Ty »
is given by . o '

Ty= (85 ps/km)- AN : (2.7)
yhere A>\ is the source "full width at half maximum power"
(FWHM) linewidth [15,26]. The materfa] bandwidth-disfancé
product (BDP) corfesponding to this is:

fx = 1)/ (775 ) = 0.441/ 7T, (2.8)
.A LED with a 30 nm FWHM linewidth results in a material BDP,
fy, Of 170 MHz-km; a'LD having{a 2 nm linewidth would have a
2.6 GHz-km material BDP. Values of 3.1 GHz-km havé been
reported [30j.v &

Commercial 850 nm fibers with a modal BDP, f@’ of 800 to
1000 MHz-km have been produced. The overall fiber band@idth,
fr, considering both material and modal dispersion, can be

approximately predictéd byltﬁé fo}]owing formula [26]:

1/ = x\/L/fmZ RN (2.9)

L is the fiber length in kilometers. With values of fa=170

MHz-km" and fm = 800 HHi-km, a 10 km fiber wﬁu]d have a
bandwidth estimate of only 17 MHz. |
An example of a current godd quality 850 nm multimode
fibér'is Corning Glasswork's fiber #2410F. This fiPer hés a
maximum attenuation of 2.4 dB/km and a modal BDP of 670

Miz-km [31].
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Present attenuation values are around 0.6 - 0.7 dB/km for

1300 nm mu1t»1'mo‘de fiber, and 0.4 dB/km for 1550 nm multimode

fiber [14,15]. The 1300 nm window has the advantage of very

"""

Tow materia] dispersion. Typ1ca'l]y, the mater1a1 dwsperswn

passes through zero with a s]ope of 0.1 ps/km- nm around th1s

wave]ength [15] For an optical source having a center'

wavelength matched to a conventwna]]y clad fiber's zero’

dispersion wavelength, the 3 dB optical (6 dB electrical upon

reception due to the square-law nature of optical detectoré)o

material BDP is ap"proximated by [32,33]:

-

fa = 4f  where £, = 1.61-10"% m? /(AN )% (2.10)

0 0

If, however, the source center wavelength, >\ ,is

d1fferent from the fiber zero- d1spers1on wave]ength )\ he

material BDP is -sharply reddced from th1s maximum value. The

appropmate formulas for the 3 dB optical material BDP are

then:
fy = x5fo where x satisfies ﬁhe\egygfjon t32,33]:
0.5(1+x%)0-% = exp[-(A-A) &%/ (20108 ANZ ) (2.11)

Here, A)\rms is the root-mean-square

S) source spectral

width. This width is epproximately 0.42AX(FNHM) for sources
having a daessian or near gaussian spectral distribution.
'Fi‘gure 2.3 depicts fy for 1 km of typical multimode fiber for
vah'Ouvs LED source wavelecngtﬁs and spectral widths.

Present 1300 nm edge-emitting LEDs have a FWHM 'Tinewidt_h

around 70 nm. Assuming a wavel_ength mismatch of 25 nm

between.the fiber and soukce‘, the appropriate material BDP,

from Fig. 2.3, is 3.75 GHz-km.
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The modal bandwidth for 1300 nm fibers is higher than that
obtainable with 850 and 1550 nm fibers. Recently, a median
value of fm? 1.83 6Hz-km was Feported for 1300 nm fibers mass
produced/under‘manufacturing conditions [14].v Experimentai
multimode fibers for this wavelength produted by the vapor -
axial-deposition (VAD) brocess have béen pfbduced with average
modal BDPs of 6 Ghz-km,_the highest value being 9.7
B6Hz-km [14]. ‘

Assuming that we have a LED source with a 70 nm FWHM

11new1dth and a center wavelength matched to the f1bgr s 1300
. nm zero- d1spers1on po1nt a compar1son of the moda] and
material BDPs for a conventional mass-produced 1300 nm fiber
indicates that the overa]] fiber bandwidth is limited more by
the modal dispersion than the material dfspetSion [13,29].
Thus, un]ikg 850.nm systems, transmission at medium data, rates
(100 Mb/s) over.tens of kilometers may be possible at 1300 nm
w1th & LED source, prov1ded the source 1s c]ose]y matched to

the f1ber Zero- d1spers1on wavelength. The maJor advantage

offered by a laser-d1ode (LD) at 1300 nm would not be in

, |
available fiber bandwidth, but in power. _— o

In order to further.inérease the fiber bandwidth, modal
'dispersion has to be reduced. In sithe mode fibers, 1ight
propagates on1y in the HE11 mode, and hence no modal d1spers1on

occurs. At 1300 nm, where the mater1a1 dispersion may also

“vanish, waveguide dISpers1on remains. However, first-order

“cancgllat1on of this waveguide d1spers1on is possible, and the

attainable BDP with a highly coherent source may_be‘over

v ’ A
o]
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; wave]ehgth to 1550 nm. Tiz/aena1ty for this is a slightly
1 .

' a power penalty of 1.5 dB at a 1079 error rate) is

v

”

100 GHz-km [13,14,16]. The ultimate bandwidth, fmaximum® °F 2
single-mode fiber at its zero dispersione«wavelength )\O, for
an ideal source, can be approximated with the following
bandwidth‘j_]ength.relationship [13]:

4, .
(Fraimm) & = (3 TH2)} k. | (2.12)

Inraddftion to having a lower dispersion, single-mode

fibers also have a slightly lower attenuation than multimode

fibers. Typical va]uesiare 0.4 - 0.5 dB/km.at 1300 nm and 0.2

dB/km at 1550 nm. The lowest value to date is 0.16 dB/km for a

1550 nm single-mode fiber:

While operation at 1550 nm. offers the lowest attenuation,

the zero material dispersion wave]en@th is at 1300 nm. . Hencé,

. Work is being carried out to shift the zero—dispersidh

higher fiber attenuation [¥3,14,29,34].

Full utilization of single-mode ffbers requires precise

“source characteristics and fiber manufacturing control. Near

the zero-dispersion wavelength, the fiber BDP is not determined

‘direct]y by the fiber dispersfbn, but by source que-jumping,\

for a’single-mode source, and by mode-partition noise for a

Y

multi-mode source [16,35].

When multi-mode sources are used, mode-partition noise can

be caused by powef fluctuations between source spectral

canpdhents._ The BDP limitation caused by this phenomenon (for

)

BOP < (130 Gb-km/ps)/ (AN, 14Ty /d\1-k0-5) (2.13)

rms
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where k is a mode-partition noise-suppression factor/'l\o 1<k<1).
N
Typical experimental values for k are from E}/to 0.7 [16}./
Equation 2.13 applies when the source cent)ﬁ wav/e/légth 1{5 _
different from the fiber zero- d1spers1on wav”e]ength For

-matc d wave]engths the appropriate formula is: [16]

% < (1173 Gb- km/ps)/(A)xrmszld T /dAZ10%) (2010
For conventwna]]y Clad fibers, [15] '
127, 7d N2| = 0.1 ps/nmkm (2.15)
Mode- part1t1on noise is eliminated by us1ng smgle mode
optical sources. However, another limiting phenomenon arises.
Témperature variations or drive variations may -cause single-
~mode LD's to suddenly jump off their center wavelength to
another wavelength. This behavior is called mode-jumping and‘
also affects the BDP limitation of tHe fiber. Its effect is
proportional to the materia) dispersic;n and the magnitude of
the jump A>‘j [16]: ‘
BDP < (225 Gb/kmv's)/lARj(dT)\/dA)l' (2.16)
To illustrate the effect of mode-partition and mode\
hopping'noise on a high capacity single-mode fiber systém
cons1der thex:eahzat]on of a 20 km repeaterless link with a
signalling capac1ty (alt half the channel's Nyquist rate) of 1.6
6b/s [34]. For a 1300 nm multimode LD source having an RMS |
spectral width of 2 nm and abmode-‘partition goise-suppression
j factor of 0.6, the fiber material dispersion, from (2.13), has
to be 1es s than 2.6 ps/km. From (2.15), this can be realized
if the sourre cerl;ter“waveleng'ﬁth is within-‘ZG"nm of the fiber

2
ZEFO"JS;JI‘S‘NJE wavelength.  However, present source and fiber



fabrication techné]ogy is not adequate to realize this
- condition commercially [34]. For a single-mode source having a
mode hop of 3 nm, (2.16) indicates the material dispersion must

be 2.3 ps/nm-km or 1ess; an even tighter 1limit,

Reduction of these two 1limiting factors can be

accomplished by providing

a) precise matching between the source. center frequency

and the fiber zero-dispersion ane]ength.

' b)‘minimization’of the second derivativé'of the material
dispersion;with'fespect'to the wavelength.

The first of these solutions is difficult to realize
because of the high fiber impurity'concentration tolerances,
fiber diménsion tolerances, and source composition to]eraﬁces
-requfred, not only for individual batches, but over many
productign batches. This'iﬁ ggite difficult to achieve, md%%
as it is difficult to precise]j control individual transistor
parametérs‘from batch to bat;h.(Common transistors usually
have a manufacturer specifiéd,current gain range of 50 to 200
or‘moreJ Thé second solution haél;;ﬁrred on developments of a

fiber with Tow dispersion over a broad range of wavelengths.

Bel1 Telephone Labs recently produced an experimental fiber

with 1ess than 1.5 ps/nm-km dispersion with wavelengths from

1.35 um to 1.63 um. The attenuation of this fiber averaged

over a.119 km length, including splices, was 0.45 dB/km at 1300 -

nm and 0.27 dB/km at 1550 nm. This fiber was used fbirea1ize
transmission ofh420 Mb/s over the 119 km of fiber with no

repeaters (a now broken record) [12]. However, this result is
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still far short of the theoretical capability of single-mode
fibers, and involves some compromise in fiber characteristics

due to source limitatigns.

¢

2.2.2 Source Technology

Before fiber systems became commercially feasible,
practical optical sources had to be develbped{’ Much attention
was paid to 850 nm sources (and detectors) and only receht]y
has this atteniidn shifted to longer wavejength devices.

LEDs and LDs for 0.85 um operation haQe been commercially
available for many years. These short wavelength devices are
made of A1GaAs{ a‘semicondyétAr material that has been s.udied
for many years and hence is readi]j available and understood.
The better 850 nm LEDs have launch powers around -10 dBm,
spectral FWHM linewidths of 30 nm,~can-be'direct]y*modd]ated to
’100 Mb/s or higher, and~have mean lifetimes in éxcess of 107
hours [14,36,37]. LDs for this wavelength have output howers
of several milliwatts, RMS linewidths of <2 mm (for modulation
at a few hundred Mb/s or less), can be modulated up to one Gb/s
or higher, and have mean 1ifetimes of 105 hours [14,36].

LDs provide higher optical powef outputs and have a
narrower spectral width than LEDs. However, LEDs are’more
reliable, much simpler to operate due to their more stabln
output power with respect to~temberature, and cheaper thar LDs.
‘They are also immune‘to1coherency-fe1ated problems sucr as
modal-noise, mode-jumping, and pulsations. fpus, LEDs are still

véry useful as sources for multimode systems, espetié]ly at
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1300 nm where material dispersion is small [14,30,38).

Squrces far‘longer wavelength operation are made of
InGaAsP. LEDs operating at 1300 nm typically have. launch
powers of -12 dBm and FWHM linewidths of 70 nm for .edge
emitting designs, larger than that obtainable with 850 nm LEDs.

(In general,’the_spectra1 width of a LED is proportional to the

square of the LED wave]éngth [15].) Recently, a 1300 nm LED
with an incorporated ridge waveguide was produced, resulting in

a FWHM spectral width of 30 nm, higher modulation capability,

- and higher coupling efficiency; however, it was more

temperatdre sensitive than conventional LEDs [14]. Thus far,
the mean 1ifetimes of InGaAsP LEDs are typically from 5-10° to
108 hours, somewhat less than for 850 nm LEDs [35,38].

ﬁresent 1ong wavelength LDs have some disadvantages
compared to short wavelength LDs. Their dutput power 1is
slightly iower; their spectral width is s[ith]y higher, and
they are much more temperature sensitive [14,é7]. The first

two disadvantages are more than offset by improved fiber

characteristics at the 1ongér wavelengths. The sensitivityl

progy em has not yet been completely solved. Typical 1300 nm
LDs have output powers of 0 - 3 dBm and RMS linewidths around
2 nm t14,34,35]. |

For single-mode fiber fransmission, either single-mode or
multimode sources may be used. Multimode Sources, however, may

cause mode-partition noise, as mentioned earlier. Thus, in

order to achieve maximum bandwidth, single-mode sources are

required. These sources also have their problems, some of
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which are:

1. LDs that exhibit single-mode operation under steady

state conditions sometimes'break into multimode
operation when modulated. This problem can be solved through
distributed feedback. techniques [14,35].

2. LD linewidths need to be reduced to fully realize

single-mode technology, esbecia]]y for coherent

detection [14].

3. As mentioned earlier, present fabrication technology is
not adequate to match the LD center wavelength and the fiber
-zero-dispersfon wavelength for 6b/s transmission [34].

Because of these problems, much source deveTopment for
-commercial single-mode systems is required.

Although single-mode fibers outperform multimode fibers,

single-mode sources and fibers are much costlier than multimode
A}

sources and fibers. Since the capacity of Sing1e-mode systems

is not required for almost all fiber optic appTications,

single-mode systems are generally used in on1yAvery 1ong

distance, high bit rate systems. As will be showﬁ.1ater,

multimode fibers with either LDs or LEDs as an.optical source,

and with proper signal formatting ahd coding, are adequate for

many data 1inks, even at bit rates of 100 Mb/s or higher.-
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2.2.3 Detector Technology

The bandgap of silicon is close to 1 um.  Hence, silicon
is ah ide31 semiconductor for 850 nm optﬁca] detectors.
Application 6f the mature silicon device techﬁo]ogy to short
wavelength .detectors has resu]}ed in cheap, high quality PIN
diodes and APDs for first generatidn fiber systems. Silicon
APDs have quantum efficiencies close to 100%, fast response
times (£} nS),}current gains of 100 with_ex;ess ngise factors
" of about 5, and dark currents around 10 pA [14,30,36].

Unfbrtunate]y. silicon is useless as a semiconductor for
Tong (> 1 um) wavelength detectors. Consequently, materials

_ such as Ge, InGaAs, and InGaAsP are being used. Germanium has

two hajdr shortcomings compared to silicon - higher dark

currents (- 100 nA) and, for APDs, higher excess noise. Even
so, Germanium APDs are useful for long wavelength systems. One
example APD has an excess noise factor of 7 at a gainof 10, a

quantum efficiency of 80%, and a dark current of 1 uA at room

temperature (%bf operation at 90% of its breakdown voltage) :

[14]. Newer”devices such as InGaAs PIN diodes and InGaAsP APDs
have petter performance than Ge APDs; however, germanium
dévices are older and henfe commercially more available. InGaAs
PIN diodes have less sfringent power supply requifements
(pqssib]y resulting in greater repeater reliability) and

s]ightly higher sensitivities.

Figure 2.4 summarizes the best experimental 850 nm and

1300 nm repeater sensitivities (at a 1079 BER and,with binary

signalling), as a function of the baud rate, for various
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.optical detectors [14,29,30,35,39-44]. The two curved, lines
represent the achieved sensitivity limits, while the straight
1ines represent thé quantum 1imits on receiver sensitivity for
direct detection and binary signalling. From this graph, the
sensitivity of 1300 nm receivers to date are about 3 db less
than the comparable 850 nm receiver sensitivities, for bit

rates in the vicinity of 20 Mb/s to 400 Mb/s.

2.3 Optical Fiber Multilevel Systems

Section 2.1 demonstrated the theoretical advantages of

mu]ti]éve] signalling. Section 2.2 djscussed present fiber

optic technology. In this section, the practical advantages of

DFE and multileveT signalling for multimode fiber systems will
be investigated. This will be done by deriving power and
dispersion limits for the ma%imum repeater spacing in
hypothetical 850 and 1300 nm muﬁtimgde systems, using good
qué]ity commercially available or conceivable components.
These Tlimits will be formulated for both binary and four level
signa]]iné with and without decision feedback equalization.
LED and LD optical sources Qj]] be used-in derivation of these

limits.
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2.3.1 Component Specifications

The following is a summary of the assumed component

specifications for the hypi}hetica1 systems.

1. The 850 nm fiber is @ multimode graded index fiber,

Qith a numerical aperture of 0.2 gﬁd 5 50 um core diameter, a

material dispersion of 85 ps/nm-knu a hoda1 bandwidth of 670
MHz/km, and an attenuation of 2.4 dB/km [31];

2. The 1300 nm fiber is a multimode graded index fiber

with a numerical aperture of 0.2 and a 50 um core diameter, a

mateqéa] dispersion srossing‘through zero with a slope of

0.1 ps/km-nmZ, a modal bandwidth of 1.83 GHz-km, "and an
attenuation of 0.7 dB/km [14,15].
Sources 4

1. The 850 nm LED has a peak output power (launched into
the fiber), 0P, given by 

oP = -10 dBm - 1010g(1+8/100 Mb/s) dB . (2.17)

peak

where B is the LED modulation frequency (or, equivalently, the
data baud rate). This expression reflects the tradeoff between
bandwidth and output power inherent to present LED (and LD)

designs. The LED FWHM Tinewidth is 30 nm [15,29,30,35].
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2. The 1300 nm LED has'a FWHM linewidth of 70 nm, and a
center wavelength 25 nm from.the fiber's zero dispersion
wavelength. The péak launch. power of the LED is:
[14,15,29,35,38] |

0Ppeak = -12 dBm»-le1og(1+B/100 Mb/s) dB. (2.18)

3. The 850 nm (multimode) LD has a 3 nm FWHM 1inewidth
and a peak launch power given by: [14,29]‘ | o

OP._.. =6 dBm - 10log(1+B/400 Mb/s) ' (2.19)

peak .
4. The 1300 nm multimode LD has a 5 nm FWHM 1inewidth and,

‘a launch power given by
. LS P

oo OPani = 3 d8n 100 Mb/s) 0 (2.20)
T i

'Deféctors ~ . ,
. “’ . - - K ""h
k..~ The 850 nm detecHlor is a silicon APD. The 850 nm
receiver sensitivity for a given baud rate wi]] be derived from
-eXperimentaT achievements to date, shown in Figure 2.4.
2. The 1300 nm detector is an InGaAs PIN diode. The

" receiver sensitivity using this devicewill also be derived

from ngurgv2.4 

2.3.2 System Power Penalties

The application of equalization .and multilevel signalling
réquiré§ additional receiver power. - For propef sjstpm design

this power pena]ty has to be included as an additional loss.

i
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A multilevel system requires additiona1 power pver a

binary system for the same error performance and receiver
h
sensitivity. For additive gaussian .noise, the additional

penalty for using more than 2 levels is 10°1og(A-1), where A is

the number of levelé.‘ For an ideal four level system, this

'penalty is 4.8 dB. However, an actual system'would exhibit

shot noise. Inclusion of shot noise results in the optimum '

1evels be1ng unequally spaced ‘as w111 be shown in Chapter 5.
This increases the power penalty required; experimental results
from the four level system used in this thesis indicate a 6.2
dB penalty is more appropriate. i

The equa11zatwon pena]ty strong]y depends on the amount of
equa11zat1on reQu1red and the type of equa11zer used. The
reason that there is a penalty Ties in the fact that when a
-signal is band]imtted, some of its opectral'components'are
attenuated Thus, for a given noise floor, the SNR of these

attenuated components decreases, and this decrease is reflected

in the power pena]ty. Although th1s penalty is not by any

means constant, a penalty corresponding to a doubling of the

achievable bit rate will be used. Above this rate,'the

'-equal1zat1on penalty increases drast1ca11y, and thys the,_

' assumptnon that further equa11zat1on beyond this rate is not

practicable will beﬂque. 'For DFE, a penalty of 3.5 dB for

this'condition is appropriLte. The choice of DFE will be

justified in Chapter 3 [18,28].
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2.3.3 vSysten Design:

~ The dispersion and power 1imits‘for the maximum repeater
spacing, as a functfon of the bit rate desired,.dre‘shown in
Figures 2.5 and 2.6 for the 850 nm and 1300 nm systems
respective]y.‘The power 1imits were derived wifh nhe foT]owing

" formula:

= (OP:- M-P-~-R)/(F+1) - (2.21)
where 7 T~ \ ‘
~ | .
L is the maximum repeater spacing;

OP"‘1s the average launched optical power and is 3 dB 1ess
than the peak- launch power of the source; :

M is a safety margin of 5 dB;

P is the power penalty if eqUa1izatidn, four level
signalling, neither, or both are used and is 3.5 dB, 6.2
ds, 0 dB, or 3 5+6.2= 9.7-dB respect1ve1y. L.

R is the receiver sénsitivity for the baud rate as ngﬁn by
Figure 2 4

F is the fiber attenuation in dB/km; and —
I _ is an additional loss of 0.2 dB/km for 1nsta11at1on
cabling, and splices. J
o The dispersion limits for the repeater spacing are %grjved
from the“eduations: |

8

- 1.0"f£ T |
BE = 2.0°f o | _ -
' " = Z.O'ft . " ‘."' - - . .
o ME= 40 | B -

;B is the bit rate for a b{nnry System with no qqda]ization, BE
fis for a binary system with'eqda]ization, M is for a four.fevel
system and ME is the b1t rate for a four level system with
equa11zat1on, The fiber bandw1dth ft, is def1ned by fA,f
and L (Eqn. 2.9). ' ' "
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The difference between bit rate and baud rate shou1dnhe
clarified. T®e baud rate for PAM NRZ systems is‘the pulse
. rate; the bit rate is the baudynate multiplied by the number of

bits represented by a pulse. For binary systems, they are the °

same; for a four level system the bit rate is twice the baud

0

fate.

From_Figunes 2.5 and 2.6, it appears that the use of DFE
lowers the attainable repeater spacing for power 1limited sysfém
operation. This howevef .is not the case. The power 1imits

'y

q.fﬁor s1gna111ng with DFE were deraved us1ng a constant

,s.\

‘ﬁy‘ ' fequa11zat1on pena1tv Bt 35 dg The actua1 penalty wai depend'

b
upon the amount of‘%Qua11zatkgn requ1red Hence, the

. .'r\ -

Wb
U'aé‘ ‘: unequa11zed and- aqua1gzed pewer limit curves are actua11y upper,
;and 1ower bonndsk{ésﬁum1ng further equa]1zat1on is not.
- pract1ca1), ywth th; théns1t1on between the two taking p]ace
? be;ween the unequa11zed and equalized d1sh;r;10n Jimit curves.
?; i Compar1son between the d1ffe::nt s1gna111ng formats can be

fac111tated by Table 2.1. Th1s;table shows “the maximum

atta1nab1e repeater spacing for therpecjfied data rates and-

various éignalling'formgts, Circ]?d'in.the chart are the besf

signalling combinations for each source and data rate

g
! (o

combination. - j

© . |

: o -For-thebsso’nm system, with a LED optical sonrce there is

r

noth1ng to be ga1ned through extens1ve gqua11zat1on br

]u

mu1t1'leve1 s1gna1]1ng a‘ DS- 2 data rates s1nce the link is

. power. 11m1ted Df course, equa11zat1on may a]]ow for a

sT1gh;]y Ipwer_rece1yer b§ﬁdw1dth and hence more rece%verﬁ

S
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M
Data Rate (Mb/s
System Signal 6.3 45 90 274 560 1000
Type Format DS-2 | DS-3 | DS-3C}| DS-4
Binary 3.5p 2D - - -
850 nm | Bin + DFE | 17P 7.5P 4D - - -
LED 4 Level 15.5P} 7.5P 4D - - -
4 Level+DFE} 15.5P) [12.5P| [7P] | [2.5D] - -
Binary: | [23p]] [20.57 ep,0f 40 | 1.20 ) -
850 nm | Bin + DFE 23P | 20.5°] 18.Z2Pf 9.50 | 3.50 | 1.7D .
LD 4 Level 21P | 19.3P) 187 { 9.5D | 3.5D | 1.7D \
4 Level+DFE| 21P | 19.5 ' 15P] 19.5D,B} [4.5D].
, ot Pty
Binary - 35.5P [31P]| 10.5D| 4.5D 20 B
1300 nm} Bin + DFE - 35.5P| 31P | 18.5D] 10P,D} 5P,D
LED 4 Level - 34P 30P | 22P,D} 10.5P] 5D
- 4 Level+DFE - 34P ] 30P 22P} | [13.5P
| Binary - | [54p)| [a8.57| 380,P| 90 | 3D
1300 nm| Bin + DFE - 54P | 48.5P| {40.5P)| 31D,P| 13D
LD 4 Level - 51P | 47P.| 40.5P] 34D,P| 13D
4 Level+DFE| - 51P | 47P | 40.5P| [35P
\. L&
Table ~.1 Maximum ggpeater-épacing for various system '
't ¥ : i
types, data rates, and signalling formats. ~
. . . . / "4‘
(bit error rate = 1079)
~ Legend |
. f;‘;‘;
1. Each cnharted number is a maximum repeatef;gbacing in km .
for Lae appropr1ate signalling format and data rate. - e
2. The [ beside the repeater distance denagtes the 1ength is . N
: limited by the fiber dispersion. The P denotes the~ Tength
is limited. by power ‘requitements.
3. ~The boxed in ([::::]) repeater distances correspond to the  _. = s

best signalling combination(s) fordthe_g1ven conditions.



.sensitivity. However, the difference in the attafnab1e maximum
repeater spacing wi]] be small. (The idea of trading receiver
bandwidth for sensitivity will be mentioned in Chapter 4). At
DS-3 or DS-4 bit rates, however, 4 level signalling with DFE
allows a 3.5 times increase in the allowable repeater spacing;
certainly bhisvincreese is substantial enough to warrant‘the

extra repeater complexity. The 4 level signalling accounts for

half of this increase. Using both DFE and 4 level signalling,.

a repeater spacing of 2.5 km with an 850 nm LED at DS-4 rates

may be poﬁsib]e. ’

When an 850 nm LD is used, there is“Titt1ghadvantage in
going to 4 level signalling at DS-3‘rates or lower. Also,
equa]izationAis nof‘feqdiréﬁ, as the repeater spacinqs are
power limited, not dispersion ]imited. At DS-4 rates, however,
4 level-signalling with DFE is best, and the maximum repeater

spacing "is power limited, whereas for the-oﬁher three

signalling combinations the spacing is dispersion limited. The

repeater spac1ng is increased by a factor of 3 over b1naryw

signalling w1thout equa11zat1on However, much of thjg

improvement can be obtained with either 4 level signalling or
DFE alone. The fql] botentia1.of the 4 Tevel signalling wiﬁh
DFE is reé]ized at the European ggandérd bit rate of 560 Hb/s;
then, -a repeater'sbacieg of 13.5 km may be possibie

The 1300 nm system offers an order of magnitude 1ncrea§e
in the available bandwidth - d1stance products. For exampJe,

the maximum repeater spacing with a LED at 850 nm and a DS-4

data rate is 2.5 km. At 13OD.nm, the corresponding distance is

G
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22 km. At 1 Gb/s and with & LD source, the maximum repeater

spacing at 1300 nm is 26 km using both DFE _and 4 level
signalling, as compared to 4.5 km at 850 nm.

At 1300 nm and DS-4 bit rates or higher, four level
signalling without equalization is usua]]y’better than binary
signalling with DFE. ThYs indicates that the 6.2 - 3.5 = 2.7

dB extra power required for unequalized 4 level signalling over

binary 'signalling with DFE is more théh offset by the decrease.

in receiver sensitivity and source launch power when the baud
rate is doubled (for the same bit rate, the baud rate for

binary signalling is double that of four level signalling). In
. | B
fact, the power limits for four level Unequalized signalling at

1300 nm surbass the binary unequalized signa]Ting power Timits,
but at data rates where binary signalling is no longer useful.

At ‘low data rates, where equalization or four level

3

signalling is'not required, the penalty for using 4 1eQe1

signalling, in terms of the maximum repeater spacing is small
< - i
(under 6% for ‘the worst -case in Table 2.1).

-~

Py /
M .
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CHAPTER 3. SIGNAL FILTERING AND EQUALIZATION

In communicatiohlsystems,_fi]ters and'equa1izers are often
used to miinimize or compensate ?or_signa] degradatfon. With
PAM systels, the two types of degradation of concern are noise
and ISI. Noise is an inescapable restriction in system design,
and can on1y be minimized. Noise considerations determine the
minimum receivea power required for a given error rate and thus
ultimately defiae the attenuation 1imits for the}maiimum
repeatef spacing. Such limits.were found in Chapter 2 for
sample optical systems.

ISI, unlike noise, is deterministic. The noise variance in
a received signal can be found, but the exact value of the
interfering noise at any one time canhot be predicted. 1SI,
hpWever, can be accurately predicted and consequently
controlled or eliminated. A simple method of keeping the 1si
to neg11g1b1e levels involves restricting the max imum baud rate

of a system to we]] below the system channel” s Nyqu1st rate

_For most communication systems however;,

‘js not an
_economica1lx acceptable solution.  1If the “nked exists,:a
channel shou]d be utilized as efficiently as possible within
- restrictions 1mposed by.ecoéom1c cons1derat1ons and ex1st1ng
~ communication standards The system design. shbu]d also allow

for the possibility of future gfowth. For many d1spers1ve

fiber systems, this implies that some amount of ISI is
. K “

inescapab1e.'
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In pracfica] systems, minimization éf the iSI and noise
has to be accomplished jointly. For example, receiver no{se
can be réduced by restricting the receiver bandwidth. Howeve;,

this wj]] also cause an increase in the ISI. Thus, filter and
equalizer design should involve consideration of both sources
of degradation.

For PAM systems, filters and equalizers are similar in
¢ ;ign, and hence the two terms are sometimee used
interchangably, Tﬁe following defipitions are adhered to

‘throughout this thesis: | ;

In digital communications, a fi]ter isiaby device that

performs one or more of the fuhctione listed below:
,1' It produces a desired pu]se shape, usually for the
purp;se of m1n1m1z1ng ISI.
2. It reduces the noise level corrupt1ng a signal through

$ogile
‘). v,

bandw1dth re$tr1ct1on

3. It aids in the e*traction of timiné g{pformatiow from
the receieed signal.
&"A" eQueifzer is'any device designed to compensate for any
_'ISI presen£ in a signal. By this definition, - the term
‘equalizer is more specific than the term filter.

‘This:chapter discusses three equalization methods useful

in fiber optic systems;»the_]inear zero-forcing equa1izer,'the

14near minimum mean-sauared-error equalizer, and the nonlinear

decision-feedback equalizer mentioned earlier.’ The choice’df a

DFE, mentioned in Chapter 2, as the equa]izatioh method used

. throughout this thesis will be justified. The cIoseTy related
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topic of fiitering, of concern in noisy channels, is covered
for completeness, and serves as an introduction to the topic of

equalization. .

3.1 Filtering

The first two of the aforementigned functions of filters
are pertinént t§ this thesfs. In this section, the'optimﬁm
filters for a given channel and desired pulse shape will be
derived Egr the case of additive noise whicﬁbmay or may not be

’white. As it turns out, thé inclusion of shot-noise doés not
chalige the structure of the optimum f%]ters, and the resu]té
are applicable to-a broad range of'digita1 systems,

i ' : -
h 3
e

3.1.1 Choice of the Pulse Shape °

'In dispersive sampled-time systems, one design problem 1is
| that of choosing a pulse shape such that the ISI after sampling

is minimized or controlled in some fashion.
. { :

In order to transmit at the Nyquist rate with no ISI, the -

pulse shape has to be rectangular in the frequency-domain. The

time - domain representation of this is the sinc pulse given by -

x(t)=sin(TTt/T)/(TTt/T) = sinc(t/T) 6

where T is the reciprocal of the data rate (= 1/2W for Nyquist

sigha]]ing). Figure 3.1ﬂdepicts'tﬂé time and frequency domain

S

pulse shapes.

L]
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X(f)
2w

»

Fig. 3.1 The Sinc Pulse Shape in the -
Time and Frequency Domains.



The sinc pulse has two major problems:

1. Pq]ses yith sharp discontinuities in the frequency
domain are physicaily unrea]izab]e.(Herver, thechan often;be
-approximated). Q | o

2. The tail of the sinc pulse decays as 1/t. Hence: a
timing error in samplinglthe received pulse.may lead to a large
or nonconverging ISI'terh. »This also implies that even if the
sinc pulse could be closely approximated, the resulting ph]se
‘would not be too useful. '[45,461 |

We are therefore restricted to trahsmission at less than:
the Nyquiét‘rate, if the goal of no ISI at sampling instants is
to be achieved or approached. This criterion is satisfied if
the pulse shage in the frequency-domain is zero at the
frequenc1es -l/T and +1/T, and if the pulse has odd symmetry
about the frequencies -1/2T and +1/2T [45J : -

One such pulse that is w1de1y used in digital transmission

is the raised- cos1ne, defined by the equat1ons

‘() T, . " o 0<Ifl <1 ,6’)/21

: 0.5T[1- sm(ﬂ't(f 1/(2T))/3)], (1-5)/2T < Il <(1+B)/21
(3.2)

x(t) = sinc(t/T) cos(K37Tt/T)/(1 4(K3t/T) ) | (3 3)

The constant . ;3 is- referreu to as the rol]off parameter
and can have a va1ue from 0 to 1. Fiqure 3.2 111ustrates the
-raised cos1ne shape ford1fferent values of[? For [3=o thea

\
shape’ degenerates 1nto the sinc 'pulse. For other than this

value of ﬁ?; the tails of the raised - cosine pulse decay
. : ‘&_' : .
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 Fig. 3.2 The Raised - Cosine Pulse for [3 =0, 0.5, and 1.

(The Zg = 0 shape is the sinc pulse)
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more rapidTy than the sinc pulse tails, and a timing error in

sampling results in a converging ISI term. This also implies -

that the pulse does not have 'to be realized exactly, but may be
approximated The most useful raised- c051ne shape is that for
z3=1 For this va]ue of K? » which corresponds to signalling at

half the Nyquist rate two other properties arise:

1. The half - amplltude pulse width (1n the time doma1n) ‘

is*equa? to the pulse to pulse spacing,
2. There are additional zero cross1ngs as shown in

vF1gure 3.2, at the t1mes t=237/2, t57/2,..

These two features of the [3==1 ra1sed cosine great]y aid

in t1mjng.extract1on. In fact Nyqu1st has shown that only
- this waveshape possesses all of the above features. The price,
however, of these advantages isAo bit rate equal to the
. bandwidth, or half the Nyquist rate. [46]

If signa]ling-at or faster thah the‘Nyquist rate. is

desired, we have to deal with ISI. ‘Such -signalling is termed

partia1-resoohse signalling. Be]onoing to this category are

duobinary signals, depicted in Fig. 33 and defined by [45,42]:

X(f) =
C S T

1, for k=0,1 R
x(kT) = x, = , t ©(3.5)
k 0, otherwise | : ;

T(1+exp(-j2TTfT)) = 2T exp(-j2TI€T) "cos (TTFT), |fl<isaT
) 1§l >1/2T
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;é%gé{vea" 1f.. Fig. 3.3 The-Duobinery Pulse Shape.

4

With this pu%se 1f the transm1tted 1nformat1on 1s denoted

by Ag ( A(kt)), and the rece1ved 1nformat1on by Bk, then Bk
- is.given by §k = Ak + Ak 1- DFE can be used to e11m1nate the

" Ag.y interference term in Bk ; L ' .\

f_ Decoder

qrean—

Delay (z-1) At=_T‘ e——

Fig.'3.4 DFE for ISI Cancellation in Duobinary Pulses.
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This concept works we]ﬁ“ﬁhen a1l the decoder decisions are N

correct However. 1ncorrect dec1sions will propagate
1ndef1n1te1y.‘mak1ng t%e system unusab]e This prob]em can be
ﬁf eliminated by coding the transm1tted informat1on in such a way

, as to pre-compensate for the I1SI. This coding results in M

W)

_signal levels being transmitted as 2M-1 levels. Upon

‘ feception; these 2H-1 levels appear as M levels due to the ISI.

A

™ #

3.1.2 The Optimum Receiver Filter for PAN Systems.

The prévious section briefly discussed two pulse shapes

useful in PAM systems. The design of the transmitter and

" receiver filters can now be considered. Once a_pérticu]arj
pulse shape has beensﬂecided upon, we want the convolution of

-the transm1tter f11ter receiver fi]ter; and the channel |

response to be that pu1se shape Furthermore, we would want to

maximize the SNR of ‘the received swgna]

e In this section, the design of the rece1ver f11ter will be .

discussed This filter w111 be der1ved for a spec1f1ed 1nput

-

. pu1se and will be opt1mum for that pulse shape. - ~,;é

The rece1ver port1on of the communication’ system can be’

»

mode bled as fo]lows "_ . - : L

L a— t=KT
R/ r(t) X
o ‘ r,,(kT)+
ﬂo(Kf)

3

. ’m,

" Fig. 3.5 System Model for the 0ptimum~heceivec~Filtef Qgsigﬁ? |
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%W¢ The noise in this mode] g(t) is assumed to be additive .

anq%gauss1an. but not necessari]y wh1te The rec;ivéd SignaT
,;w:dshape is def1ned by x(t) and X(f) He wou]d 1ike to des?gn
i R(f),‘the receiver filter,: such that the' SNR after samp]hng is
~a max imum. S1nce it is more des1rab1e to work with white

P noise R(f) can be broken 1nto two parts, the first being a

x

o wh1ten1ng filter with a transfer funct1on given by

w(f) = l/lﬁ(f)l /"m T . (3.6).

& the wh1te-no1se.case§3wherg 6(f) = 1. Ihe samp]edAno1se g(tL;

"Will become nft}, to signify it is gampTed white noise. The

v w
.simplified model is thus: . o _
X(0). + /= — = |
) .+ R > o+,
gt R/ () —"% =
x(t) . - ) . »
'n(t), AWGN. ~ "+ e
.ﬁ%,r" N . . ‘. "‘ . . LA '\W ‘ ' EI
) . F1g 36 /System Hode] for the 0pt1mum Rece1ver F11ter :
a 9 _— -5, ,) .
- o Des1gn for Add1t1ve Hh1te Gauss1an No1se
J. N L . - - - .. o . . . (’
» we denote CTk to be the expected;§a1ue of the output noise
‘ : hd - SRR B ~‘
A T el
. LIS _?ﬁ 5 | L
O‘,f_i= E{no(t') } (N /2)f|R(f)|2df S (3.7‘)
Nofz'is'thé poueh ;pectrumbof the AWGN. .- The SNR at the samp1er .
. butput. S{N?vts:; _w), <§: | . .‘f_ ,;‘ ’ “'h_
"SI = [r (kTY/ O ST ¢ 20

- i . . .
- LoeTe - S
M [ . - ! . &

_H1th ‘this whwten1ng f11ter khown F1g 35 can be redef1ned for"




. H’H'I be a max1mum when I(f).= cY(f), or 9ubst1tut1ng ant <

” 'S/N =1 ‘th)R(f)exp(J‘/Tft)dflzl[(N /2)[!R(f)|2df] 6, 11;)

:."Cgﬁ

= I 0 | ) L
'letting C- . 4 B L u “)‘ "51 T
. R(f)’ & [X(f)exp(327TfT)] L (3.13)
The3 inverse foumer transform of th1s y1el,d§ ¥
. & w‘,,« 1 \;'v : ; \‘ a . : - L)'f \ﬁ ) ‘ g .
r(t) ‘[R(f)expuzvrft)df T e /
fx(f) exp(- JZ7TfT) exp( -j27T(- f)t)df .
oE X(T't)‘ S - o (3.19 R
Y ' N ‘ o R - : . : . /‘ .
- : 3»@ . 7

We wish:to max1m1ze the SNR To do this we make use o@the.

inverse Foumér transform of ro(t)

/ L S '
rof ") =F - {Ré,(f)}*,,ﬁ(t-ff ?[Ro(f)exp(jz'frft)df‘ (3.9)

Jewo
[+9]

Substituting __}Ro(f) = x(f.)Rg,f,g “into Eqn. 3.9 results in

W [0 .
rolt) =[x(f)l$£f)”§p(,]27rft)df | R (3.10)

Thus the mgna] t "' -' ratio can be wr1tten

ey

o’

»

To max1m12e S@e rely upon Schwartz s- 1nequa11ty, stated“\

oS

o

s~
f l 1 (ﬁ)Y(f)dle ﬁZ(f)Izdf [lY(f)lzdf

-

here without proof o W : o o

If we denote Z (f) X(f)exp[JZ’n'fT] and v&)) R f)a thep S/N -

f;\ B 'ﬂ}

Thus the opt1mum recew'mg “filter for. uh1te no1se 1s the
-4

time- reversed verswn of the recewed s1gna1 -Such a fﬂter’hs

therefoy{ermed a matched fﬂter {16, 45 46 48]

r - -
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v -

.’l
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y i$ the uectangu]ar puﬂse LA ,I.QCLQ‘

foo
/
/
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ég For the case of co]ored noise, the optimum fi]ter1 is the

cascade of the whrten1ng filter and the matched filter, w1th
|

the matched fnlter matched to W(f) = X(f)R (f) = X(f)‘/lG(f)l-

R(F) = H(f)ekp(°527TfT)/IG(f)l = X(f) exp(- JZWfT)/IG(f)IZ

‘ | s
& For the majority of cases, however the opt1mum receiver

) f11ter cannot be rea11zed .or else 1s too comp11cated and hence .

expensive to Just1fy In these«cases other less opt1ma1

des1gns may be used.’ Often asharp cutoffﬂlowpass f11ters are

L2

-'.adequate in 11m1t1ng the n01se Ohe emamp]e in wh1ch the

'opt1mum f11ter can be rea11zed is when ;ke 1nput,s1gna1 (t),‘

A

Y(t) = -A[u(t#kT).- Ugt"(k+1)T)] . 'n(t) ?

| 'and the add1t1.&eznowse 1s whwte Thgconstant A. 1s the S1gna

'y

AU T Eas)

£

amW11tud§? anq the u(t) are un1t stepx?unct1ons Then the

matched f11ter is the well- known fntegrate and dﬁnp f11ter
-'.. &'{ ; -
vf\ P - ST o {J"' L'/

. ‘}1‘&;(‘ ; T - % :4. . . N
R : % & . St o oo -
o - Co . .

1 Thws is not qu1te opt1mum because the wh1ten1ng f11ter i
,Aspreads the s1gnal beyond the T - second sampling interval.

%Thi;(causes some ISI, as- we11 as a d1scard1ng of some the

signalrenengy in the decision - making process [48].

o w7 a7 v : : . . ’ . (4
. . . . . .
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“ 3.1.3. Joint'Desjgn of the Transmitter and Receiver Filters

From section 3.1.2, the optimum receiver filter was found

to be a matched filter. If the system model is expanded to
1nc1ude the- transmitter Filter and the channel, Figure 3.7 is L
- o ’

obtained: [46,48]

" .pata .
N Y --1;t1(,) ;

y(kT)

° _'Fig. 3.7 S}stem Mdde]\for Joint Design*of,the

iT}ahsmitter and Receiver Filters,

Y(f) 15 the des1red pu]se shape (for examp]e a raised
Eos1ne pulse), (f) is the receiver filter, (f) is*the chapnel

: respons@/;T(f) 15vthe transm1tter f11ter End ' «is the

) R "J *0 g ‘ S
/-spectrum ofthe co]ored no1se Mak1ng.R(f)a matched f11ter

"e have the re]atlonsh1p . S '- S 9.

SRET) () exp(- JZ7TfT )16 f)|2 SR 3an

*Jt Look1ng at 3m1y the s1gna1 component of the output, we ‘yant

S(f) = Y(f)/R( ). This y1e1ds S e B
S R(f) = Y(f)exp( J27TfT)/(R(f)|G(f)I ) . o asy
‘Ignor1nq\ﬁhase shifts, : o ) | ' ‘
| ' % : 0.5 e
L )lopt1ma1 = V() e \§g (3.19)
~ Also, wehave S(f) T(f)H(f) Y(f)/R(f). Thus, «
i - L
COT(f) = Y(f)/R(f)H(fa), or, T ‘ '
- L R le(f)) 1vH)0%(n)| o
T oy g = ——— = | (3.20)
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N

For AWGN, these results reduce to:

«-.,'e&}[n(f)o-"'l | g @y

I (f)lopt1ma

(1(f)1 SO o 3.22)

optimal.
‘As mentioned in section’3.1.2, often these opt1mum f11terg~
are not realizable. These results, however can serve as
general guidelines tn practica] fﬁlter design. 1In many PAM
, systems; a transmitter filter is not‘used, and the.transmitted

signal 1is a. se-ies of rectangular pulses with some high

T"frequency rolloff due to source bandw1dth 11m1tat1ons

When, shot-no1se is cons1dered the var1ance of the °

add1t1ve no%éf is dependent on the s1gna1 amp11tude However,

the additive no1se still has a mean of zero. Also, the‘
h,_/,

fqzcorrelat1on between no1se samp]es and the s1gna1 level is zero .

(this will be,shown in the derivation of the minimum mean-

':csquared-error equa]izer) Because o;zthese properties the
“ & 4.;:' - .i E ‘i‘ RO G
' L;qh f11ters for the case of shot no1se are 1dent1ca1 to the

‘ f17tgrs der1yed here and 1m@$ect1oq§a].@ . . a

- T ' A W R .
‘ e :
> % P

3LZQ Equa11zat10n in PAN Systems

-

Often it is not possible to e11m1nate ISI- suﬁf1c1ent1y;
thr0ugh pu]se shap1ng and f11ter1ng QOptwmum f11ters again, :

may not be realizable, and sometimes the exact channe]

wfr i

characteristics are not kipwn in advance. . Hence, it is usually

o

eas1er to compensate for ISI by equa11zat1on techn1ques than it

A

N

D ]
is to e11m1nate its occurence comp]ete]y : S

Equa11zers can be des1gned in both -the freqhency and t1me

K

domain. For optical systems, the most common frequenty-doma1n

R - . T », - B — .
Lo e A aeos “ > T -
LT .-»u'_\r.f“,v%/‘:,,u%_q. &> B Fon iy e
. A e s B - TN
.

n.' s R .o . .. A N w

3
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Lt}

,taken as gauss$an and wh1te but‘therposs1b111tye@f shot n01se

;&ﬂo oﬂves the 1nc]us1on of

]

equaTii?? is found in conjunction with a high input impedance
preamplifier and is essentially a differentiator. This
preamp]1f1er - equa11zer combinat1on will be mentioned in
Chap R /' where it will be compared with the trans1mpedance
preampldf1er des1gn:

Nith‘§amp1ed-t1me‘systems, equalizers destgnEdlin'the
time-domaﬁn,tendhto be more fTegnge,and straightforward than
frequéhcy-domain designs. ConseduentTy, this,sectioh will be
Timited to time-domain ‘equalizer designs. |

. Three. equa11zer design approaches will be d1scussed 1h

vdetail the first based on a peak- d1stort10n cr1ter1on the

7 U

second on m1n1mwz1ng the mean- squared error and the last be1ngc '

the dec1s1on feedback- %ghl1near equa11zer&’ The no1se w111 be....

is 1nc1uded Extension of the resu]ts to coTored-no1se

;l*q1ten1ng f11tef as part of the
;:'.\_:;;' A \
“¥r1vat1on of the appropr1ate

‘.-'\

channe] response In the>

. _equa11zers. the methods fouhd in the stat' references are

followed, with appropr1afe changes to 1nc1ude mu1t11ege1

_ signaTTing and shot-noise

The zero-forcing (Z ) and mtnimum mean-squared-error
(HHSE) equaTizers are rea11zed w1th a tapped deTay Tine (TDL)
The s1gna1 to be equalized is samp]ed at a_rate related

(usually equaT) to the’ system baud 1nterva1 T These samples

_are fed 1nto a cha1n of deTay c1rcu1ts, each'with a deTay equal

tto the samp11ng 1nterva1 The output s1gna1 from each deTay

c1rcu1t 1s mu1t1p11ed or wewghted by some value (we1ght),

b B

o . - : N .'
p "l/.y, Lo . Qg‘:’n
VR N DN L. . :

, .



with all the weighted outputs going to a common summing

amp]jfier; “The Output'of this-summingvamplifier is the

equalﬁzed'signa1 and- the type of equa11zat1on is determined by
, the'tap weiqhts.' F1gure 3.8 shows the structure of the TDL.

bk}fﬂ o st=T
v "wr,." —1Vj-y

L

at

v ey T {‘ A
il 3aaiBThe Tapped De]ay Line’ Structure with Length (ZL 1)
R ,"-‘ i A
T o ‘*;; g‘;;g
N L e i = SR ‘aa\r
—— .1 The. Zero—Forcigg Equa111er e e v
> - F1QUre 3.9 is: an appropr1ate mode1 of a PAN commun1cat1on :

1ink. Because we are work1ng in the t1me -domain, 1t 1s more"

}-‘ doma1n-representat1ohs for the var1ous sect1ons R(z)

- ap g ?
. now represents the convolut1on&of the transmitter f11ter

channel response, and noise- wh1€en1ng gi]ter after sampling at

the ratepl/T, C(z)’is_the equalizer to be-designed, and nk_1s
the value of the corrupting noise at the kth sampling instant.

Ik and I, are the transnittedninformation and an estimate of.

~

the transmitted information, respectively.

appropriate to use 1 - transform representat1ons than frequency_
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Fig 3.9 Equivalent $ystem Model for Equalizer Design.
N e

‘Ue define S(z) = R(z)C(z). In the time - domein, thisis

‘  rebre$ented by:

Vel
. ) © . " i . ) ‘ -
S = = . . ’

k = S(kT) jg;afqu-J | (3.23)
“From‘Figure 3.9,'we have -
LH“, ~; ) < | _ t l" d) ‘

& o= roli + Y Iiss .Z: CiM%-5- | (3.24)
- ¥J-'® = L :
" ISI Terms | Noise

The zero- forc:ng (1F) c§;§2rlon is not- concerned w1th the

A’?\ﬁ SR
corrupt1ng no1se, its ail ﬁ‘fhureduce the peak d1stort1on

resulting from the ISI tefmﬁ to zero at as many points as

poss1b1e KIn order to reduce the no1se the C(z) given by the.

zerb-forc1ng algor1thm should 1nc]ude a matched f11ter [45]
Minimization of the. ISI d15tort1on terms in Eqn 3.24 s
acgomplished by sett1ngw |
| 1, k=0. ° R
S k ’ K ;;5 Tl
"+ |0, k#O. S

. s
Ca
BN S

The 1 - *ansigémvef the s, yields §(z) =

. S(z) = R(z)c(zy”=“i or €(z) = 1/R(z).

S o
This ZF a]gor1thm 1s attractive in its simplicity;

however, because it does not cons1der noise it is not optimum -

.t . -

J4

i L
Ve
hr
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except for the ideal case of no noise. If the folded,spectfa]

characteristic of R(z) contains any.nulls, however, the zero--

Ed

}forcing equalizer attempts to compensate for this null by
introducing infinite gain at tHat frequency. This results in
infinite noise enhancement and the SNR going to zero.
Adaptat1on of the above algor1thm to a finite length equalizer
1nvo1ves a minimization problem with no general solution.
(There is a global minima, but no re]q;!ﬂﬁ§h1q1maL However, if

the signal distortion defined as - \

Z:Irnlllrol : - (3.25)7

e

is less than unity, the solut1on to the finite length ZF

equa11zer is known." For an equa11zer hav1ng (2L*1) taps, the

solution is to set

s, = 0 - 2 ‘ o (3.26)

405 k= -L, -L+1,..%, -1,1, 2,..., L.
‘This sb]ution however, is optimum {in terms of redué?ng the
ISI) on1y if Dy = 1. o S O

The performance of- the ZF equa11zer strong]y depends on

- the saectra] character1st1c of the unequalized signal. If the

spectral response. contains any nulls, the equa]izer performanée

is very poor due to excess no1se ehhancement If. the

“distortion is too high (D > 1), the appropr1ate equalizer tap

weights become ddfficu1t to find, and the algorithm loses its

- simijeiiy. Furthermore, because the ZF;e1gorithm does not

-~ consider noise‘ it is not optimum Consequently, the m1n1mum

L

. mean-squared error e]gorithm is- frequent1y used [45]

L2

©
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3.2.2. The Minimum Hean-Squared-Error Equalizer

The zero-foreing algorithm was only concerned with
minimizing the ISI terms in Eqn. 3.24. The MM&E algorithm,
hqﬁ@%er is concerned with minimizing the sﬁuare of the

G

3§§$Gat1on error, ek. given by

| = (1, "Ik) ‘i SR ." (3.2
~ From Figure 3.9,

) _ 9 al
Vk =n=Z-wrnIk_n + nk‘ o ' ' 1 (3.28)_
ang, Ik -J_Z_w(c Vk- J) - . " : . (3.29) .
Thus, e, (1k }: Cs Vk J) - ‘ S (3.30)

J 'd)
When ek? is minimized, e, is orthogohal to the received,
Uneduelized data {v}k) FolTowing Proakis [45], we want the
correlatwn between the error an(t%the data ﬁe zero bhth E

N
denot1ng "the expected value of" ﬁ%ﬁhvs set

‘Q ;?1 ‘1"“, “

Elegve i} =0.° T (3 3)

. o . . A -2
This expression is easier to sp]ve than m1n1m1z1ng the'ek

" expression, with the same'résu]té. Expanding this gives .

‘w'
j‘°w

Subst1tut1ng for vk w%th Eqn. 3.28,

. "*> o - © [ © "
E(Vk-j"k-l) =~E{m2: r Ik J m 2; Ik -1-n 2; (rplk- J-m)nk ]

NN TTATY atl 3.33
(2 "lk-1n) k-5 * nk:j"k-]}' o (3.33)

Each of these terms can be reduced;

-

ZCE(Vka1)=E(Ikk1) S (3.32)
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CE(gve) =17 ) Wi + (0% gl | Z r 1)5J1

With uncorrelated data, E(I,1,) = 120, 7. Thus, the first

term is zero except when j+m = 1+n, Hence, ,th’is term reduces to:

Wt . ' ‘ "
OSIIINY YR . ) ' '
S A0S © . SR Yo
Ef‘“f‘r -;f’?_,'._ r il q..) = 12 rr . ' 3.34)
M=o ;m_gk“]‘mn—z-‘foo nlk-1-n) n=z-uc>‘n Lt -3

The appropriate shpt;neise mode1 equ'iv.a1ent to Eqn. 2.5 is_

g,2= 02+ Elbyl = 0—02 + £ imrk;k_nl. | (3.35)

&hﬂe ‘the noise variance is dependent on the mformatwn, the
no-se mean is not. Consequent]y, the second and third terms
reduce to zero: |

.. 'm , m
E(hk-1mz:-:om1k-j—m) E(”k -Jy Z" Ik 7-n) = E(9g) Z E(" p) =0
=t ‘ v
) o e (3.36)
' The em’se samples in term 4 of Egn. 3.33 afrféliﬁiﬁ’orfe]ated-

except when j¥1. Thus,

RO R

IR
e - .

" Equation 3.32 can new been reduced to Eqn. 3.38;,& o

- .

o]

n=

We now need tq“considert the r1ght—hand term in Eqn{) 3. 32f

E(T Y- r) = E(I Z r,{g( i n) - E(Iknk 1) 2 - (‘3.:39)

- ‘;"

Subst‘ltutmg Eqns ~3.38 and 3 39 into 3 32 results in:

SR

Q
> -

=T
c[Izanr1+nj+(U gln):rl)(SJ]]-Ir](uo)

s ) "\ .JLg . (,‘\;

T

S
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By taking the 1 - transform of this and def1n1ng | o
N =( O’2 £y rl)zllz N £ W 1Y

n--

the MMSE. equah‘zer‘a‘s given by |

tz) = &%z (R(2)R" ). ! 6 (3.42)
‘Not'ice that th1s equa]izer 1nc1udes a d}screte'time matched
f11ter This result is expected, because of the rnc1us1on of

noise distortion in the equalizer des1gn For N~- 0, the

a1gor1thm is ident1ca1 to the zerc-forc1ng aIgor1thm The above

equalizer design ls:for an 1nf1n1te length equalizer and

channel memory. However, actua]lchannels have a finite numbetr

of ISI precursor and postcursor terms}

precursor or postcursor terms will be called M. Aiso; all.

realizable equa11zers have to be f1n1te in 1ength The 1ength

4

w111 be def1ned as - (2L-1) and represents the nudber of taps 1n

' the equa11zer N1th these restr1ct1on$ a more: appropr1ate ;

‘,fz'%m .z
form for the equa11zer than Eqn 3 42 .can be obtaﬁned

,.

~ Defining Ef&y{

31 L lalensg * NOje i =l -Lel0il (3:43) 0

ant Gy=rt L (3.40)

,vthe'appropriate expression equiVa]ent to EQn,’3140 is:

'I-'coptamaT ="€ ,or, C —thima;l =F-1€ o L 6. 45‘)1_'

1If the received shape for an" 1solated pulse 1sLdrawn 1n thev--'

. time doma1n and’ sampled at times t=kT, the "cursor® term refers -

“to the pu]se peak or near-peak sample. The terms samp]ed-before- .

¢

- and after th1s peak are precursor and postcursor terms‘

" respect1ve1y, and cause ISI w1th ?dgapent pulses.

The maximum number of.
[}

e




‘3 2. 3,-Dec1s1on - Feedback Equalizat1on

N

In linear equalizers, equa11zat1on is performed with a

. noise - enhancement penalty. -A better approach wou]d be to

ws

e]1m1nate the 1nterfer1ng terms in such a way as not to incur

T

noise enhancement. Co

DFE is a method of removing ISI terms aaising from the

tails (postcursors) of the past pu1$es.without any'subsequent‘

noise penaity To do this, the decoded data is used to
»est1mate the ISI term affect1ng the present data. - “This
_ est1mate of th® ISI is subracted from the 1ncom1ng data,

‘, thereby removmg any ISI ca'ed by prev1-ous~ data. In t-he
TE e %
A absence of d&coder errors and u1th an accurate IST mode1 the

.,“a ,'

' %;?%ISI daused by prev1ous du1§es * Because the decoded pulsgs are

RN

4

C o devig

@

_deEi”H?. process, a1so means that the est1mated I1SI w111 be -

;~:based on decoded and hence no1se1ess (except when ad cod1dg
-error is mad%5 data as opposed to the no1sy data entering the

N &
dec1s1on dev1ce L f .*f. N

&
&

{

RS - &
’ not been decoded ascyet Th1s ISI has to be removed through

Vanother equa11zat1on method the most common be1ng one - s1ded

- ‘.
: ~

'HHSE or 7F equahzatwn [27.45, 50- sz]

1"1 4 l‘
b4 .‘" " ",' - . K

e§t1mated 1s1 w111 be very c]ose. if not equa] to, tbe—aetd/ﬁf/

rthe resu1t1ng Equa11zer is non- 11near Th1s non-Llnear-

{ DFE however ‘cannot remove any ISI caused by pu]se'

. der1ved from the 1ncom1ng pulses through a non 11near'%ec1s1on ?‘,

v
I

'precursors, as the pulses contr1but1ng these precursors have -

e

19



The overall equalizer, including a leading Tlinear

equalizer to remove any 1SI caused by future data, is depicted '

Al

in ‘Fig. 3.10.

vied , T [ trieshold ~
— C(2) | Decoder - — {'k}

Fig. 3 10 The Dec1s1on - Feedback Equa11zer
w1th a 1ead1ng L1near Equalizer.

w \’,. . . g & ) . | ‘b '.1

v

~ by future data and hence is one - s1ded/1n 1ts des1gn ' ?W't7

Both C(z) ,“d B(z) are based ‘on TDL s, and their

¥

o

u

appropr1atetap ?1ghts haveto befound Thedatastored1n

. the B(z) delay c1rcu1ts is prev1ou91y decoded data and the tap

we1ghts for B(z) are chosen to model the ISI caused by the data o

‘held 1n*the(de1ay Tine. C(z) on1y has to remoVe the ISI caused a

I8
0

Lettﬁng the 1@ngth df C(z) be L, the Iength of B(z) be e

1nf1n1te and the channel memory be *M, we have

-

¥ .
; e
i

(3
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. ! ; . . . .
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,},C(z) = ckz k B(z) E: bk , and_R(z) = }: fE;jk.n - \%“
' k==L © . F} '-‘kf-H o e
o s X L j l / | |
-beﬁmng H(z) = C(z)*R(z), or, W Z cJ - J, 'we can wr}/ce B / e
Lo ‘ N : o . e : .‘l;‘
| ;op' : ﬁ( P ]f'”f-,?/ﬁ_‘y )
Z W Ik -p VEZ CiMk-3 = Zlbnlk-n. S (3 46)



Thus,
0 0 M
ex = (Ix-Ig) = Iy Z €3Nk~ j ;'):Z_:walk—p Z ”plk-p ng blk-n
0 A 0 M
Tk SQELCJ”k-J pgznwplk-p L (n=bp) T + 2. by,

From this expression, it'is evident that E(ekz) will be

minimized when [27]:

E: CjTn-j> n=1,2,....,M.

R : \
n = 0, ne Mel, Me2,.... o (3’4?)‘
| 0 0 | |
Then, e, = I, -jg;Lcjnk-j -gg;nwplk_p. (3.49)
Substitut;on for W gives
0
e, = I, JZ: p}:m Jj: P (3.50)

Let u=p-j. Then, Eqn. 3.49 can be modified to read:

| 0 - A

e = - . s ' .
k = Ik j;‘LCJ(LF_%erIk-J—’U * nk-J)- | (3.51)
Letting Zk-j =u=-g§5ru1k—j-u * M- results in '(3.52)
§: 3%k (3.53)

The input data stream, {Vk},'can be expressed as

M .

Ve = 2 Ly * 0 (3.54)

n=-M
As was the case for the MMSE equalizer previously considered in

- *
section 3.2.2, the optimum C(z) satisfies-E(e,V,.q) = 0.
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‘Substituting for e, with Eqn. 3.53, this expf@ssion gives:

0 .
* * S
E(Vk-].E: cjzk-j) = E(Ivy_q), or, rewriting, }
J=-L .
0 « . |
2 C5E(zp gvi1) = (L) (3.55)

=
This equation is similar to Eqn. 3.32 derived for the MMSE

equalizer alone. The right - hand s%ge was evaluated td be

N . * .
The expression E(zk-jvk-1) can be reduced just.as for the

earlier MMSE equa]izér. The result is -

* _'—2 * 2 .
E(zkjjvk-]) = 1 Z r‘nrn+]_j + 1 N5j1' . (3.56)

n=-L-M -

where N is defined by Eqn. 3.41. We now have the result

Zoc.(?_% r*r"k.-+INCS)-Ir (3.57)

3471 J n=2r-M " 1+n-j 1 -1

We can define [, =n-%ﬂr Freneg * NOjps 3215 =Ly ~L+1,...0
. | (3.58)

and 4& =r _q- ' : . . (3.59)

Again, M 1is the channel memory length. These expressions are

very similar to Eqns. 3.43 and 3.44, the différence being due-

to the one-sided nature of C(z). As before, Copt1ma1 '14:
Again, the feedback equalizer tap weights, from Eqn. 3.48, are

0 .
b S ocir_s, Nn=1,2,3,...M.
n JL_L i"n-j .

Notice that, although we started by allowing the length of B(z)

be infinite; it only needs to be as long as the channel memory.
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3.2.4 Residual Distortion in the Equalizer Designs’

The performance of the three equalizer types discussed can
. be compared by determining the remaining sigha] distortion at
the output of each equalizer. [45] |

The distortion includes both noise and remaining ISI, and

is denoted by J. Letting Joa imym = 1» fOr the Tinear
- 129 = 2102 o g(h " o ‘
equalizers we have I<J Ellk-lkl E(eklk) - E(e ).
* -~ &* ~k - A Ak
The secbnd term, wupon substitution of Eqn; 3.28 and 3.29, with

- the constraint of a finite length equalizer, becomes

L M
(T Ir) = E nl ¢ nyiDI})
L M . X T L '
= L CLEC T ratkeghalid B 11 = 13 egrye (360

Likewise, the third term becomes

, —L '
~k x %
E(L 1) = 1?;[ €jr_s- : (3.62)
. J_-L -

The, last term can a]so be reduced:

BT = 0T cvey L civicn
= CiVe_s ) Civyl
klk 52 Sk SV

L

= C. c 'E(V sV )
j:Z'L J]:ZL 1 k-3"k-1

——

L * M _ M )
_Z Z ](Izn_z_nr;r.l*n-j + (0’02 + EI' n;;n')é‘]]) (3.63)

oL J1=tL
Thus, the normalized distortion is

L .. L L
-jgchjr"j J;;L 1§:LCJC 1 2: o aM1ensj *N Oj1)-
(3.64)

. \; L
=1-") csr.
szJ
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Substituting with C1 and I_'j] (Eqns. 3.43 and 3.44),
Lo, Lo, L, L
J=1- )ci(; - c;(;*+ ) ¢ ci Li9)s (3.65)
PLISERYCISERL{INEEE n
or, in matrix form, 9 = 1 - ¢1¢*- (cT) o e Fc (3.66)

l
optimal ~ g and Copt1ma1 éT(P h.T

o =1 - ETLTE- (gT)*([r-lm*g
. ((ZT)*(tl'“l.JT)*FI*lcj

For C=C

] T * ' SR
1-c7{* =1 - . | :
g Lol (3.67)
For real coefficients, o =1+ c'([C - 2{) (3.68)
‘ _ Ty, -1
and Jpinjmun - 17 C C’ 1- é]__' é o : (.3'69)
“ The SNR can be related to J [17]: SNR = (1-3)/J. (3.70))

Consequently, SNR.yimum = ((;Tr'lc)/(l - gTI_‘-;lg). (3.71)

For the dec1s1on feedback equa1 izer, the above results
app]y when the ons - sided expressions for Fand C are used.
The equwalent expression to Eqn. 3.65 is

o o .
Ippp = 1 -J L NeE Z JZ_:J . c]( Z 3 Lin- (3.72)

With the use of Eqns. 3.57 to 3.59, theminimum distortion for
the DFE equalizer (with a leading MMSE equaHzer)@

0 . . | ‘ '
Imin. ,DFE = 1 'jzz_Ler-j =1-C { , (3.73)

as for the MMSE equalizer.
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3.2.5 Equalizer Deésign Procedure Examples.

The residua]-distortions found‘in the last section of fer
Tittle physica] 1nsight into ‘the performance differences
’between the three equajjzers.A,Hence, the three design
procedures derived in Sections 3.2.] to‘32"3, will be briefly
outlined for a hybotheticel channel. | '

The sampled channel response to a unit pulse is'givéh by

R=[r_j,ry, ry1=001,08,03]7. This channel has only '

one precursor and one postcursor, and hence M=1. The

postcursor term is larger than the precurSor term, whieh'is“

typ1ca1 for fiber channels This suggests that'DFE should -

perform significantly better than the 11near equa11zat1on
methods. | | , |
The norma]ized noise, N, wi]]lbe taken as 10"2. The

linear equalizers will be limited to 3 taps so that the design

procedure is kept re]étive]y simple. The decision - feedback

~-equalizer Qi]l have twe feedforward (Jinear_equalization) taps

end one feedback term.

1. The IF Design..

F%rst,'the signal distortion term..Do, has to be found.

eFrom Eqn. 3. 25, = (0.1 + 0.3)/0.8 = 0.5. Siqce D <1, the

so]ut1on to the’ equa11zer design is given by Eqns 3.23 and

3.26:
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- = . - - 7
C-1To * oMl 0. o N

. ~c_'1r1 + COrO = 1. ~
Co™1 * Q170 =.0.

In matr1x form, with r -1» 0, and. ry substituted:

3o [t
0.-.3' .8¢ Cl ' 0
T ¢ ¢

" The solution to this matrix is ¢ -1 = -0.1724, c°.=1"379' and

" -0.5.72. (The numeric accuracy will be kept to ensure the

equalizer d1stort1on der1ved later will be accurate.)

2. - The MMSE Design Procedure.
" For this equa1izer, we need to find the I}1'as defined by
Eqn. 3.43, for j,1=-1,0, 1:
' ) 2402, 2 |
Fi-1= IB’O = I;'l srfrrt et N 0.75
Tio® Tor® Toa Do raret ron = 0¥

Fhas L-i=ram  =10.03
From these Iﬂ and from Eqns. 3.44 and 3.45:

0.75 0.32 0.03] [c_;] [0.3
0.32 0.75 0.32| |co | 0.8
0:03 032 0.75] |7 | [0.1

&

Solving th1s matrix g1ves the tap weights c -1 = -0.1399,
Co = 1.305, and c; = -0.4177. Notice that these tap we1ghts
are close to the ones found for the IF- equalizer. This
Suggests that the system noise N is relatively small in
cémpafison to the ISI distortion. The equalizer residqa]

distortions for the two equalizers will be almost the same.



. h

* 3. The DFE Design Procedure.

In order to keep the total number of taps to three (so
that.a valid comparison between the three equa]%zers can be
made), the linear portion of this equalizer will have only two

“taps (j,1 = -1,0). From Eqn. 3.58,

1214_1 = r_lz +r 2 + flz'* N = 0.15.

o "M

10 = ra1me t ron - = 0.3z,
IB;'I = ror-l + rer = 0.32.
wTio mrgferlen 0.66.

g

The difference between these I_}] and the 1_}1 corresponding

to a two-tap MMSE design is that g o= I7; ;. The r)? tem

is missing in I:) o as a consequence of the one-sided nature of
;]

this Tinear equalizer. The forward equalizer taps are given

“by:

~Thu§, Co = 1.2838 and c_y = -0.1478. The feedback tap value,
from Eqn. 3.48, is

bl = Cllrz + c0r1‘= 0.3851.
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4. Residual Distortion in the Designed Equalizers.

The residual distortion for the IF equalizer is derived
from Eqn. 3.68, with 1= Ipusge &= Gumsgs and C = Cppf

.32 0.03](-0.172 0.3
.75 0.32](1.379 | -2 |0.8
.32 0.75]{-0.517 0.1

3;p=1+[-0.172 1.379 -0.517]

= 0.0464.
The SNR‘correspondjng'to this, in dB, is
SHR, = 20T0g((1-d)/J) = 26.3 dB.
For th HHS@ equalizer, either the above expreésion, with
€ = Cyysgs OF the reduced Eqn. 3.69, gives Jyycp = 0.04008.
Thus, SNRyycr = 27.6 dB. '
. For DFE, from Egn. 3.73, Jppp = 1-c_yry-c r, = 0.01732.
Thus, SNRypp = 35.1 dB. - .
For the same complexity (3 taps), the DFE equalizer SNR is
7.5 dB and 8.8 dB better than the 'SNR's for' the IF and MMSE
equalizers respectively. If thefe were Eomp]ete ISI
cancellation with no peha1ty (ignoring the shot-noise that the
1SI would cause), the SNR would bel:
SNR_ o 1y = 2070g(ro/N) = 38.1 dB. =
With this SNR as a reference, the decision-feedback equalizer
has a pena]ty of 3 dB, the MMSE equa]izer has a 10.5 dB
pena1ty, and the IF equalizer has a 11.8 dB pena]ty This

Just1f1es the use of DFE in the exper1menta1 system over the

other types of equalization.

, 1This is not the optimum SNR available with any form of
equalization, as the signal information available from the

precursor and postcursor terms is being discarded. h



CHARTER 4. THE EXPERIMENTAL 4 LEVEL PAM SYSTEM

In gﬁapter 2, the possib1e benefifs of:mu1tileve]
- signalli g‘ tfeﬁUaljzation for dispersive multimode fiber
systems were investigated. In this 1nvestigation, the use of
DFE, which would allow the systeh's maximum baud rate to be
doubled with a 3.5 dB power penalty, was'assumed InAChap 3{_
both optimum filtering and equa11zat1on were cons1dered as
.methods of e11m1nat1ng or contro]]1ng any ISI that may occur.
For practical systems, the topic of opt)mum fi]terjng is
Targely an academic topic, and some degree of equalizatign is
neceésary.' For multimode fiber systems, DFE ebpears”te be much
superior fo either IF or MMSE equalization. fIn'fatt,'fdr 5-”"
typical §50 nm fiber response, it has been shown that DFE, even
without a‘1eading precursor equalizer, is superior to the
optimum 1inear (Ka]man f1]ter) equa11zer [49].
This chapter is concerned with the design of a 4 level PAM
’ multimode fiber system with one - tap DFE. The obJect1ve of .
this experimental system ‘s to demonstrate the tﬁus far
theoretical benefits of multilevel signalling and -DFE discussed
“in Lhapters 2 and 3. Figure 4.1 js a block diagram ofvthe
' ‘experimentaf system, which should be compared to Fig. 1.1, the
more_genera] optical system block diqgram. Most of the
differences between these two diagrams lie in the receiver
sections, and hence will be discussed in conjunction with the
experimental eeceiver design. Each of the‘eOmponents of Fige

4.1 will be discussed below.
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4.1 The Optical Fiber

In order to have an affohdab]e'dﬁspersiOn-limited systeh
(as opposed to an attenuation Iimited one), a fiber y1th a

sufficiently 1ow bandwidth to _ensure 51gn1f1cant ISI at

moderate bit rates was chosen. The f1ber selected was Siecor s .

Super—FatﬁFiber Cable #155. Th1s mu1t1mode fiber has the
. following properties [53]: |
-~ a) A'high numerical aperature of 0.4.
b) An attendatdon of 35 dB/km at 830 nm.
c) A minimum modal BOP of 5 MHz-km.
This fiber is intended for short-haul appliaations_such as

in power system communications; hence it has poor

characteristics for medium-distance communicatibns. The length

\dsed was 670 m; from the specifications, this 1engfh should
\re§g1t in a channel 1loss (exc1uding connector loss) of
’approximatel& 20 dB. lenca this fiber has such a']dw modal
bandwidth. and because the’fiber length is under 1 km; th;
f1ber bandwidth estimate is SHHz km/O GT\km - 7.5 MHz.-

\ .
The max imum expected symbol rate for this. channel with no

appreciable ISI and without elaborate f11ter1ng;‘1s 7.5 to 10 -

Mbaud/s. Hith‘equa1iiation,.Qperation at baud rates above the
channel's estimated Nyquist baud rafe of 15 Mbaud/s may bé
possible, and consequently the .system éombdhenfS_shdu]d be
capa61g onO'Hhaud/s operatioh. For a 4-jéwe1 signal, this

‘ translates into 40 Mb/s as an appropriate design value.
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4.2 The Transmitter

The requirements for the transmitter are: |

1. Compatability with a binary NRI digital (TTL or ECL)
input. ’ | ' D

2. Conversion from 2 to 4 1eveﬂ coding, w1th adjustable
Tevel spacing and optical power output

3. Capability of operat1on at up to 40 Hb1t/second

4. 0pt1ca1 output at a wave]ength 'around 830 nm for
“compatability wwth the opt1ca1 fiber. |

Referr1ng to Figure 4.1, the 1- 11ne to 2-Tine encoder in
the transm1tter ‘converts the incoming b1nary,(NRZ format) data
stream into two b1nary data streams Each of these data
streams has ' a bit rate half that of the input binary data
stream These two lines go to a 2-to-4 line se]ector ‘which
activates an appropriate output line dependwng on the status of

the two~input lines. The ]eve] generator (wh1ch is a simple

 resistive divider) produces a 4 level signal whose amp1litude is

determined by the status of these 4 lines, and this 4 level
signaT'tontro1s the driver and’ hence the optical source
intensity. . ' - \\\;/’

The optical source chosen is Northern - Te1ecdm's high

radiance LED #NT 40-3-30-3. -The optical 3 dB bandwidth- of this

LED is 44 'MHz (typica11yj, its emission wavelength is 830 nm, '

and jts .FWHM spectral width is typica11y 40 nm [54].

In order to minimize the probab111ty of error upon

o

reception, Gray-coding [55] is used such that only one bit of

the two represented/hy each of the four lgvels is changed in

. . 1
~ . i
: 9] .
e
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transitions between adjacent 1eve15 with Gray coding, the
.*\

erroneous decoding of a received s1gna level as being an

adJacent Tevel results in only a one bit error, as opposed to a

possible two erroneous bits with another coding scheme.

F1gure 4.2 shows the transm1tter schematic, along with the
associated coding. The d1vis1on of the input stream into two
data streams is accomp11shed_w1th f11p—f10ps and gates (ICI to
'IC4). IC5 is the Z-fbéd iine selector, and the potentiometers

P1 to P4 denerate the 4 level signal. These potentiometers

a]ldw for_adiystment'of each signal level. The transistor
driver stage converts the 4 Tevel vrltage signal fnto an

appropriate LED current.

4.3 The Optical Receiver

Comparing Fig. 4.1 to Fig. 1.1, the following differences -

~are evident:

1. The problem of clock recovery was not considered in -

this thesis, g]though in a practical system it wdu1di

have to be included. Much literaty?e»is available oh this
topic [56-58]. | -

2. Automatic- ga1n control was used in conjunction with
the main amplifier, bu~ not with the optical detector and
preamplifier. Rgther, the detector bias vo]tage-cou]d be
externally confro]]ed for maximum system f]éxibi]ity{(For most
of the measurements, the recommended operating voltage for the
~opfica1,detector was used because the characteristics of the

detector are stated for this voltage.)
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3. In order(zg evaluate the effectiveness of DFE alone,
linear equa]izaﬁion was not used in the receiver. This
decision was ﬁade with regard to the results of Kasper [28],
who showed that, for simulated binary PAM systems, DFE with
optimum timing and no precursof equa]izér Was a]ﬁost as
effective as “pulse-peak timed" DFE with a leading equalizer.

The subject of optimum timing will be explained in Chapter 6.

4, The filter uSed in the experimenfa] system was
incorporatéd into the preamplifier design; it can be controlled
somewhat through the DC biasing of the pfeamp]ifier. Although

optimum signal filters in both the transmitter and receiver

would have increased the overall receiver sensitivity, enough. ~

information on the channel's dispersion characteristics was not
known in advance to design proper fi]fers. An integrate-and-
dump filter in the receiver would have been feasible, bﬁt would
have complicated. the decoder and equalizer design, especially

for operation at varying baud-rates.

Hence, the overall receiver design was relatively
straightforward, excebt for the preamplifier. ATlthough huch
“attention has been given to optical preamplifier design in the
literature, emphasis will be\p1aced on the experimehta1
preamplifier in this chapter because it is the mo<t critical
and, in terms of design, most coﬁp]ex portion of the system.

The design details, however, are left to Appendix B.

3
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4.3.1 The Optical Detector and Preamplifier.

To approach the maximum baud rate that can be supported by
a fibé} channel without incurring excessive ISI, the receiver's
optical detector/preamp1jfier (0DP) combination has to have a
much higher bandwidth than the channel. However, noise
"considerations require that the 0DP bandwidth Be as small as
possible; consequently, a compromise must be made. This
tradeoff manifests itself as a decrease in receiver sensitivity
as its bandwidth is increased, as i]]ustrated by'Fig. 2.2.

Proper preamp]ifier'design and detectbr choice therefore

'iﬁvo]ves both sensitivity and bandwidth considerations.
Furthermore, for economic reasons, the receiver has to be
{Ppp11cable to as many systems as practicable. A design that is
opt1mum for one power level may saturate at a slightly h1gher
Tevel, thus making the device useful for on]y a narrow range of
app]icétions For both commercial applications and
exper1menta1 ones such as th1s the received power may vary
over such a range that a 1arge receiver dynamic range is
essential.

Thevbandwidth associgted with an 0ODP js primarily
determined by the time-constant assocfatgd with the
preamp]if{er's input cépacitance and the resistance seen by
this capacitance. The input.capacitance consists of the
-parallel combination of the}detector capacitance;.the
'capac{}ance of the first amplifying device, and the wiring

capacitance. Usually, it is not under designer control (with

the exception of Hi]]er'capécitance)'save through device
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selection and circuit construction practices. The resistance
. seen by this capacitance, how%ver, can be controlled by the
designer. With this inmind, two broad categories of optical
receiver preamp1ifjers have emerged, one based on a hggh input
impedance design, and the'other with a relatively 1ow'éffect1ve
input impedance.

Again, of the twovtypes of signal degradétion that are of

concern here (noise and ISI), ISI is deterministic. Stochasti¢
CD._

noise, on the other hand, is random and cannot be compensatedi

for in any fashion. The high-impédance (HI)ﬁdesign recognizes
this and, by making the preamplifier input resistance 1érge,
reduces the thermal noise associatea with this reéistance. The
resulting time-constant is large relative to the gaud—interwa],
and severe ISI occurs. Equalization is therefore required to
compensate for the partial signal integration performed by the
preamp1ifier input network. The philosophy is that th1s
equalization can’be performed after amp11f1cat1on of the
detected signal, so that the overall noise figure of the
preamplifier i§ ﬁinimizedr Although the required equalization,
which is often in the form of a differentiator, results in
noise eahancement, the preamplifier noise is still kept small

~ : 7 . . .
in comparison to the signal shot noise, and some net

o

sensitivity gain is achieved.

In contrast with the above type of preemplifier is the

design aproach resu1ting in é sufficiently low input impedance
=3
such that the associated t1me constant is comparab1e to or

smaller than the baud 1nterva1 This results in a higher input
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thé%ma] noiée Tevel than the HI design; however, because little
o@ no signal distortion is introduced by the receiver, no
compensating equa]izétion is required. (Of course, some may be
required to correct for the channel distortion incurred.)

Most optical detectors are current sources, whereas signal
decoders usually compare voltage levels. Consequently, the
‘majority of low input impedance preaﬁb]ifiers perform a purrent
to voltage conQersion and are aptly ca]]ed’transimpedance (T1)
preamplifiers. Feedback is usually added to Tlower the

| effective input resistance whi]e‘ﬁggping-the actual physical-

resistance high. Thus, feedback increases the 0DP bandwidth .

without increasing ifs thermal spot noise. Feedback also
increasés thb dynamic range of the O0DP; often this
vconsideration, and not noise and‘bandwidth ones, determines .the
amount of feedback used. If noise were the only considération,
enough feedback could’ be app1ied'to provide a physical input
resistance .as high as in the HI design while keeping. the
effective input resistance low, so that noise-enhancing

equalization is not -required. However, to do this the

‘preamplifier must possess a high open-Toop voltage gain,

leading to instabi1ity.

A.comparison of the two deéigns shows that the HI
preamplifier has a slightly greater sensitivity fhan the TI
’ désign, for comparable bandwidths.—However, the HI design
reéquires careful equalizatiép to accurate1y'tompensate for its

introduced signal distortion.” Because of device manufacturing

variations, this equalization usually has to be tailored to

4
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individual units; obviously, this is not commercially feasible.
Also, because of the par{ial integration in the HI
preamplifiers, the first stage of the design can saturate
easily, resulting in a Tow dynamic range. The Ti preamplifier,
in contrast, does not have this inherent problem.

Thus, HI preamplifiers are used only for applications
requiring the utmost sensitivity; for most systems,'a TI
preamplifier is preferred. Furthermore, with the TI
preamp1{fier; the designer has enough control over the input
resistance so that some front-end signal integration can occur
if desired. A Tl preamplifier was chosen for this system
because of the needed dynamic range and bandwidth
flexibility [5,7,39,59-65]. |

The optical detectqr'can be either a PIN diode or an APD.

APDs require much higher bias vO]tageslthan PIN diodes. This

higher bias allows for sig-al amplification throdgh avalanche -

gain, and hence less externa1.amp11fication is required.
However, this avalanche gain, being a quéntum ;ffect, is not
constant and results in excess shot noise because of its random
nature.

For a tomp]ete analysis of the noise charactérisfics of
optical detectors in conjunction with a preamplifier, several
factors involving, for example, device characterigtics anavthe
optical pulse shape, have to be considered. The resulting

expressions, a]fhough accurate, have Tlittle obvious physical

meaning, and are not required to make a simple comparison

betwéen PIN 0DPs and APD 0DPs. Personick and others have
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considered this subject in more depth [5,59,60,66]. The
elementary results that)iiy¢ be derived below, although not
compiete, provide enoueh physical insight to allow a proper
choice of optical detector

Figure 4.3 illustrates the input and output noise and

signal levels for a PIN detector/preamp]1f1er\and an APD

detector/preamplifier. P. refers to the received optical

 power, Si to the preamplifier input signal, Ji to the noise

cornuqting this signa1,‘and So and Cﬁ)to the amp]jfier-output
signal and noise. The gain, G, for tne PIN diode detector is
one; for the APD its averagevvalue is denoted b; G. The
amplifier introduces noise Oamp® and this input-referred
noise, being essentially independent of the amplifier gain and
the detector used, is assumed to be the same for both the PIN

and APD preamplifiers. The output of the PIN-diode 0DP is: '
(50 « Oolpyy = A'Sipry * ATy + Oanp) ™ (4-1)

For the APD 0DP, . o

= A*Sipry * (A/E)-(O’iipD Cfgmp)o 5 (4.2)

These égquations have the same output signal level, So;

however, their noise .evels are difﬂerent. If>the detector

noise is broken into & s :hot-no{se component and a dark-
current shot-noise c.wp¢ the detector noises can be
related:
gi? Z [
pIN * Cyshot * Oda. - (4.3)
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For OH%PD’ the signal component is multiplied by the expected

value of G2, whereas the dark-current noise is not. (The
assumption that the dark current is primarily surface current,

as opposed to bulk current, is made here. Thé bulk dark

current does undergo avalanche multiplication, but is

negligible.) [26,66]
O-if\PD h GZO-ghot * Ugark' . : (4.4)
The expected value of szis not ﬂﬂz. A simple expression
for 62 will be used here; a more accurate one is giVen in
[66]. This expression is [26,62]
62 = (§)2*x, | (4.5)
The parameter x is from 0.3 to 0.5 for typical silicon
APDs; for germanium APDs it is close to unity. Substitution of

equations 4.3, 4.4, and 4.5 into 4.1 and 4.2 results in:

] 2
UOPIN

[T}

2, 2 2 2 .
A (Tshot * Ogark * T amp) | - (1.6)
Toppp” = ALE T2y + (T * Tonp)/ % (a.7)

The PIN -diode expression (Eqn. 4.6) is identical to the

{1}

APD noise expression (Eqn. 4.7) with G = 1. Thus, a valid
coTparison between the'twé can be made by finding the optimum
avalanche gain, If this gain is close to unity, the use of an
"APD is not justified. If, however,"it is much larger than

one, amore sensitive receiver could-be realized with an APD

detector. Differentiating Eqn. 4.7 with respect to the gain

and setting the result to zero yields:
T - 2 2 2 1/(2+x)
Goptimum = [2(Tgark * T amp)/* T shot] : - (4.8)
This is identical to the result derived by Pearsall [66],

except for the APD excess-noise fagtor expression used. When
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appropfiate values are substituted in thé above expressions,

the optimum gain for a'silicon APD 'is usually much larger than

one; often, the optimum gain is around.100. Because of the

large value of this gaih (for 850. nm systems), receivers

incorporating silicon APDs are more sensitive than PIN-diode

receivers [39,66; Chap. 2]. Hence, a'si1icon APD was chosen as
the detector fpr the experimental rece{ver. The‘particu1ar
device used is RCA's #C30908E APD. This detector has a high
responsivity of'77°amps per watt of optic%] power at 830 nm
operation and at the rec?mmended operating Qo]tage.

With the above choices for the optical detector and

preamplifier type, the preamplifier design can now bé attended

.to. Its first stage should exhibit good frequency response,

high current gdin, and low noise. The cascode (common-emitter,

common base) transistor pair meets these requirements, and is

often found in'high-frequency amplifiers. In order to drive an

extefna] 50 ohm amplifier, a additional common-collector (€CC)

stage is used as a buffer. Hifh the addition of voltage-shunt

feedback, the ac equivalent preamplifier circuit, including

stray capacitances, becomes as shown in Figure 4.4,

> D e PR

CASCODE CcC
Fig.4.4 AC-Equivalent Circuit for the Preamplifier.

Kl
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The design procedure must determine the optimum or near-

»optfmum resistors (Rf,Rc,Re) and dc bias cpndifions for the

desired signal bandwidth and load (50 ohms). This opt1mization

is with réspect to the input referred circuit noise, under the

restraints imposed by stability requirements. El-Diwany'gi;
al. [64] considered this problem, and have derived the optimum

‘ - .Circuit parameters by appro;imating the amplifier's frequency

response with a two pole transfer function and through the use
of a hybrid-pi model for the transistors. Their results were
used to determine the component values and currents for the
final circuit. Application of E]-Djwany's results to the

preamplifier design is left to Appendix B. The final circuit

‘can be more ‘accurately characterized (but sti]] as a two-po1e

model) using the zero time-constant approach out11ned[gy Gray

and Meyer [68]. Instead, final circuit analysis was carr1ed
out using COMPACT [69], a computer circuit-analysis program.

The modified hybrid-pi transistor model used for this program

is given in Appendix B. Figure 4.5 shows the final

preamplifier circuit derived in Appendix B;uWithchaQi§§j”9,Hw

arrangements shown. Figure 4.6 is a graph of the expected
preamplifier frequency response, for two different values of
cascode dc bias currents, as determined by the computer

analysis. L b
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R1,2,3 - 2.7 kilo-ohms . 'Icl_é 0.2 mA
- R4~ - 20 kilo-ohms Ic, £ 6.0 mA
RS - 470 ohms Vet 2 5.0V
- R6 - 120 ohms . .
R7 - 220 ohms, 1 watt
Pl - 5.0 kilo-ohms
Ll -2 ud
€1,3,4 - 0.1 uF
c2 - 22 uF/16V o '
cs - 0.01 uf . ’

- BFR90

-~ Fig. 4.5 Experimental Optical
) Detector/Preamplifier Schemat1c
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At a cascode bias curreht of 0.2'mA, the expected’

transimpedance is 13 kilo-ohms, and the expected bandwidth is

9.35 MHz. This bandwidth is s]igﬂt]y higher than the expected

fiber bandwidth.. From the voltage-gain phase and magnitude

curves shown in Fig. 4.6, the phase-margin for the preamplifier
is approximately 65 degrees at a cascode bias current of’0.2
mA.  For the b.S mA bias.current, the phase-ma;gin is smaller,
indicating that the preamplifier may become unstable if the
" cascode current is increased further without compbnent value
changes. Finally, the difference in signal bandwidths for the
tho'operating currents indicates the sensitivity of the circuit

to the bias conditions.

From Appendix B, the expected ODP output signal and noise

levels are given by \

(4.9)

o

- . . = 6 )
- TRRyP = 10%P, |
o2« g%+ £s. 27 (0.0av)2 + (70 w)s,; . (4:10)
where o i ‘

S.i is the 0DP output signal in volts,

Pi is the optical power incident of the APD in watts,

fR is the preamplifier transimpedénce in ohms,

Ry is the APD responsivity in amps/watt,

O; is the ODP output referred noise level in volts

O, is the 0DP output refer};d stationary}noise level

(primarily thermal noise) in volts,

and g is the 0DP shot noise parameter in volts.
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4.3.2 The Main Amplifier and AGC Circuitry

Followirg the preamplifier is the main signal amplifier.

~This amplifier must have the following characteristics:

a) 50 ohm input and'output impedance

b) provision for automatic gain control (AGC)

c) a {arge dignal bandwidth

AGC is required becaJsé‘the average input optical power to
the APD will vary, possibly over a range of 20.dB. The main
amp]ifief should exhibit 1little output signal level variance
with varying input s1gna1 strength |

The bandwidth of the c1rcu1t should be made 1arger than
the preamp]ifier and channel bandwidth in order to minimize
sigpa1 distortion. Noise fs gg_Jonger a major consideration,

" as it was for the preamplifier.

Motorola's MC1590 RF amplifiers [70] are well suited as
amplifiers in this application. In order to‘ensure a high
dynamic range with good AGC control, two of these devices are
casgiggd«togethe( in the main amplifier. The output of the

— .
second amplifier is followed by a common-collector (CC)
transistor buffer to drive the 50 ohm output Toad. Figure 4.7

<rows.the main amplifier and AGC circuitry. IC1 and IC2 in this

¢ agram are the MC1590 RF amplifiers.
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The peak detector in the AGC control 1oop consists of

: d1ode D1 and capacitor Cl11, with the dwode b1ased to JUSt below

~ its turn-on point for increased detection sens1t3&l;y9 The

diode allows the capacitor to charge-quickly, but ﬁrevents its
. . o I\

fast-discharge. Thus, the capacitor charges to the signa]b

péak; Following thé peak-detector is a 1o§-frequenty amplifier
(IC3) that provides.a voltage gain of 10. The input impedance
of gkis amplifier, along with the size of the peak-detection
-capacitor, detefmines the AGC time-constant. This time-
- constant is made long in comparison to the‘baud-interva1 of the
system, but short compared to the .expected signa] fluctuations
in the system undef steady-state conditions. The output from
the peak amplifier is compared to a preset level, and the error
is amplified by IC4 to form the AGC signal.
|

4.3.3 The Decodeﬁ,and Decision-Feedback Equalizer

Figgre 4.8 oLt]ines'the dvéra1J dgcoding anq equalizing
network for the 4-level receiver. It is sectioned into three
boards, and each board is shielded so that é1otk noise is
minimized. Clock noise considerations, as well as speed,
dicfated the use of ECL logic, which does not possess swiiching
> spikes. Transmission 1ine.techniques were followed in
conStructioﬁ of the circuits. Consequeﬁtly, the overall
détoderénd equalizer should be capable ofoperationat much
%igher rates than the channel is capable of supporting, even

with extensive equalization.
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The comparator board, 111ustrafed in Fig(4.9, uses high
speed ECL comparators (ICl and IC?) and an 8 bit priority
en;oder (IC3) to.decode thé equé]ized 4-level input signal
(denoted as_Sﬂon Fig. 4.8) into 2 binary signals. The

comparator thresholds are determined through potentiometers.

Their optimum values, along with the optimum signal levels, can’

be ana]ytica1ly determined;. this is done in the next chapte&
The output of the comparator board 1is unc}ocked,'aﬁd only
indicates the quantized level of the présent input signal.

The timing board, shown in Fig. 4.10, samp]es the two
output signals from the comparator. ;}is sampling 1is
accanp]ished by flip-fiops (IC2) and should be done at such a

time as to minimize'the~probability of reception error. kasper

[28] considered this timing in conjunction with binary signals

anﬁ DFE. An adequate, but generai]y non-optimal, timing would
result in sampling when the‘receivéd signal eyes are fuily
open. The optimum timihg phase is slightly before:this
“centered timed" (pulse peak timed) point, as will be

explained in Chapter 6.

The two resulting clocked binary signals are used by the

feedback board to generate the feedback signal. They are also
multiplexed (through NOR gates - IC3) into'one bit stream;
this final bit stream being a logical inversion of the ‘data fed

into the transmitter. Negation of this output was not

required for the teét setup used. Proper clock synchronization -

is required to multiplex the two bit streams in'the_right

order; 6n the experimental system, this was done by toggling
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DO
R8
RO
/ D1
mi%
R11 -
D2
R1 R13
R1 .
S: R2-R7 -
R8,10,12 -
R9,11,13 -
R14
Pl - P3 -
‘ €1 - C3 -
‘ IC1 -
, c i
0 H H L|LL 1‘3
1 L HL|]LH
2 L L L]JHH
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Fig. 4.9 Comparator Board Schematic and

£ R c
ol ——0)
_ - .ECL
3
at—————O)
- ECL
Q3
D7 R4
- 50 ohms
10 kilo-ohms
180 ohms
110 ohms
- 560 ohms
10 kilo-ohms
0.1 uF
MC1650
MC1650
MC10165
Coding.
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ﬁ)CLOCK |
-5.2V.

: R1 R2
1
LOCK/2[ | = - : ,6,8 - 82 ohms
C. Q | Q R3,9,13 - 220 ohms
-, R4,10,14 - 150 ohms
R3 cLock/2 R11,12 - 510 ohms
O—An— ' , IC1,2 - MC10131
I1C3 - MC10102
L ha o -
- R7
Clock | ____
CL DL 2 Data
L L L H
H H
L H L L
H H
HL L H
H 5 L
H H L L
H L
D _CY ‘ )
~ 1 A11 inputs and outputs
Q dre 50 ohm ECL signals

DATA

Fig. 4.10 Timing Board Schematic and Coding.



the clock sburce until syﬁchrﬁhization’was obtéjned. In an
actual 1fnk with c]dck recovery, synchronization is usué]]y
accomplished through coding techniques and data correlators.
This subject, though, is nbt,of concern here.

The feedback bo;rd, shown in Fig. 4.11; uses NOR gates
(IC1, I1C2) to generate a 4-level signal from the 2 clocked
binary streams produced by the timing board. This 4 level
.signa1, wh{ch approximates the decoded data's first postcursor
ISI contribution, is subtracted from the incoming unequalized
signal (denotedfas R on Fig.4.8) by the difference amplifier
1C3. Thus,'one;tap DFE is accomplished. Control of the amount
of feedback; and of the individual levels in the generated fed-
béck signal, is accomplished throudh potentiometers.i Exténsion
of the feedback to include more taps can be doneﬂthrough
inclusion of additional déta Tatches (on the timing board),
4 level generators, and difference amp]ifiers.

The ECL 4-level generator on the feedback board is
conceptually equivalent to the one used in the transmitter.
Hence, if a higher speed multilevel transmitter is requireb}
ECL Togic can easily be used. |

The overall systém coding is summarized in Table 4.1.
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Transmitted LIH|H]L -
Data (2 bits) L]{L}{H]|H
Transmitted

Signal (0-3) 3121110
Preampiifier '

Output oj112]3
Main Amplifier N
Output (Ri) 312t111]0
(0-3)

Feedback Board

Output, No ISI

or Feedback 0i1 21 3
(0-3) ' ;
Compafator

Board Output L|{L|H]H
£, D LI H}]H]L
Timing Board :
Qutput __ __ HILJLI|H
(A,B) = Data HI{ H]LY}L
Generated i s
Feedback 312111]0
(0-3) : .

3 .
For all 4 level signals,
in order of increasing
positive voltage.

0 5

This table does not indicate the the relative timing between
signals. For instance, ignoring the channel delay,the feedback
depends on the ‘state of the previous transmitted signal, while
the timing board output depends on the state of the present
transmitted signal.

Table 4.1 Overall Transmitter and Receiver Signal Coding.
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. CHAPTER 5. THEORETICAL‘EVALUATION OF THE EXPERIMENTAL SYSTEM

We are 1hterested in:the theoretica] eva]uatioh of the
expenimental system. Spec3f1ca11y, this analysis should be in
terms of the system BER as a function of the received optical
power and the s1gn§111hg cond1t1ons. To accurately represent
the communication system, the analysis should include the
fo]]owtng:

a) Signal-dependent shot hoise

b) ' Intersymbol interference

c) EOptihizatton of the sigha] levels and decoder

- thresho1ds )
d) Both no equalization and DFE (including the

possibility of error propagation due to decoder errors)

Several papers discuss upper and 1ower,1imits on the BER
for the cases of antipoda] binary or antipodal mh]ti]eve]
ﬂ‘(with equally spaced shgna1.1eve1s) s1gna]}1ng over a
dispersive channe] with additive gauss1an no1se [73].
Unfortunafely, the resu]ts of these papers cannot be applied to
the experimental system because a) and b) above are not
1nc1uded in the ana]ys1s » _

Others have inc]uded the pessibflity of DFE [27,45,74].
Their work, however, has been 1imited to finding the form of
the optimum decision-feedback equalizer under various
assumptions, much as was ddne in Chap 3. None of the papers
dealing with DFE thus far,--to the author's know1edge "a
reported an ana]yt1c solution to the system s resulting BER, as
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there is considerable difficulty in finding tight BER bounds

even for the much simplek and mathematical]y more tractable

problem of analyzing a system having no feedback equalization
or shot noise. Error rate character1zat1on of systems thus far

has been limited to computer or hardware simulation.

" Recognizing: this, the theoretical evaluation of the

experimenta1 system was done through computer analysis. 1In
th1s analysis, all possible signalling conditions were
mode]]ed, and the BER for each condition was so]ved for

ana1yt1ca11y Consequently, the computer results are as

accurate as the model used, and yere not obta1ned through‘7

techn1ques such as Honte-Car]o s1mu1at1on

Appendix C conta1ns a source.11sting of thejsyst?m

" evaluation program (wr1tten in Ba51c) This chapter will

out11ne the methods used in the program, as well as the

~

‘programs limitations as a consequence of these methods.

5.1 Signal and Noise Levels .. = Sl

¢ The analysis assumes the use of a transimpedance

preamp]ifief in‘conjunctioh”with the opt{caT'detectora

~ Following the notatioh of Muoi and Hullett [20], the signal

.voltage at the output of the preamplifier, bi' under the

condition of no ISI, can be expressed in terms of the applied

~ optical power Py

by = P."TRR, - . o (5.1)
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The noise present along with b;, from Appendik B, can be
expressed. as |

C[Z = 2 + gtL (5.2)

Letting the ISI terms be represented by bISI‘ the ISI can

be included in th1s express1on '
G, + Etby+brg) (83
Even if)the ISI corrupting the signal b, is cancelled
through DFE[ its effect has to be included in noise

calculations as the shot noise caused by 1t cannot be

compensated for{ The expected;ya]ues for g' and TR are?

stated both in Chap. 4 and in Appendix B. These vaJues,
however, are only estimates; the value for TR’may be accurate
“to within 30%;>and the values for 'CE)and g may be within a
factqr of two compared to the actuéj va1ues, Since these
parameters can be measured experimentally, the program a]{ows

the user to enter their values.

5,2 Channel Pulse Response hodeiiing_

The time - domain channel response model was introduced in
Chap -3 in conJunct1on with the equa11zer des1gn fhe channe1
(wh1ch includes the ODP response) is characterlzed by 1ts time
response at.the samp11ng points to a single, transmitted pulse.
Thesé'samp1ing;p01nts.are et time.instanfs when the-receiver%
decoder’compares the incom{ng waveform to preset levels; they
are separated by t1me T, the rec1proca1 of the system baud
" rate. Figure 5.1 111ustrates an 1dea1 transm1tted pulse and a

4
dpossib]e channel response to it.
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p(t)

Transm1ttedhﬂy1se p(t) f : ' //’_~,
' ' {

Received Pulse’r(t)

' Fig. 5.1 Sampled Time Channel.Response Representation.

If we define 1 Py L-TR-R, , where L is a channel loss

factor, éhen, using sampled - time notation,

r(KT) = r, = 2-h,  where

(hk)maximum = 1.

The veﬁtor Ho= {h} = [..h 5y h_y, hgs Nyps hz;
defines the received pulse corresponding to a single
transmitted pulse. The cbnditiqn of no ISI is satisfied if

1 . k‘ow @,

! 1

h bl e
k 0, ke0 \

-

21
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The maximum baud rate that satisfies this condition
(within reasonable 1imits, such as H=[0.01, 0.97, 0.02]) can
be found experimentally. Above this baud rate, significant ISI

starts to occur,'and equalization may be required.

A

Measurements of the appropriate h, values corresponding to |

a particular baud rate above the "negligible ISI" baud rate,
however, are prone to scaling errors. For normal system
operation, due to ISI, there are few isolated received pulses,
making the experimental determination of H more difficult.
Thus, energy constraints have to be considered to correct for
possib]e magnitude scaling.

Since the channel attenuation is constant, the ratio of
the received pulse energy to the transmitted pulse energy, for
isolated pulses, remains constant. It will be assumed that‘the
pulse dispersion is primarily due to channel Tlimitations and
not due to transmitter or receiver bandwidth reétriction. (This
is not strictly true for the receiver, but §ince the receiver
bandwidth will be kept higher than the channel b;ndwidth
through adjustment of its bias conditions, this assumption is
not too restricting). Then, witﬁ square-1aw optica1vdetectors
such as %%N\diggés and'APDs, fhe area under the received,
amplified signal is directly proportional to the received pulse

~energy. This proportionalsity allows proper s;a]jng of the

measured experimental channel resnonsé.

[
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If the system baud ratejis changed from rate Bl to rate
B2, the above condition implies that the corresponding received

pulse shapes, Hl and HZ2, can be related:

Received Energy . Area defined by H1 Area'défined byﬁHZ

(04 =

Transmitted Energy T1 % T2
| L ‘ (5.4)

The intensity of the transmitted pulse is assumed to be
constant and independent of the transmitted pulse duration T1

or T2. The area defined by the two H vectors can be found

numerically, for example, by using Simpson's method. More

accurate results can:be obtained by including half interval

points (points cqrresponding to tT/Z,':3T/2, ver) aS‘we]].' The

pulse shape that includes these half interval samples will be

denoted by the vector H'. As shown by Fig. 5.2, H is a subset

of H'.

H' = h' ‘ t ' v [
[h' 5, h -1 Ngs b1y hp, 03]

H o= [h_ys hgs hy] = [h'_,, B'g, hll]

Fig. 5.2 Definition of the "Half Interval®

Channel Response Vector H'.
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Using Simpson's . numerical integration, the pulse area, or
energy, is proportional to the product
Area a T-( D H' + Z:ﬁ) where
" |
H' = ...hlz +hly+hg+ho hy + ... and
H=.-..h-2+h1+ho+h1+h2+-.-

With this, Eqn. 5.4 reduces to

(( TH + TH)gy = ( LH"+ 2H) gz

This approximate equality iS best illustrated in an
example based on experimental data’(which will be summarized in
-Chap. 6) measured for the 4 level system.  With the réceiver
bandwidth set to 14 MHz (above the original design value of
10 MHz), the maximum system baud rate having negligible ISI is
around 7.5 Mbaud/s. The pulse shape corresponding_to this data

rate is‘easi1y measured experimentally and is-given ty

W = [.005, .97, .01] = [0, 1, 0] and

W= [.005, .73, .97, .213, .01].

¥

Thisbpu1sevshape was determined through observation of the

received pulse train under system operation. Because there is
1ittle ISI at this data rate, information regarding fhis shabe
Ean be deduced from most received pulses, as théy are a]f
isolated from‘eachvother. Nhenlthe system baud ratelis
increased to 20 Hgaud/s, however, the 4 level pu1§és are no
longer isolated from each other bécause of ISI, tHus making
determination of the H and H' vectoré more difficult. The best

observation-based estimates for H and H' are

"

H [0.03, 0.68, 0.18] and

H' = [0.03, 0:41, 0.68, 0.46, 0.18, 9.05].
i ' /

\ 4

124



For the pulse having negligible ISI, the appropriate
“energy constant” is

YH+ YH = 2091,

For the 20 Mbaud/s symbol rate (which corresponds to a 40 Mb/s
data rate), | | - |

YH+ JH' = 2.70.

The relative qifference is 2.91/2.70 = 1;08.. A petter estimate
for the channel response at 20 Mbaud/s is thus

(Hy H') e = (H, H')jy4°1.08, or,

H £ [0.03, 0.73, 0.05]

H' = [0.03, 0.44, 0.7%, 0.50, 0.19, 0.05]

This scaling i; applied in the brogram. However, for
system analys{s if is much easier to consider h0=1.0. This
introduces artificial scaling which can be comﬁensatéd for
through scaling of the noise parameters C&,and E. The amount
of»sca1ing fequired to make ho=1‘fs determined by energy

constraints as just discussed. This requires, however, that

the defining negligible ISI hu]se be experfmenta]ly found -

‘before analysis of the system at other bit rates can‘proceed.

From hereon: O'o and E will be assumed to bé scaled.
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5.3 ‘Comp1etely Equalized Pulse Analysis

The first, and easiest, Case to analyze is when the pulse
precursors and postcursors have been cancelled in some manner.
.For DFE, thi. is an idealistic situation because:

1. Without resorting to two commhnication chanhe]s, with
one delayed slightly yith respect to the other, it is
physically imposéib]e to cancel the pulse precursors with DFE.

‘2. The feedback is assumed correct, even in the presencé
'6f decoder -errors. |

The resulting analysis accounts for the shot noise caused
by ISI, but assumes the ISI-itse]fvhas been ideally eliminated.
This ana]ysis thus gives a lower limit for the performance of
any form Qf "cancellation equanzation" such as DFE. It does
qot pre;ent the optimum syétem performance usin§ any
cbnceivable ébua]izatidn scheme, however, because not all of
the available information in the recefved pulse is used. The
Viterbi a]géfithm, a]thouéh presently impracticable or
unrea1izab1é for most high data rate systems because of fts
computational burden (neceésitating very hfgh speed
computations), would yield better results.

We starf with the assu;ption that the channel response and
noise parameters have been normalized so that ho=1. Ignoring
for now the ISI produced shot‘noiée, the -optimum signal ieve]s
and decoder thresholds can be easily found. Each Tevel of the

4 level signal represents two bits of information. Also, these

levels follow a 6ray code so that only one bit of the two
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changes between adjacent levels. (Refer to the system coding
outlined in Chapter 4). We define: -
PED . = overa]] system probability of error
PEL, = probability of decoding a signal at level b; as
being at an adjacent level ' v‘
Almost all errors will be the erroneous decodiﬁg,‘due to
noise, of a signal as being at an adjacent signal level to its
actual level. Assiuming this is the case for all errors, PED

can be expressed in terms of PEL:

4
PED = (1/2)°(1/4) ) PEL;
) 1=]

The optimum situation is when all the PEL are equal (which
implies that, because of shot noise, the levels cannot be
equidistant). Then, PED = PEL/2.

For the bottom signal level, a decoding error can only be

made if the noise is sufficient to cause the signal to cross

the lowest decoder threshold. The probability of this
occurring is made equal to 2°PED, in order that PELIFZ'PED as
desired. Likewise, the probability df noise causing the top

| signal to cross below the top decoder threshold is made eqha]

to 2'PED. For the middle two signal levels, an error can be.

made if the noise cadsea the signal to fluctuate ‘across either
adjacent threshold; hence, each of these crossing probabilities

is made equal to PED in order that PEL, = PEL, = 2°PED. In

‘total, thefe_are 6 individual probabi]ities, as shown in -

Fig.5;3. The "end two" of these six are optimally set to

2'PED, while the other 4 are made equal to PED. ’
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Fig. 5.3 Individual Error Probabilities
for the 4 Level Pam System

InFig. 5.3 the signal levels are designated by b1 to by
and tﬁg decoder thresholds by‘d1 tod,. Associated with each
signal level is a noise level, O}, as givén by Eqn. 5.2.
Referring to Appendix‘A: the~1ndividua1 error probabilities can

be expressed in terms of the signal levels, decoder thresholds,

and the noise levels through use of.the Q function:

Q(x) = 0.5 (1 - ERF(x/4/2 )) | (5.5)

A4

A

"{RF(X) is the well known gaussian error function.

PE; j is definedbas the probability that the noise

corrupting signal i will cause.it to cross threshold j (with j

being either i or i-1 if possible) and consequently be decoded -

erroneously.

PEiJj = Q(Ib; -'djlf 0;) (5.6)

Thus, the desired level - threshold spacing is
. -1 ,
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Use’of this formula and the noise expreséipn‘S.Z allows
(neglecting .the ISI produced shot - noise for now) the'optimum
signal levels to be found. Thev1owe signal level ;s set to
zero. From Egn. 5.2, its noise is simply the system's thermal
noise leyel. Thus, the required value for d1 is

(dy - b))/ Oy = Q" }(27PED), or

dy = 0,01 (2°PED).
 The next signal level is likewise determined:

(b, = d,)/ T, = Q" (PED)
Substitution fdr‘(Jé yields a quadratic expression which can be
solved to ebtain b,. Répetition of the above procedure yields
the other signal levels ana thresholds.

Inclusion of the ISI produced shot noise is actompiished
fhrougp use oflEqn. 5.3 instead of Eqn. 5.2. However, the
value for bygy to be usee in Egn. 5.3 will vary foreeach pulse
and will depend on ‘the previous and future pulse levels. This
ISI randomness causes the expected values for the noise levels
to vary w1th the amount of ISI A method which wou]d%}1e1d
-exact results would involve setting the s1gna1 levels and
] decoder ‘thresholds such that the probability of error for each
level, averaged over a11‘ISIlpossibilities,is ZFPED. This
method, although exact, greatly increases the amount of work
required. A better method, insofar as the'computatione1iburden

is concerned, which yields a near - exact solution would be
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to use the expected noise Tevels in the calculations. This is
~achieved by using the aQerage value of bISI in Eqn. 5.3.

There is a computational difficulty in finding the dptimum
signal levels and decoder thresholds. The‘averageISI used
through Eqﬁ.5.3 to find these levels is itself dependent on
the signal levels. This difficulty is circumvented‘by
1terat%on. The value for B;g;-cén be taken as zero initially,
and the “optimum" levels and thresholds found. These levels
yield a new value for'E;g;, which can be used for reca]cu]atjon
of the §igna1 levels. Repetition of thfs procedure 2 or 3
times ensures convergence (within 5% or c]oser)‘té the required
levels-and thresholds. |

With H normalized so that h6=1, the average amount of

\ 3
ISI, ‘given the signal levels S(1) to S(4), is easily found:

bygp = ( IH - hg) - 1b/4 |
( XH = 1)-(b, + by + by + b,)/4 (5.8)

From the signal levels required to realize a desired error

rate, the required received power is easily obtained through

Eqn. 5.1. v :

5.4 Inclusion of ISI in the System Anglysis

The previous section detailed the method used to find the
optimum or near optimum signal levels -and decoder thresholds

for the case where the ISI, but not its shot noise

coﬁtribution,‘was eliminated. However, without this ideal

equalization, ISI does occur and must be considered.
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‘The aﬁount of iSI present at any sampling instant can be
determined by the channel»response. H, and the previous and
future signa] levels (in order that the emplitudes of their
1nteffering precursors or postcgr;oré are known). A1l the
non - zero terms in H, save for ho’ are interference terms. In
the proéram, these terms are referred to as the“HEQ"‘vector.
For egahple, if

H

[0.1, 1.0, 0.3], then

HEQ

H

[0.1, 0.3] = [heql, heqz]
I
Each of the interfering terms contributes one of four

possible terms to the total ISI. The total number.of ISI

possibilities is thus four raised to the number of terms in

HEQ, and.can be enumerated. An example clarifies this concept.

 With HEQ having two components (as éhoWn above), and for the 4

possible signal levels-bl to‘b4, the vector, G, of all

possfb]e ISI terms (all possible bISI)' can be found:

§ = [(brgp)ys (Brsplps (Byspl3s --+» (bygplygl where
(brsr)y = heqyby + hegy-b)

(brsy)y =
~

(brsy)q = hedy-by + hegyb,

(brs)g = heqy-by + heg,-b;
(brs1)16 = heay-by + heayeby
To ease notation, the (bISIjj‘will be referred to as 95 SO

that 6 = [gl, 9y g3,...].
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_extended_to include an ISI term:

PE

§
Given the signal levels and decoder thresho]ds, the
individual error probabilities for each ISI possibility can be

found. The definition introduced earlier for PE; j‘wi]] be

\\

i,j,k, 15 defined as the probability that the received

signal consisting of the desired signal bi, an ISI.

term g,, and noise, will cross threshold dj and

consequently be decoded erroneously.

Extending Edn. 5.6 to include the ISI term gives:

>

. _ -l. ' : o

where Cﬁ,k is identical to Eqn. 5.3 with b;¢; replaced with

gki
2 2 .
Oi,k= 0o * E(b5+g) (5.10)

For example, the probability of decoding a'signal at level b2

with the additive ISI term g3, as being above the second

>

threshold d, is:
PEy 2,3 = UL, = (b + 93))/ O 3]
where ' ‘
i 2 0.5
Op3= (0, * £(by+ g3))
/ _
as being at level b3, for the above example of 16 possible ISI
terms, is: ‘

1

_ 6 -
PE, , = [jg; PE; o 31716

If this averagé is not close to the desired value, (PED

for this example), the distance between signal b2~and thresho1d

dz has to be‘adﬁusted accordingiy. The above procedure can

The average probability of decoding a signal at level b2 A‘

132



Cw

then be repeated using the new signal 1ev§15. decoder
. thresholds, and ISi terﬁs (the ISI terms afe aependent on the
signal levels). .Onée all the individual errorlprobabi1ity
vﬂ?Y?EEQeS,QEE%’j;“aFe clee:to their desired values, fhevoptimum
or near optimum signal levels qnd‘thresho]ds have been found.
Although this method reqUires‘con§1derab1e numgriéa]

computation, it does provide a very accurate analytical

solution to the optimum system'power.requirements for any -

desired error rate. For a small number of interfering ISI
terms in HEQ, its computationaiwburden on a small computer

system is ‘reasonable. When there are many terms in HEQ,

however, .the computat1ona1 burden may become excessive and more

approximate methods for qnalyz1ng the system may have to be
considered. . It 1s much'faster,.however, than a Monte - Carlo
method of finding the near‘optimum signal levels.

The critical computational prob1em arises 'n adjusting the

T e

distances between the levels (;d thresholds. The optimum
adjustment results in a very qu::;$ben1ggggnee to the required

Jevels and thresholds. Howeﬁer. if the adjuStmeht stepvis too

large, the resulting PE may oscillate about the.desired

i,
value without converg1ng. _Too'sma]] a step results in'a slow

convergence of the PE; ; and hence excessive computationé.

1,
Because of this problem, the program uses two user controllable

adJustment algorithms, based on how close the PE j,j are to

"their desired values and on the severity of the ISI.
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5.5 Ideal One-Tap Decision-Feedback Equa]iiation

In the previous section, the”inteé?ering ISI possibilities

\

were determined by cross products between HEQ and b1 to~b4f

The HEQ vectbr'represents-the interfering terms in the channel -

response H. Increasing the system baud rate results in an
increase fn both the number of terms in HEQ and- in the
magnitude o% tﬁese tefms .
Ideal one-tap DFE can be accomp11shed by setting the
1argest postcursor component of HEQ to zero. For example, if
= [0.1, 1.0, 0.3]y then HEQ = [0.1, Q.3} without any
_ equalization. The 0.3 term can be eliminated by DFE, yielding
HEQ = | |

- The previously outlined method of finding the obtimum"

.Siahaﬁﬁlevels and decoder thresholds can be app]iéd using thé
new HEQ vector. However, the number of ]SI possibilities i§
now reduced by a chtor of four because the dimension of HEQ
has Been reduced by one. For fhis'examp1e,\the 1S cén be one
.of four possibi]itfes: | -
.G = [gl, 9y, 93 9] where
g = heql-b1 = 0:1-h1

—

| 9, = O-x'lsz

) .
g
= 0.1 b%’ )

Th1s results in substant1a1 computat1ona1 savings, except_

for one diff1cu1ty Eqns 5 9 #nd 5.10 are used:-to find the

1nd1v1dua1 error probabilities PE, However, the ISI terms

.Jk
*in the noise expression (Eqn. S.lO)_correspond to the
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unequalized HEQ. Although DFE can compensate for the ISI

introduced by the postcurgbr terms of HEQ, it cannot compensate

for the shotﬂnoise introduced by those terms.
This.diffiéu]ty,'if insurmountable, would result in é
factor of four increase in the cbmpgtatfona] burden requiréd
to estimate each PEi;j in the above example because the full
number of ISI terms would have to be considered in the noise

calculations. However, as 1in section 5.3, the ISI term used in

the noise expression, Eqn. 5.10, can be replaced by the ayeragg ‘

- ISI term. This averqge“ISI term will be denoted by bISI,'as in
Section 5:3. The approximate error probabilities are:

- ' ‘ 0.5

0l (Iby + g - 451/ 0,° ¢ [bj + brsr)) ™)
Q-l(lb‘i + gk- - djl/ 0-1)

where. O; is now considered independent of the individual ISI

PEs,5.k

terms but dépeﬁdent on the average amount of ISI. This
vsimp]i;ication é]lpws a-decreasé in the computational burden
when estimating each PE(1,j). |

A trfal run using experimental data was conducféd to
estimate the severity of this simpiification. The op;ica1
pbwer requirements to realize a 10'6 and a iO'g error rate for

the unequé]ized pulse shape were found using both methods. The

difference came out to 0.3 dB for both error rates. This

diffenence was considered small considering the accuracy'bf the

_gxperimedta1vdata. This point will be clearly illustrated in

the next chapter when the theoretica] and experimental system .

performances are given.
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5.6 Non-Ideal One-Tap Decision-Feedback Equalization

The previous section considered ideal DFE in which the
{’“feedback was always correct. However, in reality, the presencé
of decoder errors causes erroneous feedback which in turn can
cause further decoder errors. - Thus, the error propagation
~effect of DFE has to be considered. |
This can be accounted for through the expression
P(Elfb) = P(Elif) P(if) + P(Elcf)
where ' s
P(E{fb) is the probébi]ity of error with feedback
_P(Elif),is the probability of error with incbrrect feedback
b(EIcf) is the:probabi1ity of error with correct feedback
P(if) is the probab111ty of incorrect feedback.
Incorrect feedback occurs whenever there is a decod1ng error.
"Thus, P(1f) P(E| fb), wh1ch is the same as the system errorv
rate. - With this, the above expression simp]ifies to
~ P(EIfb) = P(Elcf)/[1 - P(ENiF)]. | (5.11)
The methods of section 5.5 found P(Elcf), the error rate
given ideal feedback. If the quantity P(Elif) can be found,
then the overall system error rate can be found.
Eqn. 5.11 is equivalent to the geometric series:
- P(EIfb) = P(Elcf) + P(Elcf)"P(Efif) + P(EIcf)'P(EIif)2
« PElcf) P(EIif)3
In words, “The probability of error given feedback is equal tg
the probability of error given the previous decisions have been
correct, plus the probability of making an error given that the

previous decision was wrong times the probability of making

N



that previous error, plus the probability of making an error
given that the fwo immediately previous decisions were wrong
times the probability of making those two previous errors .."
: Thf¢,a1ue for P(E!if)can be analytically determined by

b the feedback error as another ISI term. Consider

cons ide¥ir

the earlier example where HEQ has.two components, the second’

one being equalized to zero with DFEﬁ The “net ISI" term given
‘incorrect feedback is:

Igi'j’k = heql-bj + heqz-bj ﬂ'heqz-bk with k#j.
When k=j, the feedback is correct and the situation reduces to
that for ideal feedback. Thus the condition k#j arises.

The ihdex k can be furtﬁer restricted by realizing that

decoding errors are almost always the decoding of a signal as

being -at an adjacent level to its actual level. If signal b2

was.}éceived and decoded wrongly, it would be decoded as b1 or

‘b3, but most 1ike1y not as b4. Hence,

.

if j=1, thenk =2
~j=2,thenk=1o0r3
j= 3§itien k‘= 2 or { : |
j = 4, then k.= 3. .

The ISI components including incorrect feedback can'be
enumerated. Using these ISI terms, the'individua1 error

probabilities, PEi , can be found as in section 5.5. From

| »J ‘
these individual error probabilities, the value for P(Elif) and

“consequently P(E|fb) can be readi]y‘detennipgd; >

%
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If the derived P(EIfb) is much larger than P(Elcf), the
,sighal 1evéls and decoder thresholds found for the ideal DFE

situation can no longer be considered optimum. However, if

P(E|fb) is within a factor of 2 times P(E|cf), the signal

levels and thresholds used in determining P(E|fb) can be

considered near optimum.-

Using the experimental data and the abové Ana1ysis, it was
computed thatvthe‘ratio of P(EIfb) to P(E|cf) is 1ess than 1.2
for 511 pulse shapes, even ones possessing severe ISI. The
theoretical maximum of this;ratio for oné - tap DFE will be
shown to be four for a Gray éoded'4 level system:~

The feedback error can either bé positive or'negatiye.

<

For the middle two levels, b2 and b3, if the feedback is large

enough, this can cause a threshold crossing error irrespective

of its sign. If the error is in the negative direction, 1evgl

N |
b2 will be decoded as by, and level b3<as b2. If the feedback

is large and in the positive‘difection, b2 will be decoded as

b3 and b3_as b4. Thus,

CP(ENHF, by) <1
~P(ELf, by) <1

The worst-case probability of error given inforrect feedback

and eithér b2 or b, was sent is 1.
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If 1eve1‘b1 was transmitted, however, the incorrect
feedback will only cause b, to be decoded as b, if it is
positi?e. Hence, ’ B

0 )
P(Elif, b)) < 0.5
Likewise,

P(Efif, by) < 0.5.

Since P(Elif) = P(Elif, S(1)) + P(EIif, S(2))

+

P(EIif, S(3)) + P(Elif, S(4)),
the worst - case value for P(Elif) is

PCEViF) paxipum = [0-5 + 1+ 1+ 0.5] = 0.75.
Consequently, | '

p(Erfb)maximum = P(Elcf)/[1 - 0.75] = 4-P(Elcf).

With one - tap DFE, the worst case increase in the system error

»rate due tb the error propagation effect of decoder'érrors is

a factof of four. (This uppef bbund, howeve?, is quite

pessimistic; undoubtly, tighter bounds that depend on the
channel characterjstiﬁﬁ canfbe found). For the experimentally

found pulse shapes, thi; méximum pena]ty,'#n terms of an
in@rease in the required optical power to.rea1ize thé desired

BER as cbmpared to éigiiéga1 DFE situation, is 1e§s than

0.5 dB. (The actual penaity équfva]ent to the computed <20%

increase in fhe BER is less than 0}1\dB).

The upper bound found above was for a 4 level PAH systen
with.Gray coding and one-tap DFE. A much richer result can be
6btained if the:number'of levels, A, and the number of feedback
taps: N, are variab]e.vbwith the assumption that the biéary

data represented by each level follows a Gray code, and if the
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probability of making an error given cofreet feedback is
negligible compared to the probability of making an error given:
' 1nch?EEt feedback (which should beltnue for most, if not all,
communication systems emoloying DFE), then

PCENFD) o imun = PCEVCE)/(1-P(ELENN < PELCh)-AN  (5.12)

This result is derived in Appendix D.

5.7 Limitations of the Analysis Methods

The methods'used in the computer program (as discussed in
SectionsnSJ to 5.6) to analyze the experimenfa] 4 level PAM
system should be accurafe to within 1 dB, given accurate
eipérimenta],data. This is because the analysis involved the
“use of an accurate system model with all possible signé1
combwnat1ons being considered, -and wﬁth'only one minon
s1mp11f1cat10n, For the amount of ISI present in the
experimental system, espec1a]1y»w1th only one - tap DFE be1ng
used th1s exhaustive but accurate ana1ys1s 1s fa1r1y quick
when the program is comp11ed before runn1ng (The program is
wr1tE§n in BASIC and can be run,e1ﬁner as is w1§h an‘
interpreter. or cohpi]ed firsf beforefrunning) As was | \
mentioned prev1ous]y , for large amounts of ISI this ana1ys1s
1nvolves considerable amounts of number crunch1ng because of
the power - law increase in the number of ISI possibilities
~'that have to be considered as well as the s Tower convergence of
the program to the proper signal levels and decoder thresholds
with increasing fSI. Thue, if enougn'ISI is involved to

warrant the use of two or three tap DFE in the experimental
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~system, other more approximate but faster methods of system'

_analysis should be considered.

N



CHAPTER 6. -THEORETICAL AND EXPERIMENTAL SYSTEM PERFORMANCE

The experimental test setup for the 4 level PAM system is
shown in Fig. 6.1. With thfs setup, the system'performante, in
terms of the system.BERas a function of the received optical
power and data rate, was fbund. .The measured 0DP performance
and the recéived pulse shape§ Qefe used to determine the
theoretical éystem perfbrmance throudh the progrémrdiscussed,in
Chapter 5 and 1isted in Appendix C. This cHapter summarizes
the meaéuréd-and analytical results, and on the basis of these
an evaluation of the Qsefu]ness of multilevel signalling with

DFE over dispersive fiber channels is made.

6.1 The Experimental System Setup.

Referring to Fjg.ﬁ.i,‘the clock source for the system is
a Wavetek 178 Programmsble Waveform Synthesizer. The méximdm
-clock frequency available from this source is 50 MHz, thch
limits fﬁe maximum system aata‘rate to 50 Hb/s.“_THjS rate was
-above the exbected max imum ugefQ1 rate for the overall system.

,The.p;eudoxrandom data used to test the link is generatéd
- by a HP 37624 daté Eneratbr.x The generated bit ‘stream can be
“either 210.1, 215.1 or 223-1 bits in length. With the coding
berforméd by the transmiiter, the‘resulting 4 level signal also
has either a 210-1, 2151, or a 223-1 bafterﬁ length. It was
foﬁnd that, for the longer pseudo-random data streams, there is
enpugh wa frequency signal coﬁtent to cause a dc 1eve1AShift

in the received and amplified signal. This dc drift is
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sufficient to adversely affect the system error rate. .A1thoagh
the addition of extra data coding would have removed some of
this Tow frequency'signa13 the topic of coding beyond the
binary to 4 Teve] code used was not pertinent to this project.
Consequently, the 210~1 bit pattern from the pseudo-random
generator was used for testing the system.

The 4 level opticaj\stﬁﬁa].is Taunched into the channel by
butt-coupling the Siecor fiber to the transmitter'LED'pigtai1.
By controlling the gap between the two fiber ends, the launched
power can be readily controlled. Another possible method ofx
_ power eontre1.wou1d have been to cbntro1 the LED drive current.
However, this could result in a change 1in the traasmitted pulse
rise and fall times, as well as its signal to (clock) noise
ratio, and hence was avotded. Also, it proved to be mueh
easier to adjust the eeceived power level with theégap
attenuator.

The transm1tted optical s1gna1 is detected and amplified
by the 0DP and main amplifier. The resulting s1gna1 is then
equalized before decoding. The proper clock s1gna1 requ1red
for decod1ng the received s1gna1 is obta1ned by delaying the |
ﬂsystem clock generated by the Wavetek synthesizer. This delay
_is provtded by a HP 1910A delay generator, and can be adjusted
ffom‘O to 100'ns in 5 ns steps The delayed clock signal is
buffered by a HP 3763A error detector before be1ng routed to
‘the decoder. The error detector ca]cu]ates the system BER by

measur1ng ‘the t1me requ1red to rece1ve e1ther 10 or 100 errors.



By monitoring the calculated BER over several updates, the
system BER, averaged over many (>1000 where possib1e) errors,
is obtained.

At low error rates, the time required to receive 10 to 100
errors at a system data rate of 40 Mb/s or less is quite long.
. For example, at a data rate of 40 Mb/s and a BER of 10’9, the
average time required to receive 10 errors is over 4 minutes.
This long time required before even a rough estimate of the
system performance can be obtained resulted in three major
problems at low system error rates:

1. With a long time de1ay befor;\h system adjustment

-
(such as an adjustment of the signal levels, decoder

thresholds, or the amount of ﬁeedback) can be evaluated,
'optimization of the system is dttficu1t. At a system BER of
10’7>0r more, this problem does not exist, as an adjustment can
be evaluated over tOO errors in 25 seconds or less (at a data
" rate of 40 Mb/s).
. 2. The laboratory environment is not conducive tovsystem
eva1uation over long time periods because of the presence of RF
noise. When the_system'is optimized for the particular
perating conditions, 1t‘is quite sensitive to this RF noise.
With the presence of high powered Jasers and motors in the same
bu11d1ng as the 1aboratory, day-time tests at low BERs are
‘ d1ff1cu1t even w1th sh1e1ded c1rcu1ts. The RF no1se most
probably enters the system through the power supplies and power
supply connect1ons Th1s noise, be1ng burst noise. in nature,

causes bursts of errors as opposed to the more un1form1y spaced

-
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errors caused by the system noise. This problem was alleviated
" by testing the system at night.

3. It was found that the power supplies used érift
slightly over time periods of several minutes to half an hour.
With the decoder thresholds being determinéd by resistive
dividers, this power supply drift causes slight, but
measurable, dfifts in‘the decoder thresholds. ‘This usually
causes the system BER fo's1ow1y increase from the optimized
value by a facfor of 10.tp‘10039ver'a period of 30 minutes or

longer.

-

BER.was measured over
thousénds of’epnérﬁf éfe of 40 Mb/s and a BER of
, _ > e 9 .

' < .
on the average, in 25 seconds.

-

1076, 1000 errors would oce

Thus, accurate system optimization ‘and characterization could
easily be obtained for this error rate or higher. At night,

asgeésment of the system performance at a BER as low as 1078

over several hundred errors could be made. However, because of .

the first and third problenms mentioned above, accurate
assessment ofythe-sysfem at .error rates below 1079 was
difficult., The optimum recéiveg pohér requiremeﬁts for a 10-9
BER are easily detérmined through graphical extrapolation of
the .h_igher; BER results. |

The overall system was operated without errors for 15

minutes at 30:Hb/s and at a received power level of <40 dBT.

This corresponds to an error Eéte,below 4'10'11, with no

discernible lower 1limit save those determined by power supply

drift, RF hoise, and transmitter and receiver limitations.
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The measyrements and theoretical results for the
experimenta1_system are given in the‘following sections.
Because of the need to determine~the 0DP's bandwidth betore the
fiber bandw1dth can be estimated, the 0DP performance wi]] be

discussed f1rst

6.2 The Optical Detector and Preamplifier

In Chapter 4 and Appendix B, the design of the

_preamplifier used in ‘conjunction with the RCA silicon APD waé
cansidered. Jhe resulting circuit was analyzed to’determine
its bandwidtn,'transimpedance, noise parameters, and optimum
biasing conditions; These expected results, however, are
’strong1y dependent on the circuit component parameters,>wnich

may vary considerab]y'from device to device. For instance, the

current gain of the transistorc was assuméd to be 50 in the

design nrocedure, However, the actua] current gain may be °

anywhere from 25 to 200, according'to_ﬂotorola's technical data
. [75]. Thus, the preamplifier circuit design allowed tor
adjustment of the bjasin§ condi}inns to help combensate for
device variations. | _

| The initial bias current for the preamplifier cascode
stage was set tn the design'value of]Lé mA, and consequently
“the expected bandwidth for the 0DP was 9.35 MHz. However,- the
max1mum neg11g1b1e ISI (as far as the effect of the ISI on the

‘system BER is concerned) bit rate that cou1d be obta1ned with

»th1s biasing current was 14 Mb/s (7. Hbaud/s) - When the cascode

blas1ng current was 1ncreased to 0. 29 mA,. the negllg1b1e ISI
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bit - rate increased to 20 Mb/s. This indicates that the 0DP

bandwidth at the lower bias current is too low compared to the

fiber bandwidth. * A further increase in the bias.current beyond
0.29 mA resulted in an increase in the preamplifier noise 1eve1
while not significantly increasing the maximum attainab1e
negligible ISI bit rate for the system. The 0.29 mA current
resulted in the lowest possible noise level (without having-to
measure the,pefameters nf the individual transistor useg and
optimizing the design around these parameterzfﬂihnle‘not
causing too much preamplifier-introduced signal dispersion.
fhe estimated preémp]tfier bandwidths for the 0.2 mA and 0.29°
“mA cascode biasing currents are'7§'and 14 MHz respectively.
To determine these bandwidths, the 670 m length of Siecor fiber

" was replaced with a much shorter Tength of fiber, so that the

%fiber bandwidth was much higher than the receiver bandwfdth and

hence did not contr1bute to the received ‘pulse d1Spers1on

The expected 0DP performance for a cascode b1gs1ng current

~
of 0.2 mA was determined in Appendix B. The same analysis Was

applied to the 0.29 mA biasing current case for comparison with
the experimental data.

The preamplifier transimpedance and noise parameters were

est:imated by measuring the.dutput signal and noise levels for a

known optical input.pdwer;. This was done at 10 Mb/s tovensure

that there was no ISI. The detector responsiVity"was assumed

to be 77 as specified by RCA Equations 5.1'and 5.2 were then

used to estimate the preampl1f1er transimpedance, thermal noise

1eve1, and shot npﬁse parameter.
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Table 6.1 summarizes the the0ret1ca1 and measured values

for the ODP parameters for both the 0. 2|nA and 0. 29 mA b1as1ng

currents.
0DP Parameter Theoretical | Measured
: ' o
Bandwidth I1c=0.20 mA 9.35 MHz 7.5 MHz
. Ic=0.29 mA 13.5 MHz 14 MHz -
Transimpedance Ic¢=0.20 mA 13.0 k 2 15.0 k
Ic=0.29 mA 13.3 k 7 2 15.0 k
Thermal Noise  Ic=0.20 mA | 0.07 mV RMS ] 0.1 .,mV RMS
‘ - Ic=0.29 mA | 0.10 mV RMS | 20.1 mV RMS
Shot Noise -~ Ic=0.20mA | 55 uy 2 60
Parameter ﬂ1§=0.29 mA 79 uwv =70 uv
Theoretical and Measured Preamp1ifier'Parameters,

Table 6.1

With the except1on of the lower bias current bandwidth,

s

the measured parameters agree qu1te c]ose]y w1th their expected,ﬁ

va]ues

measured thermal noise magnitudes could only be estimated
(because of their sma11 “magnitudes), and consequent1y they are
probably only accurate to with1n 301
thermali'noise for I1c=0.29 mA was complicated by the ‘fa_'ct th‘at;

consxder1ng the poss1b1e dev1ce var1at1ons

Heasunement of the

there is a small htgh frequency (106 MHz or'hidher) oscillation

, present in the‘preamp1ifier outbut at this higher*ﬁ%as current.
. a7 :



The amplitude of this oscillation is 0.5 mV .4S, and is

ucomp1ete1y swamped by shot noise except .at the 1owest‘3igna1

1exe1. Since this oscillation frequency is quite high, it

appears -as white noise to the deeoder, and cannot be discerned
frpm the actual noise when viewing the ré#eiver eye diagrane.
It does”not seem to.indicate preamp1ifierjtnstability, since
‘the preamp1ifier’bias currents and hence bendwidth'cén be
increased constderab]y without difficulty. Most Tlikely, this
~oscillation is pickup from an undetermined source.

1

The system bandwidth is determined by both the 0DP

bandwidth and tne fiber bandwidfﬁ. When the received optical

power is increased above -44 dBm, with all other parameters
’her constant,'tt is noticed that the system bandwidth
tncreases gJightTy; ﬁor high bit- rates (40 Mb/s), this system
‘ ‘bandwﬁdtn‘increase cauees the ISI to decrea.. enc.jh to
asubstantiei 1y affect the BER. The reason Tpr tais baddwidth

1ncrease"§ apparent once the magn1tude of the sigrai current

,_produced b tre APD.IS cons1dered. Th1s_current is equal to

" the received'optica1 power divided by the APD responsivity.

* With the preamp11f1er 5 cascode stage base b1as current bewng

‘ s]1ght1y under 6 uA, the requ1red rece1ved opt1ca1 power to

cause a'ssignal current of the same magn1tude as th1s b1aS<

curnent is -

i

6uA/(77 ALN) 78 nN or -41 dBm.

Fif "ce1ved sﬁgna] 1eve1s above -41 dBm, the APD s1gna]"'

15 Targe enough to substant1a11y increase the cascode

trans&;tor S, eo]]éctor current This causes “the opp banu%1dth;

o e

.cr)’
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and hence the sygtem bandwidth, to increase. The nature of

this increase also means that it will be largest for the

highest signal levels, leading to non-uniform pulse dispersion

for the different pulse levels. -This non-uniformity vi11 start
when the highest received signa] power is in the vicinity of

-41 dBm, or when the average received power is around -44 dBm.

‘6 3 LTransmitter'Perfonmance and Fiber‘Characteristics

)‘

" fv “The max1mum useful b7t rate er the transm1tter is 40

t&

,, Mhls or 20 Mbaud/s for the 4 lgvel s1gna1 At th1s b1t‘rate

) the d1spers1on 1ntro¢uted by th‘ transmitter bandw1dth

11m1tatton 1s notzceable but the transmitted signal eye

d1agram s’ st171 fu]?y bpen At 50 Mb/s, however, the
_;-,1.;, .

transm1tted eye correspond1ng to the lower swgna] ]eve1s is not

fu]]y open he other two ‘eyes (for a 4~ 1eve1 PAM s1gna1
-

>there are three eyes) however, are st1]1 qu1te wide,

|
i

1nd1cat1ng that the d1sper51on is not uniform across: the

-

overa11 4 -level 51gna1 More will- be sa1d about this when the

rece1ved waveforms are d1scussed Th1s behav1or is due to the

LED character1§t1cs If the LED is a]ways biased on and

o

‘inten§jty»modu1ated 1ts bandw1dth is 1arger than if it were

pd}séd on:anq_off. The lower s1gna1 eye’ corresponds to the LED

’ ,being turned'bn and-off Consequent]y, the s1gna1 rise andf=

- fall t1mes correspond1ng to th1s eye are 1arger than the r1se:

and fall times correspondlng to:the other‘eyes, and_hence this

eye isathe‘first‘tq.c1o§e as fhe transmjtter baud rate i%

- increased. e ) o ’ - B
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The transmitter-introduced dispersion for the lower eye

can be compensated for at the receiver with DFE but, because
the/dispersion is not uniform, this DFE would result in
overcompensat1on for the other two eyes

The 40 Mb/s transmitter met the des1gn specifications, and
was sufficient to ‘evaluate the eff Liveness of DFE as an
. qualization method for the channe . The seak optical power
launched .nto the Siecor fiber (whit currediwhen the gap
attenuator was Edjusted to provide the ‘best possible coupling)
~'was =13 dBnm. | | |
From the manufacturer's sbecifitatiohs; the expected fiber
" loss for the 670 m }ehgth was 20‘dB, and the expected (3 dB
_optical) fiber\bandwjdth was around 7.5 MHz. The measured
fiber loss is 21 dB, close to the.expected value. Estimation
of the fib ~'s actual banﬁw1dth however is complicated
because of the 1nf]uence of the 00P's bandw1dth on the overall
| system bandwidth, ’

~The flber bandw1dth Was. esttmated at a rece1ved power of

'!'1es$ than -44 dBm, so that the ODP bandwwdth stayed constant‘

and hence ct,id be ‘accounted for To estimate fﬁe 3 dB

7e1ectr1ca] bandwldth of the f1ber (wh1ch is s11ght1y 1ower *han

its optical bandwwdth) the channe] bandw1dth (determ1ned“By" ‘

t

both the ﬁiberwand 0DP bandwidth) was estimated by observ1ng
the received pufse shabes ~The received pu]se s normal1zed

~ .peak value, - (1ntroduced in Chap 5) represents the channe] 3

response to a single pu]se. If a square wave is transm1tted
- . . o | . - Coe

insteaﬁvof a single pJ]se,_the received normalized pulse peak

f
i
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to peak amplitude will approximately be 1-2h- When this value
equals l/\/z-,,the freduencyﬁofvthe square wave is at the
Channe]'s 3_dB (electrical) bandwidth. Section 6.6 summarizes
the received pulse shapes‘ Referring to this section, -the
value of h, fora datarate of 30 Mb/s (15 Mbaud/s) is- 09 at
40 Mb/s (20 Mbaud/s), ho ijs 0.8. Thus, at 15 Mbaud/s,
(correspond1ng to a square wave with a frequency of 7.5 HHz),

1-2h0 = 0.8, and at 20 Mbaud/s (10 MHz), 1-2ho = 0.6. The

channel bandwidth is thus between 7.5 and 10 ‘MHz. Using a

value of 8 MHz, and with the 0DP bandwidth being 14 #Hz, the
T~ .
fiber 3 dB electrical bandwidth is estimated to be 10 MHz,

somewhat above the value obtained from the manufacturer's data.

Table 6.2 summarizes the transmitter and fiber

characteristics mentioned above.

Parameter ' Expected Measured

~ 13

Peak TransmitterAPONer | -10 to -15 dBm .-13 dBm

‘Max1mum Transm1tter Bit Rate

MWith 4 Level S1gna1]1ng 1 40 Mb/s . - | 40 Mb/s
, s L
Fiber Attenuation ‘ 20 dB ~ 21 dB
_Maximum Fiber Bandwidth 275 Mz | 10 Mz

Table 6.2  Expected and Measured Transmitter

and Fiber Characteristics
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6.4 The AGC Amplifier

The AGC ;mp]ifier was tested by applying the binary data
stream produced by the data generator through step atténuétbr§
to the amp]ifier. Since this data stream contained both long
gtrings of ones énd long strings of zeros -(long enoqgh to have
rsfgnificant sbectfa] energy at frequencies bé]ow'the
amp]ifief'Q'bandwidth, even for a déta bit rate above the
ahp11fier bandwidth),| as well as isolated ones‘and zeros, the

. . ¢ )
amplifier bandwidth could be determined without interference

from the AGC circuitry. If a sinhsoida] signal source were

used, the AGC éircuitry wou]d-compen§é§§£¥d?*{he decrease in

the amplifier gain with increasing signal fkequéncy, énd the

apparent amp]ifier.bandwidth wou]d'be ﬁuch higher thaﬁ'its-

\

actual bandwidth. The step attenuators allowed determination

of the maximum amplifier gain¥?nd dynamic range. , N

The amplifier output signal level can be adjusted to any

- desired 1eve1-uhder 0.5 V peak to peak (p-p) by adjustment of

thevappropkiafﬁ potentiometer in"the AGC controj loop

(Fig. 4.7, pbténtiometer P2). It was_fdund that for any given

poteritiometer setting, however, the output level increaéed

slightly with an increase in the data rafe. Cohsequenf]y, when

the output was kept below 0.5 V p-p for the 40: Mb/s 4 Tevel

signal, the output .level at 10 Mb/s was 363 mV p-p. This

change'Q§§ of no consequénte, because the decoder thresho]dé’

were'optigi}édffér each system baud rate. The reason for this

" behavior was due to a&pqﬂé in the péak detector circuitry,

' : o P
which causgd:st; partial signal- integration and hence average

- -
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detection at high frequencieslas opposed to'peak detection at

" “low frequencies.

" The signal amplitude from the data generator was 4.7 V

p?p. The output Tevel for a data rate of 10 Mb/s was set to
363 mV p-p, so that the output amplitude at higher data rates
wes.be1ow the maximum amplifier output amplitude d% 0.5 V.
’Thts setting,was used for all system tests involving the AGC

amplifier. Without any signal attenuation, the amplifier

“gain" required was 2010g(0.363 V/4.7 V), or -22 dB. Although

the amp]ifier can provide a signa] Joss this loss is outside
the useful ga1n control region of the MC1590 1ntegrated circuit
amp]tfjers used in the AGC amplifier, and thus the amplifier
outout'hadvconsidenab1e'distortion. The additfon of 5 dB of
input signal attenuation broqght‘the required 1555 within the
- range of the amplifier. T '

The‘dynamit range of the'ﬁmp]ifief was. defined by‘the

input signal range over which the output s1gna1 1eve1 rema1ned

w1th1n 3 dB of its max1mum value w1thout und)

~This range was determined to be<61 dB. -The amp]tf$er's maximum

v

. | S | _
The minimum signal level required to be within 3 dB of the

v

maximum output level (of 363.mV) is 2.4 mV. The input referred .

’noise leve1 in compar150n s 015>mv with the Targest

component of th1s being power-line (60 Hz) harmonics. ~The

ratio of the input signal required to obtain the maximum

(-3 dB) output to this input-referred noise is 24 dB.

gain is 40.6 dB, and its maximum loss is approximately 17 dB.~
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‘The amplifier bandwidth was estimated to be 45 MHz, well .

above the required bandwidth. Table 6.3 summarizes the AGC

amp]ifier.performance.

Test conditions (except bandwidth test) : 50 ohm Toad,

Vo = 363 mV -(-8.8 dB) maximum, 20 Mb/s, 2}0-1 bit -
lengt™ pseudo-random binary data. '
Max imum input’Sigh;J 1eve] 2.6 V/ 8.4 dB

Minimum input signal level for
Vo= -11.8 dB (3 dB down)

2.4 mV/ -52.6 dB

Maximum useful amplifier attenuation 17 dB
A . “'

‘Maximum amplifier gain - 40.6 dB

Dynamic Range R 7161 dB

I
N

Input referred noise level,.
with no signal .input ‘

0.15.mv/ -77 dB

él

3 dB Bandwidth, for Vi= 83 mV (-25.4 dB)
gain = 17.4 dB, Vo = 430 mV (-8.0 dB)

45 MH:z

Table 6.3. Sﬁmmary of the AGC Amp]ifief Performance.
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_ 6.5 The Decodér
P The decodér can operate at data rétes of 50 Mb/s W1th'qo
apparent diff%cu]ty. Clock noise, although present, is low and
. thus not a problem. One previously mentioned probfem that was
observed was the drifting of‘thé decoder thresho]d$ with power
supply drift. For confinUous system operdtion, this problem
_Epuld be sq]ved by using temperature-compensated on-board.
~-voltage requiators: -
Anbther difficu1ty encoudtered in the decoding -operation
waé‘fhaonf finding ihe optimdm delay for the delayed clock.
For the error measurements; the delay setting that gave the

P
e

best'results w§§ uSed.' However, because of the 5 ns maximum -
resolution av$i1ab1e wifh_the delay generator, the optimum \;D
timing usually could not be obtaiﬁed. This was especia]]yqtrue
for the 40 Mb/s signal, wﬁere the baud interva] was 50 ns. The
maximum eye width (for -40 dBm received optical power and OFE)
was: about 15 ns, andnthus.could be sampled at only three

possible po1nts. A delay generator with higher resolution

" .would have aided in sampling the received signal properly. . o -

6.6 The Channel Pulse Responses

| The ana]ys1s methods d1scussed 9N Chapter 5 reguire the
samp]ed time system pulse- fesponses These methods assume that
the'system,response is 1nvar1ant to the received power level,
andlthatjthe pulse shape is identical for, all possible pulse
amplitudgs. ExperimentaT]y, this situation'did not exist, fo}'

two forenamed reasons:



. l. Above a received power level of -44 dBm; the APD
signal current is éomparable to the base bias current of the
cascode transistors. Jhis causes thé oDP bandwidth‘to increase
enough to affect the received pulse shapes. ‘Since this
'increase is greater for higher signal powers (until the 0DP

saturates), the highest signal level has the Teast ampuht of

0DP-introduced dispersion (and a slightly increased noise level

. due to the bandwidth increase as well as the shot noise

increase).
- 2s. The LED turn-on and turn-off times cause the lowest

signal eye to‘c1ose‘first and, consequently, the dispersioﬁ is

not linear across the whole signal.- This limits the usefulness

of DFE; since ;ideal compensation for the lowest signal level

results in overcompensation for the other signal féve]s.

These two 'phenomena, éspecia11y the LED turn-on and turn-
of f 1im{tation, madedaccurate.determination of the approximate
éystem pu]se.responseé,v?or-use in the analysis program,
.difficult.” The pulse shapes used represént average pulse
shéggs, and were determjneq ffom the received and unequalized
signal eye diagrams,!as\we11-as from thé ihdividua] pulse
response§ observed (and averaged in order to reducelfhe noisé
'variance) on the oscif]qscope. |

The non-uniform digpersioh, as mentioned, éaused §ohe

difficulties in finding the optimum amount of DFE. It also

complicated the sampling process, because the three eyes in the

eye diagram were fully open at slightly different times. .
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_ Thus a samp1ing time that may-be'optimum-for one of the eyes
wou]d not be opt1mum for the other two eyes. '

In digital systems, the signa] pulses are sampled at or
close to, the t1me they reach a max1mum This type of samp]e

timing will be referred to as center samp11ng For opt1mum

equalization, center samp11ng is near optimum. However, since

~ DFE does not compensate for the pulse precursors, center

sampling is usually not optimum if DFE is being used without

additional precursor equalization. For .the _pulse shapes found °

in many fiber systems, better results can theoretically be
obtained if the pulse is sampled slightly before it reaches its
maximum [28]. A]though th1s results in a decrease 1n the
samp led pu1se maximum, it also decreases the precursor ISI
terms. The postcursor ISI terms are increased, but these
jncreases are of little consequence because the postcursor
terms can be cancelled by DFE. For the pulse shapes found for
this system, the pfecursor term could theoretica]ly“%e made
negligible thrqugh this:timing shift, with a small decrease in
“the maximum pu1se'amp1itude. The amount of timing shift used
could be ana]ytica11y varied in order to detenniheethe opt imum
sampling po1nt for the pulse. jQ?*

Both center sampling and shifted samp11ng were analyzed by
the program listed in Appendix C. In e experimental system,

however, because of the lack of timing resolution, only center

or near center samp]ing could be obtained. Hence, expemimental"
verification of the benef1ts of. offset samp11ng could nat be-

obta1ned for this system Furthermore a lot of the benef1t‘

T
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obtainable from shifted samp11ng/bmgﬂot be rag%r' d when there

AV
R

. s non- uniform pulse dispersion.” -
Fig. 6.2 illustrates the average received pulse shapes for
the system. From these shapes, Table 6.4 was derived. This

table gives the sampled pulse vectors used in the program.

With this, aT1 required harametgrs for the program have been
given, and the expected system behavior (BER vs. received power

and the data rate) can be determined andfcpmbared with the

measured system behavior.
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Fig. 6.2 Measured Fiber/0DP Pulse ResporiSes
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Data Rate / Test Conditions

H, Hz Pulse Shapes

10 Mb/s, reduced receiver - No ISI,

bandwidth (Ic=0.20 mA), Tow
-received power ( <-40 dBm ), ( H=[0, 1, 0] )

L.

1

pulse maximum = 1

\\

20 Mb/s, 1nqreased receiver H'=[0, 0.62,

bandw1dth ( 16=0.29 mA ) . K =[O0,
low received power

1.0, 0.40, 0]
1, 0] No ISI.
Energy Reference Pulse Shape

30 Mb/s, increased receiver
Tow received

bandwidth,

power, both centered and “H=[.06, .9,

shifted sampling

H'=[0,0. 47
H =[0,

Centered Samp]ed
H =[0.06,0.57,0.9,0.49 0 1,0]

Shifted Samp11ng
.89,0. 58 0.18,07

40 Mb/s, increased receiver »
lTow received H'=[.1,.48,.8,.
power, both centered and- . H=[0.1, 0.8, 0.21]
shifted sampling ' ‘
equalized pulse shape-

bandwidth,

Centered Sampled:

Shifted Sampling:
H'=[0,.31,.73,.65,.3,.08,0]
H =[0, 0.73, 0.3]

, 01,0] |

40 Mb/s, increased receiver
bandwidth, high received '
power ( > -40 dBm ), T H =[0.1, 0 84 0. 1]
"centered sampling '
. unequalized pulse shape

-

Centered Sampled: i
H'=[0.1,0.56,0.84,0.43,0.1 0]

Table 6.4 Summary of the Sampled Pulse Vectors used

@

~

in the System An?1ysis'Program‘
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6.7 Summary of the Analytic and Measured System Performance

“The system was tested at data rates of }0 Mb/s, 20 Mb/s,
30 Mb/s, and 50 Mb/s. The 10 Mb/s test was with the reduced
preamplifier bandwidth, and thus is hot direct]y:comparab1é |
with the other tests. It_was jncluded to show the effect of
fhe receiver bandwidth on the system performance.. AT1 the
othér‘system tésts were made with the increased receivar

bandwidth, to ensure that the pulse dispersion was caused

primarily by the fiber and not the receiver.

The system‘testé'berformed-are 1isted below:

b4

Data Rate

Equa1{zgtion Condition

" Remaks

10 Mb/s .

No Equalization

AReduced Receiver Bw
~ No ISI

No Equa]igatibn

Highest No ISI data

‘rate (with increased
‘receiver bandwidth)

No Equalization

DFE

30 Mb/s No Equalization Some 1SI present
- DFE Small-Residual ISI
. 40.Mb/s ' Severe ISI present'at

low power, significant
1SI at high power

Some Residual ISI at
low power, less at
higher power

.Table 6.5.'-Performed System, Tests: ,
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The theoretical results obtained, and their appropiate‘

cond1t1ons, are as fo]]ows |
1. 10 Mb/s, reduced rece1ver bandwidth (Ic=0.2 mA)
2. 20 Mb/s (increased receiver bandwidth for this andA,
\ all subsequent theoretical results) (Ic=0.29 mA)
3. 30 Mb/s, ideal equalization . :
“.4. 30 Mb/s, ideal (shifted sampling) one-tap DFE
5. 30 Mb/s, centered*samp1ed one-tap DFE ’
6. 30 Mb/s, no equalization '
7. 40 Mb/s, ideal equalization, 1ow_power pu]se'shape
8. 40‘Hb{s, fdeal one-tap DFE, low power pulse shape
19: _ 40 Hb/s; centered,sampled one?tap DFE,'{ovaower .
: pulse shape ( < ;43 dBm )
16. 40 Hb/s,.no equa]iietion; high power pu]se ehépe

Lo (> -43 dBm ) o _
ngures 6. 3 to 6.7 compare the theoret1ce1 and measured K
"system performances. F1g 6.3 summar1zes all the theoret1ca1
resu]ts obtained. - From th1s graph it is evident that one-tap '
DFE with optlmum t1m1ng results 1n a sma]] power penalty of 1.3 .
dB or less (at a BER of 10~ ) for a two-fo]d increase in the ,’
vsystem data rate Us1ng non- opt1mum center samp11n . *he«
“>theoret1ca1 pena1ty is 5 4 dB In compar1son cons1der the 10 ;ﬁQ
Mb/s and 20 Hb/s curves The 10 Mb/s curve 1nd1cates the "
system perfonnance w1th the reduced rece1ver bandw1dtb Bnd o’
ISI. The maximum data rate, with neg]1g1b1e ISI and a reduced

l

v rece1ver bandw1dth. is 14 Hb/s (cont1nued on page 169)

;Q<
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; F1g 6.3 Theoret1ca} Systeﬁ“Petfﬁrmance Summary

-

1. 710 Mb/s,

(for the
) . receiver
2. 20 Mb/s,

. 3. 30 Mb/s,
4. 30 Mb/s,

5. 30 Mb/s,

6. 40 Mb/s,

- 7..740 Mb/s,
8. 40 Mb/s,

I ﬂ‘ ﬂ X
‘ S 2o
G

no equa11zat1on Lﬁher bandedth receiver

fo110w1ng curves, the\h1ghgr bandw1dth A 5.
is assumed.) ) o ’ o
no equalization . - P

optimum ISI cancellation.and ,

1-tap optimum-time DFE . "

1-§ap centered-timed DFE 5

no ‘equalization - :
optimum ISI cancellation and 1- -tap.
optimum-tiged DFE, lower power pu]se shape
1- taﬁ centered- t]med DFE,

Tower power pu1se shape ) -
no equaidization,’ hwgher power pulse.’ shape

—_—

. . \

.
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-'-60’* ’, 955 L -50 S Coow400
"o BN
) .\] ; Recelved Optlcal Power dBm NS
F1g 6 4 Theoret1ca1 and Expemmenta] Sys;gem Performanc,e L A
o & S AR mth Centered -Timed DFE. v _
{‘;: }n “ ;:’ ’ ( ? A' “"_l‘ . Nll ) .‘ w\" ._: ' '(; i
W’Measu‘rf'g'ii_:;-,egér#’offmanc.e: LT e 5 :
"0 10 Mb/s (no equalization requ1red) o L T 3 e
O “Mb/s (no equahzatwn requ1red) : : A P A i
A 30-Mb/s . - B |
+ 40 Mb/s : ' : . Ve
- Theoretical Performance: - . L T
: AR . A
1. 10 Mb/s, no equalization; reduced bandw1dth receiver ’j ' N
(for the following curves,-the h1gher bapgmdth R S o
receiver,is assumed.) . N N ol
2. 20 Mb/s, no equalization : - L.
3. 30.Mbfs, DFE ’ , ¥
4. 40 Mp/s, lower power pu'lse shape, DFE \ . f_ N
’ ‘ ‘ ’ ﬁ:‘r )



he s B,

1

<,

©
-
«
(a4
=
CDW:D
¢ By v
-
=] .
-
=9
-
=
e
o 2 %
3 'O, o . .
- -60" - . =55 e —-45 —40 - -35"
| Recelv%d bptlcal Power dBm
. . Ly , LN ‘
.&vFi§; 6.5. Theoret1ca1 and Eﬁber1menta1 System Performance B
W ;»}Ageag. R w1th no Equa11zat10n " '
-~ * ' fE : .
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’ §>H‘éas ed PerfA nce: L,
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Theoret1ca1 Performance A
1.,‘10 Mb/s, reduced bandwidth rece1ver ’“\\‘
o -~ . (for the fo]]owwng curves, the higher bandw1dth
L receiver is assumed.)
- 2. 20 Mb/s Coe 4
© % -3 30 Mb/s ’ - I ol
é »4. .40 Mb/s, h1gher power pu]se shape : o
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Measured Performance: LA . =
»
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) Thebretica] Performance-

1

Complete ISI cance1]at1on Tower .power pulse shape G

. 1-tap optimum- timed DFE,  lower power pulse shape

1

2
S 3. 1-tap centered-timed DFE lower power pulse shape. .
AN 4 Mneygguelqzat1on,3 e h1gher power pu]se shape
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The 20 ﬁb/s curve’ represents the maximum data rate with

neg]1g1b1e TISI and an increased receiver bandw1dth ‘The

penalty-incurred for this 20/14 ?1.5 times 1ncrease‘1n the data

"y . . . ’
rate is 4,8$dB Extending this to a two-fold increase in the

data rate would give a pena]ty in the vicinity of.6 dB more
than the pena]ty incurred for non- optwmum one-tap DFE

For a data rate of 30 Mb/s;&%he theoretical requ1red
'rece1ved‘opt1ca1 power, for a BER of 10‘8,,15 decreased by 6.3
'dB through the use of DFE. At a data rate of 40° M‘b/s, the
theoretical reduction is 6.3 dB and 10.%;d8,for‘centered

" sampled and'shifted’sampled one-tap DFE respéotiVéﬁ?@“'These

reduct1ons wou 1d be much h1gher (at 40 Hb/s) 1f the pu]se shape’

!
rema1ned constaqg w1th 1mereas1ng rece1ved power Howeyer
\9 g: o’

Ae*they are - st111 quite 1arge, espec1a11y‘when the s1mp11c1ty of

the equa11zer is cons1dered
4]

'\(-Fﬁaﬁre 6 4 compares thekth{"

U

<

1ca1 resuqts for the: tests

vll,'i? #5, and #9 1isted ear11en to the me%ﬁ#ﬁédkdata for‘:

's1gna] ling at 10 Mb/s5 20 Hb/s 30 Mb/s with DFE, and 40 Mb/sm

| w1th DFE. The results agree qu1te c]osely (within 1 dB for a11"

'data-points but one), especially when the accuracy of the
' measured noise parameters and pu]se shapes are accounted for
This graph also indicates that the DFE results measured were

'probably not opt1mum,‘as they agree,w1th_the centered sampled

'theoretjcal results. This was expected, again; because Of}the“

~tpunequa11j distributed signal}dispersicniand the lack of

'experimentaTjEﬁming resolution obtainable.

-
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F1gure 6.5 compares the theoretical and measured results

for the case of "no equahzatmn (As indicated earlier, .
equahzatmn was not requ1re,d for the 10. ‘Hb/‘s and éO Mb/s data
rates'l).' | Again the .resuTts compare 4favorab]y, with all
measured po1nts be1ng w1th1n approx1mate1y 1 dB of the
U'theoretwa] resu'lts The 40 Mb/s unequahzed data corresponds
.. to the hlgher power 1ess d1spersed 40 Mb/s pulse shape The
theoret1ca1 resu'lt for the.. Iow power 40 Mb/s pu]se shape w1th
no equahzatwn is of f the sca]e of’thls graph for a @ER of

dt’}i; ;,

107 8, the ¥equired power was estmated to be -22 dBm .,.5 o

c :‘y

opposed to the ~36 7 dBm power requ1red for the h1gher power‘ vy

pulse shape. Th1s 15 dB d1fference 1nd1cates how SeVereU a

A, .

reductmn in the ISI can 1mprove the system performance - e

“&,ﬁ and 6 7 summamze aH the resu1ts for the data
30 HB/S ang \#0 Mb/s ﬂresb%ctwe]y 0These graphs =

rly 1]’Iustrate the advantage offerred by one-tap DFE 'ﬁ e

“cl
Vboth data rates the op‘bnmum one tap DFE curve 1s w1thm Ol dB

of the opt1mum equahzatwn curve ' Th1s 1nd1cates that there “
' 1s°'l1ttle need to go to amore comp]ex mu1t1tap DFE for th1s e

R L0 'Q G

"f1ber system at these data rates Uperat1on at h;égher data
e rates w’;u1d be 1mprqved mth mu'|t1tap fee@back but only if the'
unequal dispersion prob]em, can be reduted. Although the
centered-sampied; DFE curves' are 2 to 4 dB from the optimum DFE
'cu‘rves, they sti]] show 1a‘rge power requirement reduct.ions«
,-especially for the 40 Mb/s data rate, over the ‘non- equahzed ) ‘f“

"'curves: Again, the equalized and unequahzed results shown on

Fig. 6.7 correspond to'two d‘1fferent pu1se'shapes_. ~when on]_y
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Q the Tow power pulse shape is considered, the theoret1ca1 power
“reduction rea]izable through center sampl@d one-tap DFE at, a
";BER of° 10'8 fs 21 dB.

F1na11y, the system eFe diagrams, as seen with an -

_osc1lloscope. are dep1ctedq%n Fig 6.8. These d1agrams
correspond to the output of the summing amplifier-in the

hdecoder, where the feedback signal is subtracted'drom the -
signal COmind<fromvthe AGC amp1ifier. In these diagrams, there

' has been an ovérai] sdgnal inversion; so that the top level in
each diagram corresnonds.tn.the LED'being bft-(ie the Towest
si@hai 1eve1), and the bottom 1eve] corresponds to the LED
being full on (i.e. the~h%ghest s1gna1 1eve1) The unequal
‘s1gna1 d1stort1on mentioned ear11er can be seen clear]y in the

unequa11zed eye d1agrams In the equa11zed eye dwagrams, the -

effe“ of ‘this unequal d1spersuw

eye widths and the eyes being. fw‘fi_ f’~
times. This effect ‘is 111ustrated most clear]y in the 40 Hb/s,

' equalized d1agr§m It ﬁas th1s effect that 1imited the maximum
system b1t rate Aga1n the transm1tter bandwidth 11m1tat1on
{due to the LED turn-on and turn otf times) was probably the

main cause of the unequa1 d1spers1on.
o
L ?}._;.-

The equa]wzed and unéqualized eye"iagraﬁfkwere taken at

the same received power level: so that'a fatr compar1son cou1d
Be made between tﬁﬂm‘“ The only system d1fference waS\the
add1t1on or-remova1 of the feedback. The 20 Hh/s eye diagram -
corresponds to a power level.of ~47.2 dBm. fhe 30 Mb/s eye
diagramS‘correspond to -42.5 dBm, while those for 40 hh/s
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a) 20.Mb/s, -42.7 dBm,
no equalization
by 30 Mb/s, -42.5 dBm, .
. no equalizatiom
c) 30 Mb/s, -42.5 dBm,
1-tap DFE ‘
- d) 40 Mb/s, -38.0 dBm,
'« . no equalization )
e) 40 Mb/s, -38.0 dBm,
1-tap DFE

o e e
N

1 20nS

Fig. 6.9. Received Signal Eye Diagrams

¢ for.the Experimental System.



correspond to ~38 dBm. The 40 Mb/s results were thus taken in
the “hfgh power" region, and'hence cbrrespond to the higher
power 40 Hb/s pulse shape From the: 40 Mb/s eye d1agntms, the
improveﬂﬁnt dn the eyes througn the use of one- t&p DFE is
drama&$§5ﬁﬂh1s indicates the improvement obta1nab§% through
one- tap DFE,w1thout requir1ng comp]ex wave-shaping filters and
a prec1se knowledge .of the channe] character1st1cs Also, with
only one tap of’ feedback, error propagat1on is neg]igible
(<20%), as’ 1nd1e§}ed by the theoretical results, supported by

their ag@eement with the measurements.

-
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PI.'-'*

_number of s1gna1 Tevels and the amount of EQUa11zat1on ‘_.;”'

9

B CHAPTER 7. "SUHHKQY ANd'CONCLUSIONS
. . ’ .o R . a‘&" . »
I@,thfg tﬁes1s both mu1t11eve1 s1gna111ng gnd BFE were
. \uu

\nvest1gatem as possible methods of 1ncreas1hg the data
capacity of mu]timode fiber systems ' Certa1n1y the advantages
«of both methods are well recognized; however, on]y recently has
DFE been applied to optical f1ber commun1cat1on systems [19]
The simu1taneous application-of both methods to the‘aothors
know]edg-, has not been done prior to this stody. |

When both multilevel signalldng and ﬁFE are used for
signa?jinonover‘dispersive’channe1s, the question of what' the

best combination of .the two is immediateﬁy arises’ KasperiﬁZB]

compared binary sighalling with DFE to mu1t11eve1 slgna]11ng

without equa11zat1on He arr1ved at’ the conc1us1on th&? “for

super1or to unequalized mu1t11eve1 519”6111ng kasp¢} &ggy;
RYEE vie | AF »‘%\s y
howeyer consider equalized mu1t11eve1 s1gna1s Sa1z [??T

"cons1dered th1s poss1b111ty, and showed that, for channe]s of .

practical 1nterest there 1s an opt1mum comb1nat1on of the,,

Sa1z 'S results are supported when the s1g#%]11ng .

-capac1t1es for mu1t11eve1 51§3a111ng, over.a band1imited

wiet

channe1 are-cons1dered These,capacmt1es (d1scussed’by
- . . N

Nozencraft and Jacobs [23],‘and'extended in Chap 2 andh

Append1x A to 1nc1ude shot ™ no1se and one s1ded s1gna111ng)

RS S
iis-

.1nd1cate that the opt1mum number of §1gna] levels depends on

the ava1]ab1e SNR; at a low SNR, there 1sA11tt1e_po1nt in u91ng’

v
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amultilevel signal (except possibly for aiding in timing

extraction), while at a high SNR, the capac1ty of ‘a multilevel

signal can be much h1gher than the capac1ty of a binary s1gna1

- Figs. 2.1 and 2.2 itlustrate these capacities.

b

.conce1vab1e

Thewpossible impravement in signalling capacity for

multimode fibers was demonstrated for hypothetical 850 nm and

1300 nm muTtimode fiber systems.. This study indicates that,

p0551b}e to have repeaterless transm1ss1on at a data rate of

binary 51gna111ng and 11near equa11zat1on this BDP could on]y

be rea11zed with a s1ng]e mode system (assum1ng the f1ber

rwith a LD source, 4 level stgnalling; and DFE, it should be

560 Mb/s or h1gher over 35 km of 1300 nm mu1t1mode f1ber With |

‘zero d1spers1on wave]ength .and the LD center: wave]ength;

m1smatch by 25 nm orlmore) For an 850 nm f1berﬁgnd a LD

source, repeater]ess transm1ss1on at DS- 4 rates ove; 15 km 15
P . = ‘u‘u:. .t

&> #

‘BaSed on fiber salgs in 1982 1t is est1mated tnat"

te1ecommun1cat1ons accounts for 80% of the f1ber opt1c marketr

[12]. Most te]ecommun1catlon gunct1on networks are not 1onger

/ than 20 km; hence, any smgna111ng method that a]]ows Yhe
repeater]ess transm1ss1on of data at DS-3 rates or h1gher over"

a 20 km or longer length of mu]ttmode f1ber has. a 1arge market

of

value.

" The forms of-fhe deciston feedback;., ZF; and MMSE

equa11zers were der1ved These forms are S1m11ar to the

.

Jaresults of Sa1z Proak1s, and others, but 1nc1uded the._

~

poss1b111ty of\shot no1se as weJl as ssat1onary gauss1an no1se
y 175 o
P e, . . \\\: o
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The design procedures:were app]iedAto a hypothetida]'systeml”
'w1th a pu]se response s1mwlar to that observed for the
exper1menta1 system. A compar1son between the resu]t1ng SNRs
at the equalizer outputs clear]y~1nd1cates the superiority of. -
- DFE over the linear. equa11zat1on methods for. typ1ca1 mu1t1mode |
'f1ber channels. ‘ | . ‘ ' A
. An upper bound on the error propagat1on effect of DFE.-was
‘also formulated for a general M 1eve1 PAM system w1th N taps of
DFE. This uppar boupd, a1though very pess1m1st4c, 1nd1cates
"; that the severmty of error propag n 1ncreases as the number

J

,iofasngna} 1eve&a or the number of feedbaCk taps 1ncreases

This*1nCrease is qu1te sharp, and 1nd1cate\‘that even non11near ' .o

R

i.-,h‘, ~ .
qugéwzat1on such as DFE haé g 11@1ted range of equa1ri§f?6n////

3 agﬁﬁity, R o B f A A A
' . R * . ;‘,
o . In order to 1nvest1gate_the pract1cab111ty of. mu1t11eve1 . o

e s1gna]11 %d UFE over_dtspens1ve mu1t1mode'opt1ca1 f1bers, a

A
v

4 1eve1 'ﬁiis stem'with'one-tap DFE'wasidesigned'and test . o
Because the preggnce of shot no1s§$results 1n the opt1mum
../ m’
;'51gna1 1eve1s and decoder Ehresho]ps be1ng unequa11y spaced

fthe system a]]owed for 1ndependent adJustment of the

r

;1sm1tter 1eve1s and decoder thresho]ds . - "° wf' ” fi -
3\£lA computer program was}wr1tten to ana]yze the exper1menta1 T ﬁfﬁ
sySEEm Th1s ana1y51s was 1n terms of the requ1red opt1ca1
’\power needed to obta1n a des1red BER “for a- spec1f1ed data rate ’
" and equaldzatwon cond1t1on (1dea1 precursor and~postcursor '

'1 cance]]at1on pt1mum t1med one tap DFE center-t1med DFE or

j, no- equa]1zat1on) fhe anaiysn@ 1nc1uded 51gna1 dependent shot
' . YA

o [ P
(2 201 . R
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noise in addition to stationary (therma1)~noise, and found‘thel.,'

optimum signal Teve]s and decoder tKresholds for all s1gnaTT1ng
cond1t1ons ~The effect of feedback error propagat1on on the

system error rate was aTso anaTyzed and,for one tap of DFE,
X

A proved to be much Tess than the worst case upper bound F r

o

the maximum amount of ISI cons1dered error propagat1on

¥ jncreased the modeT system s BER by less than 20% ; in terms of

RN
. L 3
kP

B

<

)

power “this "increase was negT1g1bTe

' The measured system performance agreed qu1te c]oseTyA"

(w1th1n 1 dB for aTT tests) w1th the theoret1CaT resu]ts

obta1ned thr0ugh the computer ana]ys1s ‘With 4 level

s1gna111ng and one- tap H%Q'transm1§s1on at a data rate of ép

an est1mated bandw1dth (1nc1ud1ng the

" Mb7s over a channeT WIfi

, preamp]1f1er response)}bf 8. MHz was ach1eved This vaTue of

‘.

5 bits/Hz cTearJy demonstrates the advantages of mu1t1Teve1
s1gnaTT1ng in con}unct1on w1th DFE ‘The rece1ved eye d1agrams} "

.shown in F1g 6 8($hd1cate the 1mp50vement offeredlby~3ust one

tap of DFE They also 1nd1cate that there was!

pulse d1spérs1on wh1ch uTt1mateTy T1m1ted the effect1veness of '

¥

the DFE and determ1ned the -maximum usefuT b1t'rate for the :

/ system The four maJor probTems observed with the system

1nc1ud1ng the non-unwform puTse dasperSIOn are f/ k

p

the usefuT system b1t rate to 40 Hb/s ATthough the LED has,

farge enough bandw1dth 'to transm1t at h1gher than 20 Hbau}?é
8

when kept on 1t 1s too spr to transm1t above 20 MbIS/when

/

puTsed on and,off vThe LED T1m1tat1on caused most 6f the

/

b . Y

- T ‘_ PRI '”-./

Y

/nen- unwform o

1. The transm1tter LED turn on and turn-off t1mes f1m1tj?

177



non-uniform pulse dispersion. Use of a faster LED, or a LD,
would eiiminate this problem.

2. The preamplifier was designed to have the desired
signal bandwidth at a low cascode stage bias current, so thét

_its noise figure is as small as practicable. It was found that
the chosen bias current was small enough to be significantly
increased by optical signals havfng a received power above -41
dBm (peak). fhis caused the 0DP bandwidth fo increase, and
conseduently the pulse dispersion decreased slightly for the
higher signal levels. This Effect, however, did not appear
except when equalization was not used for a 40 Mb/s data rate,
where the received power héd to be increased substantially.

3. Although the theoretical computer program indicated
that DFE with shifted sampling is superior to centered-sampled
DF%, this advantage cotlﬁ not be experimentally realized,
partially because of the non-uniform pulse dispersion, and
‘part1a11y because of the lack of timing re;o1ution available
with the delay generator.

4. The ﬁethod in which the decoder thresholds were set
resulted in their dfifting with power supply drift. This
limited the overall error measurement period for an optimized
system setting to under half an hour. A redesign of the
decoder threshoid setting circuitry, to make the thresholds
less sensitive to the powef supply voltages, would help

consideréb1y.
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Although this thesis considered the topic of muttilevel
signalling and DFE in conjunction-with multimode fiber systems
quite thoroughly, it was ﬁecéssari]y 1imited in scoge.
Recommendationslfor futﬁre research in this area are:

,:1. With uniform pu]se‘dispersion, both multitap DFE and
shifted-time PFE can bg jnvestigated. Shifted—timé DFE should
be codbareg to DFE with a leading pfgcursor equalizer, so that

the effectiveness of precursor equa1dzg§fon for optica. systems

\
0

can be evg]uated. —
| 2. Automa;if equalization would be rery usriul for

commercial fiber systems, where the channel charactefistics may

change considerably from system to systeh. An adaptive

dgcision-feedback equa1iiéF has been computer modelled [74],

but a high speed'rea1ization remains to be done. |

3. Timing extraction was not considered in this thesis,
and has to be studied for multilevel systems with DFE.

Intuitively, multilevel signals would possess more timing

~ jinformation than an equivalent binary system because:

- a) the baud rate of a mq1ti1eve1 system\is less than that
of an equivalent binary system, and thu§*the pulses would
have sharper edges relative to their widths, and
b) the probability of getting a puise level transition
from one pulse timeé§}ot to the next is ﬁigher for
mu]tiiéve] signals.

Also,. an investigation into determination of the optimum pulse

sampling point for systems with DFE is required.
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AN
4. This study was limited to multimode fiber systems.

There is some indication that multilevel s.ignalling and DFE may
be useful for single-mode systems as well. The power
disadvantage of going to more than two\]eve]s is offset by the
increase in receiver sensitivity obtained when the system baud
rate is reduced, for examp]e. Also, as was mentioned in
Chap: 2, the attenﬁation of 1550 nm single-mode fiberg is less
than that of 1300 nm fibers. For a IOOVkm fiber, the
difference may amount to 20 dB. However, the fiber dispersion
at 1550 nm is higher than that at 1300 nm. Although fibers are
being tailored to Bave a minimum dispersion at 1550 nm; these
fibers thus far have a slightly higher loss and are more
vulnerable to microbending 1ossesl An alternate approach would

be to use multilevel signalling and DFE to compensate for the

increased fiber dispersion at 1550 nm, the power penalty of

these methods is certainly going to be less than the

forementioned 20 dB of extra gain required for 1309 nm fiber.

The author hopes the evaluation of mu]tf]g;e] signalling

and decision-feedback;equa]i}ation presented in this thesis

stimulates further research'into this area.

+
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Appendix A. Calculation of Channel Capacities in the

Presence of Shot No'ise.

Consider a signal level bi corrupted by AWGN, and a

decision level di as shown:

— —, ~ Decision level d,

Distance __
D

4

Signal level b; with AWGN

Fig. A.l Decoder threshold and adjacent signal level.
The probability that the noise will corrubf the signal enough
so that it rises above the decision level wi. | be denoted by
*p", and is given from the probabi]jtyﬁdehéity function (pdf)

"for the AWGN:
pdf(x)

n

Total area ='1

probability p

/ (shaded area)
d X

distance

b; b+

Fig. A.2 Normalized gaussian PDF centered about bj.

The probagility of error, p , can be expressed in terms of

the normalized gaussian pdf:

‘ W,
p = [(exp(- xZr2)/yf2mM)dx = Q(D/ O) (AL
- d/0o _
‘where Q(x) = (1 - erf(x/ 2 )/2 (A2
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Q(x) can be approximated or found in a table, but cannot
be ca]culated‘in'a closed form. From Eqn. A.l1, we can find
the probability of error for the 4 level situation depicted

Jn Fig. A.2. Following the notation inE;oduced in Chap. 3, b1

~to b, are the.Sigqil_IEZflf)/jnﬂ d1 to dy are the decoder

thresholds. Each signal level is corrupted by AWGN having a

mean of zero and a variqnce'of O,- (Shot noise will be

by = /En

. considered later).

D =+/En/b I
N B dy = 54/En /6
. b3 = 2fEn 73
A11 signals have @ =« - - -« - - - < d2 = En /2
AWGN-with variance . . BN
0,2 b, = En /3
---------- d, = En /6
b1=0

Fig. A.3 Equidistant signal levels and thresholds for
¢ a4 level PAM system with no shot noise
The probability of makiﬁg an error, P(E), is given by
P(E) = (P(EIby) + P(EIby) + P(Elby) + P(Elb,))/4 (A.3)

where P(Elbl) is the probabi]ity of making an error given the

signal is at level bl' However, if the noise at thelsamp1ing
instants is denoted by n,, where (ng )2 = 'OBZ, and if the

s1gna1 levels are equally spaced we have

P((b, *+ n) > d)) = P(n > D) = p

P(EIb,) =

P(Elb,) = P((by + ng) > dy) + P((b, + n) < dy)
= B(Ingl > D) = 2 |

P(EIbg) = P((b3 + n) > d3) + P((bg + n ) < dp] = 2p
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P(Elbg) = P((bg *+ ng)-< d3) =P
Thus, P(E) = (p + 2p + 2p *+ p)/4 =3p/2.

From this, it can be seen that, for multilevel signals

with equiprobable signal levels, equidistant levels and decoder '

threshoids are not optimum (eveh'for stationary noise only).
The probability of error for each signal level is not constant;
for the firﬁt and fourth signal 1eve1sli§ is half that of the
middle two levels. However, the energy difference between this
situation and the optimum situation, for the same system error
probability, is small. For P(E) = 10'9, and with four level
signai]ing, the difference can be easily shown to be 0.05 dB.
For shot noise, however,‘the noise variance increases as
the signal level increases. Thus, with an equally spaced
mu1ti1€ve1 system using one-sided (as opposed to antipéda])
signai11ng,vp(5|bi) > P(Elb;_y). The difference can be
substantial, and thus unequal signal level spacing is required.
Because of this, the channel capacities shown in Fig. 2.1 do
ﬁot apply to PAHisystems with significant shot noise. However,
- they can’be extended to account for shot noise. Consider the

two 4 level systems below: :
‘ ' No Shot Noise:

i
|
Shot Noise: , .
I , ——
- “ . 'Es b4 + Op4

T da
Vin ket G by + T
2+fEn 13 ——— 2§+ q @ ----- d,
En /3 ——— 3§+oro . b 2+ O
0 bl + 0 by + 0, (T,

Fig. A.4 'Signa1 level spacing with/without shot noise;
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;
We want these systéms to be equivalent in terms of their

probability of error. Thus,

P(EIb))no shot noise ™ P(EID)shot noise

P(EIDy) no shot noise = PCEIDZ)ghot noise’
and so on. To extend a curve in Fig. 2.1 to include a known

amount of shot noise, the procedure below was fo]lowed:'

1. Saitable values for R were chosen. From Fig. 2.1,
the corresponding values for En/No from the desired A-level
curve wereiobtainéd. - | ‘ ‘

9% For Fig. 2.1, En/No = En/2 0%, By substitution of.an

appropriate value for the values for the En corresponding

0’
to the chosen Ro values were found. /

3. With OB and the En va]ues’known,. the error
probabilities for the A-level systeh poésessing no shot noiée,
:for each value of En, cou]h.be determined.‘ The required
energies,‘which are denoted by Es, to realize the same error
probabilities for the system bosséssing shot noise, were
calculated. , | |

4. The values of‘Es/No was were plotted agéinst their
correspohding Ra value;, thus producing the curves in Fig.
2.2. 'ThebRo designation Qas changed to Rs’ to denate that the - .

resulting capacities apply to the shotinoise sysfem.

:/,/4/'Step 3, the analytical step, requires some_exp]anationi
Again, the noise mode?l, from Eqn. 2.5, is | :

2. g2. &
g% = G+ £,



For an A-level system possessing no shot noise and with

equidistant signal levels (as is the situatioh for Fig. 2.1),

the distance between adjacent signa1 levels and decoder

thresholds is given by D.=«f/En/2(A-1). The value for the

signal level'to adjacent threshold error probability, p, is

p = Q(D/ J,). We want the two systems to be equivalent.
Therefore,
Q(D/ 0,) = Q((d; = b3)/ O3) = QU(b; - d4_4)/ O3) (A.8)

" Consider finding the signal level b,y in terms of the previous

level, bg, with both,bi and 'Cﬁ known. We have, from Eqn:\Al4.
(d; - b;)/ 05 = D/ Oy OF
d;y = (030/0,) + by, - : (A.5)
Also, | ‘ -
(bj, - d;)/ Oj,q = D/ O, or

bisy = (T340 O * d5-
Upon substitution for d, from Eqn. A.4, this becomes:
b'|4'1 = (D U1+1)/U° + (D O-'IIO—O) + b.‘
Substitution of U'i+1 in terms of b1.+1"', O, 2and E into.this

equation yields the quadratic expression

b'i*'lz - B'b1'+1 +C=0, .
where
= 2, 72
B=2(b; + D0/ O,) + £0°4 0, and
= _ 0l - 2
C = bi(bs - 20 03/ @) - D°(1-( O3/ Tp) ") - (A.6)
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Solution of this equation yields the required signal Tevel by,
in terms of the previous level. Once b,,, is known, (Jj,, can
be solved for. Repefition’if—‘this procedure from b2 to the
.highest signal level bA allows Es to be deter:tnined. The first
level, b;, is zero, and hence provides a starting point for the

level determination procedure.

The curve for C0 can be extended in the same manner as the -

R, curves, to obtain the C, curve shown in Fig. 2.2. A simpier
method is to .redefine the 'maximum channe]_ capacity (Co) with
one-sided signalling expression From' Chap. 2 (Eqn. ‘2.4b),

= (1/2) logz(l + En/2No) o~ |
For non-stationary no1se, No has to be rep]aced with "N1 , the
signal dependent noise. If we replace En with bi2 and N, with
0’02 + gbi' ‘we get the channel capacity with shot noise:

Cs. = (1/2) log,{1 + 'biZ/Z( 0;)2 + Eb,i)} |

This can be simplified to yield
= (1/2) Togy{1 + (b 1 a2+ Eby/q, 2)3.
pon Fesubstitution of En = b 2 and No = 0'2,

result is .

= (1/2) logy{l +‘(En/ﬁo)/2(1+(§/ g NEnNo)} (A7)
This eXpre;siqo»n can berlotted directly. It indicate§ the
absolute values of E and O'd are not important; rather, their
ratio determines the severity af the shot noise on the channel
capacity. Also, the hiéher EnZNo is, ‘the more se_vere‘ the
channel capacity loss due to shot noise becomes. This effect

can be seen in F.,igs. 2.1 and 2.2.

186



Appendix B. Design of the Transimpedance Preamplifief |

&

Figure 4.4 shows the ac equivalent circdit%fpr he

N g
experimental preamplifier. As was méntioned in’ Chap. {;"pro er
design of the breamp]ifier involves load, ban%yidtﬁf‘ﬁﬁﬂunoise

R . . L LS
considerations. Several points pertinent to&Fhe_chcu1t design
2 A -

in Fig. 4.5, has the

o~
I

are:

a) The biasing arrghé?ﬁght, sﬁ@M
collector curkent_of the cp@@§2iemitté;f¥g?}‘transistor equal
to the ’emitter current ‘aof theﬁbommonfbasen(CB) transistor.
Negieftiné the base-furrent difference, these currents are -
equal, and wi]i be‘dehoted;by Ic,ihcéscdde Biésing.currentlAO

b) Since the cascode transistors';il1 have identical
hybri&>pi models, the parameters re]atipg'to these transistors
will be unscripted. .fhe third (common-collector, or CC)
transistor will have'iis parameters subscripted with a "3".

¢) From E]-Diwany;s results [64],hthe optimum cascode
biasing currgnt will.be small (underll\pA).

/ d) The CC stage must drive a 56 ohm coaxial load, and
have a signal bandwidth around 10 MHz.

e) The feedback resistor, Rg, provides both ac aﬁd'dd

feedback. Thus, the first transistor is biased by fhe voltage

drop across the CC transistor's bias resistor Re-

\

f) Following standard notation, all transistor model
resistors will be designated by a ;%a11 r, whereas all others
will be designated with a" lTarge R (except where this notation

may cause ambiguityL
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/‘ The design procedure is concerned with\finding the
fojlohing parameters: | |
a) The cascode‘(%tagg) biaging_current Ic ]
b) The feedback resistor Rf e J -

c) The cascode biasing resistor Rc

o
17

d) The CC (transistor) biasing current Ic,
e : ’
e) = The CC biasing resistor R,

The‘transistors chosen for the circuit areAH6t0r61dG
BFR90;s. because of their hfgh gain-bandwidth proquct of 5 GHz,
lTow noise figdrb, and low input capacitance. Motorola's data
for thé§e transistors consists of S-paraméte;s for frequencies
ofvgoo MHz and higher, and fo; col lecfor cufrents of 2 mA and
highér. This data had to'be extended to tperfrequency and
cprrent range of interest. To do this, a modffied hybrid-pi
transistor modél.was'optimized to match the given S-parameter
data (for the frequencies Qf200 and 500 MHz) through the use
of Comgact,.a compqter analysis- and optimization program [69].
Figure B.l shows the transistoromodel. The parameters for this

model are on the following page.

B
O~

Fig. B.1- Computer-optimized modified hybrid-pi model
" for the BFR9O bipolar transistor.
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Assumed Parameters

Bg 50, gm = Ic/Vy (Vp = 26 mV), by = B/gm

* Computer Optimized‘Parameters: ' .

(Resistor values in ohms, capacitor values in pF, unless

otherwise designated)

At Tc=2mA: rp e =49, ro =14, ro=0.03, rcd 73 kilo-ohms
L Cpr= 4.3, C, = 0.02, C,' =0.58, C, = 0.44 -
.At Ic =5 mA: rbb' = Gé. rc'= 12, ire' = 0.03, o= 55 ki‘ro?ohms T |

 Cpp= 7.5, €, = 0.04, C,' = 0.57, Co = 0.43

N

The value for C7T satisfies the expression

Coqp= Tegm # Cje Z?Ipngm + 2.2 pF |
where cje is the emitter-base depletion layer capacitance, and
T} is the transistpr's base -transit time in the forward
direction [76]. The stray capacitances Cs;, Cs,, Cs, Csy, and

CF,'shown in Fig. 4.4, were estimated for the printed circuit

~board configuration used. These estimates are:

m

a) Cs; =5FpF

b) - CS2 1.5 pF -

c) Csq 4.5 pF

"

d)  Cs 10 pF

4
e) C¢ £ 0.5 pF |
From RCA's data on the CD30908Et APD [67], .the detector

capacitance is 2 pF (maximum). ' .
The transistor model given in Fig. B.l1 is useful for T
computer-aided circuit ana1ys%s.v However, it is.too complex

for .hand analysis. A more suitable hybrid-pi'mode1ris,obtained



by neglecting the resistors r,, rg, and rg. The feedthrough
capacitances C and C,' can be Tumped as one capacitor in the
position-of C,, and will be denoted by C,g- Hith_this
-simplified model, the ac equivalent préamp]ifier circuit

becomes that of Fig. B.2:

Ry é—}f S, —
| i [ T e [
o 1 (CuT /_‘_y’mzrwwsva-
| W | | | (Sl L | | s | fm3
I~ V. _‘

! = =
Hq Sl

]
Re :
Cur

i G,

= ReI500

Fig. B.2 Small-signal preamplifier circuit

using hybrid-pi transistor models.

Analysis of this circuit can be simplified through the

following alterations:

1. For the cascode transistors, rbb'is auch §ma11er than

nﬁ., and can be dignored (except at'very high frequehciesL
| 2. The shunt-shung féedback can be_fep]aced by ideal
feedback, provided its loading effect in accounted for. This
is accomplished by pTacing the feedback network in paraliel
with both the input and output terminals 6f the amplifier. The
1oad{ng effect on the output, however, is négiigib]e;in

comparison to the output impedances.
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3. The feedthrough capacitance of the first transistor
can be replaced by its Miller capacitances. For this, the

voltage gain of the first transistor needs to be derived:

Avy = Vo/V), where

I

Avy = ~gmoeg /(1 ¢ gnry ) = - B/( B+ 1) = -1,

The appropriate Miller capacitances are therefore
D

Cim = (1 - AV)C 7 = 2C,y, and ,
Com = (Av - 1)C y/Av = 2C 1
4. The CB transistor can be replaced by the equivalent

'mode1 shown inFig. B.3:

C .
O— slem \0) |
E .|l _L ¢ «
= c
V< leb .~ gmVv uT
‘ \’]‘ Tob = K?/gm([?w 1)

ot
B
Fig. B.3 Emitter-current controlled, hybrid-pi

common-base transistor model.

Although the resistor rbs'in this model is negligible, it
can be accounted .- quite easily by the use of Miller's dual

theorem. This theorem allows the replacement of bb Oy series

resistances in t .= amil er and collector leads of values
rim x'rbb.(l." A1), and
Pom = Tpp (AT = 1)/Ai .
where Ai is the current gain of the CB stage. This current

gain isvgiven by:
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A
A

Ai = gnory, = gn (3/gm( B+ 1) =1,

= rpp (1-1) = 0.

!

Thus, Fim = "om ﬁ
This result implies that the base of the CB stage does nQE»have
to be externally grounded by a capacitor, as long as the

external bias resistors are kept reasonably small.

\ The voltage gain of this stage is simply gm°Rg, where'RB‘

is the parallel combination of RC and the input resistance of
the CC stage. The capacitor, C,i-of Fig. B.3, can be replaced
by its Mﬁ]]er capacitors:

Co(gm-Rb -1)

cim

Com = Cd(gm-R0 - 1)/(gm-Ry)

As yet, the voltage gain, gm-Rb, is not known. However,
it is almost the same as the vé]tage/gain for the preamplifier,
as both the CC stage and the CE stage have near unity voltage
gain. From El-Diwany's results, the cascode stage type of
. transimpedance preamplifier should have a small open-]ooﬁ
voltage gain, in order to be stable. For a 100 MHz signal
bandwidth,-his derived maximum'staDTe.gain was 8. For a signal

bandwidth of 10 MHz, a suitable gain for the above calculation

would be 10. Then,

m

Cim = 9C,» and

Com = co,

The above alterations result in the much simplified

circuit for the preamplifier shown 3. Fig. B.4.

192



- - c‘!‘3.-

+V3-—

rop = Bran( B+ 1)

g \71 v ‘ C}) Il T D A
’]\ 7’ i ,CE[\““"%HNQ .cg[i [’ vmdé%:%;[;] ke
R Rocc :

abeua
—
-

icc

o
L

,-i—cd+ C7T,.
Ry ='rp Il R

+ Csy + 2C, 1+ C¢ £ 11.5 pF for Ic (cascode)<l mA.

+

C, = Csp + Cy+ Cop + 9C, 6.5 pF for Ic < L mA.

0.98/gm

C3 = Cs3 + Cy7 ¢ C, 2 5.5 pF
c4 = c54 + cf + Co = 11 pF‘

Rc = Re |{ 50 ohms

Fig. B.4 Simplified preamplifier circuit model.

The CC stage has to be analyzed in order to ensure proper

" load matching.' For an estimated méximum optical launch power

of -10°dBm, and an estimated channel attenuation of 25 dB -
jncluding connection losses, the maximum power incidént on the

APD would be -35 dBm. The responsivity of the RCA APD is

77 A/W. A reasonable estimate for the'preamplifier

transimpedance, given the signal bandwidth required, is 10
kilo-ohms [64]. With this,

Vo = TR-RyP; = 1047710767 = 240 mv.

max imum
‘ J

1€3



_For a 50 ohm load, this would result in a 5 mA signal current.

A suitable bias current for thé CC stage, then, is 6 mA. With

this value for Icy, gmy = 231 mmhos, rpy3y = 217 ohms{

rbb3'v568 ohms, and.C7T3 = 8.5 pF.

The first transistor is biased on by the vo1tage,drop
across R,. Neglecting the sma]i voltage drop across R, the
base-emitter voltage for the CE transistor is Vbe, = Ic3Ré.
Thus, R, = 0.7V/6 mA £ 120 ohms. |

The load at the CC output iséRe in parallel with 50 ohms,
or 35 ohms. To minimize _the possibility of ief]ections at the
preamplifier output, the output.impedance of the CC stage
'should match R = 35 ohms. Thus, o

Roge = (rqr3 * Rs)/(1 +/3) = 35 ohms.
The source resistance, Rs, is simply Rc’ as the output
1mpedance of the CB stage is quite highi With this, the value

.of Re §hou1d be 1.5 ki1o-8hm$. Experimentally, it was found
that R_ could be made larger than this, in order to increase
fhe preamp]ifi?r gain, without causing load ref]égtions. A
value of 2.7 kilo-ohms was used for R...

The input impedance“of the.CC stage is given by

Rigo = rry + Re( B+ 1) = 2 kilo-ohms.

The resistance seen by the common-base'stage is thu§
| Ré = R. |l Ri . = 1160 ohms. '
The voltage gain of thg CC stage can-be shown to be:
1

AV = ' (8.1)
T T L (3’ I)/ T (gmylqr ¢ 1)

where L= rqr3 |l 1/sCqpg and
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I, =R Il 1/sC4 where s=jJ .
At low frequencies, )

1 A
Av = = (.86.

cc A .
1+ (rpp3y’ * rr3)/ | K3-+ 1)R,
The CC stage has a very good vrequency response, and can

be operated at close to the transistor's cutoff frequency with
moderate loading. An evaluation of the CC stage's fréquency
response, through Eqn. B.1, reveals its péak voitagehgain is
1.05 at 800 MHz, and the 3 'dB frequeﬁcy is 1.39 6Hz. Thus, in

comparison to the desired signal bandw1dth of 10-MHz, the CC

~ stage can be assumed to have a flat frequency response. The

preamplifier ¢ircuit can now be reduced to that of Fig. B.5:

1
'
]
]
'
'
t
]
1
1)
1
]

| L+o0

{
[
t -
]
t

FPYERT R

: Al

]
v

’

1)

]

[]

]
4

[

’
(=

. Ri=
is + + Av=0.86 +

® s % 2 3%

 Fig. B.5 Preamplifier circuit with the

CC stage completely analyzed.

'In,this schematic,

Z, = Ry 1} 1/sCy = (rqrll Rg) 11 (1/s)-11.5 pF
' L
‘1, = "eb."‘stcz = (0.98/gm) 11 (1/s):6.5 pF
1, = Rg || 1/sC; = 1160 ohms |1 (1/s)*5.5 pF
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The open-loop voltage gain, A_, and transihpedance, TRO.

o’
of the preamp]ifiervare easily found’froh Fig. B.5:
"Rg(s) = A/ (sT, + 1)(sTy 1)
TRo(s) = Ao'Ri/(sT1 + 1)(sT2 +‘1)(sT3 + 1)
where '

-978 gm,

Ty = Ci°Ry | » R 4

P
L]

1
2= C27"ep
C3RB = 6.4 hs.

—
w
1

For Ic < 1 mA, r . < 26 ohms. Then, T, < 0.17 ns. The pole

e
corresponding to this minimum value for Ty is‘940'HHz, and can
be ignored when compared to the other two poles. The pole.
corresponding to Ty is at 25 Miz.

The closed-loop transimpedance is

TR.(s) TRQ(s)/(l + TR, (s)/Rg)

= A /LTy + 1)(sTy + 1) +AOR¥/RF] . (8.2)
This expression allows the calculation .of the signal bandwidth
in-terms of RF and ryr . However, the re ationship is not
simple and hence not too useful. A much|easier method of
estimating the signal bandwidth is obtained by considering the
preamb]ifier damping factor and the dominant time constant T
The expression for TRc(s) Ean be put jﬁto standard form: |

o TR.(s) = TRc/(sz + Zg'wns +_0.).n2).‘ |

where W, is the natural frequeﬁcy and f’is the damping
factort This damping factqr.indicates how 61ose the two

dominant- preamplifier poles are. The larger 'g'is, the farther

apart the poles are, and the stabler the circuit is. If f'is



too large, however, the circuit will have a poor rise-time.

The signal bandwidth, Bs, can be estimated through

o

knowledge of the effective dominant po]erand the damping

factor:
Bs =8, (>1 %
\\
Bs = 1.29-8B, =1 \

Bs = Gz \
o \\

To a]]ow a wide stability margin, a value of 1 for (’is
desirable. The effective dominant pole, B, is\obtained by

considering only the dominant pole in TRo(s):

TRy'(s) = AGRy/(sTy + 1)
This yields '

TR ' (s) = AR{/L(sT + 1)+ AR;/Rc]. .
The bandwidth of TRC'(s)is defined as the effective dominant
pole, B:

w3 dB'Tl =1+ A0R1/Rf, or
‘This can be manipulated to yield

eff

resistance, Reff’ 1s

B = 1/2 TTCiR

Regs = rarll Re/(1 + Aj).
The desired signal bandwidth is 10 MHz, and the desired damping

facte~ is 1. Thus,

90 E 1'29/27TciReff' or Rees = 1785 ohms.
. Bandwidth ‘ferations have yielded the relationship (with
substi-utic m €4K3/r77):

1781 ohms = .- R./(1+A.) = i || R./(1+48.9kQ /rpx).  (B.3)
. : LA f Mt w

where the effeftive dominant-pole
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Another relationship is required to find rp and Rg. This

re]atibnship is obtained from noise considerations. The

dominant noise sources, referred to the preamplifier input,

have the following spectral current densities [64]:

a) Base-current shot noise S, = 2qlb
b) Collector-current shot noise S, = 2ch/|A1l2(k is
Bo]tzmann'Sfcoﬁstant, and T 1is the abso]ute

temperature)

. €) Feedback resistor thermal noise S3 = 4kT/Rf

d)- Base-spreqding resistance, thermal noise

riyn 2 :
Sy = AKTryy (1R + (W Xa

fhefé C;"=Cy+ Csy+ CF‘
e) APD dark-CUfrent shot noise S¢ = 2ql, |
f). APD signal current shot noise S, = 2q(77q/h1/)€2+XPi

Ohly the first *hree of these noise sburces can be

controlled through the preamplifier design (for a desired

signal bandwiath). Hedce, they are the only ones involved in

the noise minimization procedure that resu]ts in the optimum

values for rp and Rf. The ihput—referred noise for these
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three sources can be shown to bel : [64]

{4kT/Rf + 2kT/rpy + (2kTry /B)[l/R + (277C, Bn)Z/.B]}B?n
(B.4)
B, is the noise bandwidth, and can be approximated as

= TTB/2 & 12.2 MHz.

From Eqn. B.4, i 2

n depends on rgy and Rf. The optimum

values for rr o, interms of Rf. are found by differentiating

T2

i © with respect to ryr . The result of this is
rﬂoptz = (B 1)/[1/RZ + (27TCB,)%/3] (B.5)
i 2 :

and i %L = [4KT( l8+ 1)Bn/ﬁ][1/Rf v Urgl. (B.6)

Substitution for C,, B, and in Egn. B.5 yields ‘
g 2= s/ (URE + 2.59°107). (B.7)
This equation, in conjunction m'tr_l Eqn. B.3, results in

T opt = 13.7 kilo-ohms, R¢ opt * 9.3 kilo-ohms.

This value of rqy corresponds to chpf z 0.] mA and Ib opt 2 2uA.
However, this value for Ic is quite small. Since the BFRI0
tra;msistor's cutoff current is not specified, there 1is a
possibif]itiy of r,educedt IBIat this current. The experimental
sresults of [64] indicate the transistors should be able to

operate at close to 4 uA of base current. For B= 50, this

lEquat_ion (2) ’iﬁ [64] should re.ad 1/VRf'2 "instead of llsz.

This ommission results in the following changes:
a) Eqn. (3) should read 1/R.'Z instead of 1/R(’.
b)Eqns.(4)and (5) should read \/184- 1 instead of\/—_
c) Egn. (6) shou]d. be multiplied by (B'r 1)/B .

Except possibly for Eqn.. (3), these changes are negiigib]e.

a2
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corresponds to a collector current of 0.2 mA. The final design
was baséd around this value for Ic. [

N For Ic = 0.2mA, ry 1516.5 kilo-ohms.. From Eqn. B.3, the

optimum feedback resistor-is 20.9 kilo-ohms. A valueiof 20

kilo-ohms was consequently used in the experimental amp]ffiér.,

I 1

With these values for ryy and R¢,
A, = -978gm = -7.52
TR, = AR; = 36900 ohms (df Tow frequencies)
TR, = TRO/(1+TR0/Rf) = 13 kilo-ohms (at 103 frequencies).
A1SQ) T, = C;R; = 56 ns (corresponding to fi = 2.8 MHz).
Eqn. B.2 can now be solved to obtain ‘{' and a closer estimate

of the 3 dB gigna1 bandwidth. The results are §3=0.98 and

"B 9.35 MHz. Evaluation of the noise can be done with

atns

1298 = 12 MHz. This yields 1,2 = (5.4 nA)%. The

S

Bn

n
signal-independent output noise voltage is then

g, = (5.4 nA)-TR = 70 u.

Inclusion of the base-spreading resistance thermal n&ise’faiseé
this figure to 71 uVv. ’

The APD dark current js small enough that its contr%bution
to the ovefa]} noise is neQ]igibTe. The APD signal current
shot noise, reférred to the preamplifier output, is

" 0 ppp = TR A y) (B)E Ry
For RCA's 30908 APD, & 5/149 anﬂ 77= 0.77 at the recommended
operating voltage. ’Using a value of 0.4 for x, and with an

/ h
%ﬁtica] wavelength of 830 hm,

9

2 = o,
Ofppp = 25 250
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With the output signal b; = TR-RxPi ® 106- Pys the total output
noise can be ‘expressed as |

0.2 = (11 w)? '+ (55 w)b,. - (.8)



Appendix C. Listing of the PANM System‘Analysis Program

This eppendiX"contains the 4 level PAM system anal}sis
program discussed 1nChap 5 Because ofthe restr1ctions1n
the ava11ab1e Tabel characters (greek, subscript and'
usuperscript characters were not allowed), several of the
parameters defined throughout.the thesis have different labels
in the source Tisting. The following 1istvdefines the
importent program parameters, starting with the user determined
variables. . |

N

User Determined Variables

BN: The maximum “negligible-ISI" deta rafe the channe1 can
support, in Mb/s. | |
NOISI: The sampled-time vector cepresenting the negiigib]e-ISI
pulse shape. ThisAvector consists of three pbints
L correspocding to tﬁe pd]se response r(t)at t€=-0 5T, 0,
and +0 5T (where t=0 corresponds to the pu]se peak for
the condition of negligible ISI NOISI(Z)
BP: The data rate at which the system is to be ana1yzed in
- Mb/s. |
- H2: Same as H' in Chap. 5. The vector of'sampled r(t) (which
now represents the BP rate pulse shape) consists of 7
bojnts, from -T to 2T in T/2 steqs."lerc values can be
entered for anykthe points,except the t=0 point, asclong
as there is some ISI to'ayoid divﬁSion by zero in the

‘program.
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VT:

ST:

‘TR
ER:

Same as. O,- The thermal noise level at the outpuf”s} .

the,transimpedancé preamplifier, in vd]ts.

Same as E . The shot-noise parameter of the ODP,

referred to the preamplifier output, in volts.
The amplifier transimpedance, “in ohms.
The vector of desired BERs fof which the system is to be

characterized.

7

Program Variables

VN:

SN

X

'w.positiQe.)

, as discussed in

Same as the normalized value of O;

Chap. 5..

Same as the normalized va]ug for the shqt ngise parémeter
E, as digcussed in Chap. 5. ) ]

Same as th vector bl’ bz; b3, by - ‘Veatof of the §igna1

levels, in volts, with S{(1).= 0 (corresponding to the LED

being off). _Dimension = 4., (Note - if there is‘iSI

present, these levels will correspond to the minimum value

‘of the actual signal 1eve1; plus the avekage amount of

ISI. This is because the ISI is taken to be always

lo

Same as the vector dl' d,, 1. d4. Vector of decoder

\_ thresholds, in volts. Dimension = 4.

V: ‘Same as 0'1., 0'2, 0'3. Oy- ‘Vectpr'of noise variances

correspondinb to the levels S(1) to 5(4). ﬁithnno ISI,

/
!

Vij = (O,. Dimension = 4. ) /

o
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PED: The desired overall BER fo; the system analjSis'under way:
HOne of the terms in the used determined vector ER. ¢

APEDV: De;ired vector of the 1nd1v1duai probability of errors
for each possible signal level -?decoder threshold
crossing. PEDV = [ 2PED: PED, PEDx PED, PED, 2PED ].

PEEQ: The final system error rates for the comp]eté]y equalized
pulse shape. Each term in éhis vectof will be within 252,
of the corresponding term in PEDV. '

PDBMEQ: The vector of received optical powers, in dBm, required

to obtain the error rates given by PEQ (for the case of

e

complete equalization).

PEDFE: Same as PEQ, except for the case of one-tap DFE.

PEACT: Sahe as PEDFE, except with the error propagation effect
of DFE included.

PDBMDFE : Samé as PDBMEQ, except’for the case of one-tap DFE.

PENEQE Same as PEEQ except for the case of no equg]ization.'

PDBMNEQ: Same as PDBMEQ except for the casé of no equalization.

EEQ: Vector of the individual probability of-errors for each
possible-signal level - decoder threshold crossing, for a
particu1ar set df‘signa1 levels and detector thresholds.
For the final level and threshold setting, all components
of EEQ should be within 25% of the corresponding
componerits in the PEDV»vecfor. Applies to the compjetely

equalized case. °

EDFE: Same as EEQ, except for the one-tap DFE caée.'



PEV:

HEQ:

IS1:

!

Intermediate value for the EEQ, EDFE vectors before the
final result is renamed. These vectors are displayed as
they are genérated, for the DFE or no equalization cases,
so that the user can éva]uate how well the program iS
converg{ng to the desired PEDV vector. |
Same as the H defiﬁed in Chap. 5. H defines the pulse
shape at the instants t = -T, 0, T, and 2T (a subset of
H').

The vector of interfering terms - the nonzero terms in H

except for H(2) = H(t = 0).

Same as G in Chap. 5, but restricted to the tase of no

-equalization. The vector of all possible ISI terms.

1SI2: Same as 6 in Chap. 5, but restricted to the equalized

case . The vector of all possible ISI terms, jiven

single-tap DFE is being used.
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Appendix D. An Upper Bound.on the Propagation Effect 6f DFE

In this appendix, an upper_bdund on thé errqr_propagation
ﬁeffect of an N-tap deéﬁsion-feédback equalizer will be
presented5v The notation used throughout the bound derivation
is an extension of the potation infroduced in Chap. 5:

P means " the probability of making *

E.means * (decodin )\e}rbr .

feedbacfl'

f means *

', . ‘ L0 )
C means " correct decoding decision (or similar) "
¢ means " correct " h

i means " incorrect *
| means * given " _ . _

: The‘subscriptg 1,2.ér.“N denote the feedback tap numbers;“the
first tap (1) being derived from the immediatefy previous
decoded data, ahd the Nth tap being the feedb&ck derived from
ihe NP previously decoded idata. With thks notatiqn, for
example, P(Elcf) means ” théprobabi]jty of%akinga decoding
error given correct‘feedback " (as défined‘ﬁn'Chap. 5), and
P(Clcl,\cz, C3, cers Cpoqs Cp) means * the p%opabi]ity of
making a correct decoder decision given all the feedback taps
- are correct, except for the NN tap . .

We are interested in express{hg the probability of making
in error g‘ivfen feedback, P(EIlf), in term_§ of the probability
of making an,error-given‘iz;rect feedback, P(Elcfi ?(Elf) is
the same as the,over§11 probability of making a decoder error,

and will thus be designated by Pe. P(Elcf)ﬁis the error
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probability with ideal DFE. The ratio of Pe to P(Elcf)
indicates the error propagation effect of the DFE.

We have _

Pe = P(E|if)-P(if) + P(Elcf)-P(cf)

= P(EIif)-[1 - P(cf)] + P(Elcf)-P(cf)
Although P(E|'if) depends on the magnitude of the erroneous
feedback tep, as well as many other factors, an upper bound fof
is exists, and will be found later. For N taps of feedback,
the probability of correct feedbeck is equal to the probability
of having made the laet decoder decision correctly, given tﬁat
all its feedback values were correct, plus the probability of
having made the 1ast decoder decision correctly, given that all
its feedback values, except for the Nth one, were correct
PCF) = PUCoreyions! C2rC3ne -~ s rCie1) PC2aCgne Oy sCa)
*‘P(CpreviduSICZ’CB""'CN’1N+1)’p(c2’C3""'CN'iN+1)
This is equivalent to
p(ef) = P(Clcf)-P(cf) + PGHIF) P(c),Cpun ayyaiy)-

However, ’ ‘ ’

P(C},ChuennuCyoq Hig)-PIY) = P(C|if)
 Also, P(Clcf) = 1 - P(Elcf), and P(Clif)vé 1- P(Elif).

N-1 po .

i
~

Thus, . _
‘P(cf)l=.[1 - P(Elcf)]-P(cf) + P(Clif)?P(C|if)N'1,Pe
| = [1 - P(EICF)]-P(cf) + [1 - P(EIif)IN Pe.
_ Solving this for P(cf) gives
P(cf) = [1 - P(Elif)] Pe/P(E|cf).
Consequently, the total decoder error prabab111ty can be

written as:
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Pe = P(ELif)-[1 - P(Elcf)] + P(Elcf) P(cf)

= P(cf)-[P(Elcf) - PCEIif)] + P(EIif)

= [1- #(Elif)]N Pe-[P(Elcf) - P(EIif)]/P(Elcf) + P(EIif)
By letting '

R = P(Elcf), (correct or "right” feedbéck)

W = P(Elif), ("wrong" feedback)
this!reduces to

Pe = RW[R + (1-W)N(W-R)] = R/[R/W + (1-W)N(1 = RAW)D.
- : ' (D.1)

Usually, R << W ( P(Elcf)'<< P(Elif), and Eqn. D.1 reduces to
pe = R/(1-W)N. | (D.2)

If a bound on W= P(Elif) can be found, a bound on Pe is aiso

found. |
Consider an A-level sys;em. Assuming the feedback errors,

‘-yhenthey occur, are large, then for the Towest signal level:
- P(Elif, 1owest_'|eve1)n“ax = ?(feedback error is positive) = 1/2

In words, the bottom level is decoded incorrectly if the
" feedback error causes the equalized signal to rise above the -
lowest threshold. |

Similarily, for the highest signal Tlevel,
P(EIif, highest level) . = P(feedback error is negative). =1/2.

"For the middle levels, a large positive or negative

feedback error can cause a decoding error. Hence,

P(Elif, middle level)p,, = 1.



Consequently, !

AP(EVif) ., =-1/2 + 1/2 + (A-2)"1.0,

or P(Elif)p., = (A-1)/A. (D.3)

For example; a 4 Tevel system has 1

P(EIif),, = (4-1)/4 = 0.75.

For any reasoﬁap]e system BER(e.g.lO'g), this' 0.75 value is

much -larger tﬁan the system error raie, and hence the

assumption that W >> R made earlier is valid. FromEqns. D.2

-and D.3, we get ‘

Pe = R/[1 - (A-1)/A1N = R aN/[a - (A-1)7N = R-AN.

The upper bound‘on the error propagation effecf is consequently
pe/P(Elcf) = AN, ‘ | o (D.4)
For an A-level PAM system, where A = 2", each 1éve1

- represents n bits of information. Aiso, Pe is the probability

of making a decoding errbr.'For each decoding error, up ton

bits may be in error. Hence, with

BERax = N-Pe and Ry., = BERyjea1 prE®

BER, . = n-A" (D.5)

This applies to amultilevel s}stem regafd]ess of the
\coding'scheme used\\ If Gray'- coding is used, however, a
tighter bound is obtained. Assuming that al1 decoder errors
will be -the decoding of a signal level as being at an édjacent
level (which is a.va1fd éssumption except possible when fhere
is popcorﬁ noiﬁe or random signal spikes, as opposed to the

mofe *uniform" stationary noise such as that found for the

224



225

experimental system), with Gréy coding, a decoding error
: Yy

results in only one bit being in error. Conéequent]y,

N
BER .y = Pemaxs OF BERnay = (BERjgeay pre) A - (D.7)
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