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Abstract

The interplay between order structure and probability theory has long been studied.

In recent years this has led a generalization of many of the concepts from probability

theory to arbitrary vector lattices. In this thesis, we study the generalization of dis-

crete stopping times in vector lattices. To do so, we first study the sup-completion of a

vector lattice using the Maeda-Ogasawara representation of its universal completion.

Using this, we show that the Daniell functional calculus for continuous functions is

exactly the pointwise composition of functions in C∞(K), where K is the Stone space

of the vector lattice. These tools allow us to study unbounded stopping times and

obtain a ”nice” representation of them in vector lattices.
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Preface

The research in this thesis is a combination of the papers A representation of sup-

completion and Discrete stopping times in the lattice of continuous functions. The

first paper was done in collaboration with Vladimir Troitsky, and it is accepted for

publication in the Proceedings of the American Mathematical Society. The second

paper has been published in Positivity. Additionally, there are some results in this

thesis that do not appear in those papers. Specifically, section 2.5 contains unpub-

lished original work.
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1. Introduction and Preliminaries

Martingales and stopping times are probabilistic concepts and have proven to be

extremely useful in the study of the geometry of a Banach space. Traditionally mar-

tingales and stopping times are defined in terms of measurable functions where the

underlying measure space is a probability space, i.e. the measure of the whole space

is 1. There is evidence in the literature that the underlying order structure of the

space of measurable functions plays a central role in the study of stochastic processes

and conditional expectations, for example, in [Rao76] and [GdP02]. Hence, there

was hope that studying these interactions could help in understanding the geome-

try of a vector lattice. This connection was noted in [KLW04a, KLW05] where the

authors reformulated these definitions using only order theoretic nomenclature. The

idea of extending concepts from probability theory to vector lattices led to a flurry

of research in recent years. A non-exhaustive list includes [Tro05, Gro14b, Amo22,

GLM14, AT17, AR18, Gro14a, KLW04b]. This theory was also later used in studying

the geometry of Lebesgue-Bochner spaces in [CL07, Cul07].

The aim of this work is to use the Maeda-Ogasawara representation of the universal

completion of a vector lattice to study various concepts from measure free probabil-

ity. In particular, using properties of almost everywhere continuous functions, we

efficiently formulate and prove fundamental results in stochastic processes and stop-

ping times in vector lattices. Representing stopping times and stopped processes as

continuous functions allows us to deduce some interesting results and draw analogues

with the results from classical probability theory.

The thesis is structured as follows. In Chapter 1, we begin with an overview of the

thesis and state some relevant definitions and information from vector lattice theory.

In Chapter 2, we provide a representation of the sup-completion using continuous

functions. The sup-completion is an important tool in the theory of measure free

probability [Gro21b] and having this representation allows us to simplify results for

the future chapters. In Chapter 3, we recall the classical definitions of a conditional

expectation operator, martingale and a stopping time. After reviewing some basic

properties of these definitions, a generalized definition of these concepts in a vector

lattice is provided. Several important results in probability theory use a functional

calculus for their results, such as Jensen’s inequality. In order to state this theo-

rem in vector lattices, Grobler in [Gro14b] created a functional calculus using the

Daniell integral. In Chapter 4, we prove that this functional calculus corresponds to
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the pointwise composition of continuous functions when using the Maeda-Ogasawara

representation, thereby simplifying many of its properties. In Chapter 5, we use the

various tools built in the preceding chapters to provide a representation of discrete

stopping times and stopped processes as almost everywhere continuous functions.

This allows us to study the unbounded stopped process and extend several results

from [KLW04a, Kuo06, CL07, Cul07] about stopped processes.

1.1. Preliminaries.

We refer the reader to [AB03, AB06] for the background on vector lattices. Through-

out this thesis, all vector lattices are assumed to be Archimedian. Recall that a net

(xα) in a vector lattice converges in order to x if there exists a net (uγ), such that

uγ ↓ 0, and for every γ there exists α0 such that |xα − x| ≤ uγ for all α ≥ α0. In this

case, we write xα
o−→ x. We say that (xα) unbounded order converges (uo-converges)

to x, if |xα − x| ∧ w
o−→ 0 for every w ≥ 0. Then we denote this as xα

uo−→ x. A

sublattice is said to be regular if the inclusion map is order continuous. Given a net

(xα) in a regular sublattice Y of X, xα
uo−→ 0 in X if and only if xα

uo−→ 0 in Y . We

also have that order convergence and unbounded order convergence agree for order

bounded nets. Moreover, in a universally complete vector lattice, order convergence

and uo-convergence agree for sequences. Another result [Pap64, Azo19] that we shall

use later in this thesis is that a vector lattice is universally complete if and only if

it is uo-complete. We refer the reader to [GTX17, BT22] for more information on

uo-convergence. Given an operator T : X → Y , we shall denote the range of T by

R(T ).

1.2. C∞(K) representation.

Given a compact Hausdorff topological space K, we will write C(K) for the set of

all continuous functions from K to R. The space C(K) is a vector lattice under

pointwise operations, and C(K) is order (or Dedekind) complete if and only if K is

a extremally disconnected. A subset A of a Hausdorff topological space is nowhere

dense if (A)◦ = ∅. This also implies that ∂A is a nowhere dense set for every closed

set A. A set A is meagre if it is a union of a sequence of nowhere dense sets, and

conversely, a set is co-meagre if its complement is meagre. K is a Baire space if

countable unions of closed sets with empty interior also have empty interior. Every

compact Hausdorff space is a Baire space.

Given that K is an extremally disconnected compact Hausdorff topological space,

we write C∞(K) for the vector lattice of all continuous functions from K to [−∞,∞]

that are finite almost everywhere (a.e.), that is, except on a nowhere dense set.
2



Two functions f and g in C∞(K) are equal, provided that the set of points where

their values differ is a nowhere dense set. Scalar multiplication, addition and lattice

operations on C∞(K) are defined pointwise a.e. It should be noted that C∞(K) is an

f-algebra with product defined pointwise a.e. Maeda-Ogasawara Theorem states that

every Archimedean vector lattice E may be represented as an order dense sublattice

of C∞(K), where K is an extremally disconnected compact Hausdorff topological

space. For A ⊆ R and τ : K → R, we shall use the notation {τ ∈ A} to denote the

set {ω ∈ K : τ(ω) ∈ A}.
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2. Sup-Completion

The concept of a sup-completion of a vector lattice was introduced in [Don82]

and then further investigated in [Azo19, AN22]; this concept was utilized in a series

of papers on measure-free probability by J. Grobler and C. Labuschagne [Gro14b,

GL17c, GL17a, GL17b, GL19]. The intuitive idea behind sup-completion is rather

simple: one wants to enlarge a function space by allowing functions that take value

+∞ on non-negligible sets. In particular, the sup-completion of R is (−∞,+∞].

However, the definition of the sup-completion and the proof of its existence (for order

complete vector lattices) in [Don82] is quite technical. We shall recall this definition

in Section 2.1. In Section 2.2, we prove the following theorem.

Theorem 2.0.1. Let E be an order complete vector lattice represented in C∞(K) as

above. Then the sup-completion of E is
{
u ∈ C(K,R) : u ⩾ f for some f in E

}
.

This theorem may be viewed as an alternative (and, hopefully, more intuitive) def-

inition of a sup-completion. Throughout this Chapter, E is an order complete vector

lattice. In Section 2.3 we prove the sup-completion is unique using Theorem 2.0.1. In

Section 2.4, we shall use our representation of the sup-completion to provide simple

proofs of many results from [Azo19, AN22]. Furthermore, we prove an analogue of

Yudin’s theorem for sup-completions.

In [BT22, vdW18], the authors characterize order convergence in C(K) and C∞(K)

spaces using topological terms. Since Es is lattice, we can still define order conver-

gence of nets in Es. In Section 2.5, we provide a characterisation of order convergence

in the sup-completion using topological terms that is analogous to the results in

[BT22]. The results in this Chapter are original work obtained in collaboration with

V. Troitsky and all work except that of Section 2.5 can be found in [PT].

2.1. Definition of Sup-Completion.

In this section, we recall the definition of a sup-completion from [Don82]. By a

cone we mean a commutative semigroup with zero (C,+, 0) equipped with a non-

negative scalar multiplication operation (λ, a) ∈ R+ × C 7→ λa ∈ C, which satisfies

the following conditions: λ(a + b) = λa + λb, (λ + µ)a = λa + µa, λ(µa) = (λµ)a,

1a = a and 0a = 0 for every a, b ∈ C and λ, µ ∈ R. It is easy to see that the set C0

of all invertible elements in C is a group. For example, if C = (−∞,∞] then C is a

cone and C0 = R (we take 0 · ∞ = 0). The scalar multiplication on R+ × C0 may be
4



extended to R×C0 via (−r)x = −(rx) when r > 0; it is straightforward that C0 is a

vector space over R.
We now impose several additional conditions that describe an order on C and the

way C0 “sits” in C:

(i) C is equipped with a partial order, such that a ⩽ b implies a+ c ⩽ b+ c and

λa ⩽ λb for all a, b, c ∈ C and λ ∈ R+;

(ii) C is a lattice under this order;

(iii) C has a greatest element;

(iv) C0 has an ideal property in C in the sense that if x ∈ C0 and a ∈ C such

that a ⩽ x then a ∈ C0

(v) C is order complete in the sense that every subset A of C has supremum; if

A is bounded below then inf A exists;

(vi) C0 is order dense in C in the following sense: a = sup{x ∈ C0 : x ⩽ a} for

every a ∈ C;

(vii) a+ (x ∧ b) = (a+ x) ∧ (a+ b) whenever a, b ∈ C and x ∈ C0;

(viii) for any two non-empty subsets A and B of C, if supA = supB and x ∈ C0

then sup{a ∧ x : a ∈ A} = sup{b ∧ x : b ∈ B} in C.

It is easy to see that C0 is an order complete vector lattice. We say that C is a

sup-completion of C0. More precisely, if E is an order complete vector lattice and

E = C0 for a cone C satisfying the properties listed above, we say that C is a sup-

completion of E . It was proven in [Don82] that every order complete vector lattice

admits a sup-completion; Theorem 2.0.1 provides an alternative proof of this.

2.2. Representation of Sup-Completion.

The proof of 2.0.1 is tedious but straightforward. Let C be the set in the theorem:

(1) C =
{
u ∈ C(K,R) : u ≥ f for some f in E

}
.

By definition, E is a subset of C. It is easy to see that the set {u > −∞} is open and

dense for every u ∈ C.

We will now define operations on C. Non-negative scalar multiplication on C is

defined pointwise; it clearly satisfies (λ + µ)u = λu + µu, λ(µu) = (λµ)u, 1u = u,

and 0u = 0 for every u ∈ C and λ, µ ∈ R. On E , it agrees with the non-negative

scalar multiplication of C∞(K). Defining addition on C requires some care. We do

it similarly to C∞(K). Recall that K is extremally disconnected.
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Lemma 2.2.1. Suppose that u : U → R is a continuous function on an open dense

subset U of K. Then u extends uniquely to a function in C(K,R).

Proof. Since R is topologically and order isomorphic to [−1, 1] via, say, tan πt
2
, we

may replace R in the statement with [−1, 1]. So suppose that u : U → [−1, 1]. Let

G =
{
v ∈ C

(
K, [−1, 1]

)
: ∀t ∈ U v(t) ⩾ u(t)

}
.

Since K is extremally disconnected, C(K) is order complete. It follows from G ⩾ −1

that w := inf G exists in C(K). Clearly, w ∈ C
(
K, [−1, 1]

)
.

We will now show that w extends u. Fix t ∈ U . SinceK is extremally disconnected,

we can find a clopen set V such that t ∈ V ⊆ U . Put v = u · 1V + 1K\V ; then v ∈ G

and, therefore, w ⩽ v; it follows that w(t) ⩽ u(t). On the other hand, for every v ∈ G

we have v ⩾ u · 1V − 1K\V , so that w ⩾ u · 1V − 1K\V and, therefore, w(t) ⩾ u(t).

This proves that w extends u. Since U is dense, the extension is unique. □

Corollary 2.2.2. Let u1, u2 ∈ C(K,R) and let U = {u1 > −∞}∩ {u2 > −∞}. If U
is dense then there exists a unique u ∈ C(K,R) such that u(t) = u1(t) + u2(t) for all

t ∈ U .

Proof. Define v : U → R ∪ {+∞} via v(t) = u1(t) + u2(t); v is well defined and

continuous. By Lemma 2.2.1, v extends to a function u ∈ C(K,R). Uniqueness

follows from the density of U . □

We are now ready to define addition on C. Suppose that u1, u2 ∈ C. Let U =

{u1 > −∞} ∩ {u2 > −∞}. There exist f1, f2 ∈ E such that f1 ⩽ u1 and f2 ⩽ u2.

Let V be the set where both f1 and f2 are finite. Then V is dense. It follows from

V ⊆ U that U is dense. Let u be as in Corollary 2.2.2. For every t ∈ V , we have

(f1 + f2)(t) = f1(t) + f2(t) ⩽ u1(t) + u2(t) = u(t).

Since V is dense, continuity of f1 + f2 and u implies that f1 + f2 ⩽ u on K.

Therefore, u ∈ C. Naturally, we define u = u1 + u2. Clearly, this definition does

not depend on the choice of f1 and f2. It is straightforward that u1 + u2 = u2 + u1

and that λ(u1 + u2) = λu1 + λu2 when λ ∈ R+ and u1, u2 ∈ C. Furthermore, if

u1, u2, u3 ∈ C, we have (u1 + u2) + u3 = u1 + (u2 + u3) because the two continuous

functions agree with u1(t) + u2(t) + u3(t) for every t is the dense set where all the

three functions are different from −∞. This shows that C is a cone.

We claim that C0 = E . Indeed, if u ∈ C0 then u,−u ∈ C, hence, there exist

f, g ∈ E such that f ⩽ u ⩽ g. It follows that u is finite on an open dense set,
6



hence u ∈ C∞(K). Since E is order complete, it is an ideal in C∞(K) and, therefore,

u ∈ E . Conversely, if f ∈ E then, clearly, f and −f are both in C, hence f ∈ C0.

Note that the operations of addition and non-negative scalar multiplication that we

defined on C agree with those of C∞(K) on C ∩ C∞(K). It follows that the vector

space operations induced on C0 by C agree with the “native” operations on C∞(K).

We define order on C pointwise. It follows from the definition of C that if u ∈ C

and v ∈ C(K,R) with u ⩽ v then v ∈ C. We will now verify conditions (i)–(viii).

(i), (ii), and (iii) are straightforward. It is easy to see that lattice operations on C

are pointwise.

(iv) Suppose that v ⩽ h for some v ∈ C and h ∈ E . There exists f ∈ E such that

f ⩽ v ⩽ h. It follows that v ∈ C∞(K) and, furthermore, v ∈ E .
Observe that if f ⩽ u ⩽ g for some f, g ∈ E and u ∈ C(K,R) then u ∈ E . Indeed,

it follows from f ⩽ u that u ∈ C; it now follows from (iv) that u ∈ E .

(v) As in the proof of Lemma 2.2.1, we observe that C(K,R) is order complete.

Let A ⊆ C with A ̸= ∅. It follows that v := supA exists in C(K,R). Take any

w ∈ A, then v ⩾ w ∈ C implies v ∈ C, hence v is the supremum of A in C. Now

suppose that u ⩽ A for some u ∈ C. Then v := inf A exists in C(K,R); it follows

from u ⩽ v that v ∈ C and, therefore, v is the infimum of A in C.

(vi) Suppose that u ∈ C and let A = {f ∈ E : f ⩽ u}; we need to show that

u = supA. By the definition of C, A is non-empty; fix some h ∈ A. We clearly have

A ⩽ u. Suppose A ⩽ v for some v ∈ C; it suffices to show that u ⩽ v. Suppose

not. Then there exists t0 ∈ K with v(t0) < u(t0). Find a clopen neighbourhood

U of t0 such that v(t) < u(t) for all t ∈ U . Since 1U is in C∞(K) and E is order

dense in C∞(K), we can find g ∈ E such that 0 < g ⩽ 1U . Then g(t1) > 0 for

some t1 ∈ U . Let f be a scalar multiple of g such that v(t1) < f(t1) < u(t1). It

follows from f ∧ h ⩽ f ∧ u ⩽ f that f ∧ u ∈ E and, therefore, f ∧ u ∈ A. However,

(f ∧ u)(t1) > v(t1), which contradicts A ⩽ v.

(vii) Let u, v ∈ C and f ∈ E ; we need to prove that u+(f ∧ v) = (u+ f)∧ (u+ v).

Let U be the set on which u, v, and f are all different from −∞. Then U is open and

dense, and it is straightforward that the functions u + (f ∧ v) and (u + f) ∧ (u + v)

agree on U . Since they are continuous, they are equal on K.
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(viii) Suppose that supA = supB for two non-empty subsets A and B of C, and

let f ∈ E . It suffices to show that sup(A∧f) ⩽ sup(B∧f). Suppose not. Then there

exists u ∈ A such that u ∧ f ̸⩽ h, where h = sup(B ∧ f). There exists t ∈ K such

that u(t)∧f(t) > h(t). Fix λ ∈ R such that u(t)∧f(t) > λ > h(t). By continuity, we

can find a clopen neighbourhood U of t such that for all s ∈ U we have u(s)∧ f(s) >

λ > h(s) ⩾ v(s) ∧ f(s) for v ∈ B. It follows from u(s) ∧ f(s) > λ > v(s) ∧ f(s) that

u(s) > λ > v(s) for all s ∈ U and v ∈ B. Consider the function w ∈ C(K,R) that is
equal to λ on U and +∞ on K \ U . Then w ⩾ v for all v ∈ B and, therefore, w ⩾ b,

where b = supB. It follows that u(s) > w(s) ⩾ b(s) for all s ∈ U . This contradicts

supA = supB.

This completes the proof of the theorem.

We will now establish some useful properties of C. Here C is as in (1). Let U be a

clopen subset of K. We will see that many properties in C split “nicely” to U and its

complement K \U . Let u, v ∈ C. We say that u and v are disjoint and write u ⊥ v if

their supports are disjoint. It is easy to see that if u and v are in Eu then this concept

agrees with the disjointness there. Furthermore, if u ⊥ v then u∨v = u+v. We define

the product v1U pointwise; clearly, v1U ∈ C. We have v1U ⊥ v1K\U and, therefore,

v = (v1U) ∨ (v1K\U) = (v1U) + (v1K\U). From the way we defined operations on C,

we easily see that (u + v)1U = u1U + v1U . We write ∞1U for the function that is

constant infinity on U and constant zero on K \U ; clearly, it is in C. For A ⊆ C, we

write A ·1U = {v1U : v ∈ A}. It is clear that the sets A ·1U and A ·1K\U are disjoint;

it follows from A · 1U ⩽ ∞1U and A · 1K\U ⩽ ∞1K\U that their suprema are disjoint

as well. It follows that

supA = sup(A · 1U) ∨ sup(A · 1K\U) = sup(A · 1U) + sup(A · 1K\U).

Lemma 2.2.3. For every u ∈ C and A ⊆ E, sup(u+ A) = u+ supA.

Proof. For every f ∈ A we have f ⩽ supA, so that u+ f ⩽ u+ supA and, therefore,

sup(u + A) ⩽ u + supA. For the converse inequality, consider first the special case

when u ∈ C∞(K). Then −u ∈ C∞(K) and we have supA = sup(−u + u + A) ⩽

−u+ sup(u+ A), so that u+ supA ⩽ sup(u+ A).

For the general case, let U be the closure of {u < ∞}; observe that U is clopen.

By the preceding discussion, we have

sup(u+ A) = sup
(
(u+ A) · 1U

)
+ sup

(
(u+ A) · 1K\U

)
and

u+ supA =
(
u1U + sup(A · 1U)

)
+
(
u1K\U + sup(A · 1K\U)

)
8



It suffices to prove that

sup
(
(u+A)·1U

)
⩾ u1U+sup(A·1U) and sup

(
(u+A)·1K\U

)
⩾ u1K\U+sup(A·1K\U).

The latter inequality is satisfied trivially because u is identically infinity on K \ U .

In the former inequality, we essentially reduced everything to C∞(U). Since the

restriction of u to U belongs to C∞(U), we now use the special case to complete the

proof. □

2.3. Uniqueness.

Donner in [Don82] proved that the sup-completion is unique. His proof relies on his

construction of a sup-completion. We now present an alternative proof using our

Theorem 2.0.1 instead (but our proof is built on the same ideas as that in [Don82]).

We need the following variant of Riesz Decomposition Property:

Lemma 2.3.1. Let C be a sup-completion of E. Suppose that x ⩽ u + v for some

x ∈ E and u, v ∈ C with v ⩾ 0. Then there exist y, z ∈ E such that x = y + z, y ⩽ u,

and z ⩽ v.

Proof. Since x ∧ u ∈ E by (iv), we can define y = x ∧ u and z = x − x ∧ u in E .
We clearly have x = y + z and y ⩽ u. It is left to verify that z ⩽ v. Since z ∈ E ,
v − z = v + (−z) is defined. Using (vii), we get

v − z = (v − x) + x ∧ u = (v − x+ x) ∧ (v − x+ u) = v ∧ (u+ v − x) ⩾ 0.

□

Theorem 2.3.2. Sup-completion of an order complete vector lattice is unique. That

is, if C and D are two sup-completions of E then there exists a bijection J : D → C

such that u ⩽ v iff Ju ⩽ Jv, J(αu) = αJu, and J(u + v) = Ju + Jv when u, v ∈ D

and α ⩾ 0, and J agrees with the identity on E.

Proof. WLOG, C is the sup-completion that we constructed in Theorem 2.0.1, i.e., C

is as in (1). For a non-empty set A ⊆ E , we define J
(
supD A) = supC A. Let’s verify

that J is well-defined. Suppose that A and B are two non-empty subsets of E with

supD A = supD B. For every a ∈ A, (viii) yields

a = supD(A ∧ a) = supD(B ∧ a) = supX(B ∧ a) ⩽ supC B.

It follows that supC A ⩽ supC B. The opposite inequality is similar. It is left to verify

that J is defined on all of D: if u ∈ D then it follows from (vi) that u = supD A

where A = {x ∈ E : x ⩽ u}. Hence, J(u) = supC A, that is,

(2) J(u) = supC{x ∈ E : x ⩽ u}
9



Since the definition of J is symmetric, it is easy to see that J is a bijection, with

the inverse given by J−1
(
supC A) = supD A for A ⊆ E . It is straightforward that

J(αu) = αJ(u) when u ∈ D and α ⩾ 0. It follows from (2) that u ⩽ v implies

J(u) ⩽ J(v). Since the definition of J is symmetric, the converse is also satisfied,

hence u ⩽ v iff J(u) ⩽ J(v).

It is left to show that J is additive. If u ∈ D and y ∈ E , it follows from (2) and

Lemma 2.2.3 that

J(y + u) = supC

{
x ∈ E : x ⩽ y + u

}
= supC

(
y + A) = y + supC A = y + J(u),

where A = {x ∈ E : x ⩽ u}. Now fix u, v ∈ D. Put A = {x ∈ E : x ⩽ u} and

B = {y ∈ E : y ⩽ v}. Then u = supD A and v = supD B by (vi), and J(u) = supC A

and J(v) = supC B by (2). Fix x ∈ A and y ∈ B. We have x+ y ⩽ u+ v. It follows

from (2) that x + y ⩽ J(u + v), so that x ⩽ J(u + v) − y. Taking supremum in C

over x ∈ A, we get J(u) ⩽ J(u + v) − y and, therefore, J(u) + y ⩽ J(u + v). By

Lemma 2.2.3, we have

J(u)+J(v) = J(u)+supC B = supC(J(u)+B) = supC{J(u)+y : y ∈ B} ⩽ J(u+v).

To prove the other inequality, we first assume that v ⩾ 0. Note that J(u + v) =

supC B, where B = {x ∈ E : x ⩽ u + v}. For every x ∈ B, find y and z as in

Lemma 2.3.1. It follows that

B ⊆ {y ∈ E : y ⩽ u}+ {z ∈ E : z ⩽ v} ⩽ J(u) + J(v),

so that J(u+ v) ⩽ J(u) + J(v).

Finally, if u and v are two arbitrary elements of D, it follows from v− ∈ E that

J(u+v) = J(u+v+−v−) = J(u+v+)−v− ⩽ J(u)+J(v+)−v− = J(u)+J(v+−v−) =

J(u) + J(v). □

2.4. Applications.

We now use our representation of sup-completion to provide simple proofs of several

results of [Azo19, AN22]. We write Eu and Es for the universal completion and

the sup-completion of E , respectively. As before, we represent E as an order dense

sublattice of C∞(K) for some extremally disconnected compact K; we represent Es

as in Theorem 2.0.1.

We start by revisiting Corollary 7 in [Azo19]. It follows immediately from Theo-

rem 2.0.1 that every non-negative function in C(K,R) belongs to Es. In particular,
10



we have Eu
+ ⊆ Es. Suppose now that Y is an order dense order complete sublattice

of E . Then clearly Y is still order dense in C∞(K), hence C∞(K) = Y u, and

Y s =
{
u ∈ C(K,R) : u ⩾ f for some f in Y

}
.

It follows that both (Es)+ and (Y s)+ consist of all non-negative function in C(K,R)
and, therefore, (Es)+ = (Y s)+. Note that if Y s = Es then Y = E because every

negative f ∈ E belongs to Y by (iv).

Recall that if E has a weak unit e, one can choose the representation so that e = 1.

Proposition 2.4.1 ([Azo19]). If e is a weak unit in E+ and 0 ⩽ u ∈ Es then u =

supn(ne ∧ u).

Proof. WLOG, e = 1. Let v = supn(n1 ∧ u). Clearly, v ⩽ u. Fix t ∈ K. Then

v(t) ⩾ n ∧ u(t) for all n. Considering separately the cases when u(t) = ∞ and when

u(t) < ∞, we see that v(t) ⩾ u(t) and, therefore, v ⩾ u. □

By Maeda-Ogasawara theory (see, e.g., Chapter 7 in [AB03]), there is a one-to-one

correspondence between clopen subsets of K and bands in E : if U be a clopen set

in K then the set {x ∈ E : suppx ⊆ U} is a band in E , and every band in E is of

this form; we denote it by BU . The corresponding band projection PU is given by

PUx = x · 1U . It is clear that the universal completion of BU is C∞(U) and, hence

the sup-completion of BU can be computed as in Theorem 2.0.1.

In particular, for a ∈ E , the principal band projection Pa is given by the following:

for x ∈ E and t ∈ K, we have

(Pax)(t) =

x(t) if t ∈ U , and

0 otherwise ,
where U = {a ̸= 0}.

The preceding formula clearly extends to the case when a ∈ Es, yielding a band

projection on E .
In Theorem 15 of [AN22], the authors prove that every element u in Es can be split

into its finite and infinite parts. Using our representation, this is now easy: let U be

the closure of {u < ∞}, then the finite part E of u is defined as x = PUu and is the

function that agrees with u on U and vanishes on UC , while the infinite part w of

u is defined as PUCu and is the function that vanishes on U and is identically ∞ on

UC . Clearly, u = x + w and x ⊥ w. It follows from x ∈ C∞(K) that x ∈ Eu. It

follows from u ∈ Es that u ⩾ f for some f ∈ E , hence PUu ⩾ PUf and, therefore,

x ∈ Es. Clearly, u ∈ Eu iff its infinite part w equals zero and u equals x, its finite

part. Note also that x may be viewed as the restriction of u to U ; so we may view x

as an element of C∞(U) and of U s.
11



We will now present a simple proof of Riesz Decomposition Theorem in Es; cf. Lemma 2.3.1,

[Azo19, Lemma 1], and [AN22, Lemma 8].

Lemma 2.4.2. Suppose that x ⩽ u + v for some x, u, v ∈ Es. Then there exist

y, z ∈ Es such that x = y + z, y ⩽ u, and z ⩽ v.

Proof. We will decompose K into a disjoint union of clopen sets, define y and z on

those sets, and then concatenate the functions to form the final decomposition. Let

A = {u = ∞}◦, B = {v = ∞}◦, and C = {x = ∞}◦. It is clear that these three

sets are clopen, the functions u, v, and x are constant infinity on the corresponding

sets, and C ⊆ A ∪ B. The restrictions of the functions to U := K \ (A ∪ B) are in

C∞(U), so we use the classical Riesz Decomposition Theorem for vector lattices to

define y and z on U . On A ∩B, we define y = x and z = 0. On (A ∩ C) \B, we put

y = x = ∞ and z = v. On A \ (B ∪ C), we put z = v and y = x − v (note that −v

exists on this set). It is now easy to verify that y and z satisfy the requirements of

the lemma on these sets. We handle (B ∩ C) \ A and B \ (A ∪ C) similarly. □

Theorem 2.4.3 ([Azo19]). Let e ∈ E+ be a weak unit and u ∈ Es. Then

u /∈ Eu iff inf
λ∈(0,∞)

P(u−λe)+e > 0.

Proof. WLOG, we may chose the representation so that e = 1. Let v = infλ∈(0,∞) vλ,

where vλ = P(u−λ1)+1. Suppose that u /∈ Eu. Then Int{u = ∞} in non-empty; denote

this set by V . For every t ∈ V and every λ ∈ (0,∞) we have (u − λ1)+(t) = ∞, so

that vλ(t) = 1. It follows that vλ ⩾ 1V and, therefore, v ⩾ 1V > 0.

Conversely, suppose that v > 0. Then the set W := {v > 0} is open. Fix t ∈ W .

For every λ ∈ (0,∞) it follows from vλ ⩾ v that vλ(t) > 0, so that (u− λ1)+(t) > 0

and, therefore, u(t) ⩾ λ. It follows that u(t) = ∞ for all t ∈ W and therefore,

u /∈ C∞(K). □

It is proved in Theorem 19 in [AN22] that if 0 ⩽ u ∈ Es and e is a weak unit in E
then Pwe = infλ∈(0,∞) P(u−λe)+e, where w is the infinite part of u. This fact can now

be easily proved analogously to Theorem 2.4.3. Other properties of decompositions

of u into the finite and the infinite part in [AN22] can be proved in a similar way.

Fix a weak unit e in E+. WLOG, we may assume that e corresponds to 1 in the

C∞(K) representation of Eu. Similarly to how we defined addition on C∞(K), one

can define multiplication, making Eu into an f-algebra with e being a multiplicative

unit. Recall that (Es)+ consists of all continuous positive functions from K to [0,∞].

Similarly to how we defined addition on Es, we can define product on (Es)+. That

is, uv = w iff u(t)v(t) = w(t) for all t in an open dense set; we again follow the
12



convention that 0 · ∞ = 0. It is easy to see that the resulting product agrees with

that defined in Section 3.2 of [AN22].

Recall the following well-known fact of vector lattice theory: given any identity or

inequality that involves finitely many variables, and linear and lattice operations, if

it is valid in R then it remains valid in every vector lattice. This fact follows easily

from Krein-Kakutani Representation Theorem, see, e.g., [AB06, Theorem 4.29]. For

example, the identity (x − y)+ ∧ (y − z)+ ∧ (z − x)+ = 0 is valid in R (for any

x, y, z ∈ R) and, therefore, it is valid in every vector lattice. We will now extend this

idea to sup-completions.

Proposition 2.4.4. Consider a formula

(3) Φ(r1, . . . , rn) ⩽ Ψ(r1, . . . , rn),

where r1, . . . , rn are formal variables and Φ and Ψ are expressions only involving

addition, positive scalar multiplication, ∨, and ∧. Suppose that (3) is valid when

r1, . . . , rn are interpreted as (arbitrary) elements of R. Then (3) remains valid if

r1, . . . , rn are interpreted as elements of Es.

Proof. Both Φ(r1, . . . , rn) and Ψ(r1, . . . , rn) are continuous functions on Rn, increasing

in every variable. It follows that they may be extended continuously to functions from(
R∪{∞}

)n
to R∪{∞}, and inequality (3) remains valid for all r1, . . . , rn ∈ R∪{∞}.

Now let x1, . . . , xn ∈ Es; view them as functions in C(K,R). Put A =
⋃n

i=1{xi =

−∞}; then A is nowhere dense. By the preceding argument, we have

Φ
(
x1(t), . . . , xn(t)

)
⩽ Ψ

(
x1(t), . . . , xn(t)

)
for all t ̸∈ A. It follows from the way we defined operations in Es that Φ(x1, . . . , xn) ⩽

Ψ(x1, . . . , xn) where the expressions are interpreted in Es. □

Remark 2.4.5. If we restrict x1, . . . , xn to (Es)+ then we may, in a similar way, allow

the formulae Φ and Ψ to involve products; in this case, it suffices to verify (3) for all

r1, . . . , rn ∈ R+.

The method described above allows us to immediately deduce various identities

and inequalities in Es, e.g., x + (y ∨ z) = (x + y) ∨ (x + z), x + y = x ∨ y + x ∧ y,

x(y + z) = xy + xz, etc; cf. Lemmas 11, 12, and 24 in [AN22].

2.5. Convergence in Sup-Completion.

We now use the representation from the above sections to obtain a criterion for

order convergence in a sup-completion. The results in this section are motivated by
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the results from Section 3 of [BT22] and use many of the results from that paper.

The general idea is to split elements of the sup-completion into its finite and infinite

parts, study the convergence on them separately and, combine the results in the end

to obtain convergence over the sup-completion. While Es is not a vector lattice, it

is still a lattice and we can consider order convergence in it. We state the following

definition of order convergence in a lattice below:

Definition 2.5.1. Given a net (xα)α∈∆ in Es and x ∈ Es, we say that xα
o−→ x if there

exists two nets (aγ)γ∈Γ and (bγ)γ∈Γ such that aγ ↑ x, bγ ↓ x, and for every γ ∈ Γ there

exists α0 ∈ ∆ such that for every α ≥ α0 we have aγ ≤ xα ≤ bγ.

This definition is equivalent to saying that xα
o−→ x if there exists two non-empty

sets A and B such that supA = x = inf B and for every a ∈ A and b ∈ B there exists

α0 such that a ≤ xα ≤ b for all α ≥ α0.

Lemma 2.5.2. For G ⊆ Es
+, supG = ∞1 iff for every non-empty open set U and

every n ∈ R+ there exists a non-empty open set V ⊆ U and g ∈ G with g(t) > n for

all t ∈ V .

Proof. Suppose that supG ̸= ∞1. Then there exists f ∈ Es
+ with G ≤ f < ∞1.

Hence, there exists a point t ∈ K such that f(t) < ∞. Since K is a totally discon-

nected space, we can find a clopen subset U ⊂ K containing t such that f(U) < ∞.

Hence, by compactness there exists n ∈ N such that f is less than n on U . It follows

that every g ∈ G is less than n on every open subset V of U .

Suppose now that there exists an open non-empty set U and n ∈ R+ such that

for every non-empty open subset V ⊆ U and g ∈ G there exists t ∈ V such that

g(t) ≤ n. So for a given g ∈ G, we have that {g ≤ n} is a closed set and it intersects

every open subset of U . This implies that {g ≤ n} contains U . Thus, we have that

∩g∈G{g ≤ n} ⊇ U and clearly, supG ≤ ∞1U
c + n1U < ∞1. □

Lemma 2.5.3. For G ⊆ Es, TFAE:

(i) supG = ∞1

(ii) There exists a dense set D such that supg∈G g(t) = ∞ for every t ∈ D;

(iii) There exists a co-meagre set D such that supg∈G g(t) = ∞ for every t ∈ D.

Proof. By Lemma 2.5.2, we have (ii) implies (i). Also, (iii) implies (ii) since in a Baire

space, a co-meagre set is dense. Thus, it remains to prove (i) implies (iii). Let us

assume that supG = ∞1. Then for n ∈ N let us denote Vn :=
⋃

g∈G{g > n} which is

clearly an open set. By Lemma 2.5.2, for every open set U , we have that there exists

a t ∈ U and g ∈ G such that g(t) > n and thereby, t ∈ Vn. Hence, Vn is an open
14



dense subset of K. Let D :=
⋂

n∈N Vn. Then D is a co-meagre set such that for every

t ∈ D and n ∈ N, we have supg∈G g(t) ≥ n. This results in supg∈G g(t) = ∞ for every

t ∈ D. □

Lemma 2.5.4. Let X ∈ Es
+ and (aγ), (bγ) ⊂ Es

+ such that aγ ↑ X and bγ ↓ X. Then

there exists a co-meagre set M ⊆ K such that aγ(t) ↑ X(t) and bγ(t) ↓ X(t) for every

t ∈ M .

Proof. Let us denote U = {X < ∞}, which gives that U is a clopen set and X1U ∈
C∞(K). WLOG, we can assume that every element of the net bγ is finite on the set

where X is finite. If not we can replace bγ with bγ ∧ (X + 1) since bγ ↓ X if and only

if bγ ∧ (X+1) ↓ X. So now let us split all the elements as follows: aγ = aγ1U +aγ1Uc

and bγ = bγ1U + bγ1Uc . This results in aγ1U ↑ X1U , aγ1Uc ↑ X1Uc , bγ1U ↓ X1U

and bγ1Uc ↓ X1Uc . Clearly, aγ1U ∈ C∞(K)+ since aγ1U ≤ X1U ∈ C∞(K)+. Simi-

larly, bγ1U ∈ C∞(K)+ since bγ1U ≤ X1U + 1U ∈ C∞(K)+. Hence, by [Remark 4.1,

[BT22]], there exists a co-meagre subset of U such that convergence on it is pointwise.

Thus, it remains to show that upward convergence on U c is pointwise on a co-

meagre set. Note that the value for X on U c is ∞ everywhere. When bγ1Uc ↓ X1Uc ,

we clearly have that bγ1Uc(t) = ∞ = X1Uc(t) for every t ∈ U c. Let us denote

G = (aγ1Uc)n∈N ⊂ Es
+. Then supG = ∞1Uc and by applying Lemma 2.5.3 we get

that there exists a co-meagre subset V of U c such that aγ(t) ↑ ∞ for every t ∈ V .

Therefore, upon combining the co-meagre subsets of U and U c, we obtain the desired

co-meagre subset M of K where aγ(t) ↑ X(t) and bγ(t) ↓ X(t) for every t ∈ M . □

Theorem 2.5.5. Let X ∈ Es
+ and (Xα)α∈∆ ⊂ Es

+. Then Xα
o−→ X iff for every non-

empty open set U and every n ∈ N there exists a non-empty clopen V ⊆ U and an

index α0 such that at least one of the following is true:

• Xα, X are finite on V and |Xα −X| is less than 1
n
on V whenever α ≥ α0.

• Xα, X ≥ n on V whenever α ≥ α0.

Proof. Let us suppose that Xα
o−→ X. Fix a non-empty set U and n ∈ N. Let us

denote W := {X = ∞}◦ and consider the case when W ∩ U is non-empty. Then

there exists two nets (aγ)γ∈Γ and (bγ)γ∈Γ such that aγ ↑ X, bγ ↓ X, and for every

γ ∈ Γ there exists α0 ∈ ∆ such that for every α ≥ α0 we have aγ ≤ Xα ≤ bγ. Clearly,

aγ ↑ X implies that aγ · 1W ↑ X · 1W . Since, W is a clopen set, we can consider the

functions aγ · 1W , X · 1W to belong to [C∞(W )]s. Then upon applying Lemma 2.5.2

we get that there exists a clopen set V ⊆ W ∩ U and γ ∈ Γ with aγ(t) > n for all
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t ∈ V . Therefore, we have Xα(t), X(t) ≥ n for all α ≥ α0 and t ∈ V .

Instead suppose that W ∩U is empty. By multiplying the net by 1W c , we have that

Xα · 1W c
o−→ X · 1W c . This is true because, aγ · 1W c and bγ · 1W c remain an eventual

lower and upper bound respectively. However, we also have that (Xα · 1W c) ∧ (X ·
1W c + 1W c)

o−→ X · 1W c . But since all the functions belong to C∞(K)+, we have that

(Xα · 1W c)∧ (X · 1W c + 1W c)
uo−→ X · 1W c and using [Remark 4.1, [BT22]] we get that

there exists a non-empty open set V ⊆ U and α0 such that

|(Xα · 1W c) ∧ (X · 1W c + 1W c)−X · 1W c |(t) ≤ 1

n

for all α ≥ α0 and t ∈ V . But this clearly implies that Xα, X are finite on V and

|Xα −X| is less than 1
n
on V whenever α ≥ α0.

We shall now prove the converse. Fix an open non-empty set U and n ∈ N. Let

V and α0 be as in the assumption. Let us suppose that the first condition is true,

then |Xα−X| is less than 1
n
on V whenever α ≥ α0. This implies that Xα and X are

finite on the clopen set V and thus, Xα ·1V , X ·1V ∈ C(K)+ for all α ≥ α0. Then set

h = X1V − 1
n
1V and g = X + 1

n
1V +∞1V c . Thus, we have that h ≤ X,Xα ≤ g for

every α ≥ α0. Now if the second condition is true, set g = ∞1 and h = n1V . Since

Xα, X ≥ n on V whenever α ≥ α0 we get that h ≤ X,Xα ≤ g.

Upon repeating this process for every pair (U, n) where U is an open set in K, we

get a collection of functions g and h which we shall denote by G and H respectively.

Clearly supH ≤ X and inf G ≥ X. Using Lemma 2.5.2, we can deduce that (supH) ·
1{X=∞}◦ = ∞1{X=∞}◦ . From the above step, we have that {X = ∞}◦ ⊆ {g =

∞}, ∀g ∈ G and thus, (inf G) · 1{X=∞}◦ = ∞1{X=∞}◦ . On the other hand, if U is an

open subset of {X < ∞} then by compactness of the clopen subsets and by passing

to a sequence of clopen sets, we can find a point t ∈ U such that (supH)(t) = X(t)

and (inf G)(t) = X(t). Hence, supH and inf G are equal to X on a dense set and

therefore, inf G = X and supH = X. Pick any g ∈ G and h ∈ H. Then there exists

α1, α2 ∈ ∆ such that for every α ≥ α1 we have Xα ≤ g and for every α ≥ α2 we have

h ≤ Xα. Finally denoting α0 = α1 ∨ α2 proves that Xα
o−→ X. □

The above topological property allows us to deduce properties regarding the order

convergence in the sup-completion.

Theorem 2.5.6. Let X ∈ Es
+ and (Xα)α∈∆ ⊂ Es

+. If Xα
o−→ X then Xα converges to

X pointwise on a co-meagre set. The converse is true for countable nets.
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Proof. Suppose that Xα
o−→ X. Then there exists two nets (aγ)γ∈Γ and (bγ)γ∈Γ such

that aγ ↑ X, bγ ↓ X, and for every γ ∈ Γ there exists α0 ∈ ∆ such that for every

α ≥ α0 we have aγ ≤ Xα ≤ bγ. By Lemma 2.5.4, we have that there exists a co-

meagre set M such that aγ(t) ↑ X(t) and bγ(t) ↓ X(t) for every t ∈ M and, therefore,

limαXα(t) = X(t).

WLOG, we prove the converse for sequences. Let Xn be a sequence that converges

to X on a co-meagre set D. Fix an non-empty open set U and n ∈ N. Let us first

assume that there exists a non-empty clopen subset V of U such that X is equal to

infinity on V . Then due to pointwise convergence on a co-meagre subset of V and by

Lemma 2.5.3, we know that sup(Xn · 1V ) = ∞1V = X · 1V . On the other hand, let

us assume that there exists no clopen subset of U such that X is equal to infinity on

them. i.e., X1U ∈ C∞(K). So consider Yn = Xn ∧ (X + 1). Then Yn1U ∈ C∞(K)

and therefore Yn1U converges to X1U pointwise on a co-meagre subset of U . Then

using [Remark 4.1, [BT22]], we have that Yn1U
uo−→ X1U in C∞(K) and therefore,

Yn1U
o−→ X1U in C∞(K). Thus, there exists an open subset V of U and an index n0

such that for all n ≥ n0, we have |Yn − X| ≤ 1
n
on V . Then applying Lemma 2.5.5

finishes the proof. □

17



3. Basics of Measure-Free probability

Conditional expectations have been studied in an operator theoretic setting in

[Rao76, GdP02], as positive operators acting on Lp−spaces. In [KLW04a, KLW05,

Kuo06], it is shown that many of the fundamental results about conditional expecta-

tion operators and stochastic processes can be formulated and proved in the measure-

free framework of vector lattices. In this Chapter, the generalized vector lattice defi-

nitions of many of the concepts from classical probability theory are provided as well

as the motivation behind these definitions. This chapter serves as a preliminary to

the Chapters 4 and 5 and does not contain any original work by the author.

In Section 3.1, we recall the classical definitions of a conditional expectation opera-

tor. After reviewing some basic properties of this definition, a generalized definition of

a conditional expectation operator in a vector lattice is produced. As in the classical

probability theory, we then show that this operator can be extended to its natural do-

main using the sup-completion. Until recently, there was uncertainty about whether

this generalized conditional expectation operator could be constructed in vector lat-

tices other than Lp spaces. In [Amo22], the author constructed the example of a

conditional expectation operator on C(K), which we will detail in the end of the

Section.

We then turn our attention to martingales and filtrations. In Section 3.2, after

reviewing some properties, the generalized definition of a sub (super) martingale and

filtration in a vector lattice is inferred. It is then shown that many of the properties

of martingales from classical probability theory can be stated in the vector lattice

setting, such as the Doob-Meyer decomposition theorem for sub (super) martingales.

This finally allows us to study discrete stopping times in vector lattices in Section 3.3.

Stopping times on vector lattices are defined as increasing families of projections. We

also define stopped processes and the stopped conditional expectation here, and show

the compatibility of the stopped process and stopped conditional expectation. We

conclude with stating the vector lattice versions of the optional stopping theorems.

3.1. Conditional expectation operator.

Throughout this chapter, we fix (Ω,F , µ) to be a probability space and denote χ

to be the constant one function in L1(µ) := L1(Ω,F , µ). A random variable is a real
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valued element of L1(µ) and the expectation of the random variable f is

E(f) =
∫
Ω

fdP

For Σ a sub−σ−algebra of F , an element g ∈ L1(Ω,Σ, µ) is called the conditional

expectation of f relative to Σ if g is Σ−measurable and∫
A

gdµ =

∫
A

fdµ

for all A ∈ Σ. In this case, we denote g by E[f |Σ]. Conditional expectations play

an important role in probability theory and satisfy some nice properties. Namely,

E(·|Σ) : L1(µ) → L1(Ω,Σ, µ) is a projection on L1(µ) since L1(Ω,Σ, µ) ⊆ L1(µ).

Moreover, E(·|Σ) is a positive linear map. As µ is a probability measure, the con-

stant function χ is a weak unit in L1(µ). Also f ∈ L1(µ) is a weak unit of L1(µ) if

and only if f > 0 a.e., and in this case E(f |Σ) is a weak unit of L1(Ω,Σ, µ). We refer

the reader to [Wil91] for more information on conditional expectations on probability

spaces.

In the fact the above mentioned properties characterize conditional expectations.

This is due to the result by [Rao76], which relates contractive projections to condi-

tional expectations.

Theorem 3.1.1. If T : L1(µ) → L1(µ) is a positive contractive projection with

Tχ = χ, then Tf = E(f |Σ) where f ∈ L1(Ω,Σ, µ), for a unique σ−algebra Σ ⊂ F .

Conditional expectations also are also order continuous. That is, if fn is an almost

everywhere (a.e.) increasing sequence in L1(µ) with a.e. pointwise limit f ∈ L1(µ),

then E(fn|Σ) is an increasing sequence in L1(Ω,Σ, µ) with a.e. pointwise limit E(f |Σ).
We summarize the above properties of conditional expectation in the following:

(i) f → E(f |Σ) is linear;
(ii) if f ≥ 0 then E(f |Σ) ≥ 0;

(iii) E(χ|Σ) = χ;

(iv) E[E(f |Σ)|Σ] = E(f |Σ), i.e. E(·|Σ) is idempotent;

(v) If fn ↑ f in L1(Ω,F , P ) then E(fn|Σ) ↑ E(f |Σ) in L1(Ω,Σ, P ), i.e. E(·|Σ) is
order continuous.

Therefore, it is evident from properties i-v, that a conditional expectation is a linear

positive order continuous projection on L1(µ), that maps weak units to weak units

and has range which is an order complete sublattice of L1(µ). Now it is easy to see

that the properties above are stated using using lattice terminology can be used to
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define a conditional expectation operator on arbitrary vector lattices. Now in order

to generalize the property E(χ|F) = χ, we assume that our vector lattice has a weak

unit and require that the conditional expectation of a weak unit is again a weak unit.

These properties along with the following Theorem 3.1.2, motivate Definition 3.1.3

for conditional expectation operators on a vector lattice.

Theorem 3.1.2 (Theorem 2.2, [KLW05]). Let E be a vector lattice with weak unit

and T be a positive order continuous projection on E. There is a weak unit e of E
with T (e) = e if and only if T (w) is a weak unit of E for each weak unit w in E.

Definition 3.1.3 (Definition 2.3, [KLW05]). Let E be a vector lattice with weak unit.

A positive order continuous projection F on E with range, R(F), an order complete

vector sublattice of E , is called a conditional expectation operator if F(e) is a weak

unit of E for each weak unit e in E .

Of course, if E = L1(µ) is a probability space and Σ is a sub−σ−algebra of F , then

E has the weak unit e = χ and

Ff = E(f |Σ)
is a vector lattice conditional expectation operator on E with Fe = e.

Conditional expectation operators satisfy an averaging property [[KLW05], Theo-

rem 5.3]. That is, if f ∈ R(F) and g ∈ E with fg ∈ E then F(fg) = fF(g), where the
product of two elements is done in the universal completion of E . We also note that

the range of a strictly positive conditional expectation operator is a regular sublattice

of E .

Remark 3.1.4. Let X be a vector lattice and let Y be an order complete vector

lattice. Then Veksler’s Theorem [AB06] states that every positive order continuous

operator T : X → Y can be uniquely extended to a positive order continuous operator

T̃ : Xδ → Y where Xδ is the order completion of X. This extension is defined as

T̃ x = supT ([0, x] ∩X) for x ∈ Xδ
+. Thus, every conditional expectation operator F

on E can be uniquely extended to define a conditional expectation operator on Eδ.

Hence, WLOG we can consider our conditional expectation operator to be defined

on an order complete vector lattice. In fact, a conditional expectation operator can

be extended to a domain larger than the order completion of E . We delve into this

extension below.

In probability theory every conditional expectation operator F can be extended

to a conditional expectation F̃ on the, so called, natural domain of F, denoted by
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dom(F), see [GdP02]. In [KLW05], the authors studied the analogue of this extension

for conditional expectation operators on vector lattices. They showed that for any

conditional expectation F on E , there exists a largest vector sublattice of Eu called

the natural domain of F, to which F extends uniquely to as a conditional expectation

operator. The natural domain of F is denoted by L1(F). Below, we briefly detail the

construction of this domain for strictly positive conditional expectation operators on

vector lattices. This natural domain satisfies some nice properties. In particular in

[GLM14], it was proven that if the conditional expectation F is extended to a condi-

tional expectation F̃ on dom(F), then R(F̃) = R(F)u. i.e., the range of the extension
is actually an f-algebra.

The following proof extends the domain of a strictly positive conditional expecta-

tion operator. We refer the reader to [Kuo06] for a proof not requiring the conditional

expectation operator to be strictly positive. Let D be the set of elements x in Eu
+ for

which there is a net (xα) in E such that xα ↑ x and (Fxα) is bounded in Eu. Then

set Fx = supFxα ∈ Eu for x ∈ D and L1(F) = D − D. It is shown that F is well

defined on D and that F remains a conditional expectation operator on D − D. In

[GLM14], the authors suggested an alternate (and equivalent) approach to define the

natural domain of F using the sup-completion Es. We detail this construction here

as proven in [Azo19]. Let A denote the collection of elements 0 ≤ x ∈ Es such that

Fx := supFxα ∈ Eu where (xα) is any increasing net in E such that xα ↑ x. Then

one can prove that such elements are contained in Eu and then set dom F = A− A.

It will be enough to prove that the set A is in fact the same as the set denoted above

by D. Assume by contradiction that x ∈ A \ Eu . Then there exists u > 0 such that

x ≥ nu for all n ∈ N, so then Fx ≥ nFu. So Fu = 0 which contradicts the fact that F
is strictly positive. Since Eu

+ ⊆ Es
+, it follows that D ⊂ A which completes the proof.

In view of this, given a conditional expectation operator F on E , we shall say that E
is F−universally complete if dom F = E .

To conclude this section, we construct an example of a conditional expectation

operator on a C(K) space. The following example was constructed by Ben Amor in

[Amo22]. The definitions below can be found in [BKM21].

Definition 3.1.5. Let K be a Tychonoff space. We call a point x ∈ K perfectly

disconnected in K if it is not simultaneously an accumulation point of two disjoint

subsets. If every point of K is perfectly disconnected, then K called perfectly discon-

nected.
21



Definition 3.1.6. Let K be a topological space. The Alexandroff duplicate of K is

the space created by taking two (disjoint) copies of K, say A(K) = K ∪K ′.

From the definition, we have that every perfectly disconnected space is extremally

disconnected. In [Theorem 2.4, [BKM21]] the authors prove that if K is perfectly

disconnected and the set of isolated points of K is clopen then A(K) is extremally

disconnected. We now, construct an example of a conditional expectation operator

on a C(K) space.

Theorem 3.1.7. Let K be a perfectly disconnected, compact Hausdorff space such

that the set of isolated points of K is clopen. Then there exists a non trivial strictly

positive conditional expectation operator on C(A(K)).

Proof. Consider the map T : C(A(K)) → C(A(K)) that maps f → g where g(x) =
f(x)+f(x′)

2
for every x in A(K). We will prove that T is a conditional expectation

on C(A(K)). With the pointwise order, it is clear that T is strictly positive, order

continuous and satisfies T1 = 1.

Moreover, T is a projection since for all f ∈ C(A(K)) and for all x in A(K), we

have

T ◦ T (f(x)) = T

(
f(x) + f(x′)

2

)
=

1

2
(T (f(x)) + T (f(x′)))

=
1

2

(
f(x) + f(x′)

2
+

f(x′) + f(x)

2

)
= T (f(x)).

Observe that

R(T ) = {g ∈ C(A(K)) such that g(x) = g(x′) for all x ∈ A(K)}.

It remains to show that R(T ) is an order complete vector sublattice of C(A(K)).

However to show this we recall [Theorem 3.1, [AAP94]] which states that the range

of a positive projection on an order complete vector lattice is order complete. This

completes the proof. □

3.2. Martingales and Filtrations.

For the rest of this Chapter, we shall assume E to be an order complete vector lattice

with a weak unit e.
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On the probability space (Ω,F , µ) a filtration is an increasing family of sub−σ−algebras

of F . The law of total expectation gives that

E[E[f |Σi]|Σj] = E[f |Σi] = E[E[f |Σj]|Σi]

for i ≤ j and f ∈ L1(Ω,F , µ). However, as E[·|Σi] is a projection, we can rewrite this

as

R(E[·|Σi]) ⊂ R(E[·|Σi+1])

for all i ∈ N, and requiring that the family of conditional expectations commute.

This allows to formulate the following definition for the filtration on a vector lattice.

Definition 3.2.1. A filtration on E is a family of conditional expectations, (Fi)i∈N,

on E with FiFj = FjFi = Fi for all j ≥ i.

Filtrations play a critical role in probability theory and are a foundation for mar-

tingale theory. So having the above definition in hand allows for defining submartin-

gales and supermartingales in vector lattices. However, we shall first need to define

stochastic processes first. A stochastic process is simply a collection of random vari-

ables indexed by a subset of R+. That is, (Xt)t∈T is said to be stochastic process if

Xt ∈ L1(µ) for all t ∈ T where T ⊂ R+. The stochastic process (Xt)t∈T is said to

be adapted to a filtration, (Σt)t∈T , if Xt is an Σt−measurable function for every t ∈ T .

On the probability space (Ω,F , µ), the family of pairs (fi,Fi)i∈N is called a sub-

martingale if (Fi)i∈N is a filtration, fi ∈ L1(Ω,Fi, µ) for each i ∈ N and E[fj|Fi] ≥ fi,

for all j ≥ i. Similarly, the family of pairs (fi,Fi)i∈N is called a supermartingale

if (Fi)i∈N is a filtration, fi ∈ L1(Ω,Fi, µ) for each i ∈ N and E[fj|Fi] ≤ fi, for all

j ≥ i. The stochastic process is called a martingale if it is simultaneously both a

submartingale and a supermartingale.

This allows us to formulate the vector lattice definitions of the above concepts. In

the setting of vector lattices, a stochastic process is a collection of elements in the

vector lattice E indexed by a subset of R+. The process (Xt)t∈T is adapted to the

filtration (Ft)t∈T if Xt ∈ R(Ft) for every t ∈ T . The stochastic process is said to

be right continuous if T is an interval and o- lims↓t Xs = Xt. The stochastic process

is said to be discrete if T = N. In this thesis, we shall only concern ourselves with

discrete time stochastic processes. The following is the definition of (sub, super)

martingale in vector lattices.

Definition 3.2.2. If (Xt) is a stochastic process adapted to (Ft), we call (Xt,Ft) a

super-martingale (respectively sub-martingale) if Ft(Xs) ≤ Xt (respectively Ft(Xs) ≥
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Xt) for all t ≤ s. The process is called a martingale if it is a sub-martingale and super-

martingale.

Some the classical results from probability regarding martingales have been ex-

tended to the vector lattice setting in [KLW04a]. We state the vector lattice Doob-

Meyer decomposition proven in [KLW04a] below.

Theorem 3.2.3. Let (fi,Fi) be a discrete sub (super) martingale and let

Aj =

j−1∑
i=1

Fi(fi+1 − fi)

Mj = fj − Aj

for all j ∈ N. Then we have the unique decomposition fi = Mi +Ai, i ∈ N, of (fi,Fi)

with (Mj,Fj) a martingale, (Aj) positive and increasing (negative and decreasing),

A1 = 0 and Aj+1 ∈ R(Fj) for all j ∈ N.

3.3. Stopping times.

In this section, we shall first recall some basic definitions on stopping times. Then

similar to the rest of the chapter, we motivate and state the vector lattice analogues

of the stopping times.

Definition 3.3.1. Let (Σi) denote a filtration on the measure space (Ω,F , µ) and

(fi) ⊂ L1(µ) be a sequence adapted to this filtration.

(a) A stopping time adapted to (Σi) is a map τ : Ω → N ∪ {∞} such that

τ−1({1, . . . , i}) ∈ Σi for each i ∈ N. A stopping time τ is said to be bounded

if there exists n ∈ N such that τ(ω) ≤ n almost everywhere on Ω.

(b) If τ is a bounded stopping time adapted to the filtration, then the stopped

element corresponding to τ is the pair (fτ ,Στ ) where

fτ =
∑
i

fi · χτ−1(i) and Στ = {A ⊂ Ω : A ∩ τ−1({i}) ∈ Σi,∀i ∈ N}.

(c) If τ is a stopping time adapted to the filtration, then the stopped process is

defined to be the sequence of pairs (fτ∧nχ,Στ∧nχ)n∈N.

Let us denote T to be the set of all stopping times adapted to the filtration (Σi).

Then we can define a partial ordering on T as follows. If σ, τ ∈ T, define σ ≤ τ if

and only if σ(ω) ≤ τ(ω) for almost all ω ∈ Ω. With this partial ordering, it is easy

to verify that σ ∨ τ and σ ∧ τ are again stopping times. Some properties of stopping

times and stopped processes are that Στ is a sub-sigma algebra of F and (Στ∧nχ)n∈N
forms a filtration over L1(µ). Moreover, if (fi) ⊂ L1(µ) is adapted to (Σi), then
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(fτ∧nχ)n∈N is adapted to the filtration (Στ∧nχ)n∈N. More information about stopping

times in classical probability theory can be found in [Wil91].

There is a correspondence between a bounded stopping time τ adapted to a fil-

tration (Σi) and a commuting sequence (Pi) of linear band projections on L1(µ), as

was established in [KLW04a]. Indeed, for f ∈ L1(µ), define the projection Pif =

f · χτ−1({1,...,i}) for each i ∈ N. Then, for i ≤ j and 0 ≤ f ∈ L1(µ), the inequality

0 ≤ Pif ≤ Pjf ≤ f gives 0 ≤ Pi ≤ Pj ≤ I, where I denotes the identity function,

which implies (Pi) is an increasing sequence of band projections on L1(µ). Moreover,

(Pi) satisfies PiPj = Pi∧j . This follows directly from identity

χτ−1({1,...,i}) · χτ−1({1,...,j}) = χτ−1({1,...,i})∩τ−1({1,...,j}) = χτ−1({1,...,i∧j})

Lastly, since τ−1({1, . . . , i}) ∈ Σi for each i ∈ N, it follows that

PiE(f |Σj) = χτ−1({1,...,i})E(f |Σj) = E(χτ−1({1,...,i})f |Σj) = E(Pif |Σj)

for all i ≤ j and f ∈ L1(µ).

Thus, a stopping time τ adapted to a filtration (Σi) is an increasing sequence (Pi)

of commuting band projections on L1(µ) for which FjPi = PiFj for all i ≤ j, where

each Fj := E(·|Σj). Furthermore, if τ is bounded, then there exists n0 such that

Pi = I for all i ≥ n0. Motivated by the above observations, we formulate a definition

for a stopping time on a vector lattice:

Definition 3.3.2. Let (Fi)i∈N be a filtration on E . A stopping time P := (Pi)i∈N
is defined to be an increasing sequence of band projections such that P0 = 0 and

FjPi = PiFj whenever i ≤ j.

In particular, each Pi is order continuous, 0 ≤ Pi ≤ I and R(Pi) is a band in E ,
hence an order complete sublattice. Note that Pne ∈ Fn, because Pne = PnFne =

FnPne. The stopping time P := (Pi) is said to be bounded if there exists n0 so that

Pi = I for all i ≥ n0.

It should be noted that if τ ≤ σ are stopping times in L1(µ) then

σ−1({1, . . . , i}) = {ω|σ(ω) ≤ i} ⊂ {ω|τ(ω) ≤ j} = τ−1({1, . . . , j})

for all i ≤ j. As before, if we set Pi(f) = f · χτ−1({1,...,i}) and Si(f) = f · χσ−1({1,...,i})

then

χτ−1({1,...,i}) · χσ−1({1,...,i}) = χσ−1({1,...,i}) = χσ−1({1,...,i}) · χτ−1({1,...,i})
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for all i ≤ j and thus,

SiPj = Si = PjSi for all i ≤ j.

For order continuous positive projections Pi and Si bounded above by the identity

on L1(µ), the above equality is equivalent to Si ≤ Pi for all i ∈ N. Moreover, the

collection of stopping times are a lattice. Given two stopping times, τ and σ in

L1(µ), then we denote the element τ ∧ σ as the map from Ω → N where (τ ∧ σ)(x) =

τ(x) ∧ σ(x). Hence, if we denote by (Pi) and (Si) respectively the projections on

L1(µ) associated with the stopping times τ and σ then Pif = f · χτ−1({1,...,i}) and

Sif = f · χσ−1({1,...,i}) for f ∈ L1(µ) and

(P ∧S)i(f) = f ·χ(τ∧σ)−1({1,...,i}) = f ·χ(τ)−1({1,...,i})∧f ·χ(σ)−1({1,...,i}) = (P )i(f)∧(S)i(f)

Combining the above remarks allows us to define a lattice structure on stopping times

in arbitrary vector lattice. Given two stopping times P = (Pi) and S = (Si) on E , we
denote P ≤ S if Pi ≤ Si for all i ∈ N. Then it follows that (P ∧ S)i := (Pi ∧ Si) and

(P ∨ S)i = (Pi ∨ Si). It is routine to verify that the above gives us a partial ordering

on the set of all stopping times on E and that the collection of stopping times on E
is a lattice.

We now consider stopped processes. As introduced earlier, we denote Pif =

f ·χτ−1({1,...,i}) for f ∈ L1(µ) then the above definition of fτ becomes fτ =
∑

i∈N(Pi −
Pi−1)fi where P0 = 0 and the above sum is finite as the stopping time τ is bounded.

This allows us to state the required generalization for vector lattices.

To generalize the definition of Στ requires us to consider the conditional expectation

E[·|Στ ] instead of the σ−algebra Στ . Here we observe that if f ∈ L1(µ) then

E[f · χτ−1({i})|Στ ] = E[f · χτ−1({i})|Σi] = χτ−1({i}) · E[f |Σi]

and thus

E[f |Στ ] =
∑

E[f · χτ−1({i})|Σi] =
∑

χτ−1({i}) · E[f |Σi]

If we denote Fif = E[f |Σi] then

E[f |Στ ] =
∑

Fi(Pi − Pi−1)f =
∑

(Pi − Pi−1)Fif

Hence the definition of a stopped process in a vector lattice is as follows:

Definition 3.3.3. Let P = (Pi) be a bounded stopping time adapted to the filtration

(Fi) and (Xi) be an adapted stochastic process. Then we denote the stopped element
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as (XP ,FP ) where

XP :=
∞∑
i=1

(Pi − Pi−1)Xi.

and the conditional expectation operator FP : E → E is defined for X ∈ E as

FPX =
∞∑
i=1

(Pi − Pi−1)FiX

Thus from the definition, it is clear that the operator FP returns the stopped

element for the stochastic process (FiX) when the input is X. Before moving on, we

will need to establish that FP is indeed a conditional expectation operator on E . We

shall denote R(FP ) := FP . The following theorems were proven in [KLW04a].

Theorem 3.3.4. Let P be a bounded stopping time, then FP is a positive linear order

continuous projection with

FP = {f ∈ E|Pif ∈ Fi for all i ∈ N}.

Theorem 3.3.5. Let P be a bounded stopping time adapted to the filtration (Fi).

The operator FP : E → E defined for X ∈ E as FPX =
∑∞

i=1(Pi − Pi−1)FiX is a

conditional expectation on E. Moreover, if (Xi) ⊂ E with Xi ∈ Fi for all i ∈ N, then
FPXP = XP .

Given a stopping time P = (Pi) and n ∈ N, we denote P ∧ ne to be the stopping

time with

(P ∧ ne)i =

Pi, i < n

I, i ≥ n

Then given an adapted stochastic process (Xi), we define the stopped process to be

the family of stopped elements (XP∧ne)n∈N. By the above theorems, this stopped

process is adapted to filtration (FP∧ne)n∈N.

To conclude this chapter, we recall some optional stopping time theorems that were

proved in [KLW04a, CL07].

Lemma 3.3.6 (Lemma 4.9, [KLW04a]). Let S ≤ P be bounded stopping times adapted

to the filtration (Fi) on a E. Let (Xi) be an increasing (decreasing) stochastic process

adapted to the filtration (Fi). Then the stopped elements XS and XP satisfy the

inequality XS ≤ (≥)XP .
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Theorem 3.3.7 (Theorem 4.11, [KLW04a]). Let (Xi,Fi) be a (sub, super) martingale

and S ≤ P bounded stopping times adapted to the filtration (Fi), then FSXP (≥,≤) =

XS.
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4. Functional Calculus

A major result in probability theory is Jensen’s inequality and in order to state

it in the setting of vector lattices, we need a functional calculus on our vector lat-

tice E . Grobler created a functional calculus on order complete vector lattices using

the Daniell integral [Gro14b] and this has since played a major role in the theory of

measure-free probability in vector lattices [AT17, AR18, Gro14a, AN]. In the Section

4.1, we briefly recall the construction of the functional calculus using the Daniell in-

tegral, as shown in [Gro14b].

It of interest to explore the characterization of the functional calculus when the ele-

ments of the vector lattice are considered using their representation in C∞(K). There

was sufficient reason to believe that for continuous functions the functional calculus

developed by Grobler corresponds to the pointwise composition of functions. There

have been partial results suggesting this hypothesis in [AT17] where the authors de-

veloped ideas to study the functional calculus using convex functions. In Section 4.2,

we prove this result and illustrate the advantages of studying the functional calculus

through the C∞(K) by improving several results of [Gro14b, AT17] via simple proofs.

In Section 4.3, we define the multivariate functional calculus for vector lattices as

the composition of continuous functions. We conclude this chapter by proving the

multivariate extension of Jensen’s inequality in vector lattices. The results in this

Chapter are original work and have appeared in [Pol24]. Throughout this Chapter,

we fix an order complete vector lattice E with a weak unit e and a Maeda-Ogasawara

representation of E as an order dense ideal in C∞(K), where K is the Stone space of

E , with e corresponding to 1.

4.1. Daniell Integral.

Denote by F (R) the algebra consisting of all finite unions of disjoint left open right

closed intervals (a, b], (a,∞) and (∞, b] with a, b ∈ R. Let L be the vector lattice of

real valued functions of the form:

(4) f =
n∑

i=1

ai1Si
, Si ∈ F (R)

where (Si)
n
i=1 is a partition of R. The order relation of L is defined by f ≤ g if

f(t) ≤ g(t) for every t ∈ R.
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Definition 4.1.1. A positive linear function I : L → E is called an E−valued Daniell

integral on L whenever, for every sequence (fn) in L that satisfies fn(t) ↓ 0 for every

t ∈ R, it follows that I(fn) ↓ 0.

We note that I need not be an order continuous operator. Consider I : L → R
where I(f) = f(0). Then I is a R−valued Daniell integral and consider the sequence

fn = 1(− 1
n
,0]. Then fn ↓ 0 in L but I(fn) ̸→ 0.

We shall detail the construction of a specific Daniell integral developed by Grobler

that shall be useful in defining a functional calculus on E . For Y ∈ E we denote PY

to be the band projection associated with the band generated by Y . Fix X ∈ E ,
then the right continuous spectral system of X is the increasing right-continuous

stochastic process A = (At)t∈R where At = e−P(X−te)+e. We denote by A∞ and A−∞

respectively, the supremum and infimum of the process. To define the E−valued

Daniell integral, we define a vector lattice measure µA with respect to (At)t∈R as

follows:

• µA(a, b] = Ab − Aa where (a, b] ∈ F (R).
• For any finite disjoint union of half open intervals, we have µA(∪n

i=1Ii) =∑n
i=1 µA(Ii)

Then µA is a countably additive E−valued measure on F (R) as shown in [Lemma

3.7, [Gro14b]] and the functional calculus is defined for elements of L as:

I(f) =
n∑

i=1

aiµA(Si), where f ∈ L as in (4)

Define L↑ := {f : R → R : ∃(fn)n∈N ⊂ L, such that fn(t) ↑ f(t) for every t ∈ R}.
Then the integral I : L → E can be extended to an integral from L↑ to Es as follows:

for f ∈ L↑, we define I(f) = supn I(fn) where (fn) is a sequence in L such that

fn ↑ f . Then [Lemma 3.2, [Gro14b]] states that this extension is well-defined. The

extension also satisfies the following properties.

Lemma 4.1.2 (Lemma 3.4, [Gro14b]). The extension of I to L↑ is well-defined and

satisfies the following the properties.

• If f, g ∈ L↑ and f ≤ g, then I(f) ≤ I(g);

• If f ∈ L↑ and 0 ≤ c < ∞, then cf ∈ L↑ and I(cf) = cI(f);

• If f, g ∈ L↑, then f + g ∈ L↑ and I(f + g) = I(f) + I(g);

• If (fn)n∈N is a sequence in L↑ and fn(t) ↑ f(t) for every t , then f ∈ L↑ and

I(fn) ↑ I(f).
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4.2. Representation of functional calculus.

Given a continuous function f ∈ C(R) and X ∈ C∞(K), let U be the set on which

X is finite. Clearly, U is open and dense, and the composition of f and X is defined,

finite, and continuous on U . Then the composition extends uniquely to a function

in C∞(K). We shall denote this extended function by f ◦ X. Also note that by

the Maeda-Ogasawara theory, there is a one-to-one correspondence between clopen

subsets of K and bands in E . For an element Y ∈ E , the clopen set corresponding to

the band generated by Y is the set {Y ̸= 0}. Hence the corresponding band projection

of e is PY e = 1{Y ̸=0}.

Lemma 4.2.1. Let f ∈ L and {−∞ = γ0 < γ1 < · · · < γn < ∞} be a partition of R
such that f = a∞1(γn,∞) +

∑n
i=1 ai1(γi−1,γi]. Then the Daniell integral of f is

I(f) = a∞1{X>γn} +
n∑

i=1

ai1{X>γi−1}\{X>γi}

Proof. Note that since the weak unit e is fixed, it corresponds to 1 in the stone

representation. Now, we will first prove the result in the case when f = 1S where

S = (a, b] ∈ F (R). So,

I(f) = µA(S) = Ab − Aa = (e− P(X−be)+e)− (e− P(X−ae)+e)

= P(X−ae)+e− P(X−be)+e

For (X − ae)+, we have the corresponding band projection P(X−ae)+e = 1{X>a}.

Hence,

I(f) = P(X−ae)+e− P(X−be)+e = 1{X>a}\{X>b}

It is easy to see that {X > a} \ {X > b} is clopen. If S = (a,∞) ∈ F (R), the above

argument can be adapted to give us

I(f) = µA(S) = A∞ − Aa = sup
b∈R

(e− P(X−be)+e)− (e− P(X−ae)+e)

= sup
b∈R

(P(X−ae)+e− P(X−be)+e)

= sup
b∈R

1{X>a}\{X>b}

= 1{X>a}

Similarly, if S = (−∞, b] ∈ F (R), we have I(f) = 1K\{X>b} = 1{X>−∞}\{X>b}.

Therefore when f ∈ L is a piece-wise constant function of the form f = a∞1(γn,∞) +∑n
i=1 ai1(γi−1,γi], we have:

I(f) = a∞1{X>γn} +
n∑

i=1

ai1{X>γi−1}\{X>γi}
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□

Lemma 4.2.2. Let f ∈ L such that f has bounded support. Then for an element

X ∈ E, there exists an open dense set H ⊆ K such that I(f)(ω) = f(X(ω)) for every

ω ∈ H.

Proof. Let us suppose that (a, b] is the support of f . Then there exists a partition

{a = α0 < α1 < · · · < αk = b} of (a, b] such that f =
∑k

j=1 aj1(αj−1,αj ]. Then Lemma

4.2.1 gives us

I(f) =
k∑

j=1

aj1{X>αj−1}\{X>αj}

Now set Hj = {X > αj} ∩ {X ≤ αj} and N = {X = ∞}. Now, {X > αj} is an

open set and {X ≤ αj} is a closed set of K satisfying {X > αj} ∩ {X ≤ αj} = ∅
which implies that Hj is a closed nowhere dense set. Since each of the sets are closed

and nowhere dense, upon setting M =

(⋃k
j=1Hj

)
∪ N we have that M is a closed

nowhere dense set and H := K \ M is an open dense set. Let ω ∈ H. Then we

consider two separate cases:

Case 1. If X(ω) /∈ (a, b]: Then f(X(ω)) = 0 = I(f)(ω).

Case 2. If X(ω) ∈ (a, b]: Then there exists j0 such that X(ω) ∈ (αj0−1, αj0 ]: Then

we have that f(X(ω)) = aj0 . However, we have that ω ∈ {X > αj0−1} and ω ∈ {X ≤
αj0}. By definition of the set H, ω /∈ {X > αj0} and thus, I(f)(ω) = aj0 . Hence,

I(f)(ω) = f(X(ω)).

Therefore, we have that I(f)(ω) = f(X(ω)) for every ω ∈ H. This implies that

f ◦X = I(f) ∈ E when f ∈ L. □

Lemma 4.2.3. Let f ∈ C(R) be a positive continuous function with bounded support.

Then for an element X ∈ E, we have I(f) = f ◦X ∈ E+.

Proof. Because f has bounded support implies f ≤ λ1(a,b] for some a, b ∈ R. Then

I(f) ≤ λI(1(a,b]) ∈ E . As E is order complete, we have I(f) ∈ E+. Since f has

bounded support, f is an uniformly continuous function and there exists a sequence

(fk) in L such that fk ↑≤ f and (fk) converges to f uniformly. WLOG, passing to

a subsequence, we have 0 ≤ f − fk ≤ 1
k
1R. By Lemma 4.2.2, fk ◦ X ∈ E and thus,

f ◦X − fk ◦X = (f − fk) ◦X ≤ ( 1
k
1R) ◦X = 1

k
1K . Therefore, fk ◦X converges to

f ◦X relatively uniformly in E . Similarly, I(f)− I(fk) = I(f − fk) ≤ I( 1
k
1R) =

1
k
1K .

So I(fk) converges to I(f) relatively uniformly in E . Since I(fk) = fk ◦X by Lemma

4.2.2, passing to the limit gives, I(f) = f ◦X. □
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In view of the above theorem, we will show that for continuous functions the Daniell

functional calculus satisfies a nice representation. The idea for the proof of the the-

orem can be found in Groblers’ paper. Let L↑
0 be the set of all real valued positive

functions in L↑ and

Lu = {f : f = g − h such that g, h ∈ L↑
0 and I(g), I(h) ∈ Eu}

Then analogous to the proof of [Proposition 3.5, [Gro14b]] we can show that Lu is a

vector space and I has a well-defined extension to Lu by defining for f = g− h ∈ Lu,

I(f) = I(g)− I(h). The proof also shows that the extension is positive and linear on

Lu.

Theorem 4.2.4. Let f ∈ C(R). Then for an element X ∈ E, we have I(f) = f ◦X.

Proof. Let f ∈ C(R) be a positive continuous function. Then we can find a se-

quence (fn) ⊂ C(R) of positive continuous functions with bounded support as follows:

fn(t) = f(t) if t ∈ [−n, n], and fn(t) = 0 if t /∈ [−n − 1, n + 1]. Then fn ↑ f and

combining Lemma 4.1.2 and Lemma 2.5.4 gives that I(fn) ↑ I(f) pointwise on a co-

meagre subset of K. However, we also have that fn◦X(ω) ↑ f ◦X(ω) where ω belongs

to {X < ∞}, an open dense set. Since Lemma 4.2.3 gives that I(fn) = fn◦X, we can

conclude that I(f) = f ◦X on a co-meagre set and thus on a dense set by the Baire

category theorem. As f is a positive continuous function, implies that f ◦ X ∈ Eu
+

and therefore f ◦ X ∈ Es
+. Since I(f) and f ◦ X are continuous functions equal on

a dense subset of K, we have I(f) = f ◦X everywhere on K. However, f ◦X ∈ Eu

implies that I(f) = f ◦X ∈ Eu. Hence, C(R)+ ⊆ Lu and thus, C(R) ⊆ Lu. So given

f ∈ C(R), applying the preceding argument to f+ and f−, we get

I(f) = I(f+)− I(f−) = f+ ◦X − f− ◦X = f ◦X

□

The following are some simple corollaries resulting from the above theorem which

improve upon results of [Corollary 4.3, [Gro14b]], [Proposition 2.6, [AT17]] and [Propo-

sition 2.6, [AT17]]. The results below follow from the properties of continuous func-

tions.

Corollary 4.2.5. Let X ∈ E and f ∈ C(R). Then I(f) = f(X) ∈ Eu.

Corollary 4.2.6. Let I : Lu → Eu and f, g ∈ C(R). Then I(f ∨ g) = I(f) ∨
I(g), I(f ∧ g) = I(f)∧ I(g) and I(|f |) = |I(f)|. That is, the restriction of I to C(R)
is a lattice homomorphism.
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Corollary 4.2.7. Let X ∈ E and f, g ∈ C(R). Then I(fg) = (fg)(X) = f(X)g(X) =

I(f)I(g).

The following proposition is a stronger statement than [Proposition 4.6, [Gro14b]]

and [Proposition 2.8, [AT17]]. Recall the following convergence criterion for elements

of C∞(K) from [Theorem 3.7, [BT22]] that states that xn
uo−→ x if and only if xn

converges to x pointwise on a co-meagre set.

Proposition 4.2.8. Let f : R → R be a continuous function. If xn
uo−→ x in E then

f(xn)
uo−→ f(x) in Eu.

Proof. By the convergence criterion, xn(ω) → x(ω) for every ω ∈ H where H ⊆ K

is co-meagre set. By continuity of f this implies that f [xn(ω)] → f [x(ω)] for ω ∈ H.

Therefore, f(xn)
uo−→ f(x). □

4.3. Multivariate functional calculus.

Since the Daniell functional calculus for continuous functions corresponds to the point-

wise composition of functions, we can extend this to the concept of multivariate con-

tinuous functions. Given f ∈ C(Rn,R) and X = (Xi)
n
i=1 ⊂ E where n ∈ N, let U be

the set on which all the Xi are finite. Then U is an open dense set and f(X1, . . . , Xn)

is a well-defined continuous function on U . Then denote f(X) to be the unique ex-

tension of f(X1, . . . , Xn) in C∞(K). This enables us to prove the multivariate version

of Jensen’s inequality. The univariate version of the Jensen’s inequality in the setting

of vector lattices was proved in [Theorem 4.4, [Gro14b]]. Let X = (X1, . . . , Xn) and

for a given conditional expectation operator F on E let FX := (FX1, . . . ,FXn).

Theorem 4.3.1. Let f ∈ C(Rn,R) be a convex function and X = (Xi)
n
i=1 ⊂ E. Let

F be a conditional expectation defined on E. If f(X) ∈ E, then F(f(X)) ≥ f(FX).

Proof. Since f is a convex function, it is a fact from analysis that there exists a

sequence of affine functions Lm : Rn → R of the form Lm(t) = ⟨am, t⟩ + bm for some

am ∈ Rn, bm ∈ R such that for every t ∈ Rn, we have

f(t) = sup
m∈N

Lm(t)

Since f ≥ Lm, we have f(X) ≥ Lm(X) for every m. Since F is a positive linear

projection and f(X) ∈ E , we have

(5) F(f(X)) ≥ F(Lm(X)) = Lm(FX), ∀m ∈ N

For m ∈ N, let L′
m = L1∨· · ·∨Lm. Then L′

m are an increasing sequence of continuous

functions such that f(t) = supm∈N L
′
m(t) and thus L′

m(FX) ↑ f(FX) by Theorem
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4.1.2. By Corollary 4.2.6 and 5, we have

L′
m(FX) =

m∨
i=1

Li(FX) ≤ F(f(X))

Thus, it follows that f(FX) ≤ F(f(X)). □

Corollary 4.3.2. Let (X
(i)
t ,Ft,Ft)

n
i=1 be a finite collection of martingales with the fil-

tration (Ft)t∈N and let g ∈ C(Rn,R) be a convex function. If g(Xt) = g(X
(1)
t , . . . , X

(n)
t ) ∈

E for all t, then (g(Xt),Ft,Ft) is a sub-martingale.

Proof. It follows from Jensen’s inequality that for t < s, we have

Ft[g(Xs)] ≥ g[Ft(Xs)] = g(Xt)

and thus (g(Xt),Ft,Ft) is a sub-martingale. □
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5. Discrete stopping times

Stopping times play an integral part in probability theory [Wil91]. This notion has

been extended to vector lattices in [KLW04a] as detailed in Chapter 3. In [CL07],

the authors extended this theory to unbounded stopping times in a Banach lattice.

In this Chapter, we shall further extend this theory by studying unbounded stopping

times in vector lattices. To achieve this, we shall use the representation of the sup-

completion from Chapter 2.

In Section 5.1, we show that every stopping time corresponds to an element of Es

that satisfies some additional constraints. This representation resembles the definition

of a stopping time in probability theory with the noted difference that we are now in

C(K,R) instead. Considering our stopping times to be elements of a vector lattice

imparts a natural order on them that agrees with the ordering of stopping times

considered in Chapter 3. Moreover, this allows us to easily deduce properties about

stopping times as well as proving the vector lattice version of the Début theorem.

We then consider the representation of a stochastic process stopped by a bounded

stopping time in a vector lattice. It is then shown that if we have an unbounded

stopping time τ , then the sequence of stopped elements corresponding to τ ∧ n1

is an uo−Cauchy sequence. Thus, we have a natural definition for the unbounded

stopped element. This definition is the shown to be the vector lattice extension to

that considered in [CL07]. The results in this chapter are original and have appeared

in [Pol24]. For the rest of this thesis, we fix an order complete vector lattice E with

a weak unit e and a Maeda-Ogasawara representation of E as an order dense ideal in

C∞(K), where K is the Stone space of E , with e corresponding to 1. Furthermore,

we fix the filtration (Fi)i∈N on E and we shall denote Fi := R(Fi) for i ∈ N.

5.1. Representation of Stopping times.

We begin with the following lemma:

Lemma 5.1.1. Let (Un)n∈N be a sequence of pairwise disjoint clopen sets in K, and

set τ = supn∈N n1Un where the supremum is taken in C∞(K)+. Then {τ = n} =

Un,∀n ∈ N and R(τ) ⊆ N ∪ {0} ∪ {∞}.

Proof. Since (n1Un)n∈N are pairwise disjoint functions in C∞(K)+, we have that τ ∈
C∞(K). Since band projections are order continuous,

1Uk
τ = 1Uk

(sup
n

n1Un) = sup
n

n1Un∩Uk
= k1Uk

.
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Hence, Uk ⊆ {τ = k}◦ for all k ∈ N. But let us suppose that ∃n ∈ N,∃α ∈ V :=

{τ = n}◦ such that α /∈ Un. Then consider the function

T = τ − 1V \Un

Clearly, τ = T on (V \ Un)
c and T (V \ Un) = n − 1 and thus T < τ . How-

ever, 1Uk
T = 1Uk

τ − 1(V \Un)∩Uk
= k1Uk

− 1(V \Un)∩Uk
. Since V ∩ Uk = ∅, we have

1(V \Un)∩Uk
= 0 and thus T ≥ k1Uk

,∀k ∈ N. But this is a contradiction, and thus, we

have {τ = n}◦ = Un.

The support of τ is
⋃∞

i=1 Ui and τ(Ui) ∈ N,∀i ∈ N. Let ω ∈ ∂(
⋃∞

i=1 Ui). Then there

exists a sequence (ωn) ⊂
⋃∞

i=1 Ui such that ωn → ω and the tail of the sequence does

not belong to any Ui. Therefore, WLOG, we can assume that ωn ∈
⋃∞

i=n Ui and thus

τ(ωn) ≥ n. Therefore, τ(ω) = ∞ and hence R(τ) ⊆ N ∪ {0} ∪ {∞}. However, since
the range of τ is discrete, for n ∈ N we have {τ = n} = {τ < n− 1

2
} ∪ {τ > n + 1

2
}.

Hence, {τ = n} is an open set and we have {τ = n} = Un. □

Maeda-Ogasawara theorem allows to represent the stopping time in terms of con-

tinuous functions on the Stone space of E . Since the (Pn) are band projections, each of

the Pn correspond to multiplication by a function of the form 1Wn whereWn is a clopen

set, with the (Wn) being an increasing sequence of clopen sets. Let P ′
n = Pn−Pn−1 for

n ≥ 1 and P ′
0 = 0. Then each of the P ′

n remains a band projection and corresponds

to multiplication by a function of the form 1Un where Un := Wn \Wn−1 are pairwise

disjoint clopen sets. Let V = K \ (
⋃∞

n=1 Un) and set τ = ∞1V + supn n1Un . Lemma

5.1.1 gives that supn∈N n1Un ∈ C∞(K) and thus τ ∈ Es with R(τ) ⊆ N ∪ {∞}.
Furthermore, for n ∈ N, we have {τ = n} = Un is a clopen set and hence

1{τ=n} = P ′
nE = PnE − Pn−1E ∈ Fn

Since 1{τ=n} ∈ Fn we also have 1{τ≤n} ∈ Fn.

In fact, the converse is true as well. That is, if τ ∈ Es satisfying R(τ) ⊆ N ∪ ∞
and 1{τ=n} ∈ Fn for all n ∈ N, then τ corresponds to a stopping time. To see this,

define the operator Pn : E → E via Pn(f) = f · 1{τ≤n} for f ∈ E . Clearly, (Pn)n∈N is

an increasing sequence of band projections such that P0 = 0. Then upon using the

averaging property of conditional expectation operators, we obtain that

FnPn(f) = Fnf · 1{τ≤n} = 1{τ≤n} · Fn(f) = PnFn(f)

Hence, τ corresponds to a stopping time. We summarize the above in the theorem

below.
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Theorem 5.1.2. Every stopping time corresponds to an element τ ∈ Es that satisfies

R(τ) ⊆ N ∪ {∞} and 1{τ=n} ∈ Fn for all n ∈ N. The converse is also true.

Representing stopping times as above is useful in proving their various properties.

A variant of Lemma 5.1.3 given below has been proven in [Gro11] by Grobler in the

case of continuous processes (i.e., when the index is [0,∞)). However, the properties of

discrete stopping times can not be deduced directly from there. Hence, we explicitly

derive the result using the representation of stopping times and stopped processes

from Theorem 5.1.2.

Lemma 5.1.3. The set of stopping times is closed under the following operations.

• If σ, τ are stopping times then so are σ ∨ τ, σ ∧ τ and σ + τ .

• If (τn)n∈N is a sequence of stopping times, then inf τn and sup τn are stopping

times. This includes the case where τn is increasing (or decreasing) to the

limit τ .

Proof. If σ, τ are stopping times then {σ ∨ τ ≤ n} = {σ ≤ n} ∩ {τ ≤ n} and

{σ ∧ τ ≤ n} = {σ ≤ n} ∪ {τ ≤ n} and thus we have

1{σ∨τ≤n} = 1{σ≤n} ∧ 1{τ≤n} ∈ Fn.

1{σ∧τ≤n} = 1{σ≤n} ∨ 1{τ≤n} ∈ Fn.

Since, σ ∨ τ, σ ∧ τ ∈ Es with R(σ ∨ τ),R(σ ∧ τ) ⊆ N ∪ {∞}, we have that σ ∨ τ and

σ ∧ τ are stopping times. Also {σ + τ ≤ n} =
⋃

0≤s≤n{σ = s} ∩ {τ = n − s} and

1{σ=s},1{τ=n−s} ∈ Fn. Hence 1{σ+τ≤n} ∈ Fn and, σ + τ is a stopping time.

Let us denote sup τn = τ . WLOG, (τn) is increasing; otherwise, replace τn with

τ1 ∨ · · · ∨ τn. We first observe that since τn ∈ Es
+, τ is well defined and contained in

Es
+. We claim that R(τ) ⊆ N ∪ {∞}. Suppose not. Then there exists a point ω ∈ K

such that τ(ω) = α /∈ N ∪ {∞} and hence there exists a clopen set V ⊆ K such that

τ(V ) ⊆ (⌊α⌋, ⌊α⌋ + 1). Let σ = τ · 1V c + ⌊α⌋1V . Clearly, σ ≥ τn for every n ∈ N,
which is a contradiction. Therefore, R(τ) ⊆ N ∪ {∞} and since τ is a continuous

function taking discrete values, {τ ≤ k} is a clopen set for k ∈ N. By Lemma 2.5.4,

there exists a co-meagre set M ⊆ K such that τn(ω) ↑ τ(ω) for every ω ∈ M . Then

for a fixed k ∈ N, we have

{τ ≤ k} ∩M =
⋂
n

{τn ≤ k} ∩M

which implies that 1{τ≤k} = 1(⋂
n{τn≤k}

)◦ on a co-meagre set.
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We claim that 1(⋂
n{τn≤k}

)◦ = infn 1{τn≤k} in E . Since,
⋂

n{τn ≤ k} ⊆ {τm ≤ k} for

everym, we have 1(⋂
n{τn≤k}

)◦ ≤ infn 1{τn≤k}. On the other hand, let σ := infn 1{τn≤k}.

Using a similar argument as above, we can show that R(σ) ⊆ {0}∪{1} and therefore,

V := suppσ is a clopen set. Then V ⊆ {τn ≤ k}, ∀n ∈ N =⇒ V ⊆
⋂

n{τn ≤ k} =⇒

V ⊆
(⋂

n{τn ≤ k}
)◦

. Hence, σ ≤ 1(⋂
n{τn≤k}

)◦ which establishes the claim. Hence,

by the Baire category theorem, 1{τ≤k} = infn 1{τn≤k} ∈ Fk and thus supn τn is a

stopping time. Similarly, we can argue for inf τn. □

Remark 5.1.4. Let τ be a stopping time and (nk) be an increasing sequence in N.
Then clearly there exists a positive, increasing continuous function g : R+ ∪ {∞} →
R+ ∪ {∞} such that g(k) = nk, g(0) = 0, g(∞) = ∞ and g(t) ≥ t for all t. Since g is

a continuous function, g(τ) is a well defined element of Es
+ with R(g(τ)) = N∪ {∞}.

We claim that g(τ) is again a stopping time. Now, {g(τ) = nk} = {τ = k} and

hence 1{g(τ)=nk} = 1{τ=k} ∈ Fk ⊆ Fnk
. If n /∈ (nk)

∞
k=1 then {g(τ) = n} = ∅ and

1{g(τ)=n} = 0 ∈ Fn. Thus, g(τ) is a stopping time. We note that g(τ) is only

determined by τ and (nk), and does not depend on the choice of g.

The following theorem is a vector lattice version of the Début theorem [Fis13]

for discrete stochastic processes. For any stopping time, there exists an adapted

stochastic process and a subset of R such that the corresponding hitting time will

be precisely this stopping time. The stochastic process can be chosen intuitively and

similar to the classical probability case. It will be 1 until just before the stopping

time is reached, from which on, it will be 0. The increasing process, therefore, first

hits the set {1} at the stopping time.

Theorem 5.1.5. Let τ be a discrete stopping time. Then there exists an adapted

process (Xn)n∈N such that τ(ω) = inf{t ∈ N : Xt(ω) = 1}.

Proof. Let Sn = {τ ≤ n} and let Xn = 1Sn for all n ∈ N. Since 1{τ≤n} ∈ Fn,

this implies that Xn ∈ Fn and thus, the stochastic process (Xn)n∈N is increasing and

adapted. Let σ : K → R defined via σ(ω) = inf{t ∈ N : Xt(ω) = 1}. Then {σ = n} =

{Xn−1 = 0} ∩ {Xn = 1}. However, we also have {τ = n} = {Xn−1 = 0} ∩ {Xn = 1}
for every n ∈ N. Moreover, ω ∈ {τ = ∞} ⇐⇒ Xn(ω) = 0, ∀n ∈ N ⇐⇒ σ(ω) =

inf{∅} = ∞. Hence, τ(ω) = inf{t ∈ N : Xt(ω) = 1}. □

For a given stopping time τ ∈ Es and n ∈ N, Theorem 5.1.3 shows that τ∧n1 is also

a stopping time. So for an adapted process (Xn)n∈N, there exists a stopped element

Xτ∧n1 for every n ∈ N. So the stopped process corresponding to τ and (Xn)n∈N is
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the sequence of stopped elements (Xτ∧n1)n∈N.

Remark 5.1.6. It is evident from above that a stopping time τ is bounded precisely

when τ ∈ C(K). The above representation of stopping times enables us to do the same

for the stopped processes. Let τ be a bounded stopping time. Then there existsN ∈ N
such that R(τ) ≤ N . Since Pn−Pn−1 = P ′

n, given an adapted process (Xn,Fn)n∈N we

have P ′
nXn = Xn.1{τ=n}. Hence by Definition 3.3.3, Xτ =

∑∞
n=1 Xn.1{τ=n}. Moreover,

as τ is a continuous function with values in N, this implies that {τ = n} is a clopen set

for every n ≤ N and {τ = n} = ∅ when n > N . Therefore, Xτ =
∑N

n=1 Xn · 1{τ=n}.

Let ω ∈ K, then evaluated pointwise, we have Xτ (ω) = Xτ(ω)(ω). Thus, the stopped

process is (Xτ∧n1)n∈N evaluated pointwise.

Similarly, we can provide a pointwise evaluation of the conditional expectation

operator corresponding to the stopping time. For a bounded stopping time τ , the

stopping time conditional expectation operator Fτ : E → E is defined via FτX =∑n
i=1 1{τ=i} · FiX. Thus using the same argument as done for stopped processes,

we can evaluate for ω ∈ K as (FτX)(ω) = (Fτ(ω)X)(ω). We formalize this in the

following theorem.

Theorem 5.1.7. Let (Xn,Fn)n∈N be an adapted process on E. Then, given a bounded

discrete stopping time τ , the stopped element Xτ ∈ E is the function evaluated point-

wise. That is, at ω ∈ K, the value of the stopped element is Xτ(ω)(ω). More-

over, for the stopping time conditional expectation operator Fτ : E → E we have

(FτX)(ω) = (Fτ(ω)X)(ω) for ω ∈ K.

The following lemma has been proven in [Cul07] when E is an order continuous

Banach lattice and σ and τ are unbounded stopping times. Below, we prove the

lemma for when σ and τ are bounded stopping times in a vector lattice.

Lemma 5.1.8. Let σ ≤ τ be two bounded stopping times and let (Fi) be a filtration.

Then Fσ = FτFσ = FσFτ .

Proof. Let X ∈ E and ω ∈ K. Then evaluating pointwise, we have

(FτFσX)(ω) = Fτ [(Fσ(ω)X)(ω)] = (Fτ(ω)Fσ(ω)X)(ω)

Since σ ≤ τ , we have that σ(ω) ≤ τ(ω) and by the definition of a filtration, we

have that Fτ(ω)Fσ(ω)X = Fσ(ω)X. Thus, (FτFσX)(ω) = (Fσ(ω)X)(ω) = (FσX)(ω).

Similarly, we can show that (FσFτX)(ω) = (FσX)(ω). Consequently, Fσ = FσFτ =

FτFσ. □
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We shall extend the definition of a stopped element to unbounded stopping times

contained in Eu. To do this, let τ ∈ Eu be a stopping time and let ω ∈ ∩∞
i=1{Xk <

∞} ∩ {τ < ∞}. Then ω belongs to a co-meagre set. Let us suppose that τ(ω) = k.

Then notice that limn→∞Xτ(ω)∧n1(ω)(ω) = Xk(ω) < ∞. By [Corollary 3.10, [BT22]],

we have that Xτ∧n1 is an uo-Cauchy sequence in Eu and thus uo-converges to an

element in Eu. Thus, we make the following definition.

Definition 5.1.9. Let τ be a stopping time contained in Eu and let (Xn) an adapted

process. Then we define the stopped element as

Xτ = uo- lim
n→∞

Xτ∧n1

Thus, the unbounded stopped element is in Eu. Note that we can not define the

conditional expectation operator (Fτ ) corresponding to the stopping element. This is

because, since the sequence (Fτ∧n1X) is uo-Cauchy, the uo-limit of this exists in Eu.

And thus, we can get the operator Fτ : E → Eu defined as FτX = uo- limn→∞ Fτ∧n1X

for X ∈ E . Therefore, Fτ fails the critical property of being a conditional expectation

operator.

Remark 5.1.10. Similar to Theorem 5.1.6, we can provide a pointwise computation

of Xτ when τ ∈ Eu. To begin with, we claim that the function Xτ(ω)(ω) com-

puted pointwise for ω ∈ K is a continuous function. Let (a, b) be an open interval

and let ω0 ∈ K such that Xτ(ω0)(ω0) ∈ (a, b). Then there exists k ∈ N such that

Xk(ω0) ∈ (a, b) and τ(ω0) = k. But we know thatX−1
k (a, b) and {τ = k} are open sets.

Thus we can find a neighborhood of ω0, say U , such that U ⊆ {τ = k} ∩X−1
k (a, b).

Then for any element ω ∈ U , we have that Xτ(ω)(ω) = Xk(ω) ∈ (a, b). Therefore,

Xτ(ω)(ω) computed pointwise is a continuous function and belongs to Eu. Moreover,

from the above, we notice that there exists a co-meagre set M such that for ω ∈ M ,

we have limn→∞Xτ(ω)∧n1(ω)(ω) = Xτ(ω)(ω) < ∞. Thus, for ω ∈ K we have that the

value of Xτ at ω is Xτ(ω)(ω).

Remark 5.1.11. We should note that the idea of unbounded stopping times for

Banach lattices were previously considered in [CL07, Cul07]. In [CL07], the defi-

nition of a stopped element was defined as exactly as in Definition 3.3.3 with the

additional remark that the definition is also valid for unbounded stopping times if

(XP ,FP ) exists. Definition 5.1.9 generalises the definition considered by Cullender

and Labuschagne. To check this, assume that (XP ,FP ) exists. i.e., the partial sums

(XP )n =
∑n

i=1(Pi−Pi−1)Xi and FPX =
∑n

i=1(Pi−Pi−1)FiX converge in norm. This
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then implies that there must exist a subsequence that uo-converges to the same limit.

However, since the original sequence is uo-Cauchy implies that the norm limit and

uo-limit are the same.

The following proposition improves upon [Lemma 5.3, [KLW04a]].

Proposition 5.1.12. Let (Xn,Fn)n∈N be an increasing adapted process. Then the

following statements hold.

• Let σ and τ be two stopping times contained in Eu. Then Xσ∨τ = Xσ ∨ Xτ

and Xσ∧τ = Xσ ∧Xτ .

• Let τn be a sequence of stopping times such that τ := supn τn is contained in

Eu. Then Xτ = supn Xτn.

• Let τn be a sequence of stopping times contained in Eu. Then Xinfn τn =

infn Xτn.

Proof. By Lemma 5.1.3, we have that σ∨ τ is a stopping time, and therefore, Xσ∨τ is

a continuous function in E . Let ω ∈ K, then X(σ∨τ)(ω)(ω) = Xσ(ω)∨τ(ω)(ω). WLOG,

τ(ω) ≥ σ(ω). Then X(σ∨τ)(ω)(ω) = Xτ(ω)(ω). Since (Xn) is an increasing process, we

have Xτ(ω) ≥ Xσ(ω). Therefore, we have: X(σ∨τ)(ω)(ω) = Xτ(ω)(ω) ∨ Xσ(ω)(ω). Since

the equality is valid for every point in K, we have Xσ∨τ = Xσ ∨ Xτ . Similarly, we

can conclude for Xσ∧τ = Xσ ∧Xτ .

WLOG, (τn) is increasing; otherwise, replace τn with τ1 ∨ · · · ∨ τn. Since τn and τ

are in Eu, Xτn and Xτ are well defined elements of E . For an arbitrary ω ∈ K, we have

Xτ(ω)(ω) ≥ Xτn(ω)(ω) for every n ∈ N. Therefore, Xτ ≥ supXτn . Let σ ≥ Xτn for

every n ∈ N. By [Lemma 3.6, [BT22]], there exists a co-meagre subset D ⊆ K such

that τn(ω) ↑ τ(ω) for every ω ∈ D. Fix ω ∈ D \{τ = ∞}. Since R(τ) ⊆ N∪∞∪{0},
for large enough n we have τn(ω) = τ(ω). Hence, σ(ω) ≥ Xτn(ω)(ω) = Xτ(ω)(ω).

Therefore, by the Baire Category theorem Xτ = supnXτn . Similarly, we can prove

for the infimum. □

The next theorem is a variation of [Theorem 7.3.6, [Cul07]]. In that theorem, the

author proves the desired result when E is an order continuous Banach lattice while we

obtain the analogous result for bounded stopping but by removing the the requiring

of an order continuous Banach lattice.

Theorem 5.1.13. Let (Fi)i∈N be a filtration on E and let D be a net of bounded

stopping times. Then the following statements hold:

(i) o−limτ∈D Fτf = f if and only if f is an order limit point of the set
⋃

τ∈D R(Fτ ).
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(ii) Let (fi) be a martingale relative to (Fi). Then o− limτ∈D fτ = g if and only if

fτ = Fτg for each τ ∈ D and g is an order limit point of the set
⋃

τ∈D R(Fτ ).

Proof. i) Let us suppose that o− limτ∈D Fτf = f . Since Fτ is a projection, it follows

that Fτf ∈ R(Fτ ) and thus f is an order limit point of
⋃

τ∈DR(Fτ ). For the converse,

let us suppose that f is an order limit point of the set
⋃

τ∈D R(Fτ ). Then there exists

a net (hγ) ⊂
⋃

τ∈DR(Fτ ) such that hγ
o−→ f . By the definition of order convergence,

there exists a net (uβ) such that uβ ↓ 0 and for every β there exists γ0 such that

|hγ − f | ≤ uβ whenever γ ≥ γ0. Moreover by Theorem 5.1.8, for hγ0 , we have that

there exists τ0 ∈ D such that hγ0 ∈ R(Fτ ) for all τ ≥ τ0. Therefore, we have

|Fτf − f | ≤ |Fτf − hγ0|+ |hγ0 − f |

≤ |Fτf − Fτhγ0|+ |hγ0 − f |
≤ Fτ |f − hγ0|+ |hγ0 − f |

≤ Fτuβ + uβ.

Since Fτ is an order continuous operator for every τ we have that Fτuβ + uβ is a

decreasing net such that Fτuβ+uβ ↓ 0. Thus, we have o− limτ∈D Fτf = f , as needed.

ii) Let us suppose that fτ order converges to g. Then it is clear by Proposition 3.3.5

that g is an order limit of points in
⋃

τ∈D R(Fτ ). Moreover from Theorem 3.3.7, we

have that Fτfσ = fτ when τ ≤ σ. Thus, Fτg = Fτ (o− limσ∈D fσ) = o− limσ∈D Fτfσ =

fτ . For the converse from Part i), since g is an order limit of
⋃

τ∈D R(Fτ ), we get that

o− limτ∈D fτ = o− limτ∈D Fτg = g.

□

Remark 5.1.14. There is also the notion of stopping times for continuous stochas-

tic processes in vector lattices, as discussed by Grobler in [Gro10, Gro11, Gro21a].

However, obtaining the C∞(K) representation of the continuous stopping times and

stopped processes falls outside the scope of the methods used in this chapter. This is

due to the fact that we make use of the Baire category theorem at various points in

this paper, which does not hold for an arbitrary union of nowhere dense sets.
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