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Abstract

Future wireless communications networks will be characterized by their broad bandwidth 

and a wide range of services tha t they will provide, including multimedia services. In this 

dissertation, we study various aspects of the air interfaces in cellular radio communications 

systems and examine the problem of efficient allocation of the available bandwidth to in

tegrate a  number of services with different QoS requirements into one system. We present 

two MAC layer protocols to address this problem in two types of cellular communications 

systems. One protocol is based on TDMA technology, and the other protocol is based on 

CDMA technology. We also present in this dissertation, a review of the current cellular ra

dio communications systems, a review of MAC layer schemes proposed in recent academic 

studies, and a brief description of the simulation tools tha t we developed for studying the 

performance of MAC layer protocols in wireless communications systems.

Our simulation tools cover data traffic simulation, radio channel simulation, and air 

interface simulation. Three typical data traffic models have been implemented in the data 

traffic simulation part. They are the On-Off traffic model, Discrete Autoregressive Model 

and Long Range Dependent (self-similar) traffic model. The radio channel simulation part 

includes Free Space Channel, Slow Fading Channel, Rayleigh Fading Channel, Rician Fading 

Channel, and Nakagami/Rician Fading Channel. Both TDMA-based and CDMA-based air 

interfaces (mainly at the MAC layer) are modeled in the air interface simulation component.

The new TDMA-based scheme tha t we designed is intended for carrying traffic from 

multiple services in mobile environments, e.g., Personal Communication Systems (PCS). In 

contrast to other TDMA-based protocols for mobile applications, instead of trying to fit 

the offered traffic to the slot size, our solution adapts the slot size to the offered traffic. 

In consequence, as demonstrated by our performance studies, the proposed scheme is more 

flexible and incurs lower bandwidth overhead than other TDMA-based solutions.

In the CDMA-based scheme, we present a novel radio channel structure based on slot

ted CDMA technology. The proposed new CDMA-based scheme is intended for carrying 

traffic with diverse bandwidth/QoS requirements. The essence of our approach is a com
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bination of flexible slotting with allocation of multiple codes to high-bandwidth mobiles. 

As demonstrated by our performance studies, the proposed scheme efficiently integrates 

multiple traffic classes into an unified CDMA system. It is highly flexible and incurs low 

overheads for a wide range of realistic traffic conditions.
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Chapter 1

Background

1.1 Applications of wireless communications

Cellular radio communication systems are wireless networks build of static base stations 

communicating with dynamic mobile stations. The system service area is divided into cells, 

ideally with no gaps or overlaps, with each cell being serviced by a separate base station. The 

cellular mobile communication systems, or just cellular systems, have experienced two gen

erations and are advancing to the th ird  generation. The first generation systems were analog 

and they provided basic voice service. Examples of the first generation (1G) systems [1, 

p.2] are AMPS (Advanced Mobile Phone System) in USA, TACS (Total Access Cellular 

System) in UK and NAMTS (Nippon Advanced Mobile Telephone System) in Japan. The 

second generation (2G) systems are digital. They are more spectrally efficient and offer 

a higher capacity than  their predecessors. They provide better speech quality and make 

simple data service available to their customers. Examples of the second generation cellular 

systems [2, p.500-533] are GSM (Global System for Mobile Communications) and IS-95 

(Interim Standard 95). GSM provides telephone services, data services, and supplementary 

ISDN services. The telephone services include standard mobile telephony and emergency 

access, the data services support facsimile and low rate (less than 9.6kbps) packet-switched 

traffic, and the supplementary ISDN services include call diversion, closed user groups, 

caller identification, and short message service (SMS), which allows GSM subscribers and 

base stations to transm it alphanumeric pages of limited length. IS-95 based mobile systems 

provide variable rate voice service and data services [3, 4], with the data services including 

circuit-switched asynchronous and packet data at a raw rate of up to 9.6kbps or 14.4kbps. 

Example applications are facsimile, simple asynchronous connections to host computers, 

Internet access, and short transaction applications (like credit card transactions).

In recent years, the demands for mobile communication services have been growing at an

1
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explosive speed—from the basic services, e.g., voice, facsimile, and low-bit-rate (far less than 

64kb/s) data, to a variety of wideband services, e.g., high-speed Internet access, video/high- 

quality image transmission, and e-commerce. These services create a heavy demand on the 

wireless bandwidth and have stimulated the development of the next generation mobile 

communication systems. The evolved second generation (2.5G) cellular mobile communi

cation system—GPRS (General Packet Radio Service)—offers end-to-end packet switched 

data transfer a t a rate up to 171.2kbps. In practice, because of sharing the radio bandwidth 

by multiple users, a much lower bit rate is available to an individual subscriber (approx

imately 40kbps on the average— [5]). The current GPRS systems support point-to-point 

(PTP) service that transfers data  packets between two users. The service is offered in two 

models: PT P  connection-less network service (e.g., for IP), and P T P  connection-oriented 

network service (e.g., for X.25). Also, SMS messages can be sent over GPRS. Some supple

mentary services are planned, e.g., call forwarding unconditional (CFU), call forwarding on 

mobile subscriber not reachable (CFNR), and closed user group (CUG). Additional non

standardized services [5] may also be offered by GPRS service providers, such as access to 

data bases, messaging services, and tele-action services (e.g., credit card validations, lottery 

transactions, and electronic monitoring and surveillance systems).

Although 2.5G mobile systems, e.g., GPRS, provide higher bit rate packet switched 

network services, some applications, e.g., streaming video, are still seriously limited by the 

current bit rates. To this end, high speed data (HSD) mobile services will be supported 

in the third generation (3G) cellular systems. A number of third-generation mobile system 

standards have been rolled out (e.g., IMT-2000 [6] and UMTS [7]) and they are continually 

being improved to accommodate new developments in radio communication systems [8]. 

According to these standards, the third generation mobile systems should be able to of

fer at least 144kb/s (preferably 384kb/s) for high-mobility users with wide area coverage 

and 2M b/s for low mobility users with local coverage. The third-generation cellular radio 

systems will provide basic and enhanced voice services, low-data-rate messaging services 

(e.g., e-mail, facsimile), medium-data-rate services (e.g., file transfer and Web browsing at 

rates of order 64-144kb/s), high-data-rate services (e.g., high-speed packet and circuit-based 

network access, high-quality video conferencing, and networked computing applications at 

rates between 64kb/s and 2Mb/s) [4]. Moreover, the third-generation systems will offer mul

timedia services, providing concurrent video, audio, and data  sessions to support advanced 

interactive applications.

For this range of services, the third generation systems will have to define session types

2
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meeting different quality of service (QoS) requirements. In the first release of UTMS, ATM 

Adaptation Layer 2 (AAL2) was chosen as the transport technology in the UTMS terrestrial 

radio access network (UTRAN). Consequently, the traffic classification of ATM service 

categories [9] has become the obvious choice for describing the QoS parameters of wireless 

sessions. Thus, the traffic classes include the following standard categories: Constant Bit 

Rate (CBR), Real-Time Variable Bit Rate (rt-VBR), Non-Real-Time Variable Bit Rate 

(nrt-VBR), Available Bit Rate (ABR), and Unspecified Bit Rate (UBR). The corresponding 

session parameters are [9]:

•  Peak Cell Rate (PCR)

•  Sustainable Cell Rate (SCR)

• Maximum Burst Size (MBS)

• Minimum Cell Rate (MCR)

• Cell Delay Variation (CDV)

• Maximum Cell Transfer Delay (Max CTD)

• Cell Loss Ratio (CLR)

W ith the evolution of the core networks in mobile telecommunications toward IP technology, 

another definition of traffic classes and associated QoS parameters has been proposed [10, 8]. 

Four traffic classes are defined according to their real-time service requirements, i.e., the 

conversational class (e.g., voice), the streaming class (e.g., streaming video), the interac

tive class (e.g., Web browsing), and the background class (e.g., downloading/uploading of 

electronic mail). W ith this classification, the corresponding session parameters are:

• Maximum Bit Rate

• Guaranteed Bit Rate

• Delivery Order of Service D ata Units (SDUs) (in-sequence or not)

• Maximum SDU size

• SDU format requirements

• SDU error ratio

3
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• Transfer delay

• Transfer handling priority

• Allocation/retention priority

As we can see, the QoS requirements of packet data applications in a  mobile environ

ment are quite diverse. The management of guaranteed end-to-end QoS services includes 

various aspects, which are additionally complicated by the inherent physical properties of 

the radio channels, notably the relatively high, variable, and unpredictable bit error rate. 

In a layered service architecture model [8], the end-to-end bearer service provided by the 

third generation UMTS systems can be decomposed into three main components: the Ter

minal Equipment/Mobile Terminal (TE/M T) local bearer service, the external local bearer 

service, and the UMTS bearer service. The T E /M T  local bearer service supports commu

nication between the components of a mobile station, which is responsible for the physical 

connection to the UTRAN system through the air interface. The external bearer service 

interfaces the UMTS core network with the destination node possibly located in an external 

network. The UMTS bearer service builds upon the radio bearer service (RAB) and the 

core network bearer service (CN). The role of the CN service is to efficiently control and 

utilize the core network. The RAB service supports the transport of signaling and user data 

through the air interface. This air interface is the primary topic of our present study.

1.2 The air interface

In a cellular mobile radio system, the digital data (or analog signals) are transm itted on 

a radio carrier between user terminals (mobile stations) and system access points (base 

stations). The interface between the mobile station and the base station is called the air 

interface. The air interface is a very im portant component of a cellular radio system. It 

determines the fundamental capacity of the system and its spectral efficiency [1].

The air interface is composed of both hardware and software. Generally, the first (bot

tom) three layers of the OSI model contribute to the air interface. For example, the GSM 

air interface protocol stack [11] is shown in Figure 1.1 (a), and the proposed air interface 

protocol stack for ETSI WCDMA [12] is depicted in Figure 1.1 (b). The shadowed areas 

in Figure 1.1 represent components belonging to the core network. In the GSM protocol 

stack, TDMA/FDMA technologies are applied in the physical layer, LAPDm  is the data 

link layer protocol (which is a modified version of the LAPD protocol used in ISDN), RR

4
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Air Interface 

Mobile Station

Layer 3 Mill
RR

Layer 2 LAPDm

Layer 1 TDMA/FDMA

Base Station

RR

LAPDm

TDMA/FDMA

C-plane
signaling

Layer 3
U-plane 

data
U-plane
speech

RRC

LAC
CodecRLC-C

RLC-U

MAC

Physical LayerLayer 1

(a) GSM Air Interface Protocol Stack (b) A Air Interface Procotol Stack Proposal for ETSIWCDMA

Figure 1.1: Examples of protocol stacks for air interface

is the radio resource management layer, M M  is the mobility management layer, and CM  is 

the connection management layer. In the ETSI WCDMA air interface, WCDMA is used in 

the physical layer.1 R LC  represents the radio link control protocols (RLC-C for the control 

plane and RLC-U for the user plane), LAC  is the link access control protocol, Codec is the 

voice encoding/decoding component, M AC  is the medium access control protocol, R R C  is 

the radio resource control protocol (equivalent to R R  in GSM), M M  and CM  having the 

same role as in the GSM model. Layer 2 in this air interface includes MAC, RLC, and 

L A C ; Codec can either belong to layer 2 or layer 3.

1.2.1 P h ysica l layer

Wireless communications use electromagnetic airwaves to transfer information from one 

point to another without relying on any structurally fixed connection. Radio waves are 

often referred to as radio carriers because they perform the function of transporting energy 

from a transm itter to a remote receiver. The data being transm itted are superimposed on 

the radio carrier through various modulation techniques, and they are extracted at the re

ceiving end by the corresponding demodulation techniques. Since the frequency or bit rate 

of the modulated information is added to the carrier, the radio signal after modulation oc

cupies a certain band of radio frequency. Multiple radio carriers can exist in the same space 

at the same time without interfering with each other, if the radio waves are transm itted 

on different frequency bands. From the viewpoint of the w idth and location of the electro- 

1In the latest release UM TS R00 [8], a G PR S/E D G E  radio access network is added.
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magnetic spectrum used to support a wireless session, the main technologies for wireless 

communication fall into one of the following categories: narrowband, spread spectrum, and 

infrared. In a narrowband system, a single session occupies a  tight and rigidly allocated 

range of radio frequencies. W ith the spread spectrum technology, the transm itted signal is 

spread over a wide range of frequencies. It therefore avoids concentrating power in a single 

narrow frequency band. There two main alternatives are Direct Sequence Spread Spectrum 

(DSSS) and Frequency Hopping Spread Spectrum (FHSS). The infrared (IR) systems use 

very high frequencies in the electromagnetic spectrum—just below visible light. Like light, 

IR signals cannot penetrate opaque objects. Infrared transmission can be based on either 

directed (line-of-sight) or diffuse technology.

The most promising of those generic approaches is DSSS, especially from the viewpoint 

of its efficiency in the third generation mobile systems. In particular, the spread-spectrum 

CDMA technology offers high spectrum efficiency, flexible (soft) capacity (or graceful degra

dation), multipath-resistance, and inherent frequency diversity [13, 14].

From the viewpoint of multiple access to the radio medium, three major classes of 

multiplexing strategies are employed in the physical layer: frequency division multiple ac

cess (FDMA), time division multiple access (TDMA), and code division multiple access 

(CDMA). FDMA divides the frequency band into a number of sub-bands, called channels, 

which are portions of the whole spectrum centered on different carrier frequencies. Each 

user is allocated an unique frequency band (channel), which cannot be shared with other 

users. The bandw idth of a single FDMA channel is typically narrow, i.e., FDMA is usually 

implemented in narrowband systems. The first generation mobile systems, e.g., AMPS, 

used FDMA. TDMA divides a frequency channel into a number of time slots, each of which 

is viewed as a sub-channel allocated to one user. In TDMA, a single carrier frequency is 

shared by several users with different users scheduled to transm it/ receive at different times. 

Thus, data transmission for users of a TDMA system is not continuous. TDMA is used in 

second generation mobile systems, which use digital modulation to transm it both voice and 

data, e.g., GSM. CDMA separates different communication channels with different spread

ing codes. All users in a  CDMA system use the same band of carrier frequency, yet they 

may transm it simultaneously without damaging each other’s data. Before transmission, the 

signal is spread by using a specific code allocated to the user. At the receiver end, the 

data are extracted through despreading with the same code tha t was used for transmission. 

Theoretically, if the spreading codes are orthogonal, different channels can always be per

fectly separated. However, under real-life conditions, the code orthogonality is degraded

6
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because of transmission delays, distortions and interference. The number of simultaneous 

transmission on the same channel is limited, but the capacity limit is soft. This means 

tha t the system’s performance gradually degrades as the number of simultaneous chan

nels increases, and improves as the number of users decreases. Because all users share the 

same frequency, a  CDMA system is a self-interference system, and elaborate power control 

schemes are needed to  overcome the near-far problem. CDMA is used in second generation 

mobile systems, e.g., IS-95. The standard bodies currently focus on TDMA and CDMA 

techniques for the third generation systems [15].

1.2 .2  M A C  protoco ls and radio resource m anagem ent

In a cellular radio communication system, the communication through the air interface 

involves two directions: downlink (from the base to the mobile station) and uplink (from 

the mobile to the base). In the downlink direction, the radio resources are used solely by base 

station—in a  broadcast manner. In contrast, in the uplink direction, the radio resources 

must be shared among multiple mobile stations W ith FDMA or TDMA, a  collision will 

happen if two or more users transm it at the same time and on the same frequency. In a 

CDMA system, signal blocking will occur if the number of simultaneous transmission is too 

high. As the available electromagnetic spectrum is limited, the radio resources must be 

utilized as efficiently as possible. This part is controlled by medium access control (MAC) 

protocols.

A medium access control protocol defines a set of rules tha t moderate access to the 

shared radio resources in an orderly and efficient manner. In wireless radio communication, 

MAC protocols are tightly coupled to specific multiplexing strategies in the physical layer. 

From this point of view, we have FDMA-based MAC protocols, TDMA-based MAC proto

cols, CDMA-based MAC protocols, and some hybrid MAC protocols based on combinations 

involving FDMA, TDMA, and/or CDMA. FDMA-based MAC protocols define rules for al

locating radio frequency channels, TDMA-based MAC protocols define scheduling rules for 

allocating time slots, and CDMA-based access protocols define rules for allocating codes 

and transmission energy. Depending on which multiplexing techniques are involved, hy

brid MAC protocols are usually designed for a set of basic resources, e.g., radio frequency 

channels, time slots, and transmission energy.

The MAC layer is usually a sub-layer of the radio access network layer 2 (Data Link). 

I t receives services from the physical layer of transport channels and provides services to 

its upper sub-layer (e.g., RLC) via logical channels. Usually, a radio access MAC protocol
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offers to its up-layer the data transmission service, which provides for data transfer between 

MAC peer entities in unacknowledged mode, reallocation of radio resources and M AC layer 

parameters (based on the request from its up-layer, e.g., RLC), and traffic and quality 

measurements. The latter may include a series of local measurements on traffic volume 

and signal quality parameters, whose results are sent to the up-layer for the purpose of 

controlling the radio resource usage.

If the radio communication system provides packet-switching services, e.g., as UTMS 

or GSM/GPRS, there is usually a radio link control (RLC) layer directly above the MAC 

layer. The RLC is a sub-layer of Layer 2 in the OSI model. It receives services from the 

MAC layer and provides services to its upper layers. These services include establishing 

a reliable radio link between the mobile station and base station. Usually, they cover 

data transmission (e.g., transparent data transmission, unacknowledged data transmission, 

and acknowledged data transmission.), segmentation and re-assembly of protocol data units 

(PDU), concatenation/padding of PDUs, and error correction by the appropriate algorithm 

(e.g., Selective Repeat, Go-Back-N, ARQ) [16].

Another function within the air interface is radio resource management. It mainly 

performs radio resource allocation in the unit provided by low layers (RLC, MAC, and 

physical layer). Depending on the transmission technology used in physical layer, radio 

resource management may have other functions, e.g., power control in CDMA systems.

To provide broadband multimedia services within a radio communication system, more 

spectrally efficient modulation and medium access control techniques are needed. Especially, 

the medium access control schemes must be flexible to support a variety of differentiated 

services, including those tha t are well defined at present, as well as those tha t will emerge 

in the future. These issues are addressed in our work.

1.3 A review of wireless MAC protocols

To meet the requirements of 3G wireless communication systems, besides providing high 

speed radio links in the physical layer, another very serious challenge is to design a network 

architecture and an efficient and robust medium-access control (MAC) protocol that can 

integrate heterogeneous traffic types and meet their quality of service requirements. A 

number of MAC schemes have been proposed in recent years for integrating multiple traffic 

classes into a single system. Most research studies and standardization activities are focused 

on CDMA and TDMA technologies. In the following two subsections, we give a brief review 

of MAC schemes based on TDMA and CDMA.
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1.3.1 T D M A -b ased  M A C  p rotoco ls

TDMA technology is well known at present because it has been deployed in several popular 

second generation wireless systems. Many TDMA-based medium access control protocols 

(some of them catering to various multimedia services) have been proposed for mobile 

networks, e.g., PRMA [17], DPRMA [18], C-PRMA [19], DRMA [20], D-TDMA [21, 22], 

RAMA [23], DQRUMA[24],
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Figure 1.2: A typical frame structure in TDMA-based systems
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1.3.1.1 Packet Reservation M ultiple Access (PR M A )

The simple frame structure of PRMA, shown in Figure 1.2(a), consists of a number of fixed- 

length slots that can be either “reserved” or “available.” This status is indicated by a binary 

flag, called an acknowledgment, transm itted by the base station a t the end of every slot. 

The fixed slot size and the number of slots per frame are tuned to efficiently accommodate 

periodic isochronous traffic of a constant bit rate (CBR) corresponding to a voice session. 

This boils down to making sure tha t one voice source needs precisely one slot per frame to 

expedite a talkspurt at its arrival rate. Mobile stations having packets to transm it compete 

for available slots using a  modified ALOHA protocol. As soon as a CBR source manages to 

transm it a packet within a slot, the base station marks tha t slot as “reserved”. Such a slot 

will remain reserved for the same periodic source in subsequent frames, until the mobile 

runs out of its burst and releases the slot by leaving it empty. Stations with non-CBR 

traffic (e.g., data) contend for available slots using the same ALOHA protocol. However, 

in contrast to CBR sources, they never reserve slots for more than one transmission. A 

slot acquired by a non-CBR source remains marked as “available,” so it will be open for 

contention in the next frame.

PRMA differentiates between two classes of traffic and gives preferred treatm ent to CBR 

traffic for which isochronous service is critical. Its primary disadvantage is tha t the same 

slots are used for contention and for transm itting actual packets. Collisions are detected 

by the base station at the beginning of the affected slots, yet the remainders of those slots 

are unusable. Although this waste may be acceptable from the viewpoint of voice sessions 

consisting of multipacket bursts, it drastically reduces the bandwidth available to lower 

priority traffic. In essence, the behavior of PRMA for non-CBR traffic boils down to pure 

ALOHA, whose performance is known to be poor. Although the variant of ALOHA used 

in PRMA offers a somewhat better performance than pure ALOHA—because it accounts 

for the capture effect, whereby in some circumstances one of the colliding stations may 

transm it successfully—this improvement is rather insignificant. The colliding data  packets 

waste precious slots tha t could be used by voice packets (new bursts). This reduces the 

overall useful bandwidth and affects the quality of service for the preferred traffic type. 

One has to conclude that PRMA was predominantly designed for CBR traffic, and that 

its treatment of other traffic types leaves a lot of room for improvement. By putting all 

non-CBR classes into the same basket, the protocol handles them  all according to the same 

“best effort” delivery scheme, regardless of their expectations. For example, variable bit
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rate (VBR) traffic with deadlines, typically resulting from compressed video sessions, is 

not well serviced with such treatm ent. Ideally, such traffic should not compete for service 

with sessions tha t require no hard deadlines (e.g., file transfers). This is a common flaw of 

many medium access schemes for cellular systems: they assume tha t the CBR traffic has 

absolute priority over everything else, and do not attem pt to service other traffic classes in 

an efficient manner.

1.3.1.2 Improved variants of PRM A

Several modified and improved variants of PRMA have been proposed (e.g., DPRMA, C- 

PRMA, DRMA), aimed a t providing better service for VBR traffic. All these protocols 

have the same frame structure as PRMA. In DPRMA, all users in the system, including 

data  sources, are allowed to reserve bandwidth. The base station is responsible for dividing 

the bandwidth among the active sources based on their requirements. A mobile station 

conveys its bandwidth requirements (quantized into a number of discrete levels) to the 

base station via a few reservation request bits included in the header of every uplink slot. 

Time critical traffic can preempt the requests made by data sources. DPRMA makes it 

possible for a VBR source to reserve bandwidth for a sequence of packets to be sent at some 

requested rate, without forcing it to contend for every single slot along the way. Although 

the overhead incurred by the wasteful full-slot contention is somewhat reduced by this 

approach, it is not completely eliminated. Moreover, the chunks of bandwidth allocation 

are sized as consecutive powers of two, which may cause fragmentation and become another 

source of significant wastage.

W ith C-PRMA, all available slots comprise the logical signaling channel, whereas all 

reserved slots constitute the information channel. To reduce the cost of contention, slots 

in the signaling channel are subdivided into contention minislots, which are used by the 

mobiles to send their reservation requests to the base station. The partitioning between 

the two logical channels is managed by the scheduling algorithm run by the base station. 

Instead of signaling the slot status at the end of every slot, the base station explicitly polls 

the mobile stations at the moments when they are allowed to transm it. The protocol is 

aimed a t microcellular environments, where the cost of polling is low and where using min

islots (rather than packet slots) for contention results in a significant reduction of collision 

overhead. The information transm itted in a contention slot by a mobile station includes 

the amount of time spent by its topmost packet in the output buffer. The base station no

tifies those mobile stations that have succeeded in the last contention via a special message
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(command), so th a t they can refrain from posing further requests on the signaling channel. 

The scheduling algorithm will decide when the base station should poll those mobiles for 

their packets, which need not happen in the very next frame.

1.3.1.3 D -TD M A  and RAM A

D-TDMA was proposed as a protocol suitable for a variety of multiple access scenarios, 

including satellite channels [21] as well as PCS environments [22]. Time on the channel 

is divided into a contiguous sequence of TDMA frames, which are further subdivided into 

request slots, voice slots, and data slots, as shown in Figure 1.2(b). The basic channel access 

scheme follows the same idea as in PRMA, which consists of allocating a  fixed periodically 

reserved portion of the frame to voice calls, and making whatever is left available to non

periodic, low priority data traffic. Requests for bandwidth are issued by the mobiles using 

slotted ALOHA within randomly selected request slots, which are shorter than the slots used 

for packet transmission. A station generating a new voice talk-spurt or a new data packet 

randomly picks one of the reservation slots in the next frame and transm its a  reservation 

request packet. If the reservation packet collides with others, the station will not receive 

an acknowledgment, which would otherwise arrive on the downlink channel before the end 

of the current frame. An unacknowledged (i.e., timed out) voice request will be reissued 

by the mobile in the very next frame, while a failed data request will be rescheduled with 

a randomized delay. A voice source receiving an acknowledgment of its request is assigned 

one of the available voice slots, which it will keep in subsequent frames until the end of the 

talk-spurt. Successful requests for data transmission are queued by the base station and 

serviced in the FCFS manner. The base station notifies the queued data  sources when they 

can commence their transmissions.

A single data packet is allowed to span multiple consecutive slots. The base station tries 

to allocate voice slots from the beginning of the frame and keep the allocated voice area 

contiguous. Any unallocated voice slots following the last allocated voice slot can be used 

by data packets. Additionally, some slots a t the end of the frame are reserved specifically 

for data, and they can never be used for sending voice.

The only difference between D-TDMA and RAMA is in the channel access strategy. The 

frame structure of RAMA is identical to that of D-TDMA, except tha t the reservation slots 

are renamed auction slots. Instead of slotted ALOHA, RAMA uses an auction strategy to 

achieve a higher probability of success. A mobile station contending for bandwidth starts 

by generating a random number called the station’s ID. The number of digits in the ID
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depends on the number of users in the system: it must be big enough so that two mobiles 

are unlikely to generate the same ID and small enough to make the auction procedure short. 

At the beginning of the auction, the contending mobile will transm it its ID, one digit at 

a time. Following each transm itted digit, the base station will announce the highest value 

among the received digits on the downlink channel. Any source with the current digit value 

less than the announced one will drop out. W hen all the digits have been transm itted, there 

will be a single winner. The stations dropping out from the current auction enter a  new 

auction at the end of the current one.

1.3.1.4 DQRUM A

The frame structure of DQRUMA is shown in Figure 1.2. Similar to C-PRMA, the uplink 

channel is logically divided into two subchannels, dubbed the request-access (RA) channel 

and the packet transmission (Xmt) channel. This division is accomplished on a slot-by-slot 

basis. In particular, the base station may convert idle packet slots (i.e., the idle transmission 

channel portions of the frame) into additional request slots, as needed. Whenever a mobile 

station wishes to transm it a packet, it contends on the RA channel to convey its request to 

the base station. The access protocol can be either ALOHA or a deterministic tree-based 

collision resolution protocol, similar to the one originally proposed in [26]. When the base 

station successfully receives a request, it transm its an ACK on the downlink channel and 

registers the request in a queue. The base station then arbitrates access to the uplink Xmt 

channel in a round-robin fashion by polling the mobile stations on the downlink channel. 

When a mobile is polled, it transm its the next outgoing packet appending to it one extra bit 

indicating whether the station has more packets to transm it. By piggybacking its requests 

onto transm itted packets, the mobile does not have to contend for channel access for as long 

as its packet queue is nonempty.

1.3.1.5 Summary

All the protocols mentioned above have a similar channel structure. Time on the uplink 

channel is divided into frames, and each frame is divided into a number of equal length 

transmission slots and a number of possibly smaller minislots used for contention resolu

tion. This approach is efficient if all mobiles have the same traffic patterns and bandwidth 

requirements, e.g., as in a cellular voice system. In a scenario with diverse applications 

involving VBR and data traffic, some protocols (e.g., D-TDMA and RAMA) have the flexi

bility to assign two or more transmission slots to one mobile station, as needed to satisfy its
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dynamic bandwidth requirements. One problem with this solution is th a t the granularity of 

bandwidth assignment is constrained by the slot size or, as in DPRMA, by some multiples 

of slot size. Since the slot length is usually tailored to efficiently accommodate one traffic 

type, i.e., voice, it may not fit very well the requirements of non-CBR traffic.

Even the flexible schemes tha t can allocate multiple slots to  a  single source suffer from a 

bandwidth wastage resulting from the fact tha t each of the multiple slots requires individual 

“framing.” This framing consists of a guard time at the beginning and end of the slot equal 

to the maximum propagation delay across the cell, as well as a  synchronizing preamble (see 

Figure 1.2(b)) preceding the actual data. Therefore, if multiple slots are assigned to the 

same mobile in one frame, some bandwidth is wasted on multiple slot boundaries within a 

de facto single transmission unit (clearly visible if the multiple slots are adjacent, e.g., as 

in D-TDMA). This overhead tends to increase linearly with the transmission rate and cell 

size.

More recent variations on the above schemes, e.g., [27, 28, 29, 30], follow essentially 

the same paradigm, focusing on bandwidth scheduling and analytical performance studies. 

They all make bandwidth allocation based on fixed-size slots, usually corresponding to ATM 

cells. In [27], mini-slots are used for making access requests; normal fixed-size slots are used 

for transporting data traffic; plus, a centralized scheduler is designed for CBR, VBR and 

ABR at the base station. [28] has the similar structure as [27] while the priority scheme is 

considered in [28] and different traffic models are used for protocol performance evaluation. 

In [29], the time frame is divided into several sections; each section is assigned to one type 

of traffic, e.g., CBR, VBR, SCR (signal control), and ABR. CBR and VBR are managed 

with reservation model, SCR and ABR work with contention mode. The scheduler at the 

base station consists of multiple access controller, traffic estimator/ predictor and intelligent 

bandwidth allocator. [30] mainly deals with how to save bandw idth on piggyback requests. 

A quantitative comparison of seven TDMA-based MAC protocols is given in [31]

1.3.2 C D M A -based  M A C  P ro to co ls

CDMA is viewed today as the most promising technology for developing flexible, high- 

performance wireless systems. Wideband CDMA has been selected as the basis for third- 

generation (3G) mobile systems [6]. A 3G communication system will offer session bit 

rates between 384kb/s and 2Mb/s. To support services within this range the radio network 

resources must be shared in a flexible and efficient manner, such th a t applications with 

different bit rates and signal quality (expressed as the minimum bit energy-to-noise density
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ratio Eb/Eo) can comfortably coexist in the system, making the best possible use of its total 

capacity. To achieve this, various CDMA-based medium access control (MAC) protocols 

have been proposed, e.g., Slotted ALOHA DS-CDMA [32, 33, 34, 35], VSG-CDMA [37], 

MC-CDMA [36], W ISPER [40], and MC-CDMA/DQRUMA [41, 42],
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Figure 1.3: Layouts of typical CDMA-based protocols

Slotted ALOHA DS-CDMA is one of the most studied CDMA protocols. In a Slotted 

ALOHA DS-CDMA system, the mobile stations communicate w ith the base station through 

a common radio spectrum. Time is divided into slots of duration T  which equals the time 

to transm it one data packet, as shown in Figure 1.3(a). The mobile users are synchronized 

to slot boundaries and their transmissions are only allowed to s ta rt at known predictable 

instances. Transmissions from different stations are spread with different codes. A dedicated 

receiver for every code being currently in use is assigned at the base station.

The code allocated to a mobile user can be fixed [32, 34] or randomly selected by the 

mobile station [33]. When a mobile has a packet to send, it spreads the packet with its 

code and transmits the encoded signal in the next time slot. Depending on the channel 

status and multiple access interference (MAI) level, some packets may be undecodable at 

the base. This will happen, when two mobiles use the same code for transmission or when 

the MAI level exceeds a certain threshold. The latter problem is caused by too many mobiles 

transm itting at the same time, or by misadjusted power levels used by the transmitters.
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Finally, owing to the inherent, unpredictability of the radio environment, packets can be 

damaged by external sources of electromagnetic interference and /o r by fading.

If a packet cannot be received correctly for whatever reason, the sender will not receive an 

acknowledgment and then it will schedule a retransmission of the same packet after a random 

delay. Under light load, the slotted ALOHA DS-CDMA protocol works well [35], but 

under heavy load, numerous collisions tend to dramatically reduce its effective bandwidth 

utilization. Also, Slotted ALOHA DS-CDMA does not differentiate among traffic classes, 

which is essential in modem multimedia applications.

1.3.2.2 Variable spreading gain CDM A (VSG -CDM A)

Variable spreading gain CDMA (VSG-CDMA) [37] is being frequently suggested as the right 

technology for MAC protocols catering to  variable data  rate multimedia applications. W ith 

this approach, different transmission rates are realized by using different spreading factors. 

If two baseband signals a t rates r i and r2  =  2r\ are spread onto the same bandwidth, 

the signal with rate 7*2 uses half the spreading factor of the signal with rate rq. In a 

VSG-CDMA system, high speed data  transmission requires more power to satisfy the same 

signal-to-interference (SIR) ratio as one of a lower data rate.

Based on the VSG-CDMA technology, various MAC protocols have been discussed in 

the literature [37, 38, 39]. W ith the adaptive multiple access protocol analyzed in [37], the 

base station estimates the equivalent uplink load by monitoring the total received power, 

and broadcasts this information to the mobiles, which then make independent probabilistic 

decisions on whether to  begin and/or to continue transm itting their bursts.

Another MAC protocol, intended for UMTS terrestrial radio access system (UTRA), 

is presented in [38]. I t supports constant bit rate (voice), variable bit rate (video), and 

low priority data services. According to  this protocol, mobile stations make requests for 

dedicated channels (DCHs) in time-slotted random access channels (RACHs), as shown 

in Figure 1.4. If there has been no collision (caused by more than  one access request 

transm itted within the same slot and with the same code), the mobile will receive a positive 

acknowledgment from the base station on the forward access channel (FACH), followed by 

further instructions. If the access request collides, the mobile will delay for a randomly 

chosen number of slots before posing another request. The base station stores all incoming 

requests in three FIFO queues, one for each traffic class, and assigns the DCHs according a 

code tree, as shown in Figure 1.5. A code can be assigned to a mobile only if all associated 

codes at lower levels of the tree axe idle. Each DCH is identified by a spreading code whose
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spreading factor determines the bit rate of the channel. Since this protocol assigns DCHs 

based on the number of idle codes, and these assigned codes remain reserved for the entire 

duration of a CBR session, this protocol cannot reuse silent periods in voice traffic.

The protocol proposed in [39] supports two classes of services: class-1 (real-time) and 

class-2 (reliable). The protocol is similar to slotted ALOHA, but the class-2 mobiles are 

subject to media access control with their spreading gain adapted to the multiple access 

interference (MAI) level. This adaptation consists in decreasing/increasing the mobile’s 

spreading gain in response to the decrease/ increase in the MAI level. Also, the persistence 

factor for class-2, i.e., the retransmission probability after an error, is always 1. Note that 

a packet can be retransm itted with a spreading gain different from the one used for its 

original (previous) transmission. The objective of this approach is to reduce the number of 

retransmissions within class-2 and to maximize its effective throughput.
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In the protocol mentioned above, the spreading gain changes with the symbol duration 

while the chip rate is kept constant. An alternative approach is to vary the chip rate while 

maintaining a constant symbol duration. Regardless of which approach is taken, the spread

ing gain may turn  out to be too small to to  maintain a good (low) cross correlation among 

different user codes, especially when the source rate is very high. Also, the requirement to 

frequently change the chip rate or the symbol rate may increase the hardware complexity 

of the code acquisition/tracking circuits (or the symbol demodulation circuits) beyond an 

acceptable level.

1.3.2.3 M ulti-code CDM A (M C-CDM A)

Multi-code CDMA (MC-CDMA) [36] is another heavily studied CDMA technology for im

plementing flexible multiple access schemes to support high data rates and multimedia 

applications in wireless communication systems. In a multi-code CDMA system, all trans

missions are carried out a t a fixed basic rate. If a high data  rate is required, multiple code 

channels are assigned to the mobile, w ith each single code channel operating a t the basic 

rate. Thus, MC-CDMA is a fixed spreading gain CDMA technology, which lets it avoid 

some problems with VSG-CDMA. Figure 1.3(b) shows a sample structure of an MC-CDMA 

transm itter. When a mobile transm its a t a rate equal to m  times the basic rate, it converts 

its data stream, serial-to-parallel, into m  basic rate streams, spreads each basic rate stream 

with a different code, and superimposes them  before up-converting for radio transmission. 

As in VSG-CDMA systems, high speed data transmission in MC-CDMA systems requires 

more power to satisfy the same signal-to-interference (SIR) ratio as tha t of lower data rate.

A number of MAC protocols have been proposed based on the generic MC-CDMA ap

proach sketched above [40, 41, 42, 43]. In particular, the slotted CDMA protocol introduced 

in [40], called WISPER, is able to support multiple traffic classes. The total available band

width is divided into two bands, one for the uplink, the other for the downlink. For both 

bands, time is divided into frames of length T . The frame length is chosen so as to coin

cide with the packet arrival rate of the most abundant traffic class (usually voice). In the 

uplink, each frame is divided into N  packet slots and one request slot. The structure of 

the downlink channel is similar, except that the downlink frame begins with a control slot, 

which is used to transm it acknowledgment and control commands, whereas the request slot 

in the uplink frame can be located anywhere except for the very end of the frame. Also, the 

downlink frame is not aligned with the uplink frame. The layout of the frame in W ISPER 

is shown in Figure 1.3(c).
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The transmission order of outgoing packets is determined by the packet scheduler, which 

bases its decisions on the priority and QoS requirements of the sessions in progress. The 

latter axe described by the admissible bit error rate (BER) and time-out vales, i.e., deadlines. 

The scheduler also keeps track of the number of queued packets at each mobile and attem pts 

to service the multiple queues in a fair manner. Packets with the same or similar bit error 

rate (BER) requirements are transm itted in the same slots. One problem with W ISPER is 

that the strict policy of assigning similar packets to the same time slots (which balances the 

load along the code dimension) may result in an unbalaced load along the time dimension.

The protocol proposed in [41] combines MC-CDMA with DQRUMA [24]. As in [24], 

time is divided into slots. The downlink frame is partitioned into three types of time slots: 

access acknowledgment slots, packet acknowledgment and transm it permission slots, and 

packet transmission slots. The uplink frame consists of two slot types: access request slots 

and packet transmission slots. W ithin each time slot, multiple codes separate different 

logical channels. Mobile stations issue access requests to the base station in the request 

channels, and base station schedules the requests using a bandwidth-on-demand fair-sharing 

round-robin strategy. The actual number of packets tha t a mobile is allowed to transm it 

depends on the current load (the number of outstanding requests), the transmission rate of 

the mobile, and the available system capacity.

The base station also calculates the optimum power level for each traffic rate. Although 

this protocol provides variable transmission rates, it only considers one value of the signal- 

to-interference ratio (SIR) and, consequently, supports only one traffic class. W ith the 

improvement suggested in [42], the protocol can cater to two traffic classes. It uses a 

similar frame structure to tha t of [41]. The uplink time axis is divided into frames, with 

each frame consisting of three short control slots (minislots) and one packet transmission lot. 

The three minislots are used for acknowledgments, access contention, and piggybacking rate 

adjustment requests for sessions in progress. Similarly, every time frame on the downlink 

channel includes two minislots in addition to the standard transmission slot. Those minislots 

are used for sending acknowledgments and for announcing the outcome of access contention. 

As in [41], multiple logical copies of the control minislots and transmission slots are created 

by using different PN codes.

Class-I (real-time) traffic is handled through connection-oriented sessions, which reserve 

a set of code channels and dedicated receivers at every participating mobile. Class-II (non- 

real-time) traffic is transm itted in a best-effort manner through a contention based request- 

permission scheme. One problem with this protocol is its inability to reuse the bandwidth
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released by temporarily silent voice sessions.

1.3.2.4 S u m m a ry

The capacity of CDMA systems based on pseudo-noise (PN) sequence spreading is inter

ference limited. Their bandwidth efficiency can be improved by exploiting inactive periods 

in voice sessions. Most MAC protocols proposed in the literature accomplish this through 

monitoring the level of multiple access interference. For example, the protocols proposed in 

[43, 44] grant transmission rights based directly on the interference level, with [43] focus

ing on the management of high rate traffic. W ith the probabilistic access control schemes 

presented in [45, 46], the permission probability for data traffic is affected by voice activity. 

Although such schemes implicitly exploit idle periods in voice sessions, they base future 

scheduling decisions on extrapolations of past activities. Consequently, the system may oc

casionally become underloaded or overloaded, if the predictions turn  out to be inaccurate.

One fundamental problem of a wireless system catering to multiple traffic classes with 

different transmission rates is fairness, especially the treatm ent of high-priority low-rate ter

minals under a dominant high-bandwidth load. Some authors, [43, 48, 47], suggest to assign 

bandwidth to high-rate users based on their burst level demands. The solution discussed 

in [43, 47] grants access to a high-rate source by considering channel load, interference, and 

soft handoff. To protect voice users, a high-rate data burst can be preempted. In [48], 

two transmission modes are considered for high-rate sources, and it is demonstrated that 

by carefully scheduling those transmissions, their throughput can be maximized without 

impairing voice sessions. All those studies assume the existence of a low-rate dedicated 

signaling channel.
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Chapter 2

D S -T D M A /C P

TDMA is one of the generic wireless multiple access technologies studied in our work. W ith 

TDM A, the uplink channel is time-divided among the multiple mobile stations tha t may try 

to reach the base station at the same time. The mobile stations learn which time intervals 

(dubbed transmission slots) are theirs by receiving and interpreting control information 

arriving from the base station on the downlink channel. The uplink channel is logically or

ganized into frames, each frame subdivided into a number of slots, which are the basic and 

indivisible units of bandwidth allocation. The role of the frame is to provide encapsulation 

for groups of slots (a “frame of reference”) whereby all mobile stations can have a consistent 

perception of slot boundaries and their positions relative to the frame boundaries. Depend

ing on the details of the access protocol, the frame may include additional components (e.g., 

synchronizing signals, acknowledgments, contention slots), which are emitted by the base 

station on the downlink channel.

2.1 The protocol goals

Our proposed TDMA protocol is dubbed DS-TDMA/CP, for Dynamically Slotted TDMA 

with Contention Permission. It is aimed at improving the accuracy of bandwidth allocation, 

especially in environments with diverse traffic patterns and QoS expectations.

Whereas other TDMA-based schemes proposed in the literature use fixed-size slots 

within a fra m e  and try to fit the offered traffic to that size, our solution uses an adjustable 

slot size that is matched to the bandwidth requirements of the mobile source, i.e., the frame 

structure is determined by the transmission requirements of the mobile stations. The idea 

is to make sure that the mobile will always use at most one slot of every frame, yet its 

bandwidth requirements will be satisfied and the QoS requirements of its session will be 

fulfilled. In this way we eliminate bandwidth fragmentation and avoid the overhead on
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multiple slot boundaries. This solution offers better flexibility of bandwidth allocation than 

traditional methods, which directly translates into a lower bandwidth overhead and better 

fulfillment of the QoS requirements of the diverse traffic types occurring in modern PCS 

applications.

We assume tha t traffic in the network is naturally packetized with some basic granularity 

tha t is also used for bandwidth allocation. For the sake of discussion, we assume that this 

granularity is constrained by ATM cells, i.e., the network carries ATM traffic. However, 

this is not a requirement, and our proposed solution can be naturally applied to non-ATM 

networks. Also, the bandwidth allocation grain can be arbitrarily fine (e.g., much finer than 

ATM cells) with little impact on the complexity or flexibility of the overall scheme.

2.2 Silent periods in C BR  traffic

Voice traffic, which is the most common representative of the CBR class, is known to be 

intermittent with a duty factor of approximately 3/8 [70]. Some TDMA protocols assume 

tha t individual bursts (talkspurts) in a CBR session are separate “sessions” of their own, 

which have to individually request bandwidth as they occur. W ith this approach, it may 

be possible to transm it non-CBR traffic during silent periods of a CBR session [71]. One 

problem with such protocols is tha t they admit the possibility of a collision when the voice 

source resumes its talkspurt, and the station may lose its reservation in such a case.

An alternative approach is to keep the CBR slot reserved for the entire duration of the 

actual voice session, including the silent periods, just to make sure tha t it is there when 

needed to accommodate a burst. O f course, this approach is more wasteful because the 

bandwidth used to sustain a silent CBR session, although formally not needed, cannot be 

used for anything else. Unless the protocol explicitly accounts for the presence of CBR 

sessions that have temporarily become silent (and treats them in a special way), the choice 

between the two options need not belong to the protocol specification.

To be able to reuse the bandwidth temporarily relaxed by a silent CBR session, in 

a way that will make that bandwidth available at the next burst, the base station must 

receive advance notifications about the status of the current burst (to learn when it is 

going to end), and be able to accommodate the new burst, preferably without excessive and 

nondeterministic contention, when it shows up. The concept of piggybacking seems to be 

an essential prerequisite for this capability. For example, if the only way for the base station 

to learn that the current burst has ended is to receive an empty CBR slot (like in PRMA 

or D-TDMA), the empty slot is irreparably wasted. On the other hand, in DQRUMA, as
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stations piggyback their advance bandwidth requirements onto transm itted (full) slots, a 

CBR source can indicate that the burst is about to end early enough for its next slot to be 

reassigned to another mobile.

This feature must be combined with a way of reverting a  silent CBR session to its active 

state a t the beginning of the next burst. Although the bandw idth scheduler at the base 

station can freely preempt less im portant sessions to make room for the new burst, it must 

be able to learn th a t the burst is there, i.e., th a t the silent session has become active. Ideally, 

the mobile should keep a tiny portion of its original bandwidth (slot) while in the silent 

state—just enough to  be able to  “piggyback” the new status of its session. W ith the rigid 

organization of the frame (where bandwidth comes in fixed-size slots) this approach is not 

feasible. A compromise solution may be to give a resumed CBR session a head start when 

competing for access to the base. In particular, the deterministic variant of the contention 

scheme in DQRUMA may provide an acceptable bound on the amount of time needed by 

a CBR source to notify the base about the status change of its session.

2.3 D S -T D M A /C P  Protocol Description

As indicated in Section A.5, DS-TDMA/CP is designed for cellular radio communications 

system. We assume that the downlink channel is separate from the uplink channel in 

radio frequency bands and tha t its straighforward implementation is uninteresting from the 

viewpoint of the access scheme needed for the uplink channel.

2.3.1 Fram e structure

Assume that the traffic in the mobile network consists of ATM cells, i.e., the base station is 

connected to an ATM network, and the mobile stations access the ATM network through 

the base. Time on each of the two channels (downlink and uplink) is divided into equal 

length frames. The frame length is set to coincide with the packet arrival rate of the CBR

traffic.

The only station allowed to transm it on the downlink channel is the base and, therefore, 

the management of this channel is trivial. Consequently, we shall consider the uplink channel 

only. The uplink frame structure used by DS-TDMA/CP is shown in Figure 2.1. The frame 

is divided into two sections. The first (contention) section consists of a sequence of minislots, 

much shorter than a typical transmission slot, used by the mobile stations to issue access 

requests. The second (transmission) section is dynamically partitioned into a number of 

variable-length transmission slots, according to the current bandwidth assignment to the
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GT: Guard Time 
PA: modem Preamble
ST: Service Type (CBR/rt-VBR/nrt-VBR/ABR/UBR) 
ID: User Identification Number 
SL: Time Slot Length 
DD: Due Date

SH: Slot Header
PSN: Packet Sequence Number
ATM VPI: ATM Virtual Path Identifier
ATM VCI: ATM Virtual Channel Identifier
CRC: Cyclic Redundancy Code
FEC: Forward Error Correction

Figure 2.1: Uplink frame structure in DS-TDMA/CP

mobile stations.

2.3 .2  P rin cip les o f  b an d w id th  a llocation

Consider the following traffic classes listed in the decreasing order of their priorities:

CBR bursty traffic with constant bit rate and tight deadlines

RT-VBR variable bit rate traffic with deadlines that are less tight than those of the

CBR class

NRT-VBR variable bit rate traffic with loose deadlines

ABR higher priority traffic that can be delivered according to a reasonable best

effort policy

UBR low priority traffic to be delivered according to the best effort policy

An access request packet sent in a contention minislot includes the traffic class (i.e., expected 

service type), the mobile ID, the requested length of the transmission slot, and the deadline 

(due date), after which the request should be dropped if it cannot be granted. Note tha t a 

CBR source need not specify its bandwidth requirements because they are assumed to be
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the same for all CBR sessions. The base station stores the incoming requests and grants 

them according to  the criteria explained below. The transmission section of the frame is 

used for transm itting packets. The size of the variable length slot allocated to a mobile 

in the transmission section mainly depends on the mobile’s transmission rate. The station 

may keep its slot reserved in subsequent frames until it runs out of packets or is preempted 

by the base station. A CBR source is guaranteed to receive its slot in every frame until the 

end of its session, i.e., CBR sessions are never preempted.

Slots are allocated with a granularity tha t lets a mobile station transm it an entire 

number of packets within a slot. To be compatible with ATM, a single packet corresponds 

to one ATM cell. Its format is shown in Figure 2.1. Each transmission slot begins with a 

guard time and a synchronizing preamble. The end of the preamble indicates the moment 

when the mobile to which the slot has been assigned may commence its transmission.

The sequence of packets transm itted within the slot is preceded by a header in which 

the mobile piggybacks its further requirements for bandwidth. In particular, if the station 

has been transm itting CBR packets and its burst has run out, it will indicate in the slot 

header that its slot should be released in the next frame. Similarly, a  station sending VBR 

traffic will indicate in the slot header the requested size of the next slot and the due date 

for this request.

2.3 .3  B andw id th  scheduling

The structure of the next uplink frame is announced by the base station (on the downlink 

channel) a moment before the frame is started. This announcement consists of the following 

information:

•  the contention permission flags (CPF) indicating which traffic classes are allowed to 

compete for bandwidth

• the number of minislots in the frame (-S’)

• the list of scheduling messages consisting of pairs: < station Id, slot length1 >

The number of flags (bits) in CPF is equal to the number of traffic classes, e.g., 5 ac

cording to the above list. A traffic class is allowed to compete for bandwidth (i.e., transmit 

request packets within the current frame), only if its permission flag in the frame announce

ment was set. The role of CPF is to selectively restrain some traffic types when bandwidth 

becomes scarce. This is the Contention Permission feature of DS-TDMA/CP.

1 Expressed in ATM frames.
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As we shall see in Section 2.4.2, the actual information sent in a frame announcement 

message is a bit disordered, e.g., the list of scheduling messages precedes the permission 

flags and the number of minislots. Based on that information, the mobile stations have to 

perform some simple calculations to determine the actual succession of their slots in the 

forthcoming frame. This is needed to simplify the operation of the bandwidth scheduler 

at the base station, so tha t it can expedite the frame announcement on time—before the 

frame becomes due.

The boundary between the two sections of a frame, solely determined by the number 

of minislots S, varies according to the load in the network. W hen the load is heavy, which 

means that few (if any) new requests can be accommodated a t this time, the base station 

will issue a frame with a short contention section and a restrictive setting of CPF—to 

accept high-priority requests only. Theoretically, in an extreme case, e.g., if the frame is 

tightly occupied by CBR sessions tha t have all become active, the number of minislots may 

be zero. However, it practically never happens in reality, because even a heavily loaded 

frame usually contains a small fragmented leftover tha t is turned into contention minislots 

(see the scheduling algorithm in Section 2.4.2). For example, in our experimental setup 

(Section 2.5.2), the minimum number of contention minislots was effectively 6. On the 

other hand, when the system load is light and there is little to transm it, the base will issue 

frames with long contention sections—to make the contention easier and quicker to resolve.

The boundary between CBR (highest priority voice traffic) and VBR (second highest 

priority flexible-bandwidth video) constitutes a special case from the viewpoint of bandwidth 

availability. Due to the burstiness of voice activity, as discussed in Section 2.2, the CPF for 

the second highest priority traffic class, i.e., VBR, can be set on all the time. In this way, 

the silent periods in voice sessions can be always reused, regardless of the CBR load level.

Suppose that a previously idle mobile station gets a packet to  transmit and, based on 

the current setting of CPF, its traffic class is allowed to compete for bandwidth in the 

forthcoming frame. The station will randomly select one minislot in the contention section 

of that frame and transm it a reservation packet. This packet may make it to the base 

station or be destroyed, e.g., by a collision with another reservation packet sent by some 

other station. Other (piggybacked) reservation requests may arrive in the headers of regular 

slots transm itted within the frame.

When the base station has received the header of the last slot of the frame, it will 

be ready to process new requests and schedule bandwidth for the next frame. The base 

station will try to accommodate the successfully received reservation requests, based on
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the available air-time, the traffic class priority, the requested slot length, and the specified 

deadlines. Then the station will broadcast the layout of the next frame to the mobile 

stations.

If the mobile’s request has made it to the base station, the mobile will receive a schedul

ing message, even if its requirement cannot be met at the moment. In  such a case, the slot 

length field of that scheduling message will be set to zero. This will inform the mobile that 

its request has been noticed and need not be reissued in subsequent frames. The mobile will 

refrain from further contention for the amount of time equal to the specified time-out (due 

date) of the request. Similarly, if the base station cannot fulfill this request before the due 

date, it will drop the timed-out request from its queue. On the other hand, if the request 

packet has been lost (e.g., due to a collision), the mobile station will receive no scheduling 

message. Then it will know tha t the request should be retransm itted as soon as possible.

Note that all scheduling messages should be able to reach the mobile stations before the 

beginning of the next frame. The amount of time during which the base station has to make 

the scheduling decisions and transmit the packet announcing the layout of the upcoming 

frame is bounded by the length of the last slot in the current frame plus the inter-frame 

space. To maximize this time, the longest slot is always scheduled at the end of the uplink 

frame.

The protocol can operate correctly in a situation when the last slot in an uplink frame 

is too short for the base station to complete the scheduling algorithm and/or broadcast the 

scheduling messages before the next uplink frame is due. W ith contemporary technology, it 

seems tha t a situation like this can be avoided, however, a cheaper design of the base station 

(with less processing power available to the bandwidth scheduler) may be susceptible to such 

problems. If a scenario like this should be taken into account, the base station will set up 

a timer at the beginning of every frame. This timer will go off at the last moment when 

the base must complete its scheduling decisions and announce the layout of the next uplink 

frame. The base station has two options regarding the fate of a  received but unscheduled 

request. One option is to ignore such a request which, from the viewpoint of the mobile, has 

the same implication as a collision. The mobile will assume tha t the request hasn’t made 

it to the base and reissue it in a subsequent frame. Another option is to acknowledge the 

request with zero allocated bandwidth. In that case, the mobile will not have to compete 

again for access to the base, at least for the amount of time equal to the deadline of the 

request.
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Another degree of freedom tha t the base can exploit if the timing of the scheduling 

message becomes tight, is the possibility of skipping the part of the announcement message 

tha t indicates the number of minislots available in the next uplink frame and the setting of 

CPF. In particular, if these parameters are going to be the same as for the previous uplink 

frame, the base can simply skip them, and the mobiles will assume the last received setting 

by default.

By allocating the bandwidth for the next uplink frame at the very end of the previous 

frame, the base station is able to account for as much air-time in the next frame as possible, 

which in tu rn  results in high flexibility and promptness in granting requests of the mobile 

stations. This is because those mobile stations that have been allotted space in the current 

frame piggyback their new bandwidth requests, including bandwidth relaxation, in their 

slot headers.

Having received a scheduling message indicating its bandwidth assignment, a  mobile 

station will s tart transm itting data packets in its allocated slot. If the traffic is non-CBR, 

the station will monitor its output buffer during transmission and piggyback slot adjustment 

requests in the header of its slot. If the buffer drains faster than the traffic is generated, the 

mobile will release some fraction of its slot. If the buffer grows faster than  the data that is 

being expedited, the station will request more bandwidth.

Once a CBR connection has been set up (meaning that the request has been scheduled 

by the base station), the mobile will keep receiving a slot in every subsequent frame until 

the connection is explicitly torn down by the mobile. If the connection becomes temporarily 

silent (see Section 2.2), its bandwidth can be reused by non-CBR sources. Instead of using 

the headers of its slots to convey bandwidth adjustment requests, a CBR source indicates 

there the status of its connection for the next frame. This status can have three values: 

active, meaning that the burst (talkspurt) is still on and the next slot will be filled, hung 

up, meaning that the connection is term inated and the slot should be released, and silent, 

indicating that the connection should remain established but the next slot will be empty. 

In the last case, the base station is free to temporarily reduce the slot size in subsequent 

frames to “almost zero,” i.e., to the bare header. When the connection gets back to the 

active state, the mobile will use tha t header to indicate the state change to the base station. 

In this way a silent voice connection remains established by using very little bandwidth. 

The mobile station will not have to contend for bandwidth when the silent period is over.
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2.4 Algorithm s in D S -T D M A /C P

In this section we introduce in detail the algorithms used by the protocol. They can be 

viewed as sample (or recommended) implementations of the ideas introduced in the pre

ceding section. These implementations were also used in our simulation model of DS- 

TDM A/CP discussed in Section 2.5.2.

2.4.1 C on ten tion  reso lu tion

Access request packets transm itted within the contention minislots of a frame may collide, 

if two or more mobile stations happen to  randomly pick the same minislot. As long as the 

protocol is consistently obeyed by all stations, this is the only scenario in our proposed 

scheme when a collision may occur.

The contention resolution part of DS-TDM A/CP can be implemented independently of 

the remaining elements of the protocol. For simplicity, we opt here for a variant of slotted 

ALOHA inspired by [42, 24]. When a mobile station is ready to issue a  request, it randomly 

selects a  contention minislot and transm its the access request packet. If the request makes 

it to the base station, the mobile will hear a scheduling message w ith its own ID on the 

downlink channel. If this doesn’t happen within the current frame, the mobile station will 

assume that a  collision has occurred and make another try  (in the contention section of the 

next frame) with the probability

T t ■ f w ^  C  1 1p” = mmk xfryT'1}
where Pc is the retransmission probability used for the previous request (set to 1 for the 

first attem pt), Sn is the total number of contention minislots available in the upcom

ing frame, and Sc is the number of contention minislots in the last frame. This back

off algorithm resembles the harmonic backoff algorithm (with retransmission probabilities 

1, 1/2, 1/3, 1/4, . . . )  described in [71, 24], and additionally accounts for the dynamic 

structure of the contention section. Our backoff function reduces to  the harmonic backoff, 

if the length of the contention section remains fixed across frames. However, if the number 

of contention minislots in the upcoming frame is reduced, the retransmission probability 

will decrease faster than  with the straightforward harmonic algorithm. Similarly, as more 

contention minislots become available, the retransmission probability will decrease by less 

or, possibly, even increase.

Needless to say, other collision resolution protocols, e.g., deterministic ones based on 

the binary tree algorithm [26, 24], may be good alternatives to ALOHA. Although the
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performance of DS-TDMA/ CP may vary depending on the collision resolution scheme used, 

the protocol may still be compared w ith other similar solutions, as long as they all use 

similar methods of resolving contention.2 Besides, as other collision resolution schemes are 

more deterministic (and offer lower delays) than ALOHA, the ALOHA-based version of 

DS-TDM A/CP can be viewed as the worst case.

2.4 .2  T ransm ission  scheduling

We consider the traffic classes listed in Table 2.1. Each of those classes has its specific 

QoS expectations; therefore, the access requests arriving at the base station are stored in 

different queues directly corresponding to  the traffic classes. Requests in each queue are 

stored in the non-decreasing order of their deadlines. Requests w ith the same deadlines 

(e.g., UBR requests with infinite deadlines) are stored in the order of their arrivals.

Priority Traffic Class
0 CBR
1 RT-VBR
2 NRT-VBR
3 ABR
4 UBR

Table 2.1: Traffic priorities

The scheduler tests the access requirements of the pending requests to see which of them 

can be accommodated and moved to the queue of scheduled requests. While doing this, 

the scheduler generates scheduling messages, one message per each request that has been 

granted. A non-CBR source that cannot finish its transmission in the current frame (which 

fact is signaled by a piggybacked request in the header of the currently transm itted slot) is 

put back into the corresponding access request queue. On the other hand, a CBR source, 

once it is adm itted by the scheduler, will be receiving a  guaranteed slot in subsequent frames 

until the end of its session (during the silent periods, this slot will shrink to the bare header). 

The scheduler is work-conserving, which means tha t a packet in a mobile station becomes 

eligible for transmission immediately upon generation.

The amount of time available to the scheduler to complete its task and broadcast the 

layout of the new frame is limited by the size of the last slot in the current frame. To make 

good use of this limited time, the scheduler generates the layout packet on-the-fly, while 

it is performing bandwidth allocation. Whenever a slot space is assigned to a mobile, the

2The implementations of D-TDMA and DQRUM A studied in Section 2.6 bo th  use ALOHA for contention 
resolution.
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scheduler emits a scheduling message3 (Figure 2.2) identifying the mobile and specifying the 

size of the allocated slot as a number of ATM frames. The allocation loop of the scheduler 

can be exited in one of two ways. First, it may happen that there is nothing more to do,

i.e., all the available bandwidth has been allocated or there are no more pending requests. 

Second, an internal scheduling timer may go off indicating that the scheduler must finish 

immediately because the frame is due. Intentionally, the second case should occur very 

seldom and possibly never, depending on the processing power available at the base station. 

We admit it because the protocol can operate sensibly in such circumstances, which means 

that lower-cost hardware can be used if needed, e.g., because of budgetary constraints. The 

worst that can happen is that occasionally some (low-priority) requests may not be fulfilled, 

even if enough bandwidth remains available to  accommodate them.
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Figure 2.2: Structure of the frame announcement message

Since CBR requests have the highest priority, the scheduler processes them first—in 

non-decreasing order of their due dates, according to the STE (shortest time to extinc

tion) policy [72], When all CBR requests have been processed and there is still time and 

bandwidth left in the frame, the scheduler will process RT-VBR requests (second highest 

priority), and so on.

Having completed the allocation loop (and generated all scheduling messages), the sched

uler emits two more items of information (Figure 2.2): the number of contention minislots 

in the upcoming frame (S ) and the contention permission flags (CPF).

The protocol specifies a maximum on the number of contention minislots in a  frame. 

Note tha t even if the network is completely idle, the frame cannot be entirely filled with 

minislots because the last few of them would be too close to the frame boundary to be usable 

by the scheduler. The actual number of contention minislots (which is never greater than 

the m axim u m ) and the contents of CPF are determined by how the frame space has been 

partitioned among the multiple traffic classes and how much bandwidth (if any) remains 

unused. To understand the rationale behind this part of the scheduling algorithm, consider

3The param eters of our experimental setup, discussed in Section 2.5.2, constrain the length of this message 
to  be 20 bits.
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the following simple algorithm for determining the number of contention minislots in an 

upcoming frame.

We start with a small number of minislots (possibly zero) and allocate the 

remaining space in the frame to the queued traffic sources, according to the 

scheduling algorithm sketched above. If some space remains unused (either 

because there is no more traffic to  schedule, or there is a fragmented leftover 

tha t cannot be sensibly allocated anywhere), we populate th a t space with extra 

minislots, up to the maximum.

Although this simple algorithm has the desirable property that the number of minislots is a 

straightforward function of the available bandwidth, it fails to account for differences among 

traffic classes. Imagine two equally heavily loaded frames, one filled with UBR cells and the 

other carrying exclusively CBR traffic. Even though the two frames may look identical from 

the viewpoint of bandwidth utilization, it is clear tha t the numbers of minislots, as well as 

the settings of CPF, in them should be different. The second frame is filled with a high 

priority traffic, so it makes sense to restrain further contention w ith a restrictive setting of 

CPF and a  reduced number of minislots. On the other hand, the low priority traffic in the 

first frame is preemptible by all other traffic classes. Those higher priority classes should 

be allowed to contend for bandwidth, for which they need more minislots and a permissive 

setting of CPF.

It might seem tha t while deciding on the number of minislots and the setting of CPF, 

the bandwidth scheduler should also consider the state of request queues at the base station. 

Note, however, tha t the relevant information is implicit in the frame. For example, if the 

lowest priority request tha t has been granted is NRT-VBR and the frame is full, this means 

that there is no room for ABR and UBR requests, but all higher priority sources should be 

allowed to contend.

2.4.2.1 T h e  schedu ling  a lg o rith m

We assume the following notation for the constants and variables used by the algorithm: 

C o n s ta n ts  (p ro to c o l p a ra m e te rs ) :

B  The total amount of bandwidth (frame space) available in an empty frame.

B u The amount of bandwidth (frame space) needed to sustain a silent CBR session. 

This bandwidth corresponds to the bare CBR slot header.
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B s The amount of bandwidth (frame space) used up by one contention minislot.

Cmax The maximum index of a traffic class, i.e., 4 according to Table 2.1. Note tha t

there is nothing special about this number, and it may change, if the configuration

of traffic classes serviced by the network is different.

S-max The maximum number of minislots in a  frame.

B v This is an array indexed by traffic classes indicating the average amount of band

width needed by a  session in the given class (see the explanation at the end of the 

algorithm). £^[0] is exact and equal to the fixed amount of bandwidth needed by 

an active CBR session.4

Sincr This is an array indexed by traffic classes used to determine the number of extra 

minislots to be included in the contention section of the next frame, as explained 

at the end of the algorithm. The entries corresponding to the first two traffic 

classes, i.e., Sjncr[0] and <Sincr[l], are not used.

Important variables:

S  The calculated number of minislots in the upcoming frame.

CPF This is a bit array indexed by traffic classes and representing the calculated setting 

of the contention permission flags.

B q The amount of bandwidth temporarily released by those adm itted CBR sessions 

tha t are currently silent.

B a The calculated amount of bandwidth still available within the frame, including 

the bandwidth temporarily released by the silent CBR sessions.

B asg This is an array indexed by traffic classes and indicating how much bandwidth 

has been allocated to the given traffic class.

T h e  a lg o rith m

1. Set 5  :=  0, B a := B , B q :=  0, B asg[0, . . . ,  Cmax] := 0, CPF[ 0 , . . . ,  Cmax} := 1.

2. For all CBR sessions in progress, and then for all pending CBR requests (sorted in 

the non-decreasing order of their due dates), perform steps 3 through 6, with M r 

indicating the mobile source.

4 A lthough the present algorithm assumes th a t every active CBR session uses the same fixed am ount of 
bandw idth, th is assum ption can be easily relaxed.
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3. If there axe no more CBR requests to process, proceed to 7. If B  — J3asg[0] > B v[d] 

(more CBR sessions can be accommodated), proceed to 4. Otherwise (this is only 

possible for a pending request), if the request arrived in the last frame, issue the 

scheduling message <  Mr, 0 >. Continue at 3 for the next CBR request.

4. If the session is currently silent (this is only possible for a session in progress), set 

B q := B q +  (f?„[0] — B u), B r :=  B u. Otherwise (including the case of a pending CBR 

request being adm itted), set B r :=  £?„[0].

5. Set B a :=  B a -  B r and B asg[0] :=  B asg{0] +  B v[0].

6. Transmit the scheduling message < M r,B r >  and continue at 3 for the next CBR 

session or request.

7. If B  — B asg[0] < B v[0], i.e., no more CBR sessions can be accommodated (this is 

only possible after all sessions in progress have been accounted for), set CPF[0] =  0. 

Otherwise, set Sr =  ]_(B — B asfl[0]) /j3„[0]J (the number of extra minislots for the CBR 

sessions tha t could be accommodated in the frame), B a :=  B a — Sr x B s (extract the 

bandwidth needed for the additional minislots), S  ~  S  + S r.

8. Process the remaining traffic queues according to their priorities, and each queue in 

the non-decreasing order of the due dates. For each request, perform steps 9 through 

13, with

M r indicating the the mobile source that issued the request 

Cr indicating the traffic class 

B r indicating the requested bandwidth

9. If the internal timer went off, which means that there is no time for more scheduling 

before the frame is due, exit the allocation loop and continue at 14.

10. If there are more requests in the current class Gr, proceed to 11. Otherwise, if B a — 

B asg[Cr] < B v[Cr], set CPF[Cr] =  0. If Cr = Cmax, proceed to 14. Otherwise, 

continue at 9 with Cr CT + 1.

11. If Cr > 1, calculate the number of additional contention minislots to be included in 

the frame: Sr ~  ((Ba^fCV] -bBr )/S jncr[Clr ]J \B asg\Cr\l^tncr[CV]Jj and the resulting 

total frame space requested: Ba := B r + Sr x B s.
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12. If B d > B a (there is not enough bandwidth available), proceed to 13. Otherwise (the 

request can be granted), update B asg[Cr) ~  B asg[Cr] + B r (the amount of bandwidth 

allocated to the traffic class), B a := B a — B^ (remaining frame space), S  := S  + S r 

(the number of minislots in the frame). Transmit the scheduling message < M r, B r >. 

Then continue at 9 for the next request.

13. There is no bandwidth available to grant the current request. If this request arrived 

in the last frame (i.e., it is a new request), then transm it the scheduling message 

< Mt ,0  >. Continue at 9 for the next request.

14. Exit from the allocation loop. Calculate the final number of minislots in the frame: 

S  := m in {S  + (B a/B s), S'max}. Transmit < S, CPF > and terminate.

The scheduling algorithm accounts for the CBR sessions in progress, which may tem

porarily become silent and release some bandwidth. This extra bandwidth can be recycled 

by non-CBR traffic, but it cannot be allocated to new CBR sessions. The scheduler makes 

sure that all adm itted CBR sessions can always be accommodated into the frame, be

cause, regardless of their interm ittent status, they may all become active simultaneously. 

Therefore, when a new CBR request is being scheduled, the available bandwidth B a is 

decremented by B q, i.e., the amount of bandwidth temporarily released by the silent CBR 

sessions. This extra bandwidth is included in B a: and it can be reused by other (non-CBR) 

sources without problems, as they never make reservations for more than  one frame.

Note that although CBR traffic preempts any other traffic class at the bandwidth reser

vation stage, other traffic classes may take advantage of the silent periods within CBR 

sessions, which in turn  are unavailable to new CBR sessions. Therefore, assuming that the 

silent periods within CBR sessions are bound to occur, there will always be some spare 

bandwidth available to lower priority traffic.

After all CBR requests have been processed (step 7), the number of minislots in the new 

frame is incremented by the number of additional CBR requests that could be accommo

dated. If no more CBR sessions could be admitted, CPF[0] is cleared to inhibit new CBR 

requests. Owing to the short due dates of CBR sessions and their relatively long duration, 

it makes little sense to admit and store new CBR requests if the sessions in progress have 

used up the entire bandwidth.
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2.4.2.2 Determ ining the number o f m inislots

When allocating bandwidth to a non-CBR traffic class, the scheduler increases the number 

of minislots in the frame proportionally to the amount of bandwidth allocated to the class 

(step 11), to account for the fact tha t there exist higher priority classes tha t should be 

allowed to compete for tha t bandwidth. This does not happen when bandwidth is assigned 

to class number 1 (RT-VBR), because the extra minislots for the single class preceding it 

(CBR) are handled separately (step 7).

Except for tha t special case, any bandw idth assigned to a lower priority traffic class 

i  is considered available by all classes < i. Therefore, such an allocation should result in 

additional contention opportunities (extra minislots) available to the higher priority classes 

(appropriately restricted by CPF). Note tha t the number of minislots must be calculated 

on-the-fly, since the amount of bandwidth available at any moment (B a) depends on that 

number. Sincr\i\, for 2 < i  < CT, specifies the amount of bandwidth assigned to class i tha t 

will enlarge the contention section by one additional minislot.

The optimum size of the contention section depends on the number of the contending 

stations and their specific bandwidth requirements. Therefore, although the issue could be 

studied in more depth, it is impossible to prescribe a single scaling formula tha t would be 

optimal in all circumstances. Besides, the absolute accuracy of this formula seems to be 

of secondary importance from the viewpoint of the overall quality of the discussed access 

scheme.

W ith the simple heuristics used in our virtual implementation of the protocol (Sec

tion 2.5.2), we assume that we know the average amount of bandwidth Bv[i] allocated to 

a session in class i. Consider a situation in which some bandwidth B  is allocated to an 

NRT-VBR session (class number 2, according to Table 2.1). From the viewpoint of the 

RT-VBR class, this bandwidth is available; therefore, it makes sense to increase the size 

of the contention section by B /B v[ 1] minislots—to accommodate tha t many new RT-VBR 

contenders. If the same amount of bandwidth B  is allocated to a session in class i > 2, we 

should account for the fact that there are several classes considered more im portant than 

i, and each of them has its specific average bandwidth requirements. Thus, we use the 

following harmonic formula:

Bincr [̂ ] — | Cmax
2 - ' j = 1 B v [j]

which has the intuitively desirable property tha t Sincr[2] =  B v[ 1] and 5incr[i] < Sincr[i — 1] 

for 2 l v - Gjaax •
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Note that, instead of being constants, the values 1 < i < Cmax , can be updated

on the fly, e.g., using an exponential averaging formula, depending on the measured actual 

amount of bandwidth allocated to sessions in a given class. In this way, the scaling factors 

Sincr can dynamically adapt to the changing traffic patterns in the network.

2.4 .3  P rocessin g  at th e  m ob ile  sta tio n

The information broadcast by the base station in the frame announcement packet must be 

consistently preprocessed by the mobile stations. Fortunately, this processing is straight

forward and very inexpensive.

Consider a single selected mobile station receiving an announcement packet. The se

quence of scheduling messages <  Mr , Br > arrives before the number of minislots, so the 

station must wait until the very end of the packet before it can know the exact positions 

of slots. As a  m atter of fact, the station does not care about the positions of slots other 

than its own, which considerably simplifies the processing. The following algorithm lets the 

station acquire this knowledge.

Scheduling a lgorith m  at th e  m ob ile  sta tion  

Variables:

p The current position within the frame, that is the next time slot starting position.

Ps The position of your slot.

pmax The position of the time slot with the maximum length.

Bmax The maximum length of a time slot seen so far.

Mr Indicating the the mobile soure (moile ID).

B r Indicating the scheduled bandwidth (slot length).

s The number of minislots in the frame.

Bs The amount of frame space needed for one minislot (see section 2.4.2).

Pm The length of the contention section.

T h e  a lg o rith m

1. Set P  := 0, Ps ~  - 1 ,  Bmax :=  0.

2. For all subsequent scheduling messages < Mr, Br >, perform steps 3 through 5, and 

proceed to 6 when done.
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3. If MT indicates this station, set Ps P , B s := B r.

4. If  B r -> Bmax-t Set B max I J ) . Pjnax • —  P  •

5. Set P P  + B r and continue for the next scheduling message.

6. Read < S, CPF > , i.e., the number of minislots and the contention permission flags, 

and calculate Pm — S  x B s.

7. If Ps = - 1 ,  terminate. This means tha t no bandwidth has been allocated to this 

station. If the request was previously accepted (see step 8), the station must continue 

waiting until the due date and reissue the request, if it isn’t accepted by then. O th

erwise, if the request was issued in the previous frame, it didn’t make it to the base 

and must be reissued, according to the contention algorithm (Section 2.4.1).

8. If Br =  0, terminate. This means tha t the request has made it to the base, but it 

hasn’t been granted in this frame (see step 7).

9. The longest slot is moved to the end. If Ps >  Pmax (our slot is located above the 

maximum length slot), set Ps := Ps—B max ; else if Ps =  Pmax (our slot is the maximum 

length slot), set Ps := P  -  B max.

10. Offset the slot pointer by the amount of space used by the minislots: Ps :=  Ps +  Pm.

If all mobile stations execute the same algorithm, they will all come up with the same 

layout of the new frame, including the location of the longest slot, which is implicitly 

moved to the very end of the frame. If the frame contains more than one slot with the same 

maximum length, the first of them (according to the order of scheduling messages in the 

announcement packet) is moved to the end.

2 .4 .4  Scheduling U B R  traffic

For a  traffic class other than UBR, the requested bandwidth specified by the source in its 

request packet is treated by the scheduler as the exact amount to be allocated. Thus, it 

directly corresponds to B r , as used in the scheduling algorithm discussed in Section 2.4.2. 

The interpretation of the requested bandwidth for UBR traffic is slightly different. The 

scheduler assumes that a UBR source can sensibly use any bandwidth whatsoever, and the 

specification arriving in the request packet is viewed as the maximum.

Several fair scheduling strategies for UBR traffic are possible. W ith the simplest strategy 

(requiring the least amount of work from the scheduler), the outstanding UBR requests
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axe processed in a round-robin fashion, and each of them receives as much bandwidth 

as available within the currently scheduled frame, up to the requested maximum. This 

approach, dubbed the least effort policy (LEP), minimizes the fragmentation of UBR packets 

into slots (individual UBR slots are as large as possible), and thus maximizes the throughput 

(frame utilization), bu t incurs the longest delays. Depending on the true nature of the UBR 

applications, and the number of active UBR mobiles, this delay may be acceptable or not. 

Generally, due dates for UBR requests can be set very late, because there are no inherent 

timing constraints for this type of service.

On the other end of the spectrum is the maximum population policy (M PP), which max

imizes the number of mobiles tha t can be serviced within one frame. W ith this approach, 

UBR slots will tend to be shorter (incurring more bandwidth overhead), but the delays 

perceived by individual users will be shorter as well.

The entire spectrum can be described by a single policy parameterized by the preferred 

granularity of bandwidth allocation, which we shall denote Gubr. The idea is to allocate the 

UBR bandwidth in chunks of GubT cells, up to the amount requested by the source. Any 

leftovers are first spread among the sources tha t have already received bandwidth (but still 

need more), and then assigned to the remaining stations with the granularity as close to 

Gubr as possible. If Gubr — oo, the resulting policy is LEP, if Gubr = B min , where B min 

corresponds to the amount of bandwidth needed to accommodate a single ATM cell, we get 

MPP.

2.5 Virtual im plem entation

In this section, we describe the simulation model of DS-TDMA/CP tha t we used to study 

the performance of our proposed scheme. The numerical parameters assumed in this model, 

especially the network parameters, can be viewed as suggested values for a possible real-life 

implementation.

2.5 .1  Traffic m odels

To study the performance of DS-TDMA/CP, we consider three traffic classes: CBR, which 

receives a special treatment and therefore must be included in any study, VBR, as the 

highest-priority non-CBR traffic pattern, and UBR exemplifying data traffic with the lowest 

priority. The CBR traffic is assumed to be voice, the VBR traffic represents video, and the 

UBR traffic corresponds to file transfers, i.e., data, without stringent delay requirements.
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2.5.1.1 CBR traffic

Voice traffic is commonly represented with an “On-Off” model, as described in section A.3.1. 

DS-TDMA/CP views a  CBR source as being in one of four states (see Figure 2.3): Idle 

(I), Request (R), Talking (T), and Silent (S). W hen the user initiates a  call, the mobile 

station transits from Idle to Request and issues a  bandwidth reservation request to the base 

station. The mobile remains in the Request state until it is assigned a channel (i.e., a time 

slot) by the base station, or until its request reaches the due date and expires. In the la tter 

case, the mobile will become Idle again and the user will receive a busy signal.

Figure 2.3: The CBR model

When the request of the mobile station is granted, a CBR session is set up between 

the mobile and the base. The mobile will be generating talkspurts interleaved with silence 

periods for as long as the session is not explicitly tom  down.

2.5.1.2 VBR traffic

For the VBR video traffic, we adopt the DAR(l) (Discrete Autoregressive) model as de

scribed in Section A.3.2. Similar to a CBR source, a VBR source can be in one of four states: 

Idle (I), Request (R), Scheduled (S), and Waiting (W). For as long as the VBR mobile has 

nothing to transmit, it is in the Idle state. When a new video frame is generated and the 

buffer is empty, the mobile issues a bandwidth request to the base station and enters the 

Request state. The station remains in the Request state until its request is fulfilled, and 

then it enters the Scheduled state to transm it packets in the allocated time slot.
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Figure 2.4: The VBR model

If the mobile times out while in the Request state, it drops the current frame and transits 

to Idle, but only if the buffer is empty. Otherwise, it remains in the Request state to issue 

requests for subsequent video frames.

If the mobile finishes its transmission, there are two possibilities. If the buffer was 

nonempty when the transmission was started (and the station piggybacked its new request 

in the transm itted slot), it transits to Waiting to wait for a new slot to be scheduled by the 

base. If the buffer was empty, the mobile transits to Idle where it will issue a new request 

as soon as a new frame appears in the buffer.

While in the Waiting state, the mobile may transit to Scheduled, if it receives a slot 

on time, or to Idle, if the request times out and there are no more frames in the buffer. 

Figure 2.4 illustrates the transitions among those four states.

2.5.1.3 U BR  traffic

The UBR traffic is assumed to represent non-critical applications, which pose no stringent 

delay requirements and expect no special quality of service other than best-effort delivery. 

Consequently, in our model, although an UBR session may expire while waiting for access 

to the base station (the source may lose its patience), once the request has made it to the 

base, it will never be dropped, i.e., its deadline is assumed to be infinite. UBR sessions can 

be viewed as file transfers.

Like a VBR source, a UBR source can be in one of four states: Idle (I), Request (R),
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Figure 2.5: The UBR model

Scheduled (S), and Waiting (W)—see Figure 2.5. W hen there is a file to be transm itted, the 

mobile transits from Idle to Request and issues an access request specifying the maximum 

amount of bandwidth tha t the station could possibly use within one frame. As explained in 

Section 2.4.4, this specification is viewed by the bandwidth scheduler as a maximum, and 

the base station is free to grant the mobile whatever bandwidth it considers appropriate. 

The mobile remains in the Request state until its request is received by the base station. If 

the base responds with a nonzero assigned bandwidth, the mobile transits from Request to 

Scheduled to transm it a portion of its outstanding data.

If the base has received the request but the allocation is delayed (i.e., the base responds 

with zero slot length), the mobile transits to state Wait.

For as long as there remain data to be sent, the source will piggyback new bandwidth 

requests onto the transm itted packets and transit form Scheduled to Wait at the end of 

every transmission. Having completed the transmission of the last packet of its current file, 

the mobile transits to Idle to await the arrival of another file to transmit.

2 .5 .2  N um erical param eters o f  th e  m od el

We consider a network consisting of a single base station and a variable number of mobiles 

(up to  100 in each traffic class) possibly trying to talk to the base at the same time. The 

transmission rate of the channel is IM b/s. The propagation delay of the channel is ignored; 

however, its impact is captured by the guard time included in the length of every slot and 

minislot. For uniformity, we express all parameters in bits, assuming that 1 bit =  1/xs.
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W ith reference to Figure 2.1 and Section 2.4.2, the exact numerical parameters assumed 

in our experimental setup are listed in Table 2.2. The 60 bit request packet length results 

from putting together the packet preamble (32 bits), service type (3 bits), user identification 

(12 bits), requested slot length (8 b its), and the due date (5 bits). Note that the slot length 

is quantized into ATM frames. Similarly, the due date is represented as 32 discrete levels 

that, in real life, can be transformed through a  lookup table (or some possibly nonlinear 

formula) into whatever deadlines are considered sensible and natural for the collection of 

traffic classes handled by the network.

frame length (B ) 60,000
slot guard time (GT) 8
request packet length (B s) 60
maximum number of minislots (Smax) 856
preamble length (PA) 32
slot header length (SH)

00 
i—<1<N

packet serial number (PSN) 8
ATM VPI and VCI 16+16
CRC +  FEC 8+8
ATM payload 384

Table 2.2: Network parameters

The length of the slot header (SH) field, which is used for piggybacking bandwidth 

requests, depends on the traffic class to which the slot has been allocated. For a CBR 

session, SH merely indicates the session state (active, silent, hung up—see Section 2.3), 

which information can be accommodated into 2 bits. Note tha t even if we admit CBR 

sessions with different bandwidth requirements, the bandwidth (originally specified in the 

contention minislot) remains the same for the entire session. By definition of a CBR session, 

there is no need to piggyback detailed bandwidth specification in CBR packets. For VBR 

and UBR sessions, the piggybacked bandwidth request must include a slot size and due 

date, i.e., the SL and DD fields from the request packet. Thus, for these traffic classes, the 

length of the SH field is 12 bits.

The slot length for an active CBR session (a talkspurt packet) is set to 2154 ps. The 

bit rate of a CBR session is assumed to 32 kb/s, with the mean durations of the talkspurt 

and silence periods settable as simulation parameters. Ignoring the overhead, a single CBR 

session requires 32/1000 of the channel time during its talkspurt phase, which translates 

into the same fraction of every frame. The CBR slot length includes that fraction as well 

as various overheads needed to tu rn  the talkspurt frame into a transm ittable unit.

The variance and auto-correlation parameters for the VBR traffic model (Section 2.5.1.2)
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have been set to 5536 and 0.98, respectively [58]. The due date for all VBR packets is 150 ms. 

The mean source rate of a  VBR session is assumed to be 128 kbps/s. The mean duration 

of a single VBR call is three minutes.

A UBR session represents a file transfer and, once the request makes it to the base 

station, its due date is infinite. However, a UBR request may expire while the source is 

waiting for access to the base station (i.e., permission to  contend and a scheduling message). 

The expiration time, after which a UBR request is dropped at the source, has been set at 

30 seconds. The mean length of a file to be transferred is 850 kb. The transmission 

rate is flexible: the source can use whatever bandwidth is left over within the frame after 

the two higher priority traffic classes have been serviced. Note tha t because CBR sessions 

occasionally become silent, and VBR (as well as CBR) sessions have more rigid requirements 

regarding the slot size than  UBR sessions, there usually is some bandwidth left for UBR 

traffic, even if the network is heavily loaded by CBR/VBR traffic. The (?ut>r (preferred 

granularity) param eter for scheduling UBR traffic (Section 2.4.4) has been set at three 

ATM cells.

2.6 Performance

The performance of DS-TDM A/CP has been investigated by simulation and compared to 

the performance of D-TDMA and DQRUMA—two representatives of the TDMA family 

offering most promising means of accommodating multiple traffic classes with different 

patterns and QoS expectations. We have analysed the proposed solution with respect to 

the following performance aspects:

QoS trade-o ffs . DS-TDM A/CP purports to cater to traffic classes with different priorities 

and QoS requirements. We would like to see how those multiple traffic classes share the 

network bandwidth and whether their actual handling by the protocol in terms of relative 

performance matches our intentions.

R esponsiveness a n d  flexibility . The primary idea behind delaying the scheduling deci

sions until the last possible moment is to accommodate as many requests as can be sensibly 

accommodated within the maximum delay of one frame. We would expect our protocol to 

be highly responsive to interm ittent changes in load patterns and flexible with bandwidth 

allocation.

B a n d w id th  u tiliz a tio n . Owing to the variable slot size, DS-TDMA/CP should offer 

better effective throughput (i.e., smaller overhead) than solutions based on fixed size slots.
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2.6.1 QoS trade-offs

2.6.1.1 Balanced load

The single most illustrative performance graph visualizing the properties of DS-TDM A/CP 

at a glance is Figure 2.6. The figure shows the fraction of the network’s effective bandwidth 

used by each of the three traffic classes under increasing load conditions. The load factor 

of 0.8 indicates the average fraction of all mobiles (their to tal population is marked on the 

rr-axis) involved in traffic sessions of the indicated type. The number of mobile stations 

from each traffic class is set to be the same.
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Figure 2.6: Bandwidth utilization in DS-TDM A/CP

At the beginning, when the number of mobiles is small, there is enough bandwidth to 

accommodate all sessions without preemption. Then, the relative positions of the curves 

indicate the individual contributions of the three traffic types to the total offered load.

When the system load reaches a certain threshold (15 mobiles, about 88% capacity), 

the service received by UBR sessions begins to decline—to make room for CBR and VBR 

traffic. This is because UBR traffic has the lowest priority and always yields to CBR and /or 

VBR. Note, however, that the system does not provide its maximum capacity at this point. 

Because all VBR and CBR sessions are satisfied, some bandwidth is set aside for additional 

contention minislots, as described in Section 2.4.2. This mode of operation is sustained for 

as long as all VBR requests are still satisfied. Having a higher priority than UBR requests,
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they are first to reuse the silent slots left over by the CBR sessions in progress. The system 

reaches its maximum capacity around 25 mobiles, when some VBR sessions begin to be 

rejected in order to satisfy the increasing number of CBR requests.

W ith DS-TDMA/CP, the maximum number of CBR mobiles Ccbr  that the system can 

support is limited by the frame size (B), the amount of bandwidth reserved for minislots 

(S  x B s), the slot size assigned to an active CBR session (Bv[0]), and the load factor of a 

CBR mobile (C). Formally, this lim itation can be expressed as

=  W  • (21)

When the number of CBR mobiles in the system is over Cc b r , some CBR access requests 

will be blocked, as shown in Figure 2.7 ( in this case C  =  0.8 and Ccb r  — 40).

Comparing Figure 2.7 to  Figure 2.6, we can see tha t the CBR bandwidth usage is still 

going up even after the population of CBR mobile has exceeded Cc b r - This results from 

the statistical impact of the load factor C. When C — 0.8, not all CBR mobiles are active 

simultaneously all the time. Sometimes the number of active CBR sessions is over Ccbr  

and some CBR access requests are blocked; sometimes, the number of active CBR sessions 

is below Cc b r - On the average, the active CBR sessions don’t  reserve all the bandwidth all 

the time. These fluctuations also explain why the VBR traffic does not reach its minimum 

throughput even when some CBR sessions begin to be blocked.
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Figure 2.7: CBR blocking rate in DS-TDMA/CP
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The amount of CBR traffic accommodated by the system increases steadily with the in

creasing load from CBR sessions until its specific saturation threshold. The other two traffic 

types, i.e., VBR and UBR, yield to CBR, with UBR additionally yielding to VBR, although 

neither of them  dies out. In fact, VBR stabilizes at a level tha t is considerably higher than 

the saturation threshold of CBR. This is because, as we explained in Section 2.4.2, CBR 

traffic is incapable of using more than a  certain fraction of the entire useful bandwidth, 

roughly equal to It/ (It + ls), where It and la are the average lengths of the talkspurt and 

silence periods. Similarly, UBR traffic is not completely eliminated by VBR. This is because 

VBR packets have much stricter bandw idth requirements than UBR packets, which can use 

practically any leftovers. In consequence, there is always some bandw idth unusable by VBR 

sources but still allocatable to the less picky UBR sources.

The distribution of bandwidth in DS-TDM A/CP has also been studied under different 

load factors and different distributions of the silent/active periods in CBR sessions. Fig

ure 2.8 shows the impact of the load factor on the amount of bandwidth used by each 

traffic class. The bandwidth utilization curves in Figure 2.8 have similar shape to those in
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Figure 2.8: Bandwidth utilization in DS-TDMA/CP, C = 0.2, 0,6, 1

Figure 2.6. The difference is that VBR and UBR traffic classes can get more bandwidth 

when the load factor is small because of the reduced activity of CBR mobiles.

Figure 2.9 shows the impact of varying the silent/active time ratio in CBR sessions on the
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Figure 2.9: Bandwidth utilization in DS-TDM A/CP under different silent/ active ratios

bandwidth utilization among the three traffic classes. S0.1, S0.7 and S I.35 correspond to the 

silent/active ratios of 0.1:1, 0.7:1 and 1.35:1, respectively. The bandwidth utilization follows 

the same pattern  regardless of the silent/active ratio, but more bandwidth is available for 

VBR and UBR sessions when silent/active ratio is high. This is simply because more 

bandwidth can be reused by those sessions from the inactive periods in CBR sessions.

Although D-TDMA exhibits a  bandwidth usage pattern similar to DS-TDMA/CP (see 

Figure 2.10), the CBR throughput curve has a steeper slope than in Figure 2.6. This is 

because the frame structure in D-TDMA is rigid and constrained by the channel rate and 

the source rate. Moreover, the CBR sessions in progress never make their silent periods 

available to other traffic classes.

Notably, the maximum used CBR bandwidth reaches about the same level as in DS- 

TDM A/CP. This is not surprising because the frame structure in D-TDMA was tailored 

specifically for CBR traffic. However, the effectively used portion of the CBR bandwidth is 

about 18%, as shown by the dotted CBR curve that excludes the non-reusable silent periods. 

For this reason, the bandwidth assigned to VBR traffic (and the total useful bandwidth of 

the network) ends up at a considerably lower level than in DS-TDMA/ CP.

In DQRUMA (Figure 2.11), the rigid bandwidth allocation scheme limits the system 

performance in a completely different way. According to the protocol, access requests from
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Figure 2.10: Bandwidth utilization in D-TDMA

all kinds of traffic are scheduled in a round-robin fashion. In our experiment, VBR is the 

traffic class with the highest number of individual requests. Consequently, within the light 

range of traffic conditions, when the system has enough bandwidth to accommodate all 

requests, VBR is getting more bandwidth than the other two classes. W ith the increasing 

load (from all classes), the round-robin policy tends to incur longer and longer scheduling 

delays. Some CBR and VBR requests (for which deadlines m atter) time out and become 

dropped. The increased number of mobiles contending for their first transmission (and 

unable to piggyback their requests), push up the collision rate, which further reduces the 

amount of usable bandwidth. Since the VBR class has the highest number of requests, 

it is most adversely affected by this behavior, and the VBR bandwidth drops first. CBR 

sessions, needing fewer access requests to receive their share of bandwidth, are affected to 

a lesser extent. W ith the increasing number of CBR requests, the bandwidth allocated to 

voice traffic continues to grow for a while after VBR has reached its maximum. Although 

the UBR traffic is also affected by the poor accessibility of bandwidth, those requests never 

time out. As long as an UBR request makes it to the base, it will be serviced at some 

point, and once that happens, the session will be able to sustain itself via the piggyback 

mechanism. This is why the bandwidth used by the UBR class keeps increasing to the very 

end of the investigated range of traffic conditions.
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Figure 2.11: Bandwidth utilization in DQRUMA 

2.6.1.2 B iased  load

To demonstrate tha t the QoS received by CBR sessions in DS-TDM A/CP is not affected 

by the presence or absence of other traffic types, we carried out a series of experiments in 

which the offered CBR load remained steady, while the contribution of other traffic classes 

varied. The CBR load was set a t a high level—to make the drop rate (and any deviations 

of it) clearly visible, while the VBR and UBR load increased in proportion to the number 

of mobiles in the network. Figure 2.12 illustrates the stability of the CBR service in such 

circumstances for three different (two of them high) fixed levels of CBR load. The blocking 

rate is always a straight horizontal line,5 which demonstrates tha t the CBR traffic has 

absolute priority in acquiring bandwidth.

Another illustration of the quality of service received by different traffic classes in DS- 

TDM A/CP is given in Figure 2.13. It shows the bandwidth utilization in a network under 

traffic conditions similar to those shown in Figure 2.6, except tha t the UBR load is kept 

constant at the highest level. The curves for VBR and CBR are completely indistinguishable 

from those in Figure 2.6.

The influence of heavy CBR traffic on the throughput of VBR traffic is shown in Fig

ure 2.14, which was obtained under conditions similar to those depicted in Figure 2.6, except

5T he blocking rate for the load level o f 0.2 is consistently zero.
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Figure 2.12: Blocking rate in DS-TDMA/CP for CBR traffic under constant CBR load

tha t the CBR load was set to a very high constant level. In this case, VBR can only re

ceive bandwidth from the silent periods in CBR sessions, and the hump in the VBR curve 

disappears.

When the VBR traffic is dominant, UBR sessions receive little bandwidth, especially 

when the CBR and UBR load is light—as shown in Figure 2.15. This is because, the heavy 

VBR traffic consumes most of the bandwidth, and there is little bandwidth from the silent 

periods in CBR session that could be reused by VBR/UBR,

Ignoring the numerical differences in achievable throughput, the behavior exhibited by 

D-TDMA under such conditions is very similar to DS-TDMA/CP, which is more than can 

be said about DQRUMA. Figure 2.16 was obtained under fixed heavy CBR load, with the 

remaining traffic classes behaving as in the experiment illustrated in Figure 2.11. Owing 

to the round-robin bandwidth allocation policy, the performance of DQRUMA for high- 

priority traffic is severely impaired by the presence of low-priority load. W ith the increasing 

UBR and VBR loads, the CBR traffic receives consistently smaller and smaller share of the 

network bandwidth. This happens because CBR sessions, having short deadlines, also have 

hard time getting through the contention stage. Consequently, they tend to time out and 

be dropped more often than other requests.

In fact, somewhat contradictory to its purpose, DQRUMA seems to favor UBR traffic,
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Figure 2.13: Bandwidth utilization in DS-TDM A/CP under constant UBR load

or, for that matter, any traffic class with long or infinite deadlines. Under all conditions, 

the amount of bandwidth allocated to UBR sessions tends to grow until it takes most of 

the available bandwidth. Any request whose deadline is sufficiently long is eventually able 

to make it to the base, and once tha t happens, the session will sustain itself through the 

piggyback mechanism of DQRUMA.

2.6 .2  B urst responsiveness

Even though in the long term (at equilibrium) D-TDMA treats prioritized traffic classes in 

a way similar to DS-TDMA/CP, both D-TDMA and DQRUMA show a significantly slower 

responsiveness to rapid fluctuations in the offered load. This is illustrated in Figures 2.17- 

2.19. All three figures illustrate a sudden transition of the network from a completely idle 

state to being heavily loaded with traffic of all three classes (all sessions start up at the 

same time). The average duration of the talkspurt phase for a CBR session is equal to 1 

second.

Owing to the inherently dynamic behavior of DS-TDMA/CP, its high responsiveness 

to bursts is somewhat disguised in Figure 2.17. Because of the relaxation of bandw idth. 

by the silent CBR sessions, any short time bandwidth utilization curve obtained under 

heavy CBR load is going to show fluctuations. Another confusing factor is the dynamic 

layout of the uplink frame, with its variable-size contention section, which also impacts the
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Figure 2.14: Bandwidth utilization in DS-TDMA/CP under constant CBR load

responsiveness of the collision resolution scheme.

Thus, the bandwidth used by the CBR class appears to drop for a while, which reflects 

the fact that some of the sessions switch to the silent phase (a CBR session always starts in a 

talkspurt). Note the initial flat portion of the CBR curve in Figure 2.17, which corresponds 

to the period during which all CBR sessions are still active. W ithin tha t period, the network 

behavior is stable from the very beginning, which is not the case with the remaining two 

protocols. Both D-TDMA and DQRUMA exhibit a considerably unstable behavior during 

an initial period of the burst.

The layout of the contention section of a frame in D-TDMA is fixed. Consequently, a 

considerable amount of bandwidth is wasted at the initial stage of burst resolution on coping 

with the contention among a huge number of requests arriving all the same time. DQRUMA 

suffers from a similar problem. Although, like DS-TDMA/CP, it tries to be flexible with the 

number of contention minislots, owing to the significantly shorter frame in DQRUMA, this 

number turns out to be inadequate for a quick resolution of the burst. Moreover, according 

to what we observed in Section 2.6.1.1, once the network recovers from the burst, UBR takes 

most of the bandwidth, and CBR ends up with the least share. In contrast, when a large 

number of requests show up in an idle network driven by DS-TDMA/CP, the contention 

opportunities are much better than in DQRUMA and D-TDMA, and the burst is resolved
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Figure 2.15: Bandwidth utilization in DS-TDM A/CP under constant VBR load 

incomparably faster.

We can clearly see the perfectly stable behavior of DS-TDMA/CP from the very begin

ning of the burst in Figure 2.20. This graph has been obtained under conditions similar to 

those depicted in Figure 2.17, except that the duration of the talkspurt phase was extended 

to 100 seconds—to eliminate the impact of CBR sessions becoming silent on bandwidth 

fluctuations during burst resolution.

2.6.3 O verhead

In comparing the bandwidth overhead incurred by the three protocols, we consider three 

mixes of traffic and three different bit rates for CBR sessions. Note that parameters like 

frame and slot size (for the fixed slot size protocols) are constrained by the channel rate, 

CBR rate and the CBR slot size.

Each of the three traffic mixes strongly favors one traffic type. W ith the mix denoted 

McbRj 90% of all traffic is contributed by CBR sessions, while the remaining traffic types 

(i.e., VBR and UBR) contribute 5% each. Similarly, mixes Mvbr  and Mubr favor VBR and 

UBR traffic types—in the same proportions. Reasonably accurate approximations of the 

overhead for other mixes can be obtained from the presented numbers by straightforward 

interpolation.

Table 2.3 lists the bandwidth overhead measured for the three investigated protocols
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Figure 2.16: Bandwidth utilization in DQRUMA under constant CBR load

Protocol C BR  rate =  16kbps CBR  rate =  32kbps C BR  rate =  64kbps

M c b r M v b r M u b r M c b r M v b r M u b r M c b r M v b r M u b r

D S-T D M A /C P 14.77 6.51 5.28 9.96 7.11 5.14 10.74 6.88 4.86
D -TD M A 15.18 12.22 12 .22 15.21 15.21 15.20 17.68 16.26 15.20
D-TDM A* 50.53 18.36 18.88 39.49 24.58 24.58 41.90 31.90 30.84
DQRUM A 17.36 17.40 17.35 17.38 17.41 17.35 17.35 17.40 17.35

Table 2.3: Bandwidth overhead for IM b/s channel

under three traffic mixes and three CBR rates. The row labeled D-TDMA* includes the 

overhead caused by the silent periods in CBR traffic, which are unusable in D-TDMA. 

The overhead is calculated as the percentage of bandwidth of the uplink channel not used 

to transm it any data bits. Thus, it covers all guard intervals, gaps, headers and trailers. 

Table 2.4 lists the overhead measured for three different channel rates, assuming that the 

CBR session rate is 32kbps.

Notably, for the traffic mix with the predominant CBR component, the overhead in

curred by DS-TDMA/CP is not much lower than for the other protocols, 6 although it tends 

to decrease with the increasing rate of CBR. The situation changes quite drastically, when 

the network load becomes dominated by non-CBR sessions. Note tha t for higher channel 

rates, the overhead of DS-TDMA/CP additionally tends to decrease, which demonstrates

6W hich have been designed with the C BR  traffic in mind.
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Figure 2.17: Burst response of DS-TDMA/CP, short talkspurt, heavy load

Protocol channel rate =  0.5Mbps channel rate =  1Mbps channel rate = 1.5Mbps
M c b r M v b r M u b r M c b r M v b r M u b r M c b r M v b r M u b r

DS-TDMA/CP 8.45 12.68 8.62 9.96 7.11 5.14 17.19 4.14 3.90
D-TDMA 15.20 15.33 15.20 15.21 15.21 15.20 15.23 15.20 15.20
D-TDMA* 39.53 30.93 31.03 39.49 24.58 24.58 39.48 21.45 21.45
DQRUMA 17.67 17.59 17.35 17.38 17.41 17.35 17.46 17.37 17.35

Table 2.4: Bandwidth overhead for different channel rates

that the protocol scales well to the increasing transmission rate of the mobile network.

2.7 C onclusions

DS-TDMA/CP offers differentiated quality of service to multiple traffic classes demanded by 

contemporary mobile applications. Owing to the variable and flexible slot size, this protocol 

incurs a lower bandwidth overhead than other solutions based on fixed size slots, especially 

when CBR traffic is not the dominant load in the network. By deferring scheduling decisions 

until the last possible moment and greatly improving contention opportunities under light 

load, the proposed access scheme is highly responsive to rapid changes in the traffic pattern. 

This feature also makes it possible to identify and reuse silent periods in voice sessions to 

accommodate other traffic, without forcing the voice sessions to contend for bandwidth 

again a t the beginning of a new talkspurt.
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Chapter 3

BRICS

The second wireless multiple access scheme that we propose is based on CDMA. W ith this 

technology, every mobile user is assigned a pseudo-random binary sequence, also called a 

pseudo-noise (PN) code. Before transmission, the user data are spread (digitally superim

posed) with its assigned PN code before used to key (modulate) the carried frequency of 

the transm itter. To correctly interpret the signal, the receiver must correlate ( synchronize) 

its replica of the PN code used by the transm itter to the received signal and use exactly 

the same binary sequence to despread the data  to their original shape. Transmissions from 

other users, although carried out in the same frequency band, are separable from each other 

owing to the orthogonality of their PN sequences. Thus, they only contribute to the level of 

white noise perceived by every single receiver. We call this disturbance the self-interference 

of the CDMA system.

The correlation between different multiple PN codes tends to fluctuate from bit to bit, 

and therefore multiple access interference (MAI) appears to be random in time and deter

mined by the average interference level. The MAI is assumed to be Gaussian noise in some 

literature [84], but this assumption is usually false [85]. A particular code assignment and 

scheduled power control of transmissions may result in interference which, collectively, is not 

Gaussian. Since we only considered an one-cell system to study the protocol performance, 

we do not consider the MAI as Gaussian noise in this study.

The differences in propagation path loss between different mobile stations and the base 

present a problem called the near-far problem. Namely, the signals received by the base 

station from a mobile located close to the base station will be stronger than the signals 

received from another mobile located, e.g., at the cell boundary. Hence, distant users will 

be dominated by close users. To overcome the near-far problem, transmission power control 

is required as part of the medium access/bandwidth allocation scheme, such that the level
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of received signals is kept roughly the same for all mobiles.

3.1 The protocol goals

To support multimedia applications with a  CDMA scheme, we propose a  time-slotted 

CDMA protocol, dubbed BRICS, which stands for Base Rate Incremental Coded Service. 

As two integral components of our solution, we present a quick code acquisition system and 

an air interface in which the uplink signaling channel is based on code-domain minislots. 

We also propose a method to explicitly exploit silent periods in voice activity. The protocol 

objectives are to quickly respond to the inherent variability in offered load (including voice 

and data traffic), and to recycle as much bandwidth as possible without compromising the 

integrity of the sessions in progress. As indicated by our performance studies, the pro

posed protocol efficiently accommodates multiple traffic classes with different bandwidth 

requirements and QoS expectations.

3.2 Protocol prerequisites

We consider a single-cell system with one base station (BS) and a variable number of 

mobile stations (MS) communicating exclusively with the base. Different mobile stations 

may be engaged in sessions of different types, e.g., voice, video, or data. Different types of 

sessions have different QoS requirements, which translate into different transmission rates 

and channel conditions, i.e., b it error rates. We assume tha t the system is frequency division 

duplex (FDD) on the the downlink (BS to MS) and the uplink (MS to BS). As in the case 

of DS-TDAM/ CP, the handoff part of the overall communications system implementing our 

protocol is beyond the scope of our present study.

3.2 .1  A  m u lti-cod e tran sm itter  for B R IC S

The BRICS protocol is based on multiple code CDMA (MC-CDMA) [36, 42] and assumes 

the same prerequisites as W ISPER [40], with the mobile transm itter structured, e.g., as 

shown in Figure 3.1. The carrier modulation is assumed to be binary PSK.

According to MC-CDMA, all transmissions are carried out at the fixed basic rate Rf,. 

Using different codes, a single mobile can transm it up to M  packets simultaneously, where 

M  denotes the mobile’s maximum rate. When a mobile needs m times the basic rate 

(1 < m < M ), it converts its data stream, serial-to-parallel, into m  basic rate streams, 

spreads each basic rate stream with a different code and superimposes them before up-
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converting for radio transmission. In Figure 3.1, m  denotes the rate at which the mobile is 

transm itting (m — 1 means tha t the mobile is transm itting a t the basic rate Rb). This 

is also the serial-to-parallel conversion ratio and the number of active parallel branches of 

the transm itter. Ci, (i =  1 , . . . ,  m ), are the spreading codes th a t the mobile employs to 

implement the multiple code channels when transm itting at a rate higher than the basic 

rate.

The codes Cj are generated by a subcode concatenation scheme [36]. Each mobile 

adm itted to the system is assigned a primary code. The primary codes of different mobiles 

are different pseudo-noise (PN) codes, which need not be completely orthogonal. If Cp n  

is the primary PN code of a mobile transm itting at rate m, the spreading codes, Ci, (i — 

1, , m) ,  are derived from Cp n  as

Ci =  C pN x Dj, D iL D j, i ^ j  (3.1)

where £>, (D i±.D j,i ^  j)  are from a set of orthogonal codes (e.g., Walsh codes), so that 

Ci±.Cj, i ^  j ,  is guaranteed. Theoretically, this orthogonality is maintained a t the receiver 

since the propagation variations on the parallel codes are the same. Multiple streams 

transm itted from the same mobile do not interfere with each other if they arrive at the 

base station simultaneously, but this may not be so in the face of m ulti-path fading. Thus, 

to be realistic, we do not consider the subcode concatenation advantage in reducing the 

interference.

The transmission power expedited by a mobile must increase along with the transmission 

rate ra to provide the same signal-to-interference ratio (S/I) for each of the parallel code 

channels. The total transmission power is denoted by Pt in Figure 3.1. 6k stands for the 

phase shift of the carrier frequency, which is usually zero.
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3.2.2 A m u lti-cod e receiver for B R IC S

In order to consistently decode the information transm itted over a BRICS channel, the 

receiver must demodulate and despread the received radio waves. As a prerequisite, the 

receiver must establish synchronization between the spreading pseudo-noise (PN) code on 

the received radio waves and their locally generated replicas. This operation is accomplished 

in two stages: coarse alignment (code acquisition) and fine synchronization (tracking). In 

the uplink, the code acquisition typically occurs before the carrier phase synchronization, 

and a non-coherent detection scheme is usually applied.

Datar(t)

Code sync 
and tracking

Data packet 
error check

Data
demodulator

Code
generator

Viterbi decoder
Block

de-interleaver

Figure 3.2: MC-CDMA receiver

As each code channel uses a different spreading code, it needs a separate correlator 

for code acquisition. Theoretically, if all m channels experience the same delay, they can 

all share a single code acquisition circuit. There are reasons, however, why it seems more 

reasonable to provide a separate circuit for each code channel—e.g., to take advantage of 

the multipath gain, as in a RAKE receiver, where multiple code acquisition circuits are 

needed for each code channel. The high level layout of a single path  multi-code BRICS 

receiver is shown in Figure 3.2. Owing to the time limitation for the code synchronization 

within one minislot (see Section 3.3), a  quick and reliable code acquisition scheme is critical 

for the correct operation of the proposed protocol.

Code acquisition techniques have been extensively studied in the literature. Follow

ing [73, 74, 75], Figure 3.3 shows the high-level layout of a fast parallel code acquisition 

system that we propose for BRICS, built around a matched filter and utilizing the maximum 

likelihood strategy.1 To increase the reliability of code acquisition and reduce the chance of 

a costly false alarm, the code acquisition system has two function blocks: a searching block 

and a verification block. The search block consists of N  parallel matched filters, as shown 

in Figure 3.4(a). A detailed description of such filters and correlators can be found in [76]. 

The second function is carried out by a verification correlator shown in Figure 3.4(b).

Fast code acquisition in the reverse link (i.e., at the base) is more critical because of

1In fact, this is not a true maxim um  likelihood strategy, since the tests are carried out on different 
observations of the sam e received signal.
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Figure 3.3: A PN code acquisition system based on parallel matched filters

the compact organization of the uplink frame. To facilitate it, the mobile station transm its 

a fixed length unmodulated PN sequence (the acquisition preamble). We assume tha t the 

code is long, and partial-code correlation is applied in the matched filter. Since the uplink 

channel is slotted, transmissions are constrained to start a t slot boundaries.

The mobile can calibrate its clock according to the time signal transm itted by the base 

station on the pilot channel. Therefore, the phase delay of the acquisition preamble at 

the base station is equal to the round trip time plus the signal processing time at the 

mobile station. Consequently, the uncertain region for code acquisition at the base station 

is determined by the maximum distance D  between the base and the mobile plus the 

uncertainty 5 of the signal processing time:

2 D + 5

l  =  ’  ( 3 ‘ 2 )

where L  is the duration of the uncertain region expressed in the number of PN chips, c is 

the speed of light, and Tc is the PN chip duration. In a microcellular environment, D  is 

small and so is L.

We assume that the code synchronization procedure starts a t time zero (expressed in 

PN chips). Its first stage is code search. W ithin the search block, using N  parallel passive 

non-coherent PN matched filters (PN-MFs), the uncertain region L is divided into N  sub

sequences, each of length M  =  L /N .  Each PN-MF is loaded with (matched to) one of the
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Figure 3.4: Matched filter and correlator in a PN code acquisition system

N  subsequences. The number of taps (or search cells) on each delay line in the matched 

filter is M /A  with the delay of ATC between successive taps. A typical value for A is 

1/2. In M TC seconds, N M /A  cells are searched, with each cell corresponding to one of the 

possible M N /A  phases in the uncertain region. The largest sample and the corresponding 

code phase from each of the N  parallel PN-MFs are stored and compared. W ith only one 

sample being stored, this reduces the memory requirements and signal processing time, e.g., 

in comparison to [73].

If the largest sample among the N  outputs of the filters exceeds a threshold 7 1 , a 

tentative synchronization (designated as a hit) is assumed, and the corresponding phase 

is used to initiate the correlator and the verification process is started. The searching 

continues until a true hit is declared in the verification process, or the preamble runs out, 

whichever happens first. In the former case, code tracking is started; otherwise, the code 

synchronization is presumed lost.

During the searching process, every LTC seconds, the N  PN-MFs are reset with a new 

portion of the PN code shifted by LTC seconds of delay. The matched filters must be
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programmable to be able to  load different code portions. The verification process lasts for a 

specified amount of time. W ithin tha t time, a number of independent correlation tests, say 

A, will be carried out. Each correlation test takes an integration time of Tv — K T C seconds, 

where K  is the number of code chips integrated and tested against threshold 7 2 —see below. 

The total verification test takes ATV seconds.

If at least B  out of A tests exceed the second threshold, 7 2 , the code acquisition is 

assumed and the code tracking system takes over the code synchronization. Otherwise, a 

false alarm is declared. In the latter case, if a new tentative hit was found already, say at 

time Th, the verification process is immediately restarted w ith the phase shift of t  — Th, 

where t is the current time. Otherwise, the verification is aborted and postponed until the 

next hit. The verification is also aborted and reset if within the current search interval of 

M TC seconds a new sample is found tha t is bigger than the one th a t triggered the previous 

hit. After tha t interval, however, the correlator is never reset unless it detects a false alarm. 

All these functions, including cell sampling, comparison and verification are carried out 

essentially a t the same time, possibly separated by a few clock cycles. If the clock is fast 

and the delay is contained within one PN chip interval, this delay can be ignored.

An analytical estimate of the acquisition probability for a  single matched filter is given 

in [74]. Since we employ N  parallel filters, which match to multiple segments of the PN 

code, the acquisition probability in our case is considerably higher than  the estimate in [74], 

and of order 1 — (1 — P ) N , where P  is the probability for a single filter. This extrapolation 

may be slightly overoptimistic, however, because the N  samples are not strictly independent 

(although correlations among them are not easy to capture).

On the other hand, one can suggest a few directions for improving the accuracy and 

increasing the speed of the code acquisition algorithm even further. As subsequent slots 

transm itted by the same mobile (using the same key) will tend to be located rather closely 

in time domain, the uncertainty interval for code acquisition can be centered around the 

exact phase found for the previous slot. Also, this interval can be set much tighter than 

that prescribed by Formula 3.2, based on how late the current slot follows the last one 

for which the code was successfully acquired. Even if the mobile moves at a high speed, 

it cannot move too far between two consecutive slots, e.g., transm itted in two consecutive 

frames. Consequently, the primary factor contributing to the uncertainty of the code phase 

in Formula 3.2, i.e., the distance between the mobile and the base, will tend to change very 

little between consecutive acquisitions. Notably, this will tend to be the case for high-rate 

sessions, for which the quality of the code acquisition algorithm is especially im portant—
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from the viewpoint of the overall error rate and effective bandwidth. Only if the mobile has 

been silent for a very long time, may the uncertainty of the code phase reach its worst case 

estimate given by Formula 3.2.

Our approach based on multiple parallel filters may seem expensive a t first sight. How

ever, although it increases the hardware complexity of the acquisition circuits, it poses 

no fundamental problems other than pure complication. W ith the rapid progress in digi

ta l signal processing and VLSI technologies, previously impractical and expensive parallel 

schemes become quickly feasible [77]. Other solutions proposed in the literature, notably 

W ISPER [40], also assume fast code acquisition within multiple slots of a  single frame, and 

in this sense our proposal is no more costly to implement than those ideas.

3.3 BRICS: Protocol D escription

One im portant feature of BRICS is that, in contrast to many other CDMA protocols pro

posed in the literature (e.g. [37, 45, 46]), its bandw idth allocation scheme is completely 

deterministic. This means that a mobile granted the right to transm it does it with prob

ability 1  within a  precisely described collection of slots, as opposed to using a persistence 

factor p < 1 as its transmission probability. This approach turns out to be more efficient in 

exploring the patterns of mobile activity, in particular, when voice must be integrated with 

other traffic types.

3.3.1 L ogical channels

Since the performance of a mobile system is usually limited by the capacity and flexibility 

of the radio link from MS to BS (which must be multiplexed among multiple contending 

mobiles), only the structure of this link (the uplink) is discussed in detail. The downlink 

can use a similar structure, but access to it is very simple because the base station is the 

only transm itter on this channel.

The uplink is organized into time frames, with every frame partitioned into a number of 

logical channels that may span both dimensions, i.e., time and code. A channel is described 

by a  time slot, i.e., its starting moment relative to the frame boundary and duration, its 

code, and the intended received power at the base station. For illustration, the frame can be 

envisioned as consisting of multiple layers of slots (resembling a brick wall, as in Figure 3.5) 

tha t coincide (or overlap) in time (the horizontal axis), but are separated by different codes 

(along the vertical axis). The amount of power assigned to a channel corresponds to the 

thickness (or height) of the corresponding brick.
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Figure 3.5: BRICS frame structure

Although every slot occurs a t a definite time position within a frame (and its position 

along the horizontal dimension of the wall is precisely defined), the exact structure of layers 

is irrelevant. Owing to the orthogonality of the codes assigned to the overlapping slots, the 

exact value of the code (which would correspond to the exact position of the slot along the 

vertical axis) is not important, and, consequently, it makes little sense to say that a given slot 

belongs to a specific layer. W hat m atters, is the total number of slots (codes) being assigned 

across a given time position within the frame, which, together with the combined amount 

of transm itter power allocated to these slots (represented by their thickness), determines 

the thickness of the entire wall a t tha t location. By looking at Figure 3.5, one might get 

an impression tha t the problem of efficient slot allocation consists of trying to fill as many 

individual holes (the shaded areas) as possible, whereas in fact it boils down to minimizing 

the maximum height of the wall understood as the sum of all heights of bricks across a 

given location, ignoring the gaps. This maximum height determines the maximum amount 

of power at which the frame is received by the base station (see Section 3.3.4).

Except for the RA  (random access) slots, which must all occur in the same time location 

(i.e., at the very beginning of the frame), the shape of the remaining slots may vary across 

the vertical (code) dimension. This is different, e.g., from the approach taken in [40], where 

different slots occurring at the same time must have identical properties. On the other 

hand, the RA  slots play in our protocol a similar role to the contention slots in [40], i.e., 

they are used for registering bandwidth requests of the mobiles.
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Following the RA  slots, the remaining portion of the frame is built of four slot types. 

The granularity of bandwidth allocation is determined by the size of the standard (basic) 

slot denoted by TA. Every transmission slot is allocated in time on a TA boundary, starts 

with a code acquisition preamble (Section 3.2.2), and extends for the to tal duration of an 

entire number of TA slots. This alignment, besides simplifying code acquisition [78], reduces 

the amount of information needed to describe slot locations, which is im portant from the 

viewpoint of downlink signaling.

The duration of the TA slot is selected in such a  way th a t a  single voice session requires 

exactly one TA slot in its active phase. The second slot type, TS , is used to build signaling 

channels, needed by the mobiles adm itted to the system to provide the base station with a 

feedback regarding their dynamic bandwidth requirements and received power. These slots 

are necessarily allocated from the beginning of the frame. They cannot appear too close to 

the end, because the base must be able to process the information contained in them before 

announcing the layout of the next frame. Since they are shorter than the TA slots, the last 

signaling slot may be followed by an unusable gap.

The third slot type is very simple: it spans the entire frame space and is intended for 

high-bandwidth sessions. We call it a flat slot (or a flat channel) and denote it by TF. To 

increase the flexibility of flat allocation, we adm it partial flat slots, denoted by TP, spanning 

the width occupied by several TA slots, but less than the whole frame. Since the allocation 

of partial flat slots is considerably more complex than for the remaining slot types, it makes 

sense to impose (possibly quite drastic) restrictions on their size and/or position within the 

frame—to bring the complexity of the scheduling algorithm down to a manageable level. 

In our virtual implementation of the protocol (discussed in Section 3.4), we have assumed 

that a partial flat slot is half the size of the (full) flat slot, and tha t it must be aligned on 

a half-frame boundary.

By using slots with multiple sizes, the protocol reduces the amount of bandwidth wasted 

on framing, i.e., acquisition preambles and guard spacing between slots. Although in princi

ple any bandwidth requirement could be fulfilled by a collection of slots of the same standard 

size, this approach, besides wasting bandwidth on slot boundaries, would complicate the 

scheduling algorithm at the base and significantly increase the length of signaling messages 

on the downlink channel.

To reduce the complexity of code allocation, the primary PN code for each mobile is 

assigned at the moment when the station is adm itted to the system. If the mobile needs 

more codes to sustain a high rate session, it will create them as described in Section 3.2.1,
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and the base station will use the same method to  generate their replicas. Furthermore, a 

(small) predefined number of codes are reserved for uplink signaling, i.e., to be used for 

status transmission within the TS  slots. The corresponding number of dedicated receivers 

at the base are responsible for listening to the signaling channels. As a single signaling 

channel occupies a single TS  slot in the uplink frame, we will identify signaling channels 

with TS  slots (and call them TS  channels). W hen scheduling a mobile transmission, the 

base station will indicate to the mobile the time position of its slot, the slot type, and the 

parameters of the signaling ( TS) channel. The signaling channels are given a higher error 

protection, i.e., more power, than other (typical) channels.

The RA  channel can be viewed as a special case of a  signaling channel. Depending on 

the number of dedicated receivers at the base, a number of PN codes, called the R A -P N  

codes, will be reserved for the RA  channels. An RA  channel is formed with a R A -P N  code 

and a RA  slot a t the beginning of each frame. The number of R A -P N  codes is equal to the 

number of RA  channels. Given the time separation of the RA  slots from other components 

of the frame, the risk of a packet error or loss caused by a  contention from a new mobile is 

greatly reduced.

The indivisible time unit of bandwidth allocation within the frame is one TA slot. 

Although a TS  slot is shorter than TA, the total length occupied by one “layer” of TS  

channels is determined with the granularity of TA (because shorter leftovers are unusable).

The type of the channel allocated to a session depends on its bandwidth requirements 

and on the current system load, i.e., bandwidth availability. For example, TA-based channels 

are well suited for isochronous on-off sessions, e.g., voice. Such sessions essentially operate in 

a TDMA fashion, as in most of the existing commercially successful digital cellular systems, 

e.g., GSM. The simple model of a voice session assumed in our experiments (Section 3.4.4) 

is a binary on-off process, with the burst ra te  coinciding with the rate of one TA slot per 

frame. If needed, the protocol can be easily extended toward accommodating voice sessions 

with discretized multiple levels of burst, e.g., as in IS-95, by allocating to them several TA 

slots per frame. In principle the same approach can be used for allocating other channels 

with diverse bandwidth. In particular, a single mobile might receive a number of (possibly 

non-adjacent) TA slots within the same frame, possibly spanning multiple codes, in a way 

corresponding to the allocation of a (partial) flat channel. However, such a solution would 

complicate the processing at the mobile station, increase the length of downlink signaling 

messages (which would need to convey information about multiple slot positions), and waste 

a considerable amount of uplink bandwidth on slot boundaries. Consequently, if useful at
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all, this approach should be limited to very special and restricted scenarios, e.g., allocating 

no more than two or three TA slots per session.

Continuous high bandwidth sessions, e.g., video, are best handled using flat channels. If 

the rate of a single flat slot TF  is insufficient to accommodate a session, the mobile can be 

assigned multiple flat slots, i.e., transm it a t m  >  1 times the basic rate Rf, (Section 3.2.1). 

Low priority ABR/UBR type sessions can use whatever bandwidth is left over after the 

time-critical sessions have been accommodated. Such sessions are easy to handle by the 

bandwidth scheduler, because they can be used to “fill the holes” left over by the higher 

priority sessions, whose requirements are more stringent.

A similar approach to bandwidth allocation can be employed in the downlink channel. 

Since the base station enjoys exclusive access to the downlink channel, there is no need 

for the RA  slots in this case. Another difference is in downlink signaling. Instead of using 

multiple signaling channels, the base station transm its a single control packet aligned a t 

the end of the frame and occupying an equivalent of a (partial) flat channel. W ith this 

solution, no bandwidth is wasted on slot boundaries, and the control messages can be of 

variable length, e.g., depending on the number of slots/codes assigned to a given mobile. 

All mobiles tune in to the control packet (using a predefined code) and identify its relevant 

fragments (individual control messages) specifying the locations of their slots, the positions 

and keys of their uplink signaling channels, and the power adjustment. The number of 

predefined signaling codes is small, e.g., 2-4; so this part of the control message occupies a 

trivially small amount of space. W ith the power levels quantized into a reasonable number 

of discrete states (e.g., 256, 512, or 1024), the size of a single control message is going to be 

small and so is the total amount of bandwidth needed for downlink signaling (see Section 3.4 

for a numerical example).

3.3 .2  M edium  access

When a  mobile station wants to initiate a session, it randomly selects one of the RA  chan

nels and sends a request to the base station using a modified ALOHA protocol. Besides 

the preamble for code acquisition and carrier synchronization, the access request packet 

transm itted in the selected RA  channel consists of the following components: mobile ID, 

service type, resource requirements, delivery deadline, and transm itted power level. The 

exact specification of resource requirements depends on the service type and may include 

tran sm ission rate, message length, or be empty. For example, the characteristics of a voice 

session are always the same and completely determined by the service type. If the base
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station correctly receives the access request packet, it will establish a connection with the 

mobile station (and assign it a dedicated signaling channel) as discussed in Section 3.3.3.

Of course, it is possible tha t an access request packet will not make it to the base 

station. For example, several mobiles may transm it within the same RA  channel. Owing 

to the capture effect in CDMA systems, collisions need not be always damaging to all the 

involved parties, i.e., one of those mobiles may succeed; however, the remaining stations will 

fail to convey their requests to the base. Even if there is exactly one transmission within 

an RA  channel, it may fail because of a high MAI level (heavy contention to other RA  

channels) or too low transmission power used by the mobile.

To improve the performance of the medium access scheme, failed requests are handled 

both by the mobiles as well as the base station. As part of the control packet broadcast 

by the base station to  announce the layout of the forthcoming frame, the base indicates to 

the contending mobiles the current contention permission status, i.e., a sequence of binary 

flags indicating which traffic classes are allowed to compete for bandwidth. W ith this 

mechanism, similar to the contention permission flags in DS-TDMA/CP—Section 2.3.2), 

the base station is able to inhibit lower priority sessions when bandwidth becomes scarce. 

By thresholding the perceived noise level in the RA  channels (possibly accounting for inter

cell interference), the base may also selectively restrict contention to high priority classes if 

that level appears to be too high.

On the mobile’s end, we propose a  combination of p-persistent behavior (which is a 

standard approach in ALOHA systems) with adjustments of transm itter power. Following 

an unsuccessful attem pt, indicated by the lack of a response from the base station in the next 

downlink control message, the mobile station will reduce the probability of transmission 

p  and, at the same time, increase the power for a subsequent attem pt. In this way it 

will become less aggressive with its requests, while improving its chance for a successful 

reception by the base. Also, by using more power, mobile stations tha t have failed are 

given priority over new contenders: they are more likely to win considering a given level of 

MAI from other codes, and more likely to be captured if other contenders (transm itting at 

lower power) happen to pick the same code. This policy, i.e., favoring delayed losers over 

newcomers, has been demonstrated to improve the stability of collision based schemes [82].

W ith our generic scheme, the mobile issues its first attem pt with probability po — 1 using 

power Pq = Pa-, where Pa denotes the initial (starting) power level. Following a failure, the 

station executes Pi+i =  min(Pi x Sp, Pmax), where dp > 1 is the power increment factor 

and Pmax is the maximum power, and pi+\ =  max(p, x dp, pmin), where 5P < 1 is the
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probability decrement factor and pmin > 0 is the minimum probability of transmission. In 

Section 3.4.2, we recommend some specific values for these parameters.

One possible way to determine the value of Sp is to take the transm itted power into 

account, tha t is, set 5P =  where Pc is the mobile’s maximum transmission power, Pt

is the transmission power tha t the station used in the last attem pt, A p =  Pc — Pa is the 

adjustment range of the transmission power at the mobile. The value of Sp produced by 

the above formula accounts for the access interference tha t the transmission will generate. 

The higher the transmission power, the higher the probability th a t the access request will 

be successfully received by the base station and also the higher the interference that the 

mobile station will incur at the base to other mobiles. The decrease of the transmission 

probability p  is thus compensated by the higher likelihood of a successful reception by the 

base, while a t the same time reducing the average interference level generated by the mobile 

while contending for access to the base. Additionally, the procedure of power adjustment 

carried out during the contention phase can yield a coarse initial power level for the fine 

power control needed after the connection has been established. We will not study this 

issue in more detail and assume tha t the required power level can be realized both at the 

base station and at the mobiles.

3.3 .3  Sessions

All transmissions in the system are carried out within the frameworks of their sessions. This 

means that the operation of the cellular system is connection-oriented.

Before a mobile station can make a data transmission, a virtual connection must be 

established between the mobile and the base station. Such a connection constitutes a 

session, which spans the period from the moment when the base receives an access request 

from the mobile, until the mobile explicitly indicates that the session is over. At least two 

channels, a signal channel and a traffic channel, are needed for a session to remain active. 

Issues like handoffs and timeouts to detect failed mobiles are not covered by our study.

When the base station successfully receives an access request from a mobile station, 

it will immediately respond with a signaling channel assignment. The mobile station will 

inform the base through the signaling channel about the change in its bandwidth require

ments, the quality of the downlink signal received from the base (represented by the E ^/N q 

ratio), and the uplink transmission power level. A session tear down request can be viewed 

as a special case of bandwidth requirement. In response to such a request, the base will 

term inate the session and release the resources reserved for this mobile.
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Besides the signaling channel, the mobile station will also be assigned upon a  session 

setup one or more traffic channels, depending on the mobile’s requirements, session type, 

intermittent system load, and the available bandwidth. Only after the traffic channel has 

been explicitly assigned by the base, can the the mobile station s ta rt transm itting its data. 

The mobile station will adjust its resource requirements during the session according to 

its activity (its traffic flow status). If the mobile’s data buffer drains, it can release some 

resources (request less bandwidth in a  subsequent frame). If the mobile runs out of burst, all 

the traffic channel(s) can be released temporally by setting the required transmission rate 

in the signal packet to zero. When it becomes ready to transm it, the mobile can re-acquire 

the released traffic channel(s) via the signal packet, which is never released for as long as 

the session remains alive. The base station can preempt lower priority sessions to satisfy 

the dynamic requests of higher priority mobiles.

3 .3 .4  B andw jdth  a llocation  and ad m ission  control

The responsibility for allocating bandwidth to the multiple mobiles within the cell, in ac

cordance with the QoS expectations of their sessions, rests with the bandwidth scheduler 

at the base station. The primary criterion tha t tells apart different traffic classes is their 

priority. A bandwidth request received by the base is stored in the queue corresponding to 

the traffic class specified in the request. The multiple request queues are examined by the 

scheduler in the decreasing order of their priorities. W ithin every queue, the requests are 

arranged according to some class-specific criteria (e.g., delay bound, transmission rate) or 

FIFO. A different scheduling algorithm, specific to a given traffic class, is employed within 

each queue.

BRICS allows multiple packets belonging to different traffic classes to be transm itted at 

the same time. Every code assigned in the uplink frame requires a dedicated receiver at the 

base station “tuned” to that code. Thus, the number of mobiles that can be scheduled at 

the same time (i.e., within one time slot) also depends on the number of receivers available 

at the base.

BRICS schedules the transmission requests in a “brick wall” manner. The height of 

the “brick wall” filling a single uplink frame (Section 3.3.1) is determined by the admission 

control algorithm. Admission control criteria in interference-limited CDMA systems have 

been extensively discussed in the literature [70, 79, 80, 81]. To provide a  satisfactory 

reliability of transmission for a given service, the system must ensure that the bit error rate 

(BER) does not exceed the service-specific maximum. This parameter, together with the
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bandwidth specification, constitutes an im portant QoS criterion in a mobile environment. 

The BER specification can be mapped to  the bit energy to noise spectral density ratio 

E b/Np  [70, 80].

Along these lines, the responsibility of the admission control part of our scheduler is to 

minimize the total transm itted power from all the mobiles and satisfy the minimum required 

Eb/No for every session. Since, in contrast to  [80], all the allocated channels in BRICS are 

always active, by extending the the results from [80] and setting the active factor to 1 , we 

obtain the following admission constraint:

V ' ^  i _  (Eb/Np)k .
^ afc ’ fc~  W /R b + (E b/N 0)k ( ' }

where K  is the number of simultaneous code channels in the time slot, (Eb/Np)k is the 

Eb/Np requirement for fc-th code channel, W  is the total spread bandwidth and R b is the 

base channel rate {W/Rb  is generally referred to as the spreading gain).

Under the constraint of Formula 3.3, the minimum power assignment is prescribed by

Pt =  ai(r] + P), i = l , . . . , K  (3.4)

where r? is the background noise and P  is the minimum total received power given by

p  =  ^ X  ^  -  X  “ fcj (3-5)

While building the structure of the next uplink frame, the base station keeps an al

location table indexed by time slots (located at the time boundaries of TA channels—see 

Figure 3.5). Each entry in that table includes the current “height” of the “brick wall” across 

the slot and the list of requests accommodated at that location. W ith the criterion given 

by equation 3.3, the height of the wall at each slot location is the sum of all a* falling in 

the slot. Suppose tha t TA and TF  are the only channel types allocated by the bandwidth 

scheduler. A new TA channel is allocated at the location with the smallest height, which 

results in the update of a single entry in the allocation table, while the addition of a new 

TF  channel simply raises the height of the entire wall (the values of all entries) by the same 

amount.

Formally, as different TA channels may have different values of a* (and contribute

different amounts to the local height of the brick wall), the optimal assignment of those

channels to the frame is NP-hard (being trivially equivalent to bin packing). However, 

the maximum error (viewed as the deviation from the minimum height) resulting from the
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simple greedy approach is bounded by the maximum height of a single brick, i.e., max a*,.k
Consequently, instead of searching for better approximations and more complex algorithms 

tha t would necessarily inflate the computational cost of the bandwidth scheduler, it makes 

better sense to simply assume tha t inefficiency of this magnitude is acceptable.

The addition of partial flat channels complicates the situation a  bit further. Conse

quently, we postulate tha t high priority sessions be restricted to basic (TA) and full flat 

(TF)  channels, whose allocation is straightforward and poses no problems. Following this 

“rigid” allocation phase, the leftover frame space can be partitioned among the more flexible 

lower priority sessions. In this way, instead of trying to solve a  computationally difficult 

problem of partitioning the remaining chunks of bandwidth into a number of rigid chunks, 

we reverse the problem and allocate whatever chunks come out handy to sessions tha t know 

how to handle them.

The granularity of bandwidth allocation within the uplink frame is one TA slot. The 

load of a TA slot is defined as the height of the brick wall across the code dimension of that 

slot, or, more formally, the total received power at the base station assigned to all TA slots 

occurring a t the same time. For the purpose of allocating channels covering multiple TA 

slots along the time dimension, we define a slot group as any sequence of time-consecutive 

TA slots. The load of a slot group is defined as the maximum load of a  TA slot within the 

group.

The length of a slot group, expressed as the number of TA slots along the time dimension, 

may correspond to an allocatable amount of bandwidth. An implementation of BRICS may 

impose restrictions as to the standard collection of “group lengths,” i.e., allocatable chunks 

of bandwidth within a single layer of the brick wall (a single code). Whenever a channel of a 

given bandwidth is needed, it is allocated as a group of slots of the required length with the 

minimum load. This simple approach ensures reasonable load balancing without incurring 

too much computational cost at the base. To this end, the bandwidth scheduler sorts the 

slot groups according to their loads and updates those lists as it allocates bandwidth to the 

sessions in progress.

In summary, the objectives of the scheduling algorithm can be stressed in the following 

points:

1. Meeting the QoS requirements of the mobile sessions. To accomplish this, the sched

uler processes the request queues according to their priorities, using class-specific 

criteria within every queue. For example, deadline-critical requests are processed in 

the order of increasing deadlines. The relative amount of power assigned to every
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request is determined by Formula 3.3.

2. Making efficient use of the overall bandwidth. To this end, the scheduler attem pts to 

balance the allocation of channels trying to maintain an approximately equal value of

a k across the entire frame. Intentionally, under heavy load, this sum should be 

close to 1 .

3. Generating as little downlink interference as possible. This means that the to tal 

received power is kept close to the minimum prescribed by Formula 3.5, with the 

individual power levels at the mobiles determined by Formula 3.4.

The bandwidth scheduler operates in cycles. Every cycle starts with the reception 

of all RA  slots through which new mobiles register their sessions with the base. These 

new requests are appended at the end of the respective queues. Then the status of the 

sessions in progress is updated based on the received contents of the signaling channels 

TS. In particular, some sessions may be torn down and their descriptions removed from 

the queues. Having received the last signaling slot, the base is ready to process the request 

queues, allocate bandwidth, and announce the layout of the next frame. The announcement 

message is built and transm itted on the fly.

3.4 A sample configuration of the protocol

In this section we discuss a sample virtual implementation of BRICS whose purpose is 

to illustrate the ideas presented in the preceding sections (by using concrete algorithms 

and specific numerical parameters) and to provide a model for performance studies, whose 

results are discussed in Section 3.5.

We assume tha t our cellular system offers four types of service (listed in the decreasing 

order of priority): voice, video conferencing, file transfer, and SMS (short message service). 

The mobile stations access these services through the base station connected to a broadband 

wired network, e.g., ATM.

3.4.1 T he radio channels

The assumed basic rate of our radio channel is 500 kbps and the transmission rate needed 

to sustain a voice session in its active phase is 22 kbps. The total length of a single uplink 

frame is determined as If =  tg +  p +  lra -f Nta x (tg +  p  +  ha), where tg is the guard time 

( 8  bits =  16 ps), p is the acquisition preamble length (32 bits or 64 ps), lra is the length of
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the contention slot RA  (96 bits or 192 ps), lta is the length of the basic slot TA (384 bits or 

768 ps~ATM payload size), and lVta is the number of TA slots in a single layer of the frame 

(20). All these numbers add up to l j  =  8616 bits or 17.24 ms, which is the back to back 

duration of a single uplink frame. The payload length of a single flat slot TF  is determined 

as ltf  =  N ta x (tg + p  + lta) —tg — p, which yields 8440 bits.

The total amount of bandwidth available within a frame is determined by the basic 

rate 74, the total spread bandwidth of the channel W , and the Eb/No requirements of 

the individual sessions. In our model, we assume W  — 20 MHz as the target bandwidth, 

although we consider some other values for comparison.

3 .4 .2  C ontention  reso lu tion

Contention to the RA  channels is resolved according to the generic strategy described 

in Section 3.3.2, using 10 codes, with Pa =  80 mW, Pmax =  200 mW (this is also the 

maximum transm itter power of every mobile in the system), Sp =  IdB , Sp — 0.25, and 

Pmin — 0.1. These values imply three levels of persistence (1,0.25,0.1) and five power 

levels. As determined by simulation, they result in the effective throughput of 3.0 — 4.0 new 

requests per frame, assuming Eb/No =  6 dB and some contribution from the capture effect.

3.4 .3  Signaling channels

The total length occupied by a single signaling slot TS  (including the guard and preamble) 

is 72 bits, with the payload restricted to 32 bits. These bits are partitioned into a 6 -bit 

bandwidth specification (e.g., 2 bits for the channel type and 4 bits for the number of 

channels), 1 0  bits for received power indication, and 8  bits left for extensions.

Note that once a session has been established, deadlines for individual packets (which 

are the same for all packets in the session) need not be specified in the signaling channel. As 

the mobile keeps the signaling channel in every frame, the base knows when a bandwidth 

request belonging to a session in progress was issued, so it also knows how to calculate 

deadlines for individual packets. Should a signaling packet be lost, the mobile can indicate 

in a  subsequent signaling slot the lag of the request expressed in frames, which information 

can be comfortably fit, e.g., into 4 bits. Note tha t the assumed length of the contention 

slot RA  is 12 bytes, which has enough room for a detailed description of the requested 

connection type.

All signaling slots occupy up to two layers (codes) of the first half of the frame space. 

The number of signaling channels per one layer (code) is limited by 58, and the maximum
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total number of signaling channels is 116, which is also the maximum number of different 

sessions that can be accommodated in a single frame. Logically, all the signaling channels 

are viewed as a single array indexed from 0 to 115. The coordinates of a signaling channel 

are completely described by this index, which occupies a  single byte in a  downlink control 

message (Section 3.3.1). A base station uses the least significant bit of this number to deter

mine one of the two codes to be used for sending the signaling packet and the upper seven 

bits indicate the time location of the signaling slot within the frame with the granularity of 

72 bits. The bit energy to noise density ratio (E ^/N q) for signaling channels is 6 dB.

Whenever a new signaling channel is required (for a new session), it is chosen as the 

next available TS  slot (the one with the lowest index number) tha t satisfies the admission 

condition given by equation 3.3. Active signaling channels are easily compressible into a 

contiguous range of TS  slots covering the minimum possible range of TA slots, without 

unnecessary fragmentation. This is because the exact location of the signaling channel for 

every active mobile can be specified independently for every uplink frame. In this way the 

TS  slots are always as close to the beginning of the frame as possible, while the number of 

available TA slots is also maximized.

T he scheduling a lgorith m  

Variables:

Pa The index of the next available signaling channel.

Pe The largest index of the active signaling channels. Pe is set to 0 when the system

starts up or is reset.

A lg o rith m  1: scheduling signaling channels

1. Find the next available signal channel index starting from 1. Let Pa point to this 

signal channel.

2. For all successfully received access requests on RA  channels perform steps 3 through 

6 .

3. Assign the next available signal channel, Pa, to the requesting mobile station and 

mark this signal channel as active.

4. If Pa falls into a new TA slot, update the load of this TA slot. Note that all TS 

channels are assigned the same received power; thus, this update is done only once 

per TA slot.
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5. If Pa > Pe, set Pe ~  Pa.

6 . Advance Pa to point to the next available signaling channel.

7. Rearrange the signaling channels.

3.4 .4  T he v o ice  traffic

As for DS-TDM A/CP discussed in Chapter 2 , the voice traffic in our model of BRICS is 

represented with the “On-Off” process described in section A.3.1.

3.4.4.1 Session structure

Table 3.1 lists the relevant numerical parameters of our voice model. A BRICS mobile views 

a voice source as being in one of four states: Idle (I), Request (R), Talking (T), and Silent 

(S). A voice source in BRICS has the same state  transition as it in DS-TDMA/CP (see 

Figure 2.3). W hen a user initiates a call, the mobile station transits from Idle to Request 

and issues a connection request to the base station. The mobile remains in the Request 

state until the request is granted, i.e., the mobile is assigned a signaling channel TS  and a 

traffic channel TA by the base station, or until its access request due date expires. In the 

latter case, the mobile will become Idle again and the user will receive a  busy signal.

When the request is granted, a voice session is set up between the mobile and the base 

station. The mobile will be generating talkspurts interleaved with silence periods for as 

long as the session is not torn down. During the session, the mobile will inform the base 

about the intermittent state of its session (silent/talkspurt) via the signaling channel. When 

the session enters the silent state, its traffic channel will be temporarily released, but the 

connection will be sustained through the signaling channel. When the session gets back to 

the talkspurt state, its traffic channel will be reassigned in the next frame. Similarly, when 

the call is completed, the mobile will indicate this fact via a pertinent signaling message. 

The resources used by the connection will then be released by the base station and its

source rate 2 2 kbps
mean call duration 3 minutes
mean talkspurt length 1 second
mean silence length 1.35 seconds
deadline 1 0 seconds
threshold for disabling voice requests 1 0 %
QoS 5 dB

Table 3.1: Parameters of the voice model
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description will be removed from the scheduler queue.

3.4.4.2 Bandwidth allocation

At the base station, new voice requests (arriving in RA  channels) are queued at the end of 

the voice queue in their received order. Active requests, controlled via signaling channels, 

retain their positions in the queue until they are term inated and removed. The voice queue 

is the first queue processed by the bandwidth scheduler, which means tha t voice service 

receives the highest priority.

The bandwidth temporarily released by a voice session tha t has entered the silent phase 

can be assigned to lower priority sessions, but it cannot be used to accommodate a  new 

voice session. In this way, the bandwidth scheduler makes sure tha t all adm itted voice 

sessions can always be accommodated in their active states, even if they all happen to 

enter this state at the same time. We assume tha t in a modern mobile network, especially 

in a microcellular environment, voice traffic (using relatively moderate bandwidth) will 

constitute a relatively small proportion of the overall load. Consequently, instead of relying 

on statistical properties of a large number of voice sessions, and adm itting more sessions 

tha t can possibly be active at the same time, it makes better sense to restrict their number 

and recycle their intermittent silent periods in lower priority high-bandwidth sessions.

The access contention permission flag for voice traffic (Section 3.3.2) is cleared if the 

population of unserviced voice requests exceeds a certain percentage Wo of all requests in 

the voice queue (set to 10% in our model). This is intended to reduce contention under 

heavy load. Of course, if a pending voice request does not receive a traffic channel after its 

deadline, the call will be blocked and the request will be dropped from the queue.

Scheduling voice sessions is relatively simple because the amount of bandwidth assigned 

to an active voice session is always the same and equal to one basic slot TA a t Eb/No — 5 dB. 

The allocation algorithm tries to put a new voice slot into the lowest layer in the brick 

wall. The base station also keeps track of the total amount of bandwidth assigned to all 

voice sessions, including the ones tha t have temporarily become silent. Once all sessions in 

progress have been processed, new voice requests are considered in the order of their arrival 

and adm itted if the total amount of bandwidth allocated to all voice sessions (assuming 

they are all active at the same time) does not exceed the frame capacity. If, following this 

operation, the percentage of pending voice requests exceeds the threshold Wo, the contention 

permission flag for voice requests is cleared.
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3.4.4.3 The scheduling algorithm

We assume that at any stage during the execution of the following algorithm we know the 

lowest and highest loads over all TA slots within the constructed frame. While the present 

algorithm only needs to know the location of the least loaded TA slot, the most loaded 

TA slot determines the maximum load of the entire frame, which information is needed for 

allocating flat and partial flat channels, as well as for power assignment.

Constants and variables:

Wo The threshold for disabling access contention of the voice service.

wq The percentage of unserviced voice access requests in the total number of requests.

Vs The TA slot with the lowest load.

Ps The TA slot with the highest load.

Algorithm 2: TA channel allocation

1. Test the admission condition 3.3 on slot Vs.

2. If the admission condition is not met, return allocation failure. Otherwise perform 

the steps 3 through 5.

3. Allocate slot Vs to the session (as the TA channel), and update the load for the slot 

V,.

4. Update Vs and Ps to represent the slots with the lowest and highest loads respectively.

5. Return allocation success.

Algorithm 3: scheduling voice service

1. Temporarily reserve bandwidth for silent voice sessions. Logically, this can be accom

plished by carrying out essentially the same allocation procedure as for active sessions, 

except that the TA slots “reserved” this way will be in fact available to the remaining 

traffic classes except voice (Section 3.4.5.2).

2. For each new voice service request in its request queue perform steps 3 and 4.

3. Call algorithm 2 to allocate a standard TA channel.

4. If the allocation fails, stop scheduling voice service requests and skip to step 6 . O th

erwise, move to step 3 for the next request.

81

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



5. If all the voice service requests are satisfied, set the voice contention permission flag 

and go to step 7.

6 . Calculate wq. If wo > W§, clear the voice contention permission flag.

7. Release the bandwidth reserved for the silent voice sessions, i.e., mark of the TA slots 

reserved in step 1 as empty. Stop here.

3.4.5 T h e v id eo  traffic

We assume tha t this traffic type represents the teleconferencing video service, whose pattern  

is described by the DAR(l) (Discrete Autoregressive) model described in Section A.3.2.

3.4.5.1 Session structure

The numerical parameters of our video model are listed in Table 3.2. A video source 

can be in one of three states (see Figure 3.6): Idle (I), Request (R), and Scheduled (S). 

When a video session is started, the mobile transits from state Idle to Request and issues 

a bandwidth access request to the base station. When the request is granted, the station 

moves to Scheduled and starts transm itting packets in the next frame. If the mobile times 

out in state Request, it will return to the Idle state.

As implemented at the mobile’s end, the session is buffered with the lag of 4 frames (or 

69ms), which allows the station to better tailor the current rate to the size of the TF  slot 

and be more flexible with the bandwidth received from the base. As an adm itted video 

session is guaranteed a minimum bandwidth in every frame, no per-packet deadlines need 

to be specified in uplink signaling messages.

The bandwidth needed by the session may fluctuate (even momentarily dropping to 

zero), but the session remains established (and keeps its signaling channel) until it is ex

plicitly torn down by the mobile. Using the signaling channel, the mobile conveys to the 

base its dynamic bandwidth adjustments.

mean source rate 128 kbps
D A R (l) variance 5536
D A R (l) correlation 0.98
mean call duration 30 minutes
call deadline 1 0 seconds
threshold for disabling video requests 1 0 %
QoS 4 dB

Table 3.2: Parameters of the video model
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Figure 3.6: The video model 

3.4.5.2 Bandwidth allocation

Because of its relatively high bandwidth requirements, a video session always receives an 

entire number of full flat channels TF. Similar to voice sessions, the video queue at the base 

consists of two parts: the requests in progress (already adm itted to the system), and the 

pending requests waiting for admission. The requests in each list are stored in the increasing 

order of their due dates.

Every adm itted video session is guaranteed a certain minimum amount of bandwidth 

hmin- Any bandwidth requested in excess of the minimum is dubbed extra bandwidth and 

scheduled frame by frame in a  fair manner using the equal degradation approach. Let 

B a denote the total maximum bandwidth available for teleconferencing service, after the 

higher-priority voice sessions have been accounted for, and B r be the total extra bandwidth 

requested by the admitted video sessions. We define the current service grade as

G = m m {l,B a/B r) (3.6)

The amount of extra bandwidth assigned to a video mobile is equal to Gbr, where br is the 

extra bandwidth actually requested by the station.

While considering admitting a new video session, the bandwidth scheduler assumes that 

the session can start with the minimum bandwidth bmin, and admits the session if that 

much bandwidth is available after accounting for all video and voice sessions in progress. 

For this calculation, all active video sessions are counted with their minimum bandwidth
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bmin and all voice sessions are assumed to be active (to make sure tha t an adm itted video 

session will always receive some service).

The contention permission for teleconference service is held temporarily when the per

centage of unserviced teleconference service requests is over the limit, and it is granted 

again when there are no pending teleconference service requests. In our implementation, 

this threshold is set to 1 0 % of the video service request queue.

As video teleconferencing has the biggest bandwidth requirements among the considered 

traffic classes, it may make sense to impose a limit on the total number of video sessions 

being adm itted at any given time. In our model, there is an option whereby the base station 

may deny admission to a new teleconferencing request if the number of active video session 

has reached a  predefined limit, regardless of how much bandwidth remains available in the 

network.

3.4.5.S The scheduling algorithm  

C onstants and variables:

W i The threshold for disabling contention for the teleconferencing service.

w\ The percentage of unserviced teleconference access requests in the total number

of requests.

G The service degree as defined by equation 3.6.

Ps The TA slot with the highest load.

Algorithm 4: scheduling video teleconference traffic

1 . Assign the active teleconference sessions the bandwidth that they request, if the re

quested bandwidth is less than the minimum bandwidth bmin . Otherwise, assign the 

minimum bandwidth 6 m*n-

2 . Calculate the service degree G.

3. Assign to the active teleconference sessions the extra bandwidth based on the service 

degree.

4. Temporarily reserve bandwidth for active voice mobiles in the silent state and active 

video teleconference mobiles that do not use all of their minimum reserved bandwidth.

5. For each new teleconference service request in the request queue perform steps 6  

through 9.

84

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



6 . Test the limit on the number of adm itted video teleconference sessions (if applicable), 

and test the admission condition, as prescribed by equation 3.3, on the Ps slot.

7. If the number of adm itted video session has reached the limit, proceed a t step 11. If 

the admission condition is not met, goto step 9.

8 . Assign to the mobile station the requested number of TF  channels, and update the 

load for each slot in the frame.

9. If there are more requests, continue at step 6 .

10. If all the teleconference service requests have been satisfied, set the video contention 

permission flag and proceed to step 1 2 .

1 1 . Calculate w\. I f  w\ > W i, clear the teleconference contention permission flag.

12. Release the bandwidth reserved for the voice mobiles in silent state and the unused 

bandwidth reserved for the video mobiles tha t do not use all of their minimum reserved 

bandwidth. Stop here.

3.4.6 T he file transfers

We assume tha t there is no inherent delay requirement for a file transfer2 and that this kind 

of session can use any available bandwidth and transm it at any rate physically available to 

the mobile. Thus, the bandwidth requirement specification in a file transfer request refers to 

the maximum required bandwidth rather than a strictly needed (or even preferred) amount. 

Our primary objective in handling file transfers is to maintain a reasonable degree of fairness 

among multiple sessions and avoiding unnecessarily splitting a single transfer into too many 

small slots.

The base station assumes, however, that there is a timeout after which a stalled file 

transfer session (that has made no progress because of the lack of bandwidth) is aborted 

and canceled. This is required to avoid blocking the signaling channel that may be needed 

to accommodate higher priority sessions.

3.4.6.1 Session structure

The session state diagram of a file transfer is shown in Figure 3.7. The mobile station can 

be in one of four states: Idle (I), Request (R), Scheduled (S), and Waiting (W). When there

2Deadlines in such sessions are usually subjective and determined by the patience of their users.

85

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Figure 3.7: The file transfer model

is a file to be transm itted, the mobile station transits from Idle to Request and issues an 

access request specifying the maximum amount of bandwidth tha t the station could possibly 

use within one frame (which is the minimum of the file size and the rate capabilities of the 

mobile). The mobile remains in the Request state until it is either assigned a signaling 

channel, or it times out and is moved back to the Idle state. As soon as the mobile is 

granted some bandwidth, it transits to Scheduled. From now on, the station will keep 

sending via the signaling channel the updated bandwidth requirements, always requesting 

the maximum tha t the station could possibly use to expedite the remaining portion of the 

file. If the mobile station’s request is accepted by the base, and the mobile receives a 

signaling channel, but no traffic channel, it transits from Request to Waiting. If the session 

gets aborted in this state on a timeout, the station will transit to state Idle; otherwise, 

it will receive a traffic channel and transit to state Scheduled. After each transmission in 

the scheduled data channels, the mobile station will stay in state Scheduled if it is assigned 

data channels in the next frame; otherwise, it will enter the Waiting state. If it times out 

in the Waiting state, the mobile transits to Idle. When the file transmission is finished, the 

station moves from Scheduled to Idle.

In our model, file transfers occur in bursts, with the burst duration and inter-burst 

intervals being exponentially distributed. During a burst, new files for transmission are 

generated at exponentially distributed intervals. The length of every file is exponentially 

distributed as well. Table 3.3 lists the numerical parameters of this process used in our
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mean burst duration 30 minutes
mean inter-burst interval 30 minutes
mean interval between files in a burst 36 seconds
mean file length 104 KB
stalled session timeout 1 0 seconds
threshold for disabling file transfer requests 1 0 %
QoS 6 dB

Table 3.3: Parameters of the file transfer model

simulation experiments.

3.4.6.2 Bandwidth allocation

The bandwidth for a  file transfer is allocated with the preferred granularity of one TF  slot, 

in a Round-Robin fashion, with new requests being inserted at the end of the service queue,

i.e., immediately behind the current position of the “next” pointer. If a  mobile needs less 

than  the full TF  slot to complete its request, it is assigned a partial flat slot TP, i.e., 1/2 

of TF, or/and a few basic slots TA. If all mobiles have been processed this way and some 

bandwidth still remains available, the procedure continues until all bandwidth has been 

assigned or all mobiles in this traffic class have been satisfied.

If no more TF  channels can be allocated, because of the total height limitation of the 

brick wall, but TP  channels are still available, the preferred granularity is downgraded 

to TP. If no TP  channel can be found, but some basic TA channels are still usable, the 

preferred granularity gets down to TA.

To carry out the scheduling procedure described above, the bandwidth scheduler must 

keep track of the maximum height of the brick wall and the time position of the lowest TA 

slot, as for scheduling video and voice. The only increased complexity is the need to allocate 

partial flat channels TP  aligned at half-frame boundaries. For this purpose, the scheduler 

stores and updates two additional values, namely the maximum height of the brick wall in 

the left and right half of the frame. A TP  channel is allocated in the half with the lesser 

maximum height, and if both halves have the same maximum height, the right half is used 

first.

3.4.6.3 The scheduling algorithm  

Constants and variables:

W i The threshold for disabling access contention of the file transfer service.

W2 The percentage of unserviced file transfer requests in the total number of requests.
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Ps The TA slot with the highest load.

Lq The TA slot with the largest load among the first half of the standard slots within

the frame. These slots constitute group 0 (see Section 3.3.4).

L \ The TA slot w ith the largest load among the second half of the standard slots

within a  frame. These slots constitute group 1.

Algorithm 5: allocating a partial flat channel

1 . If the load of Lq is less than the load of L i, select group 0 and test the admission 

condition (equation 3.3) on slot Lq. Otherwise, select group 1 and test the admission 

condition on slot L \.

2. If the admission condition is not met, return allocation failure. Otherwise perform 

steps 3 and 4.

3. Assign to the mobile a partial flat channel T P  covering the selected slot group and 

update the slot load for all slots within tha t group.

4. Return allocation success.

Algorithm 6: allocating a (full) flat channel

1. Test the admission condition prescribed by equation 3.3 on slot Ps .

2. If the admission condition is not met, return allocation failure. Otherwise perform 

the steps 3 through 4.

3. Allocate a T F  channel (covering the entire frame) and update the load of every slot 

in the frame.

4. Return allocation success.

3.4.6.4 Algorithm 7: scheduling file transfers

1. Process file transfer requests in a round-robin fashion performing steps 2 through 6 .

2. If the mobile requests a standard slotted channel TA, invoke algorithm 2 to allocate 

a TA channel. Continue at step 6 .

3. If the mobile requests a partial flat channel T P , invoke algorithm 5. If algorithm 5 

succeeds, continue a t 6 . Otherwise, change the mobile’s demand to a  standard channel 

TA and proceed to step 2.
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Figure 3.8: The SMS model

4. If the mobile requests one or more flat channels TF, invoke algorithm 6 . If algorithm 

6  succeeds, continue at 6 . Otherwise, calculate the number of available flat channels 

TF.

5. If the number of available flat channels is not zero, change the mobile’s demand to 

that number of available flat channels and continue at step 4. Otherwise, change the 

mobile’s bandwidth demand to a partial flat channel TP  and proceed to 3.

6 . If there remain pending file transfer requests and the last request was satisfied, goto 

step 2 .

7. If all the file transfer service requests have been satisfied (i.e., allocated some band

width), set the file transfer contention flag and stop here.

8 . Calculate W2 - If w? > W%, clear the file transfer contention permission flag.

3.4 .7  T he short m essage service

Short message service allows a mobile user to send or receive a limited number of characters 

of textual information. Conceptually, SMS service resembles electronic mail in tha t the user 

need not witness the actual transfer operation, which is happening in the background.

An SMS session involves two types of activities: one performed in the foreground and the 

other in the background. In the foreground, the mobile receives the message for transmission
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mean message length 6250 bytes
mean interval time 1 1  seconds
deadline 2  hours
threshold jor disabling SM S requests 20 %
QoS 6  dB

Table 3.4: Parameters of the SMS model

and stores it in a  buffer. Essentially, this process consists of a  single state: it sleeps waiting 

for a message arrival event, then it deposits the message in the buffer, and continues waiting 

until the next arrival event.

The other (background) process can be in one of four states (see Figure 3.8): Idle (I), 

Request (R), Scheduled (S), and Waiting (W). When there are messages in the buffer, the 

background process transits from Idle to Request and issues a connection request to  the 

base station. The mobile remains in the Request state until any of the following events 

happens.

1. The mobile is assigned a  signaling channel Si and a traffic channel. In such a case, 

the mobile enters the Scheduled state.

2. The mobile is assigned a signaling channel Si but not a traffic channel. In this case, 

the process enters the Waiting state.

3. The request reaches its due date. In tha t case, the current message is dropped. The 

process becomes Idle if there are no messages in the buffer, or enters the Request state 

(for a new access request) if there remain pending messages in the buffer.

Having entered the Scheduled state, the background process will transm it the current 

message. For as long as the buffer is nonempty, the process will try  to sustain the session 

(avoiding the contention phase) by posing new bandwidth requests via the signaling channel. 

If the buffer drains out, the mobile will term inate the session and the background process 

will enter the Waiting state.

In our model, an SMS message is treated exactly as a file transfer, using exactly the 

same scheduling approach, except that the transfer is scheduled with the lowest possible 

priority, after all other traffic classes have been accounted for.

The numerical parameters of the SMS model used in our experiments are listed in 

Table 3.4. Both the interarrival time and message length are exponentially distributed.
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3.5 P erform ance

The performance of our virtual implementation of BRICS has been investigated by simula

tion and compared to the performance of three other CDMA-based protocols: W ISPER [40], 

VSG-CDMA [37], and S-CDMA (described below). All protocols were implemented in the 

same virtual radio environment in which the sole criterion of a successful reception was the 

bit energy to noise density ratio E ^/N q (affected by a steady level of background noise) 

perceived at the receiver. We claim tha t this kind of environment is fair for a comparison 

of these particular protocols because they all operate w ithin essentially the same set of 

prerequisites: power control (and possibly other feedback from the base station) aimed at 

keeping E^/No in line with their assumed performance criteria. Consequently, more subtle 

properties of the radio channel, e.g., errors incurred by non-uniform noise and fading, would 

affect all protocols to the same degree. The original performance models of W ISPER and 

VSG-CDMA [37, 40] were similar or simpler than our models.

In the figures of the following sections, Class 1 indicates the voice traffic, Class 2 indi

cates the video traffic, Class 3 indicates the file transfer traffic, and Class 4 indicates the 

SMS traffic.

3.5.1 T he oth er protoco ls

Our virtual implementation of W ISPER assumes exactly the same channel parameters as in 

BRICS, including the basic rate (500 kbps) and the numerical attributes of the frame (the 

gap, the preamble, the request slot and the regular slot). Consequently, the resulting total 

frame length consists of 20 384-byte slots, and its back to back time duration is 17.24 ms. 

The reasons that this protocol is selected for comparison are that, it uses the similar frame 

structure as BRICS, it uses multiple codes and fixed spreading gain CDMA techniques as 

in BRICS, this protocol is designed to support multiple services, and it is optimized for 

throughput.

VSG-CDMA is a variable rate protocol, and its framing parameters cannot be directly 

related to those of BRICS (because the entire frame in VSG-CDMA is essentially a single 

slot). The frame (slot) length is equal to the duration of the probability distribution update 

cycle, which in our model was set to 50 ms. Protocol independent elements (e.g., the power 

range available to the mobiles, fading properties of the channel, background noise, E ^/N q 

requirements of the receiver at the base) were identical in all models. This protocol is chosen 

for comparison because it uses variable spreading gain CDMA technique which is different
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from fixed spreading gain technique in BRICS.

S-CDMA is a simple protocol w ithout admission control, which we included in our study 

to illustrate and emphasize the importance of admission control in CDMA-based schemes. 

Time is divided into equal length slots, with each slot carrying 10 packets (ATM payloads). 

Each mobile has its own pre-assigned CDMA code. A packet transm itted by a mobile is 

lost if its received E ^/N q ratio is below the acceptable level. The base station provides a 

simple power feedback to the mobiles. W hen the base senses tha t the received E ^/N q ratio 

is over a certain threshold P^, it commands the mobile to reduce its transmission power by 

a prescribed factor S3. Similarly, if the perceived P&/AT0  is below another threshold Pi (but 

the packet can still be received), the base will request the mobile to  raise its power by the 

same factor 5S. For as long as the bit energy to noise density remains between Pi and P/,, 

the mobile is allowed to retain its current power. After a silent period, during which there 

has been no feedback from the base, the mobile uses its last used transmission power level 

as the initial value. After a failed transmission attem pt, the mobile increases its power by 

5S and tries again.

3.5.2 B an d w id th  u tiliza tion

In this following experiments, the number of mobile stations is always the same for all four 

traffic classes, with the load level (the horizontal axis) indicated by the number of mobiles 

(within each class). For example, the load of 80 means tha t there are 80 voice mobiles, 80 

video mobiles, and so on.

3.5.2.1 BRICS

Figure 3.9 illustrates how the link bandwidth in BRICS is shared among the four traffic 

classes described in Sections 3.4.4-3.4.7. This performance graph has been obtained for the 

total spread bandwidth W  = 20 MHz.

W ith the voice traffic having the highest priority, the to tal amount of bandwidth occu

pied by voice sessions increases exactly linearly with the increasing number of voice mobiles 

(the system capacity is much higher than 150 voice sessions). The part of bandwidth as

signed to video sessions (which have the second highest priority and the largest bandwidth 

requirements) increases linearly until about 25 mobiles, when the system becomes satu

rated with voice and video traffic. From then on, the video sessions yield bandwidth to 

voice sessions.

Note that although file transfers and SMS sessions have lower priorities than video ses-
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Figure 3.9: Bandwidth utilization in BRICS {W  =  20 MHz)

sions, their assigned bandwidth tends to increase until the very end of the investigated 

range of traffic conditions. There are two reasons for this behavior. First, there exist silent 

periods in voice sessions tha t cannot be reused to set up new voice or video connections, 

but are freely available to file transfer and SMS traffic classes. Moreover, because of the 

inherent variability in video load (combined with intermediate buffering—Section 3.4.5), an 

equivalent of silent periods also does occur in video sessions. Second, the bandwidth re

quirements of a video session are stringent and must be granted in multiples of TF  channels. 

Consequently, there are bound to exist chunks of bandwidth unusable by video sessions, but 

available to the much less picky file and SMS transfers.

The QoS tradeoffs in BRICS are somewhat better visible in a network with smaller 

total spread bandwidth W , which leaves less room for the low priority traffic to sneak in. 

Figure 3.10 has been obtained for a network with W  = 5 MHz. One can clearly see in it 

how all three lower priority classes yield to voice.

W IS P E R

The performance of W ISPER under identical offered load is shown in Figure 3.11. The 

protocol is optimized for throughput, and this results in a bandwidth distribution pattern  

that is directly related to the traffic pattern. T hat is, Class-2 traffic (video) consumes the 

largest amount of bandwidth. Following Class-2 is Class-3 traffic (file transfers), which has
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Figure 3.10: Bandwidth utilization in BRICS (W  — 5 MHz)

the second largest offered volume. Class-1 traffic (voice) takes the third place. Finally, 

Class-4 (SMS) contributes the least amount to the overall load, and it takes the smallest 

portion of bandwidth.

Notably, the protocol achieves lower maximum channel utilization than BRICS, and the 

total bandwidth utilization tends to drop when the system becomes saturated. This major 

trend in throughput is followed by all traffic classes (except SMS, whose bandwidth is too 

small to be significant), which means tha t the prioritization of the four traffic types does 

not fulfill its purpose very well. For example, an increase in the number of adm itted video 

sessions results in a drop in the portion of bandwidth effectively available to voice sessions. 

This is caused by two properties of WISPER: the rigidity of bandw idth allocation, which 

requires that a given time slot be filled with traffic of the same class, and the relatively poor 

performance of the contention resolution part of the protocol (whose impact was neglected 

in the original analysis of W ISPER presented in [40]). It is for the second reason that the 

throughput of W ISPER drops to zero when the system is heavily overloaded (as shown in 

Figure 3.12).

Looking at Figure 3.11, we can see the different characteristics of the bandwidth curves 

corresponding to different traffic classes. For as long as the total demand for bandwidth 

remains below the system capacity, each curve grows steadily following the increase in the
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Figure 3.11: Bandwidth utilization in W ISPER (W  = 20 MHz)

number of active mobiles. W hen the system reaches the maximum capacity of the random 

access channel, the failure rate of access requests increases sharply—as shown in Figure 3.13. 

For some time, despite the heavy contention and the large number of access failures, suf

ficiently many mobiles make it to the base to sustain the growth of bandwidth utilization. 

However, when the collision rate exceeds 85%, the bandwidth assigned to video sessions 

begins to drop due to the reduced number of video access requests arriving at the base sta

tion. According to the scheduling scheme used by W ISPER, video requests receive a high 

priority because of their combination of heavy bandwidth demands with very short dead

lines. In contrast, voice requests, although they also have short deadlines, pose considerably 

lower bandwidth demands than video. File transfers are similar to voice in this respect: 

although they can use a lot of bandwidth, their deadlines are very long. In consequence, 

when the system reaches its capacity, there are more voice and file transfer requests queued 

a t the base (waiting for bandwidth) than video requests. When the incoming video requests 

are blocked due to heavy contention, the queued voice and file transfer requests get more 

opportunities to receive service. This trend is visible in in Figure 3.14 as the slowing rate 

of increase (decreasing first derivative) of the drop rates for voice and file transfers. The 

slowing-increase parts of the drop curves for voice and file transfers coincide with the range 

of traffic conditions when the video requests begin to lose bandwidth. Thus, in Figure 3.11,
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Figure 3.15: Bandwidth utilization in VSG-CDMA (W  = 20 MHz)

the curves for voice and file transfer session stay relatively flat, while the video bandwidth 

usage starts dropping. W ith the further reduction in accepted video traffic, the bandwidth 

used by voice and file transfers even goes up for a while, until the collision rate becomes 

so high that everybody must pay the price. At this point, the number of successful access 

requests from all the three traffic classes is reduced to a very low level and their bandwidth 

usage drops indiscriminately.

It is hard to see the bandwidth usage pattern for SMS class, especially in networks 

with high spread bandwidth {W  > 10MHz), because of the small bandwidth demands of 

this traffic class. In Figure 3.12 (W  = 5 MHz), we can see tha t the SMS bandwidth usage 

increases while the throughput of all other traffic classes drops. This is because SMS sessions 

have long due dates. Once an SMS access request arrives at the base station and it cannot 

be serviced immediately, it will tend to remain queued for a very long time. The higher the 

number of SMS mobile stations, the more SMS access requests will accumulate at the base 

station under heavy overall load. These SMS requests will be serviced when the number of 

access requests from high priority mobile stations is reduced due to heavy contention and 

the high rate of collisions of their access requests.
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3.5.2.2 VSG -CDM A

A similar tendency for the bandwidth utilization to drop under heavy load can be observed 

in VSG-CDMA. In fact, this trend is even more pronounced in this case, as shown in 

Figure 3.15. At first sight this is surprising because the method of adjusting the transmission 

probability in VSG-CDMA is intended to admit the right amount of traffic to the system, 

even under heavy contention.

However, as it turns out, a realistic implementation of VSG-CDMA exhibits instabilities. 

Under light load, the network operates without transmission control, and all ready stations 

transm it with probability 1. W hen the load becomes heavy, the system has the tendency 

to switch between two states. Having detected a congestion in one frame, the base station 

turns on the controlled mode. Consequently, in the next frame all active users transm it 

with some probability p, which solely depends on the number of active mobiles. T hat frame 

tends to be underloaded, which forces the network back to the uncontrolled mode, which in 

turn  causes congestion, and so on. These oscillations do not necessarily occur on a frame- 

by-frame basis, but they are clearly visible and so is their impact on the overall performance 

of the scheme. W ith the increasing number of active mobile stations, the bandwidth usage 

initially increases; then, after reaching the maximum, its drops and stabilizes at some point.

Figure 3.16 shows how the behavior of VSG-CDMA is determined by the transmission 

probability. When the system load is set to 30 mobiles, the total offered load is below the 

system capacity, and the transmission probabilities are always 1. W ithin this range of traffic 

conditions, the bandwidth usage for each traffic class increases in a straightforward manner 

along with the increasing load (the number of active mobiles). When the offered load 

reaches 50 mobiles, the network enters the state when it occasionally becomes overloaded 

and the probabilistic congestion control mechanism becomes effective. The transmission 

probabilities are still mostly 1, but they sometimes drop to values around 0.48, which 

throttles down the overall throughput. Additionally, owing to the high level of interference 

caused by the increased number of active mobile stations (which lowers the ratio of Eb/No), 

the reception failure rate begins to raise sharply (Figure 3.17). All these factors decrease 

the amount of bandwidth used by all traffic classes.

When the system load reaches about 70 mobiles, the low end of the observed range of 

transmission probabilities moves down to values centered around 0.33, and those probabil

ities appear to be more focused around this value. This causes the bandwidth usage to 

decrease even further. When the offered load approaches 90 mobiles, the low end of the
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Figure 3.16: Transmission probability distribution in VSG-CDMA (W  — 20 MHz)

transmission probabilities decreases to around 0.26. Although the transmission probability 

is now quite low, the bandwidth usage of video and file transfer sessions remains relatively 

constant, due to the high number of active mobiles in the system.

The amount of bandwidth utilized by voice sessions begins to drop after the system 

load crosses the 70 mobile mark. This is because, in this system, voice traffic has the 

lowest transmission rate under the same spread bandwidth and the highest spreading gain. 

Also, voice service has the lowest E ^/N q requirements, which can be easily met at the base, 

especially with the reduction in the total number of packet transmissions. As the number 

of active mobile stations increases, the two counteracting factors, i.e., the increase in the 

offered load and the decrease in transmission probability, stabilize each traffic class at its 

specific constant level of bandwidth utilization which, however, is considerably lower than 

the maximum.
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3.5.2.3 S-CDM A

The importance of admission control is well illustrated in Figure 3.18 obtained for S-CDMA. 

Although the protocol achieves a relatively high maximum bandwidth a t about 7 mobiles 

in each traffic class, its performance breaks down completely and abruptly when the offered 

load exceeds the saturation point of the network, considerably more so than in VSG-CDMA. 

This happens when the system load is around 10 mobiles, and the network practically stops 

to deliver any traffic at all when the load is over 14. In term  of bandwidth utilization, 

Class-2 (video) takes the first position, Class-3 (file transfer) takes the second place, Class- 

1 (voice) is third, and Class-4 (SMS) consumes the least bandwidth. Video traffic grabs the 

largest share of bandwidth because it has the largest offered traffic volume and the lowest 

Eb/No requirement.

3.5.3 Q uality  o f  service

The objective of this series of simulation experiments is to determine how the QoS received 

by each traffic type is affected by its co-existence with other traffic types. To do this, we set 

the number of mobile stations within a selected class (or selected classes) to be a constant 

high value while the load contributed by the remaining classes is increased steadily starting

from zero.

3.5.3.1 Fixed load from voice and video

To see how the QoS received by high priority sessions in BRICS is affected by the presence 

or absence of other traffic types, we carried out a  series of experiments in which the offered 

voice and video load remained steady, while the contribution of the remaining two traffic 

classes varied. The combined load of voice and video was set at a  high level—to make the 

drop rate (and any deviations thereof) clearly visible, while the file transfer and SMS load 

increased in proportion to the number of mobiles in the network. Figure 3.19 illustrates the 

stability of the high-priority service in BRICS.

While the amount of bandwidth used by voice and video sessions is affected to little 

extent by the low priority sessions, there is a perceptible drop in the video bandwidth 

and a slight, almost imperceptible, increase in the voice bandwidth under 20 MHz spread 

bandwidth. These phenomena have their source in the varying level of contention on the 

RA  channel, as the intensity of file transfers and SMS traffic becomes higher. W ith some 

bandwidth being reserved by video sessions, a few voice requests may remain queued for 

a while at the base station before being blocked—until their short deadlines expire. The
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Figure 3.19: Bandwidth utilization in BRICS under fixed voice and video load (IF 
20 MHz)

increasing number of file transfer and SMS requests contribute to the contention on the RA  

channel. According to the contention permission scheme, if the interference level in the RA  

slot is over the threshold, lower priority requests are denied access until the higher priority 

access queues at the base are empty. This will slightly reduce the population of video 

sessions in the system, as indicated in Figure 3.19 by the perceptible steady drop of the 

video bandwidth, and in Figure 3.20 by the increasing blocking rate of video under 20MHz. 

W ith the slight reduction in the bandwidth reserved for video sessions, more voice sessions 

queued at the base are accommodated, and the blocking rate for voice service is reduced (as 

shown in Figure 3.20, the 20MHz case). The impact of this phenomenon can be somewhat 

influenced by adjusting the deadline of voice sessions and the contention threshold for the 

RA  channel. Note, however, that the reduction in the video throughput does not match the 

increase in voice throughput. This is because different contention opportunities translate 

into different bandwidth utilization patterns for the two traffic types. In particular, a sizable 

fraction of the bandwidth reserved for a voice session goes to its silent periods, which part 

is reused by file and SMS transfers.

By comparing Figures 3.19, 3.21, and 3.22 we can see that under fixed load from both 

voice and video mobiles, the percentage of bandwidth assigned to voice service increases 

with the reduction in spread bandwidth (20MHz, 10MHz, and 5MHz), while the bandwidth
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Figure 3.20: Voice and video block-rate in BRICS under fixed voice and video load

share taken by video sessions decreases. In  the 20MHz case, video sessions take more than 

20% of the overall bandwidth, and voice receives less than 10%. In the 10MHz case, the 

two traffic classes are very close together while for W  =  5MHz, voice prevails with more 

than 2 0 % and video receives less than 1 0 %.

Let us start from the high end, i.e., the 20MHz case. Until the access contention from 

file transfers and SMS sessions becomes heavy, the load on the RA  channel is low, and the 

voice and video requests can easily make it to the base station. Since a significant amount 

of bandwidth ends up reserved by video sessions, the voice blocking rate is a little bit higher 

at the initial range of traffic conditions (see Figure 3.20). Since the voice service only takes 

a small portion of the total bandwidth (in the 20MHz case), the video bandwidth usage is 

limited by the bandwidth reservation from both voice service and video service.

In the 10MHz case, due to bandwidth limitations, the number of access requests queued 

at base station from each traffic class frequently exceeds its contention permission threshold. 

Also the RA  channel tends to be overloaded when the number of mobiles involved into 

file transfer and SMS sessions becomes high. Consequently, the contention permission 

thresholding is employed more frequently, which has the effect of reducing the failure rate of 

access requests—as shown in Figure 3.23. The same mechanism also reduces the number of 

active video sessions in the system, even when the load from file transfer and SMS mobiles 

is low. This is why the video service takes a  smaller portion of the the total bandwidth in 

comparison to the 20MHz case. W ith less bandwidth reserved by video, more voice requests 

can be serviced, and this is why voice takes a larger fraction of the bandwidth compared 

to the 20MHz case. This is also the reason why the voice blocking rate for W  =  10MHz is
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Figure 3.21: Bandwidth utilization in BRICS under fixed voice and video load (IF =  
10 MHz)

low in the initial range of traffic conditions—in Figure 3.20. Also in this case, as explained 

for W =  20 MHz, the bandwidth assigned to video sessions drops as the contribution from 

file transfers and SMS sessions becomes more pronounced, but this decrease is too small to 

increase the share of voice sessions. Thus, the blocking rate for the voice mobiles keeps going 

up, and their bandwidth usage drops slightly, with the increasing load from file transfers 

and SMS sessions.

In the 5MHz case, contention permission thresholding is applied even more often than 

for W  =  10 MHz. This leads to a situation whereby a considerable number of lower priority 

mobiles are denied access to the system. This behavior also affects video requests, as 

shown in Figure 3.20, and is responsible for the unexpectedly low collision rate under heavy 

load from file transfers and SMS sessions (see Figure 3.23). Voice mobiles also tend to 

be occasionally denied contention permission when their queue for bandwidth at the base 

station becomes too long. Additionally, they may be blocked due to high collision rate in the 

RA  channel. This makes the voice blocking rate increase at the beginning (Figure 3.20) and 

then remain relatively flat, as the contention permission thresholding kicks in to throttle 

the collision rate down to a low stable level (Figure 3.23).

Because of the drastic limitation on bandwidth (5MHz) and the heavy contention on 

the RA  channel, video requests are primarily limited by contention permission control.
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Figure 3.22: Bandwidth utilization in BRICS under fixed voice and video load {W  =  5 MHz)

This prevents the video sessions from reserving a lot of bandwidth. Consequently, a voice 

request stands a good chance to  be serviced as soon as it is submitted. Thus, voice sessions 

take more bandwidth than video sessions and their blocking rate is even lower than in the 

20MHz case, when the number of file and SMS transfers is small. As explained above, more 

bandwidth becomes available for voice service in the 20MHz case when the number of file 

transfers and SMS sessions is high.

3.5.3.2 Fixed load from a single class

To see how a single type of service is affected by other services under different protocols, 

we carried out another series of experiments in which the offered load from one traffic class 

(voice, video, file transfer, or SMS service) remained steady, while the contribution from the 

remaining three traffic classes varied. The individual load from the selected service was set 

at a high level, while the load from all other services increased in proportion to the number 

of mobiles in the system.

BRICS

We can see quite clearly in Figure 3.24 that other traffic has little impact on voice bandwidth 

utilization in BRICS. The voice throughput maintains a relatively stable level under each 

of the three investigated values of the spread bandwidth W . The factor responsible for the
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Figure 3.23: Access request failure rate in BRIGS under fixed voice and video load

slight drop (almost imperceptible in the case W  =  20 MHz) is the increased contention on 

the RA  channel under heavy load.

Figure 3.25 shows how the bandwidth available to video sessions is affected by other 

traffic classes in BRICS. The video service has the second highest priority, and its bandwidth 

utilization is mainly affected by the voice service. The video throughput is reduced quickly 

with the increase in the number of voice mobiles, which behavior is most pronounced when 

the total bandwidth is limited, like in the 5MHz case. The increased number of collisions 

in the RA  channel also reduces the throughput of video sessions.

Figure 3.26 shows that the bandwidth usage of file transfer sessions decreases with the 

increasing load from all other traffic classes, under all three values of the spread bandwidth 

W . But, the decrease is not as drastic as one could expect, considering that the file transfer 

service has the third priority. This is because, when the load from voice and video services is 

high, the file transfers mostly reuse the temporarily released bandwidth (the silent periods) 

reserved by active voice and video sessions. The level of contention (collisions) on the RA  

channel also affect the throughput of the file transfer sessions.

The impact of the other traffic classes on SMS is shown in Figure 3.27. Notably, this 

impact is drastically different, depending on the spread bandwidth W . When the spread 

bandwidth is limited (W  = 5 MHz), the bandwidth usage of SMS decreases quickly with the 

increasing number of mobile stations involved in the other session types. This is because
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Figure 3.24: Fixed-load voice bandwidth utilization load in BRICS

SMS traffic has the lowest priority. In the 10MHz case, the SMS sessions are affected to 

a significantly smaller degree, and practically not all for W  — 20,MHz. This is because 

SMS sessions require rather little bandwidth and they can easily squeeze their packets into 

whatever leftovers remain available after the three higher priority classes have been serviced.

W I S P E R

As illustrated in Figure 3.28, voice bandwidth in W ISPER tends to decrease with the 

increasing load from the other traffic classes, which behavior is quite drastic when the total 

spread bandwidth is low (W  =  5 MHz). When the spread bandwidth is high (IF =  20 MHz), 

the voice sessions are able to get more of their share, due to their short deadlines, which 

shows as a relatively slow drop in Figure 3.28.

Although video service has the highest scheduling priority, the poor performance of the 

contention resolution scheme in W ISPER reduces its accessibility to the system bandwidth. 

The video bandwidth usage keeps decreasing with the increasing load from the other traffic 

classes—as shown in Figure 3.29.

The file transfer sessions can get their bandwidth due to their heavy offered load. This 

is shown in Figure 3.30 as the flat portion at the beginning of each curve. As explained in 

section 3 .5 .2 , the bandwidth usage pattern of file transfers has a similar characteristics to 

that of the voice service.
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Figure 3.25: Fixed-load video bandwidth utilization in BRICS
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Figure 3.26: Fixed-load file transfer bandwidth utilization in BRICS
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Figure 3.27: Fixed-load SMS bandwidth utilization in BRICS
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Due to the long deadlines of SMS packets, load variations affecting other traffic classes 

have little impact on SMS bandwidth usage. The SMS bandw idth usage only drops when 

the contention to the RA  channel is extremely high, as shown in Figure 3.31.
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Figure 3.32: Fixed-load SMS bandwidth utilization in VSG-CDMA

Because of its low bandwidth combined with high QoS requirements (in terms of the 

Eb/No), SMS bandwidth usage in VSG-CDMA decreases with the increasing load from the 

other traffic classes, as illustrated in Figure 3.32. Until light contention, the throughput of 

SMS sessions remains relatively constant. When the system is overloaded, SMS bandwidth 

usage drops to a very low level, despite the efforts of the congestion control scheme.

The bandwidth usage of file transfers in VSG-CDMA, shown in Figure 3.33, decreases 

with the increasing load from the other traffic classes, but it decreases in different propor

tion depending on the total amount of the spread bandwidth W . The higher the spread 

bandwidth, the more gradual the drop in the file transfer bandwidth. This can be explained 

by examining the relationship between the total available bandwidth and the congestion 

control probabilities.

Figure 3.34 shows three samples of congestion control probability distribution under a 

fixed load from file transfer sessions. The samples were taken within the drop range of the 

file transfer throughput for three values of W , i.e., i.e. 5MHz, 10MHz, and 20MHz. Note
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Figure 3.33: Fixed-load file transfer bandwidth utilization in VSG-CDMA

that the congestion control probability distribution spans a wider range for W  =  5 MHz 

(Figure 3.34(c)) than for W  =  20 MHz (Figure 3.34(a)). However, because of the bandwidth 

limitation in the W  = 5 MHz case, the transmission failure rate (due to the multiple access 

interference) increases quickly (see Figure 3.35). This causes the bandwidth usage to drop 

faster when W  is smaller and vice-versa.

We can see from Figure 3.36 tha t the bandwidth usage for video traffic shows quite 

different responses for different W , when the contribution from the other traffic classes is 

relatively low (less than 30 mobiles). Again, these differences stem from the transmission 

control probabilities, which are mainly determined by the total system capacity and the 

traffic load at the moment. For illustration, let us have a closer look at W  = 5 MHz. 

Figure 3.37(a) shows a ten-minute long (simulated time) sample of the transmission prob

ability distribution obtained under zero load from the other (non-video) types of mobile 

stations. Under these conditions, the congestion control probabilities lie mostly between 

0.19 and 0.8. They concentrate around 0.3 and are sparse in the vicinity of 1. Figure 3.37(b) 

shows a similar sample obtained under light load from non-video traffic classes ( 2  mobiles). 

Now the congestion control probabilities are between 0.19 and 0.7. They concentrate around 

0.3 and become even more sparse near to 1. This is why the video throughput drops slightly 

between 0 and 2 (the 5MHz curve) in Figure 3.36. Figure 3.37(c) shows yet another sam

ple in which the number of non-video mobiles is 25. W ith the increase in the number of
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Figure 3.34: Transmission probability distribution under fixed file transfer load in VSG- 
CDMA

other mobiles, the congestion control probabilities shift strongly toward the low end. But 

the number of samples in the vicinity of 1 increases considerably. This is the main reason 

why the video bandwidth usage increases between 2 and 25 mobiles (the 5MHz curve) in 

Figure 3.36. W ith the further increase in the number of non-video mobiles, the congestion 

control probabilities move further down, and become more focused around a single value, 

as shown in Figure 3.37(d) (obtained for 50 non-video mobiles). This kind of probability 

distribution has the tendency to toggle the system between two states: underloaded and 

overloaded. In the first state, the transmission probability is set to I. After a while the 

system becomes overloaded and, in the next interval, the transmission probability is set to 

a very low value. Then in tu rn  the system becomes underloaded and the scenario repeats 

itself. These oscillations are the the main drawback of VSG-CDMA. At high probability
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Figure 3.35: Transmission fail rate in VSG-CDMA under fixed file transfer load

of transmission, the video throughput drops because of a high collision rate (shown in Fig

ure 3.38). Then, at the low end of the distribution, the number of transmission is too low to 

push the video throughput higher. In consequence, the video throughput drops significantly 

after the number of other mobile stations is over 25 (the 5MHz curve in Figure 3.36).

Voice bandwidth utilization in VSG-CDMA also has a tendency to drop under increasing 

load from non-voice traffic, unless W  is very high. This tendency is shown in Figure 3.39. 

The wider the spread bandwidth, the more gradual the drop in voice bandwidth usage. 

In  the 5MHz case, the voice bandwidth usage drops further when the number of other 

types of mobile stations is over 70. This mainly results from the increased multiple access 

interference level, which is mirrored by a further increase in the transmission failure rate, 

as shown in Figure 3.40

S -C D M A

The performance of S-CDMA under fixed load from a selected traffic class is very similar to 

what we have seen in Figure 3.18. The difference is tha t the bandwidth usage of the selected 

fixed-load service starts dropping from its maximum value, as shown in Figure 3.41.
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Figure 3.36: Fixed-load video bandw idth utilization in VSG-CDMA

3.6 Conclusions

We have presented a CDMA-based protocol aimed at accommodating traffic classes with 

different QoS requirements. By using the brick wall approach to partitioning the uplink 

frame among the multiple mobiles, the protocol is flexible with bandwidth allocation, yet 

the complexity of its bandwidth scheduler seems to be reasonably low. We have demon

strated that our protocol well caters to traffic classes with diverse QoS requirements and, 

in particular, efficiently accommodates data traffic without compromising the quality of 

service for voice and video. This property makes it a good candidate for future mobile net

works, in which non-voice traffic will constitute a considerably more significant component 

than it does today.

At first sight, our approach of adm itting only as many voice sessions as can be sustained 

simultaneously in their active phases may seem restrictive and run against the commonly 

accepted policy that relies on statistical multiplexing to offer more voice bandwidth to the 

users. Although one can only guess about the load patterns of future PCS networks, it 

is rather obvious that the contribution of traditional voice sessions to those patterns will 

tend to decrease with time. Consequently, with the increasing spread bandwidth of those 

networks, it will be pointless to try to accommodate as many voice sessions as physically 

possible, and the focus will shift toward efficient coexistence of voice with other session
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Figure 3.37: Transmission probability distribution in VSG-CDMA {W  — 5 MHz, fixed video 
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types. In this context, one should not worry about the “holes” caused by inactive voice 

sessions, which will be naturally reused by less picky (but no less im portant) asynchronous 

transactions.
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Figure 3.39: Fixed-load voice bandwidth utilization in VSG-CDMA
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Chapter 4

Future Work

The future wireless communication systems will provide different services at the same time. 

Different applications have different bandw idth requirments. To use the bandwidth eff- 

ciently across the air interface, the MAC layer must provide a flexiable scheme to grant 

bandwidth. Our DS-TDM A/CP protocol meets this with the variable slot size design. Un

der this protocol, different bandwidth requirements are satisfied with with different slot 

sizes. Compared with fixed slot-size solutions, our solution saves bandwidth on framing, 

e.g. the bandwidth used on guard time. Also, this design makes the scheduling algorithms 

at base the station reuse the bandwidth of voice sessions in silent periods much easier. Our 

BRICS protocol meets the protocol flexibility requirement with the design of the physical ra

dio channels and the brick wall approach on the bandwidth scheduling. Each radio channel 

is deisgned for one kind of bandwidth requirement. Compared with other CDMA solutions, 

our solution is able to accommodate traffic classes with different QoS requirements and 

saves bandwidth both from framing point of view and from transm itting power point of 

view. Also, a code acquisition system is proposed to improve our protocol’s performance.

One problem with our protocols presented in this thesis, and with other proposed solu

tions that can be found in the literature, is the relatively high demand on CPU processing 

power a t the base station. This seems to  be a common drawback of the generic approach 

assuming tha t the base is solely responsible for bandwidth scheduling. Although, in our 

case, the complexity of the algorithms involved appears to be well within the reach of con

temporary hardware, the exact magnitude of the processing power required at the base 

station and the dependence of this requirement on the parameters of the network should be 

investigated and quantified. The implementation of the scheduling algorithm at the base 

station, including the design of data structures used for storing the request queues, deserves 

some study as well.
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A bandwidth-efficient medium access scheme necessarily involves a  significant amount 

of signaling—to provide the requisite feedback both in the uplink and downlink directions. 

There is an obvious tradeoff between the amount of this feedback (that translates into the 

quality of bandwidth allocation) and the amount of bandwidth remaining for allocation 

(after the signaling bandwidth is deducted from the pool). On the other hand, the more 

resources spent on the signaling channels (i.e., bandwidth, MAI separation, power), the 

more reliable those channels become and, consequently, less of the allocatable bandwidth is 

misdirected, misused or destroyed, e.g., by interference. Putting those tradeoffs on a formal 

ground seems to be another interesting research direction.

The traditional multi-layered approach to organizing modern communication protocols 

has been extensively criticized as inadequate and wasteful, especially in the context of 

wireless networking. This issue is blatantly visible in modern cellular communication, where, 

for example, power control (rightfully belonging to the physical layer) must be accessible at 

least to the MAC layer. Besides power control, the code acquisition algorithm is another 

critical component of a CDMA scheme; the quality of this component has a direct and 

paramount impact on the bit error rate and the amount of bandwidth effectively available to 

the users. Traditionally, code acquisition schemes have been discussed as elements belonging 

strictly to the physical layer—in isolation from their role in the overall access protocol. As 

we point out at the end of Section 3.2.2, the code acquisition algorithm can be made more 

efficient if it receives some sensible feedback from the upper layers (notably the bandwidth 

scheduler) regarding the current “expected” uncertainty of the slot boundary. Currently, we 

are investigating the idea of improving the quality of CDMA code acquisition by integrating 

this part with the MAC scheme.
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A ppendix A

M ethodology and Tools

A .l  M ethodology

As noted in Section 1 .1 , the wireless communication systems of the future will cater to 

a variety of multimedia services and applications with diverse bandwidth requirements 

and quality of service (QoS) expectations. The demands of bandwidth and flexibility in 

access to the medium posed by those services and applications are confronted with the 

inherently limited capacity and restrictive characteristics of radio channels. From the review 

in Section 1.3 we can see that, new protocols for personal mobile communications must 

assume that non-voice traffic is an integral and im portant part of contemporary mobile 

networking. They must account for the presence of several different classes of traffic with 

diverse quality of service (QoS) requirements, and make sure tha t those classes coexist 

within the framework of limited bandwidth and flexibility of the mobile environment.

The focus of our work is to design bandwidth-efficient medium access control protocols 

for wireless communication systems tha t support multimedia applications. The primary 

methodology for the performance studies needed in our research is simulation. Simulation 

has some disadvantages, e.g., its results may be inaccurate compared to the results from 

practical experiments. Although in principle there is no limit to the accuracy of simulation 

models, one common problem with simulation studies in telecommunication is the lack 

of accurate models of realistic traffic scenarios. This problem is particularly visible, if the 

system under study addresses anticipated demands of future applications whose exact profile 

cannot be known at present. But this is also when simulation proves more convenient and 

effective than practical experiments—it allows us to study systems tha t do not exist under 

loads of nonexistent applications executed by nonexistent users. Even if a physical model 

of such a system could be built in principle, its cost in terms of money, effort, and time 

would render such an idea completely outlandish.
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The simulation experiments reported upon in this work deal with the lowest layers of 

the protocol stack, i.e., layer 1 and layer 2. Besides the simulation model of the investi

gated network and protocol, the experimental setup includes a traffic generator supplying 

the network with an artificial collection of flows intended to mimic typical real-life traffic 

sessions.

A .2 Simulation tools

Computer simulation has been used in telecommunications research for a very long time. 

The list of simulation packages popular within the academic community includes NS2 [49] 

from the University of California, Berkeley, SIDE [50] from the University of Alberta, Glo- 

MoSim [54] from the University of California at Los Angeles, SIRCIM [52] from Virginia 

Tech, and REAL [51] from Cornell University. NS2 is a discrete event simulator targeted 

at networking research. The package provides substantial support for the simulation of 

TCP, routing and multicast protocols over wired and wireless (local and satellite) networks. 

In the MAC layer, CSMA/CD (Ethernet) and CSMA/CA (WaveLAN) are implemented. 

However, no ready tools are provided for modeling MAC protocols used in the cellular 

infrastructure. Regarding the physical layer, only the free space and two-ray propagation 

models are built into NS2.

GloMoSim is a collection of parallelized building blocks for modeling mobility, radio 

propagation, and wireless network protocols (from the MAC layer up to TCP). The built- 

in models of raw radio channels include free space, Rayleigh and Rician fading, but the 

log-normal model is not included. The simulator can only be used to model TDMA-based 

MAC protocols.

SIRCIM (Simulation of Indoor Radio Channel Impulse Response Models with Impulse 

Noise) was developed at MPRG based on years of studies involving measurements and 

modeling in a wide range of indoor, outdoor, cellular and micro-cellular environments. The 

package, which covers a wide selection of frequency bands, channel types, and many wireless 

applications, is focused on the physical layer.

REAL is a network simulator intended for studying the dynamic behavior of flow and 

congestion control schemes in packet-switched data networks.

The most famous commercial network simulation tool is OPNET [53]. However, this 

package focuses on modeling the existing commercially available solutions, rather than 

providing a research platform for devising novel protocols and networking concepts. In its 

radio/wireless Models, OPNET includes only AMPS and WLAN (IEEE 802.11).
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Although some of the packages mentioned above offer rudim entary tools toward mod

eling raw physical radio channels and the MAC layer in wireless cellular communications, 

those tools are either very simple, or they focus on some narrow aspects, e.g., as in SIRCIM. 

Considering that radio bandwidth is perhaps the most scarce and precious resource in a 

wireless communications system, the MAC protocol acting as the manager for the radio 

bandwidth plays a very im portant role in the overall scheme. Since the MAC protocol 

directly operates on the physical layer, the best simulation package for research in wireless 

MAC protocols should include reasonably accurate and flexible models of the physical layer 

and the MAC layer. None of the above simulators comes close to fulfilling this postulate.

SIDE is a very good software toolkit. It provides a methodology for implementing control 

processes as collections of interacting, event-driven, dynamic objects. I t offers a program

ming language for specifying and implementing the controllers of reactive systems, and has 

a run-time kernel for executing programs expressed in the SIDE specification language. It 

also provides a simulation engine for modeling systems specified in SIDE in a virtual but 

highly realistic environment, and utilizes a built-in reactive interface to  the Internet. It 

is equipped with observers—tools for design verification and testing. Unfortunately, it is 

aimed exclusively at modeling wired networks and provides absolutely no built-in tools for 

simulating radio channels.

A .3 Traffic models

In order to study the performance of MAC protocols under load conditions resembling those 

of real-life diversified sessions, three generic traffic models have been implemented. They are 

the On-Off bursty model, the discrete autoregressive model and the long range dependent 

(or self-similar) model.

A .3.1 T he O n-O ff m od el

The On-Off traffic model is the most commonly used model of voice traffic. It reflects the 

natural structure of the speech signal, which is either in the talking or silent mode. By 

assuming that a  voice activity detector is used at the mobile, the station generates bursts 

of packets at a constant rate (CBR) while in talking mode, and no packets at all while 

in silent mode. Following the studies in [17, 55], our model assumes that the time spent 

in each state is exponentially distributed with two means: off-mean for the Off state and 

on-mean for the On state. As suggested in [56], a Poisson arrival process for new voice calls 

is assumed, and the duration of a single session is exponentially distributed as well. Our
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description of a voice traffic can be viewed as a C + +  class with the following interface:

class 0n_0ff {
RandEXP *on_exp, *off_exp; 
double on.mean, off_mean;

public:
0n_0ff(double *data, int canon, long *seed);
"0 n_0 f f ( ) ;

double onlntervalO ; 
double getOnMeanO ; 
double offInterval() 
double getOffMeanO ;

>;

where on-exp and off-exp generate random numbers according to the exponential distri

bution; on^-mean and off-mean are the mean (in second) for the active period and silent 

period; datafO] and data[l] are the initialization values for on-mean and off-mean respec

tively; canon is a random level between 0  and 1 0  (the higher the random level the longer 

the random sequence cycle); seed is an array tha t stores the random generator seeds; onln

tervalO generates a random On time interval (in second); offInterval() generates a random 

Off time interval (in second); getOnMean() and getOffMeanQ return the values of on-mean 

and off-mean respectively.

A .3.2 T h e d iscrete  autoregressive m od el (1)

We adopt the DAR(l) (Discrete AutoRegressive model) to describe VBR video traffic. W ith 

this model, the VBR traffic is characterized by three parameters: the mean, the variance, 

and the first-order auto-correlation coefficient. It was found that the DAR(l) model provides 

sufficient accuracy in characterizing generic variable bit rate video traffic sources [57, 58]. 

Consequently, the DAR(l) model has been used in many simulation studies [59, 18]. As 

stated in [57, 59], the number of ATM cells per video frame follows the Gamma distribution 

(it can also be Pareto or Weibull distribution [60]). We used Gamma distribution in our 

simulator.

The DAR(l) process is a first order discrete-time Markov chain. The transition matrix 

is computed from

P  = p I + ( l - p ) Q  (A .l)
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where p is the autocorrelation coefficient for the size of video frames, I  is the identity matrix, 

and each row of Q consists of the negative binomial probabilities ( / q ,  f \ ,  ■ • • , f x ,  F k), where 

F k  — E k > K  fk  and K  is the peak rate. The probability function for the negative binormal 

distribution is given by

) ? > + = (  7  ) p r <-9)* * =  0 ,1 , - .  (A-2)

Here, 0 < p < l ,q  = 1 — p  and r  > 0. p  and r are give by

m  A  m P  /  Ap  =  — and r  = -------  (A.3)
v  1  — p

where m  and v are the mean and the variance.

Our implementation of the DAR traffic model can be illustrated as a  C + +  class with 

the following interface:

class DARI {
RandALFG *uni_rand;
double mean_val, variance_val, correlation_val, *nbp; 
int status, state;

public:
DARI(double *data, int canon, long seed);
"DARIO ;
double negBinomialProb(double r_var, int k_var, double prob); 
int VBRRateO ;
double getVBRParameters(double *, double *, double *);

>;

where unLrand is an uniform random number generator; meamval is the mean of video 

frame size, which is implemented as the mean traffic rate (in kbps) in the simulator; vari- 

ancejval and correlatiori-val are the variance and auto-correlation coefficient for the video 

frame size; nbp is an array that stores the negative binormal probabilities; status and state 

are the total number of Markov states and the state index; data[0], data[l], data[2] and 

data[3] are initialization values for mean^val, variance^val, correlatiomval and status re

spectively; cannon has the same mean as in OnJDff traffic model; negBinomialProb() is a 

negative binormal random number generator, and rjvar, k^var, and prob are the r, k and 

P  parameters in equation A.3 and A.2; VBRRate() generates the next traffic rate index; 

getVBRParameter() returns the DAR initialization parameters.
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A .3.3 T he self-sim ilar traffic m od el

The self-similar traffic model [61] is the most well-known traffic model for Local Area Net

works (LANs). One of its most striking features is the tremendous burstiness perceptible at 

practically any time scale, which is characteristic of a long-range dependent process. A self

similar process remains “bursty” under different levels of aggregation, i.e., a sum of many 

self-similar processes shows a behavior similar to each of the processes viewed individually. 

On the other hand, a sum of non self-similar processes tends to become smoother with 

aggregation and eventually assumes the characteristics of a Gaussian white noise. For our 

experiments, we implemented Hosking’s algorithm [62, 63] to generate a long-range depen

dent process called fractional ARIMA(0, d, 0) and used that process to generate self-similar 

traffic. The corresponding C + +  class has the following interface:

class LRDTraffic {
char *trace_file;
int mode_val, fd, fd_pipe[2], d_len;
long pkgno_val;
pid_t child_PID;
double LRD_process;
double H_val, d_val, vO_val;

public:
LRDTraffic(int mode, double vO, double hurst, long pkg, char *tf); 
"LRDTrafficO ;
void getParameters(int *, double *, double *, long *, char *);
double nextPointO ;
long generateTrace(long count);

};

where trace-file stores the trace file name; mode^val controls the object function mode: 

reading the trace from a file or generating the trace on-the-fly; H-val is the Hurst param

eter; djval is the d parameter in ARIMA(0, d, 0) model; vojual is a normal distribution 

param eter in Hosking’s algorithm; childJPID is the process ID of the UNIX child process 

tha t generates the LRD string; fd, fd-pipe, dJen  are internal variables used for communica

tion between processes; pkgno-.val is the maximum packet sequence number; LRD-process 

is the next point variable in the LRD process; getParameters() returns the initialization 

parameters; nextPoint() generates the next point in the LRD process; generate Trace (long
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count) generates a LRD trace, and count is the number of data  in the trace.

A .4 Simulating the radio channel

This part of our experimental platform takes care of modeling the behavior of a generic 

raw wireless channel. The following classes of channels have been taken into account: Free 

Space Channel, Slow Fading Channel, Rayleigh Fading Channel, Rician Fading Channel, 

and Nakagami/Rician Fading Channel. Behavior models of those channels are relevant from 

the viewpoint of signal propagation and power control.

A .4 .1  Free space propagation

The free-space propagation model [64, 65] provides a simple deterministic analysis of ra

dio propagation. Despite its simplicity, this model does offer some insight into the basic 

propagation mechanisms and establish certain im portant bounds.

If a signal is transm itted from an isotropic lossless unity-gain antenna in free space, the 

transm itted energy spreads out uniformly in all directions. At a distance d, the transmission 

loss [64] defined as the ratio of transm itted power to received power (in decibels) on another 

isotropic lossless unity-gain receiving antenna is

L f s  =  32.44 +  201og10( / )  +  201og1 0 (d) (A.4)

where L p s  is the free-space (FS) transmission loss in dB, /  is the frequency in megahertz, 

and d is the distance in kilometers.

In our model, the free-space propagation channel is implemented as a C + +  class with 

the following interface:

class FreeChaxmel { 
double loss;
double f_val, d_val, pt_val, pr_val;

public:
FreeChannel(double f , double pt) ; 
double setFrequency(double); 
double getFrequency(); 
double setDistance(double); 
double getDistanceQ ; 
double setTransmittedPower(double);
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double getTransmittedPowerO ; 
virtual double pathLossO; 
double signalPowerO ;

>;

where loss, f-val, and d-val are the L ps, f  and d in equation A.4; pt-val, and pr^val are the 

transm itted power (in dBm), and the received power (in dBm) respectively; signalPowerQ 

generates a signal level (in dBm) at the receiver; setFrequency() and getFrequencyf) are 

used to initialize and return the carrier frequency; setDistanceQ  and getDistance() are used 

to initialize and return the distance parameter; setTransmittedPower() and getTransmit- 

tedPowerQ are used to initialize and return  the transmission power parameter; pathLoss() 

calculates the path loss.

A .4 .2 Slow  fading

The slow fading model [65, 6 6 , 67] describes the longer-term fading phenomenon, tha t is, 

the character of the average fading signal level over a small scale (on the order of tens of 

wavelengths). The longer-term variations in the local mean are caused by variations of 

shadowing and the diffraction of radio signals while the receiver is moving over distances 

large enough to produce significant variations in the terrain features between the transm itter 

and receiver. Because those variations are mostly caused by the mobile moving into the 

shadow of a hill or building, slow fading is often called shadowing. The local mean is a 

random variable itself due to the variations in the shadows. Empirical studies have shown 

tha t slow fading follows a log-normal distribution [67, P.87] with the PDF of the local mean 

described as
( w  — p i ) 2

p(w) = - j ^ - e x p  
^/2' k o

(A.5)
2<x2

where w  is the signal strength in dB, a  is the standard deviation in dB of the signal 

distribution, and p  is the mean signal level in dB.

The slow fading channel or shadow channel is implemented in our model as the following 

C + +  class:

class ShadowChanne1 : public FreeChannel, public SlowFading { 
double mean, deviation;

public:
ShadowChannel(double f , double pt, int canon, long seed); 
double setMeanLevel(double mu);
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double getMeanLevelO ; 
double setSTDDeviation(double sigma); 
double getSTDDeviationO ; 
double signalPowerQ ;

>;

where mean and deviation are p, and a  in equation A.5; /  and pt have the same mean as 

in free space propagation channel object; canon is a random level as in On-Off traffic ob

ject; seed is a seed for the random number generator; setMeanLevelQ and getMeanLevelQ 

are used to initialize and return the mean parameter; setSTDDeviation() and getSTD

DeviationO are used to initialize and return  the standard deviation param eter deviation; 

signalPowerQ generates the slow fading signal w in equation A.5.

A .4.3  M u ltip a th  fad ing - R ay le igh  fading and R ician  fading

M ultipath fading [65, 6 6 , 67] describes the short-term fading phenomenon. Due to the 

existence of multiple propagation paths between the transm itter and the receiver, the plane 

waves with different phases arrive a t the receiver simultaneously. They combine vectorially 

at the receiver antenna causing constructive and destructive additions to the composite 

received signal, which manifest themselves as large variations in the amplitude and phase.

For a m ultipath fading channel containing no line-of-sight (LOS) path, the probability 

density function (PDF) of the signal envelope follows a Rayleigh distribution [65, P. 120],

" 2 1 (A.6 )p(r) — -^ e x p  
or

where r 2/ 2 is the short-term signal power [65, P. 120], and a2 is the mean power.

The Rayleigh fading model agrees very well with empirical observations for macrocellular 

environments. Rayleigh fading usually applies to any scenario in which there is no LOS path 

between the transm itter and receiver antennas. The Rayleigh fading channel is implemented 

in our simulator as the following C + +  class:

class RayleighChannel : public ShadowChannel, public RayleighFading { 
double mean;

public:
RayleighChannel(double f ,double pt, int canon, long seed); 
double setAverage(double alpha, double mu, double sigma); 
double getAverage();

131

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



double signalPowerQ;
>;

where mean is the average signal level (in dBm); /  and p t have the same mean as in free space 

propagation channel object; canon is a  random level as in On-Off traffic object; seed is a 

seed for the random number generator; setAverageQ initializes the distribution parameters; 

alpha is the average signal level (in dBm) for Rayleigh fading; m u  is the mean signal level (in 

dBm) for slow fading; sigm a  is the standard deviation (in dB) for slow fading; getAverage() 

returns the initialization parameters; signalPowerQ generates the Rayleigh fading signal (in 

dBm).

For a m ultipath fading channel containing a spectacular or LOS component, the prob

ability density function (PDF) of the signal envelope follows a Rician distribution [65, 

P. 135][67, P.47]. The Rician distribution is often described in terms of a  parameter K [67, 

P. 47] defined as

k = £  <a -7> 

which is the ratio of the power in the steady (dominant) signal r2j 2  to tha t in the m ultipath 

(random) components a 1. When K  =  0, the channel exhibits Rayleigh fading, and when 

K  = oo, the channel exhibits no fading a t all. For a Rician distributed envelope r (voltage), 

the average power is Qp/2  =  r^/2  +  o2 [65, P.120], and the Rician distribution can be 

written in terms of i f  as

( A - 8 )

where Iq(.) is the modified Bessel function of the first kind and zero order. The Rician 

fading is very often observed in microcellular environments. Table A .l [65, P. 209] gives the 

optimum values of the param eter K ^b  =  lOZogio(if), These values can be used as a starting 

point for estimating the channel characteristics and the performance of the radio system in 

specific classes of rural environments as a function of the transmission distance.

In our simulator, the Rician fading channel is implemented as the following C + +  class:

class RicianChannel : public ShadowChannel, public RicianFading { 
double factor_k, mean;

public:
RicianChannel(double f ,double pt, int canon, long seed);
double setAverage(double k ,double h_omega,double mu,double sigma);
double getAverage();
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double signalPowerO ;
>;

where factor-k is the K  param eter (in dB) in equation A.8 ; mean (dBm) is a variable tha t 

represents the mean signal level at various circumstances; /  and p t have the same mean as 

in free space propagation channel object; canon is a random level; seed is a seed for the 

random number generator; k is the Rice factor in dB; h-omega is the average signal level 

(in dBm) for Rician fading; m u  is the mean signal level (in dBm) for slow fading; sigm a  is 

the standard deviation (in dB) for slow fading.

A .4 .4  N akagam i fading

Over a relatively small distance (a few tens of wavelengths), signal propagation is well- 

described by Rayleigh or Rician statistics, with the local mean over a somewhat larger area 

(with homogeneous environmental characteristics) being lognormally distributed. Over 

large areas, the Nakagami distribution [65, P.153][67, P48] [6 8 ] is known to provide a 

closer match to experimental observations than the Rayleigh, Rician, or lognormal dis

tributions [69].

In essence, the Nakagami distribution describes the envelope of the received radio signal 

envelope by a central chi-square distribution with m  degrees of freedom,

*<r > - r R ( s r r2m- l^ ( - ? K )  ”> * 5  <A-9>

where m  and fi are the parameters (fl being the mean square value, f l  =  2 <r2) and P(-) 

is the Gamma function. When m  ~  the Nakagami distribution reduces to the one

sided Gaussian distribution, when m =  1, it becomes the Rayleigh distribution, and when 

m  -> oo, the distribution becomes an impulse (no fading). Thus, the Nakagami distribution 

can model fading conditions tha t are either more or less severe than Rayleigh fading. The 

Rician distribution can be closely approximated by Nakagami using the following relation

Terrain Range < 6 km Range>6 km
Woodland -6 . 0 -14.0

Town - 1 . 2 -6 . 0

Village 0 . 6 -6 . 0

Hamlet 2 . 1 1.3
Rural lane 0 . 8 0

Minor road 0.9 0

Major road 1.4 -2 . 6

Table A.l: The optimum values of the Rice param eter K&b
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between the Rician factor K<ib  and the Nakagami parameter m  [6 8 ]:

K iB =  m > 1  (A.10)
m  — v m  — m

m  = {Kd^  + .1 l - (A.11)
2 K dB +  1 K !

Since the Rician distribution contains a Bessel function, while the Nakagami distribution 

does not, the Nakagami distribution is easier transformable into closed form analytical 

expressions.

By using a transformation of random variables, the squared envelope y  =  r 2 has the 

Gamma density
m \ m  y i n - 1 ,  m y ^u; (A12)

The Nakagami fading channel is implemented in our model as the following C + +  class:

class NakagamiChannel : public ShadowChannel, public NakagamiFading { 
int ch_type; 
double degree_mk, mean;
double (NakagamiChannel::* signal_power)();

public:
NakagamiChannel(double f ,double pt, int canon, long seed); 
int setChannelType(int type); 
int getChannelType();
double setAverage(double mk,double h_omega,double mu,double sigma); 
double getAverageO ; 
double signalPowerO;

>;

where ch-type indicates whether the channel is a Nakagami fading channel or a Rician 

fading channel; degree-tnk represents the Rician factor K  or the Nakagami param eter m  in 

equation A.11; mean has the same meaning as in the Rician fading channel; f  and p t have 

the same mean as in free space propagation channel object; canon is a random level; seed 

is a  seed for the random number generator; m k  is the Rice factor in dB or the Nakagami 

freedom in degrees; h-omega is the average signal level for Nakagami/Rician fading in dBm; 

m u  is the mean signal level for slow fading in dBm; sigma  is the standard deviation for 

slow fading in dB.
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A.5 M odeling the air interface

In our study, we focus on the medium access control layer of the cellular system, ignoring 

the handover and other issues related to the fixed infrastructure of the interconnected base 

stations. Under these conditions the system to be investigated can be simplified to a single 

cell. That is, we assume that the system consists of a single base station and a  number of 

mobile stations, which are randomly distributed within the cell. All traffic in the network 

is carried between the base station and the mobile stations. The population of mobile 

stations may grow and shrink; their traffic patterns and bandwidth requirements may vary 

dynamically.

In a cellular wireless communications system, the downlink (i.e., the channel from the 

base station to the mobiles) is used solely by the base station to  send to the mobile stations 

packets as well as control information required by the access protocol for the uplink channels. 

The downlink channel is used in a broadcast mode and is never subject to contention. The 

uplink channel (from the mobiles to the base) is shared among all the mobile stations in 

the cell. This involves contention, multiple access control and bandwidth allocation.

As part of our work, we have developed a simulator to study the behavior of a one-cell 

radio communications system. The simulator is time driven and it uses a fixed time advance 

interval. This approach makes perfect sense for modeling cellular systems in which all trans

missions are organized into frames centrally orchestrated by the base station. Consequently, 

a natural time step for the model is usually provided by the length of the TDMA frame 

or, possibly, some other duration of a standard cycle used by the base station to convey its 

“announcements” to the mobiles.

In  our implementation of this model, the communication between the mobile stations 

and the base is carried out through two information boards: the uplink information board 

and the downlink information board, as shown in Figure A.I.

The mobile stations post information, e.g., uplink signals and traffic data, to the up

link information board, and they retrieve information, e.g., radio resource assignment and 

medium access control signals, from the downlink information board. The base station 

posts information to the downlink information board and reads information from the up

link information board.

The simulator has been programmed in C + +  under Linux and Solaris. It has five basic 

elements: the main function, the system creator (or builder), the base station model, the 

generic model of a mobile station, and the performance deliverer. Depending on the services
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Downlink Information BoardUplink Information Board
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Simulation Clock

Figure A.l: The simulator structure

provided by the cellular system under study, different (actual) types of mobile stations are 

derived from the generic mobile station model. Each actual mobile station type represents 

one category of service.

A .5.1 T h e perform ance m on itor

The performance monitor outputs the performance results from a simulation experiment to 

the standard output and/or a file. These results cover the following aspects:

• traffic parameters

• total throughput in bits or ATM cells (collected over all traffic classes, and individual 

throughput for each traffic class

• the amount of dropped traffic for each class and the calculated drop rate

• the average transmission delay for each class

• bandwidth utilization in percentage for each traffic class and others (if applicable), 

e.g. random access request, guard time, slot preamble, etc.

• access blocking rate, access delay, access request collision rate, etc. (for each traffic 

class)

The following C + +  class shows a sample definition of performance monitor:

class Output {
FILE *sd;

public:
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O utput(FILE *des);
void traffics(PERFORMANCE, MOBILESYSTEM);
void throughput(PERFORMANCE, MOBILESYSTEM);
void drop(PERFORMANCE, MOBILESYSTEM);
void delay(PERFORMANCE);
void utilization(PERFORMANCE);
void callBlock(PERFORMANCE);
void accessing(PERFORMANCE);
void arts(PERFORMANCE, MOBILESYSTEM) ;

>;

where PERFORM ANCE  is a C + +  data  structure tha t stores all performance results; MO

BILES YSTEM  is another C + +  data  structure tha t contains the base station and all mo

bile stations; sd is a file descriptor variable tha t represents des, which points to a file tha t 

stores the performance results; void traffics(PERFORMANCE, M O BILESYSTEM ) outputs 

the traffic load of each traffic class to the standard output and to the indicated file; void 

throughput(PERFORMANCE, M O BILESYSTEM ) outputs the throughput of each traffic 

class; void drop(PERFORMANCE, M O BILESYSTE M ) outputs the amount of dropped 

traffic and the drop rate of every traffic class; void delay (PERFORM ANCE) outputs the 

transmission delay for each traffic class; void utilization(PERFORMANCE) outputs the 

total bandwidth utilization and the bandwidth utilization for each traffic class; void call

Block (PERFORMA NCE) outputs the access request blocking rate of each traffic class; void 

accessing (PERFORMANCE) outputs the access request collision rate and access delay for 

each traffic class; void arts(PERFORMANCE, M O BILESYSTEM ) activates the above out

put functions.

A .5.2 T h e base sta tion

The exact behavior of the base station depends on the protocol under which the base station 

operates. In the simplest case, it may just receive data from the mobile stations. It may 

also perform complicated tasks of allocating bandwidth to the mobiles, resolving contention 

among them, etc., which may require solving non-trivial optimization problems. Below we 

include a sample definition of a base station, which comes from the DS-TDMA/CP protocol 

discussed at length in chapter 2 . This station maintains medium access request queues, 

makes transmission schedules (bandwidth allocation), and controls the mobile stations’ 

access to the system.
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class BaseStation {
int MIN.MINISLOTS, MAXJIINISLOTS;
int CBR_STATIONS, VBR_STATIONS, UBR_STATIONS;
int CBR_S_OVERHEAD, VBR_S_OVERHEAD, UBR_S_OVERHEAD;
int P_OVERHEAD, PAYLOAD, REQ_PACKET, ATMCELL; /* bits */
double channel_rate;
SIM.TIME FRAME, GUARD_TIME, PA_TIME;
SIM_TIME VBR_ASSIGNABLE, UBR_ASSIGNABLE;
SIM_TIME MINISLOT_WIDTH, CBR_SH_TIME, VBR_SH_TIME, UBR_SH_TIME; 
SIM_TIME CBR_SLOT_WIDTH, CBR_MIN_SLOT_WIDTH, UBR_MIN_SLOT_WIDTH; 
Acc_Req_Que **req_que, *req_que_tail, *sch_que, *store;
IB *post;
PERFORMANCE ^perform;

public:
BaseStation(double *, IB *, PERFORMANCE *);
"BaseStationO ;
void signalBoardlnitO ;
void moveTo(Acc_Req_Que **here, Acc_Req_Que **from,

Acc_Req_Que **pre, Acc_Req_Que **pointer); 
void insertReq(Acc_Req_Que *); 
void dropOverdue(SIM_TIME); 
void advance(SIM_TIME); 
int recvAccReq(SIM_TIME);
SIM_TIME schedule(SIM_TIME);
int scheduleCBR(SIM_TIME *, SIM_TIME *, int *); 
int scheduleVBR(SIM_TIME *, SIM_TIME *, int *);
SIM_TIME scheduleUBR(SIM_TIME, SIM_TIME *) ;
Acc_Req_Que *getStorage();

>;

where SIM-TIME is a user-defined type representing moments or intervals of simulated 
time; AccJieq-Que is a class representing the contents of an access request posed by 
a mobile station and representing the parameters of a traffic session; IB is a class de
scribing the structure of a posting board (two such boards are used by the simulator—  
as described above) for exchanging information between the base station and the mo-
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biles; M IN-M INISL0 TS  and M A X JA IN ISLO TS  are the minimum and maximum num

bers of minislots in the frame (see Section 2.4.2); CBR-STATIONS, VBRO TATIO N S, and 

U B R STA TIO N S  are the number of mobile stations engaged in CBR, VBR and UBR ses

sions respectively; CBR S-O VE RH EAD , VB RS-O V E R H E A D , and U B R S-0V E R H E A D  

are slot overheads (in bits) for CBR, VBR, and UBR traffic classes; P-OVERHEAD  is the 

packet overhead (in bits); PAYLO AD  is the packet payload size (in bits); REQ -PACKET  

is the size of an access request packet (in bits); ATM CELL  is the ATM cell size (bits); 

channeLrate is the transmission rate (in kbps); FRAM E  is the TDMA frame length (/xs); 

GUARD-TIME  is the guard time between slots (/xs); PA-TIM E  is the slot preamble size 

(/xs); VBR-ASSIG NABLE  is the minimum allocatable unit of slot time (/xs) for VBR 

traffic; UBR-ASSIGNABLE  is the minimum allocatable unit of slot time (/xs) for UBR 

traffic; M IN ISLO T-W ID TH  is the minislot size (/xs); CBR-SH-TIM E, VBR-SH- TIME, 

and UBR-SH- TIM E  are the sizes of slot headers for CBR, VBR, and UBR traffic classes; 

CBR-SL0 T-W ID TH  and C B R -M IN SL 0 T_W IDTH  are the two sizes of a  CBR slot: the 

standard one, allocated when the session is active (talkspurt), and the short one, assigned 

when the session is in its silent state (Section 2.3); U B R -M IN SL 0T -W 1D T H  is the min

imum UBR slot size (/xs); req-que and req-queJail are the pointers to the front and tail of 

the access request queue; sch-que is the head pointer of the queue of those access requests 

that have been granted and scheduled by the base station; store is a pointer to the list of 

free request description items in memory; post holds the information boards; perform  stores 

the performance results; signalBoardlnitf) initializes the information boards; moveTo() is 

used to move access requests between queues and update pointers related to those queues; 

insertReq() inserts an access request into its access request queue; dropOverdue() drops 

those access requests tha t have passed their deadlines; advancef) advances the simulated 

time at the base station and controls the base station’s operation; recvAccReq() collects ac

cess requests from the access request channels; schedule(), scheduleGBRQ, scheduleVBRQ, 

and scheduleUBR() are methods responsible for making scheduling decisions; getStorage() 

gets a memory block from the list of free list items pointed to by store or allocates a new 

memory block if the list is empty.

A .5.3 G eneric m ob ile  sta tio n

All specific types of mobile stations are derived from the generic mobile station class which 

declares the common attributes and functions for all mobile stations. Below we list the 

C + +  class declaration of a sample generic mobile station. This C + +  class was used in the
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model of the DS-TDM A/CP protocol discussed in chapter 2.

class MobileStation {
RandLCG transfer, ms_selector, req_decider;

public:
int id, type, state, traffic_model, last_model, backoff; 
int req_ch, req_ch_try, req_ch_rec, this_minislots; 
int S_OVERHEAD, P.OVERHEAD, PAYLOAD, REQ.PACKET, ATMCELL;
SIM_TIME FRAME, ACC_REQ_DD, slot_w, req_ch_dd, req_ch_timer;
SIM_TIME idel_l, active_l, session_l; 
double channel_rate, load, backoff_p;
DOWNIB_Tokens token_mask;
IB *post;
PERFORMANCE *perform;
TRAFFIC traffic;
LAST last;
MobileStation(int *, long *, double *, IB *, PERFORMANCE *);
"MobileStationO ;
int i d e l O ;
int activeness();
int requestChannel(SIM_TIME span); 
double accessBackoff();

>;

where transfer is the random number generator tha t controls the station’s transitions from 

idle to active; m sselector is the random number generator used for contention resolution, 

i.e., randomized selection of the minislot for posing the access request (see Section 2.3); 

req-decider is the random number generator used for implementing the p-persistent behavior 

of the station in the backed-off state (Section 2.4.1), i.e., to determine if the station should 

pose its request in the next uplink frame; id, type, state, traffic^model, last-mode and 

backoff are the mobile’s ID, service type, mobile active state, associated traffic model, 

active time model, and backoff indicator, respectively; req-ch, req-ch-try, req.ch-rec, and 

thisjminislots describe the processing stage of the last request issued by the station to the 

base: req-ch indicates whether a request has been made or not, req.ch-try tells how many 

times a request has been made for the last backlogged session, req-ch-rec indicates if the base
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station has received the request successfully, and this-minislots tells how many minislots 

are available in the next uplink frame; S-OVERH EAD  is the slot overhead which includes 

modem preamble (PA) and slot header (SH) in DS-TDM A/CP as described in Section 2.3.1; 

P-0VERH EAD , PAYLOAD, REQ JPACKET  and ATM CELL  have the same meaning as in 

BaseStation; FRAM E  is the frame size; ACC-REQ-DD  is the due date of the current access 

request; sloCw stores slot width requested by the mobile in the next frame; req.ch-dd and 

req-ch-timer are two variables for access request due date and access request count down 

timer respectively; idelJ, activeJ and sessionJ  are the mobile station’s idle time, active 

time, and session time respectively; load is a threshold param eter tha t is used to control 

the number of active mobile stations; backoff-p is a backoff control variable; tokenjmask is 

the contents of the contention permission flags last received from the base (Section 2.3); 

post and perform  have the same meaning as in BaseStation; traffic is the traffic model 

associated with this mobile station; last is the mobile station’s active-time model; idle() 

counts down the mobile’s idle period; activenessQ  performs initialization when the mobile 

station becomes active; requestChannel() sends an access request packet; accessBackoff() 

calculates the backoff parameter.

Depending on the service type, different types of mobile stations are derived from the 

generic C + +  class MobileStation. For example, a  CBR mobile is defines as follows:

class MobileCBR : public MobileStation {
TRAFFIC_DATA buf;
double traffic_rate, burst;

SIM_TIME CBR_SLOT_WIDTH, CBR_MIN_SLOT_WIDTH;
public:

MobileCBR(int *, long *, double *, IB *, PERFORMANCE *);
"MobileCBR( ) ;  

int requestStatusO ; 
int checkReqTimer(); 
int talking(); 
int silent();
int advance(SIM_TIME sim_clock) ;

>;

where buf stores CBR packets; traffic-rate is the CBR traffic rate; burst is a variable that 

represents the talking or silent period; CBR-SL0 T_WIDTH  and CBR-M IN-SLOT-W IDTH
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have the same meaning as in BaseStation; requestStatus() checks the access request status 

broadcast by the base station; checkReq Tim er() counts down the access request timer; 

talking() generates CBR traffic and transm its CBR packets to the base station; silent() 

counts down the silent period; advanceQ controls the station’s activity in time according 

to its state, i.e., implements the state transition function based on the simulated time; 

sim^clock is a variable tha t indicates the current simulation time.

A .5.4 T h e sy stem  creator

The system creator reads the network and protocol param eters from the data  file, initializes 

simulation objects and variables, and creates the base station and the mobile stations. The 

system creator is implemented as the following C + +  class:

class Setup {
int *model; 
long *rand_p; 
double *data;
FILE *para, *sd;
RandLCG *lcg_seed;
MOBILESYSTEM one.cell;
PERFORMANCE ^perform;

public:
Setup(FILE *des, PERFORMANCE *eval);
"Setup(); 
void readDataQ; 
void preprocessing(); 
void conditions(); 
void initializePerformO ; 
void createBase(IB *signal); 
void createCBR(IB *signal); 
void createVBR(IB ^signal); 
void createUBR(IB *signal); 
void destroyMobilesO ;
MOBILESYSTEM MobileNet(IB *signal);

};
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where model[0] indicates the mobile non-idle tim e model, tha t is the time the mobile stays 

in active state; model[ 1 ] indicates the traffic model; rand.p stores seeds for random number 

generators; data stores the system and protocol parameters; para and sd  are two file de

scriptors associated with the input and output files; RandLCG  is a class type describing a 

linear congruential random number generator (LCG), and Icgseed is an instance of such a 

generator; M O BILESYSTE M  is a class type encompassing the simulated setup consisting 

of a base station, a number of mobile stations and the air interface interconnecting them 

into a communication system; one-cell is an instance of a mobile system system, i.e., the 

network to be simulated; readDataQ reads the system and protocol parameters from the 

input file; preprocessing() performs additional initialization, i.e., it calculates some system 

and protocol parameters based on input data; conditions () prints out the simulation param 

eters to the standard output; initializePerform() allocates memory for the perform class 

and initializes the variables in this structure; createBase(), createCBRf), createVBR() and 

createUBR() create the base station, the CBR mobiles, the VBR mobiles, and the UBR 

mobiles, respectively; destroy Mobiles () releases the memory allocated to all stations; Mo- 

bileNetQ coordinates the functions within the system creator; signal holds the uplink and 

downlink signals.

A .5.5 T h e m ain  fu nction

The simulator’s main function controls the running sequence of the simulation experiment. 

It first sets the simulation environment for the mobile system and carries out the initializa

tion, then it enters a loop to advance the simulated time and count down the simulation 

cycles. At each advance of the simulated time, the mobile stations are executed first, and 

they write to the uplink information board if applicable, e.g., send access request packets 

or data  packets. Then, the base station is run. I t reads the uplink information board, 

makes uplink access schedules, and broadcasts these schedules along with other signals via 

the downlink information board. Before the end of one simulation cycle, those mobiles 

that have issued access requests (either through explicit request packets or by piggybacking 

requests onto transm itted data packets—see Section 2.3) are run again to check the status 

of their requests. After the simulator completes all the prescribed cycles, it prints out the 

simulation results, frees the memory, and then exits.

The above discussion refers to the simulator for the DS-TDMA/CP protocol that will be 

discussed in the next chapter. This simulator is one of seven simulators that we built in the 

course of our study. Those other simulators implement models of the following protocols:
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D-TDMA, DQRUMA, S-CDMA, VSG-CDMA, W ISPER, and BRICS. Depending on the 

protocol requirements, more or less functionality was required with respect to  the discussed 

DS-TDMA/CP simulator. For example, power control simulation was added in S-CDMA 

and VSG-CDMA models.

A .5.6  S im ulation  M eth o d o lo g y

We took two measures to ensure the correctness and fidelity of the simulation results. First, 

the observations were averaged over the whole simulation time, such as the bandwidth usage 

of a traffic class was an average percentage on the to tal available bandwidth of the simulation 

time. Second, we carried out some experiments to  determine the simulation stabilization 

time. So the warm-up periods are averaged out at the end of the simulation and the 

simulation results can reach a relatively stable level. Figure A.2 shows the stabilization 

curves of CBR and VBR bandwidth utilization under DS-TDMA/CP. We can see that the
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Figure A.2: Bandwidth Usage Stabilization Time under DS-TDMA/CP

simulation results become relatively stable after 160 hours of simulation time. Also, we can 

see tha t the randomness in the simulation results can not be averaged out completely.

The protocol performance experiments are carried out in the following manner. We set 

the simulation time to its stabilization time, e.g. 8  days, and set other protocol parameters. 

After the simulator advances 8 -day simulation time, it will write the simulation results to 

a file and stop. If  the X-axis is the number of mobile stations, we will change the number 

of mobile stations in the simulation configuration and repeat the simulation. If it needs 10 

points to make the performance curve, 1 0  simulation experiments will be done.
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Abbreviations

3G  Third Generation

A B R  Available Bit Rate

A C K  Acknowledgment

A M P S  Advanced Mobile Phone System

A R IM A  AutoRegressive Integrative Moving Average

A T M  Asychronous Transfer Mode

B E R  Bit Error Rate

C B R  Constant Bit Rate

C D M A  Code Division Multiple Access

C F U  Call Forwarding Unconditional

C F N R  Call Forwarding on mobile subscriber Not Reachable 

C N  Core Network 

C M  Connection Management 

C P F  Contention Permission Flags

C -P R M A  Centralized Packet Reservation Multiple Access

C S M A /C A  Carrier Sense Multiple Access with Collision Avoidance

C S M A /C D  Carrier Sense Multiple Access with Collision Detection

C U  G Closed User Group

D A R  Discrete Autoregressive Model

D C H  Dedicated Channel

D P R M A  Dynamic Packet Reservation Multiple Access
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D Q R U M A  D istributed Queuing Request U pdate Multiple Access 

D R M A  Dynamic Reservation Multiple Access 

D S -C D M A  Direct Sequence Code Division Multiple Access 

D SSS Direct Sequence Spread Spectrum

D S -T D M A /C P  Dynamically Slotted TDMA with Contention Permission

D -T D M A  Dynamic Time Division Multiple Access

E T S I European Telecommunications Standards Institute

F A C H  Forward Access Channel

F D D  Frequency Division Duplex

F D M A  Frequency Division Multiple Access

F H S S  Frequency Hopping Spread Spectrum

F IF O  First-In-First-Out

G SM  Global System for Mobile Communications 

G P R S  General Packet Radio Service 

H SD  High Speed D ata services 

IM T  International Mobile Telecommunication 

IR  Infrared

IS-95 Interim Standard 95 

IS D N  Integrated Services Digital Network 

LA C  Link Access Control 

L A N  Local Area Network

L A P D m  Link Access Protocol for Data mobile channel 

L A P D  Link Access Protocol D channel 

L C G  Linear Congruential Generator
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L E P  Least Effort Policy

LO S Line Of Sight

M A C  Medium Access Control

M A I Multiple Access Interference

M C -C D M A  M ulti Code Code Division Multiple Access

M C P A  Maximum Capacity Power Allocation

M M  Mobility Management

N A C K  Negative Acknowledgment

n r t-V B R  non-real-time Variable Bit Rate

N S Network Simulator

P C S  Personal Communication System

P D F  Probability Density Function

P D U  Protocol D ata Unit

P N  Pseudo-Noise

P R M A  Packet Reservation Multiple Access

P T P  Point-To-Point

QoS Quality of Service

O SI Open System Interconnection

R A  Request Access

R A B  Radio Bearer Service

R A C H  Random Access Channel

R A M A  Resource Auction Multiple Access

R A -P N  Random Access Pseudo-Noise code

R L C  Radio Link Control
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R R  Radio Resources Management

RRC Radio Resources Control

rt-V BR  real-time Variable Bit Rate

SDU Service Data Unit

SIDE Sensors In a Distributed Environment

S I R  Signal to Interference Ratio

SIRCIM Simulation of Indoor Radio Channel Impulse Response Models

SMS Short Messaging Service

STE Shortest Time to Extinction

TC P Transmission Control Protocol

T D M A  Time Division Multiple Access

U B R  Unspecified Bit Rate

U TR A  UMTS Terrestrial Radio Access

U T R A N  UMTS Terrestrial Radio Access Network

UM TS Universal Mobile Telecommunication System

VSG -CDM A Variable Spreading Gain CDMA

W ISPER  WIreleSs multimedia access control Protocol with [B]ER scheduling 

W LAN WaveL AN /Wireless Local Area Network 

W CDM A Wideband Code Division Multiple Access 

Xm t Transmission
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