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ABSTRACT

In-vivo proton magnetic resonance spectroscopy (MRS) boasts the capability to 

provide quantifiable metabolite information (spectra) acquired from living tissue, an 

established procedure for the target metabolites containing uncoupled spin groups. 

Unfortunately, the majority of the metabolite spin systems found in-vivo comprise 

systems of scalar-coupled spins that, unlike the uncoupled groups, contribute complex 

multiplets of peaks with elaborate responses to the pulse sequences used to observe them. 

In addition to these complex signal modulations, the similarity of several of the proton 

spin systems found in-vivo results in significant spectral overlap, making unique 

identification problematic. Furthermore, metabolite quantification is hampered by a 

limited signal to noise ratio, inherent to NMR techniques, necessitating an optimization 

of the metabolite signal yield. The objective of this thesis was to evaluate and optimize 

the response of several of the metabolite spin systems found in-vivo to the realistic NMR 

pulse sequences used to observe them.

To provide a framework in which the most demanding strongly-coupled spin 

systems could be treated, including the influence of time-dependent radio frequency 

pulses, a numerical method of evaluation that incorporated the density matrix 

representation of the spin systems was developed. The Hamiltonian used included, in 

addition to the Zeeman interaction, the rf pulses, the gradient pulses, the chemical 

shielding interaction, as well as the scalar and dipolar coupling interactions.
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The response of several scalar-coupled spin systems found in-vivo, including 

lactate, glutamate and glutamine, as well the aspartyl group of N-acetylaspartate, to a 

variety of in-vivo pulse sequences was calculated. A complete single voxel multiple 

quantum filter sequence was developed for the observation of glutamate, providing 

discrimination from the nearly identical glutamine resonances. The response of the 

coupled-spin systems to the single voxel PRESS and STEAM sequences were also 

calculated, with a focus on the characterization and optimization of those responses for 

the purposes of quantification. Finally, the influence of the direct dipole-dipole 

interaction, on the responses of both the Cr / PCr spins found in muscle and a 

concentrated pool of water spins, to in-vivo pulse sequences, were calculated. The 

calculated metabolite responses were in excellent agreement to both phantom and in-vivo 

results at 3 T.
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CHAPTER 1

1

Introduction

1.1 Introduction

Proton (*H) nuclear magnetic resonance (NMR) techniques when applied in-vivo 

are used to observe the signals from water and high concentration metabolites, and to a 

lesser degree, lipid signals. The spatial distribution of the water and lipid signals are 

commonly observed with the clinical application called magnetic resonance imaging 

(MRI). MRI uses the water signals to elicit structural and functional information from 

tissue in the CNS, PNS and vascular systems, as well as from muscle and it’s connective 

tissues. The information acquired from water using magnetic resonance imaging is 

environmental in nature, and reflects local water properties such as concentration, flow, 

diffusion, relaxation, magnetic coupling or preferred molecular orientation. On the other 

hand, to obtain insight into the underlying biochemical mechanisms of tissue pathology 

and metabolism, the metabolite NMR signal can provide information not available from 

the water protons. For example, lactate is a chemical index of glycolytic metabolism and 

hence o f ischemia in tissues that normally depend on oxidative metabolism. Lactate can 

thus be used as an indicator of ischemic trauma around a stroke center in the brain (1-8), 

providing information not attainable with magnetic resonance imaging, or other non- 

invasive examinations. Among the wealth of other current magnetic resonance 

spectroscopy (MRS) applications that focus on the brain are the study of aging (9-12), 

neurodegenerative diseases such as Parkinsons disease (PD) (13-19), amyotrophic lateral 

sclerosis (ALS) (20-28), multiple sclerosis (MS) (29-38) and Alzheimers disease (39-45), 

Huntingtons corea (46-48), as well as bipolar disorder (49-58), epilepsy (59-65), cancer 

(66-72) and HIV/AIDS (73-82).

Despite it’s potential to elicit biochemical information non-invasively, proton 

MRS has not achieved the clinical standing of it’s sister technique, MRI, for two primary 

reasons. Firstly, the metabolites typically comprise coupled spin systems that contribute 

complex multiplets of peaks with elaborate responses to the sequences used to observe 

them. Such behavior can be described only with use of quantum mechanical techniques. 

The water proton response, on the other hand, tends to be simple and can be described 

with vector models. This first issue is the focus of the thesis, wherein an analysis of the
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most demanding coupled proton spins systems is included. The analysis encompasses all 

aspects of the realistic in-vivo MRS pulse sequences, including spatial localization, and 

allows for the quantitative calculation (and measurement) of spectra as well as the 

optimization of the coupled spin response to the those sequences.

The second confounding factor is the relatively low concentration of brain 

metabolites. Even the most concentrated metabolites are only 0.025% as abundant as 

brain water, or in absolute concentrations, 10 mM versus -20  to 55 M (83), respectively. 

The low metabolite abundance in conjunction with the noise inherent in both the tissue 

sample, and the electronics used to receive and amplify the NMR signal, represent the 

primary limitation of in-vivo NMR spectroscopy, namely, the low signal to noise ratio. 

This restriction dictates the array of metabolites that are potential candidates for in-vivo 

MRS detection. For example, assuming a spatial resolution of 2 cm in each dimension, 

the minimum observable metabolite concentration is presently of the order of 0.5 mM to 

1 mM (pure HiO is 55 M) assuming an examination length tolerable by human subjects, 

ranging from 15 to 60 minutes (84-86). The experiment length is determined by the 

number of averages, NaVc, needed to increase the metabolite signal above the noise signal, 

where the signal to noise ratio increases as^/Navc . The brain metabolites with

concentrations that surpass the ’ mM minimum include N-acetlyaspartate (NAA), N- 

acetlyaspartylglutamate (NAAG), creatine (Cr), choline (Cho), glutamate (Glu), 

glutamine (Gin), lactate (Lac), y-aminobutyric acid (GABA), aspartate (Asp), taurine 

(Tau), myo-inositol (Ins), and perhaps glycine (Gly) and glutathione (GSH). 

Unfortunately, several other interesting chemical species found in brain are of only pM 

(acetylcholine, dopamine, noradrenaline, serotonin and Histamine) or even nM 

(substance P, somatostatin, and luteinizing-hormone-releasing hormone) concentration 

(87), placing them well below the present in-vivo NMR signal to noise threshold outlined 

above.

Unlike the simple water spectrum, which comprises a single unobscured 

resonance peak, the majority of the metabolites listed above contribute multiple 

resonance peaks, which are further split by scalar coupling into complex multiplets. 

What is more, the similarity of the chemical structures of several of the metabolites 

results in similar spectra that can be overlapping, making unique identification
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problematic. Additionally, the scalar coupling gives rise to modulations in the yield and 

line shape of the metabolite spectra that are functions of the parameters of the pulse 

sequence used to observe the spins. Identification and quantification of each individual 

metabolite spectrum therefore requires knowledge of the responses, of all metabolites 

whose spectra are overlapping, to the sequences used to observe them. The response of 

some of the simpler metabolite spin systems to some of the standard observing 

sequences, including STEAM (88-93), PRESS (94-109) and MQFs (110-119), have 

previously been characterized, allowing the resulting metabolite yield and line shapes to 

be predicted, if not optimized. Most of these analyses have included sequence 

parameters such as inter-pulse timings and hard pulse tip angles (90-93, 98, 101-106, 

108, 112-117, 119), although few (120,121) have incorporated the complete set of 

influences that can result in signal modulation (including spatial localization), and in 

those cases, only for the weakly coupled spin system lactate, the simplest of the weakly- 

coupled spin groups found in-vivo. Of the thirteen brain metabolites previously listed, 

ten of them contain spins which are scalar coupled, and of these, eight are strongly 

coupled at in-vivo field strengths, 1.5 T to 4.0 T, placing them outside of the scope of 

these previous studies.

The analyses in this thesis pertain to all of the previously identified in-vivo spin 

systems (metabolites), and include several sources of signal variability, particularly the 

realistic slice-selective r.f. pulses. Several specific examples of pulse sequences are 

considered, including a multiple quantum filter in chapter 3, the PRESS sequence in 

chapters 4, 5, and 7 and the STEAM sequence in chapter 6. The responses of several 

coupled spin metabolites to these pulses sequences are calculated, including those of Lac, 

Glu, Gin, the aspartyl group of NAA and a dipolar coupled variation of the Cr / PCr 

methyl group. While this collection of metabolites and in-vivo pulses sequences is not 

exhaustive, the techniques developed in this thesis are robust and can be applied to 

virtually any ‘H spin system and in-vivo NMR experiment.

In the following sections of the introduction, the mathematical tools used to 

represent the state of the spin system as well as those used to evolve that system through 

an NMR pulse sequence are derived. To describe the interaction of the proton spins with 

the magnetic fields of their native molecular environment as well as with the external
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fields applied as the NMR experiment, the tools o f quantum mechanics provide an 

elegant framework. In section 1.2 the vector representation of the spin-1/2 system is 

introduced, leading to the matrix representation of the spin operators. A brief description 

of spin wavefunctions and the expectation values of operators leads to a discussion of the 

mixed state description of spin systems and finally then to the density matrix 

representation in section 1.3. Throughout section 1.3 the density matrix representation is 

developed as a tool to depict the properties of realistic spin systems, stressing the basic 

concepts of energy level population and coherence. To describe the generation of spin 

coherence, the dynamic equations of the density matrix are developed from the time- 

dependent Schrodinger wave equation, the result being the Liouville-von Neumann 

equation. Solutions to this powerful equation are derived in the remainder of section 1.3 

in the context of both the fundamental spin properties including chemical shift, scalar- 

coupling and dipolar-coupling, as well as the applied fields including the static, radio

frequency and gradient magnetic fields. Finally, in section 1.4, the metabolite spin 

systems found in-vivo, particularly in brain, are described (chemical shifts, scalar- 

couplings and structures).

Chapter 2 outlines the numerical implementation of the density matrix evolution 

equations developed in Chapter 1. Throughout this second chapter the generality of the 

simulation approach and the efficiency of the numerical calculations are outlined. In 

each of the subsequent chapters, 3 to 7, the numerical approach is used to characterize 

and optimize the coupled-spin metabolite response to the aforementioned sequences 

(STEAM, PRESS and an in-vivo double quantum filter).
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1.2 Spin Vz States

It was determined as early as the 1920’s that the electron possesses a quantized 

magnetic moment (122,123), even if prepared to a state of zero orbital angular 

momentum, based on experiments by German physicists Stem and Gerlach. This led to 

the postulate that these particles have an intrinsic spin angular momentum, with 

quantization rules analogous to the orbital case. Incorporating the orbital angular 

momentum conventions one can define the spin angular momentum operator, I, such that 

I2 has eigenvalues 1(1+1), where I is half integer or integer. One can also simultaneously 

define eigenvalues, m, for one component of I, say Iz, such that m is one of -I, -1+1,..., I. 

For spin Vz systems, such as the electron and the proton, m can then take on discrete 

values of -Vz and Vz. The spin angular momentum is defined as J  = M, where Plank’s

constant, h, represents the fundamental quantum of action, where action is a physical

quantity of dimension [energy] x [time] = [length] x [momentum]. The magnetic 

moment is parallel to the spin angular momentum, so that one can write p  = yj, where y 

is a constant called the gyromagnetic (or magnetogyric) ratio, which is governed by the 

nuclear structure. A decade after Stem and Gerlach’s original experiments, it was 

determined that the proton, like the electron, also possesses a quantized magnetic moment 

(124). Isotopes that possess a non-vanishing magnetic moment include *H, 2H, 3H, 13C, 

19F and 3IP to name a few, each of which have a unique gyromagnetic ratio. The 'H 

nucleus consists of a single proton, so will from this point on be referred to as such.

The NMR experiment, which uses the nuclei as a probe, consists of various 

externally applied magnetic fields, including static, spatially varying and temporally 

varying components. Additionally, the nuclei are influenced by the magnetic fields 

produced by neighboring nuclei and electrons, both from within the host molecule as well 

as from neighboring molecules. It is convenient to describe the interactions of the proton 

spin with these magnetic fields via non-relativistic quantum mechanics. The fundamental 

postulates and mathematical development of non-relativistic quantum mechanics are 

provided in several introductory texts, that referred to most in the writing of this thesis 

being “Modem Quantum Mechanics” by J. J. Sakurai (125).
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1.2.1 Spin Vector Space

To describe the properties of the proton spin as well as its interaction with 

external magnetic fields, the elementary mathematical vector space methods of quantum 

mechanics will be introduced. In the language of quantum mechanics the properties of 

the proton spin, or it’s physical state, is represented by a state vector. For example, in the 

Strem-Gerlach (SG) experiment that led to the postulate of the existence of the spin 

angular momentum, the free electron in a silver atom was found to posses two distinct 

spin orientations or spin states, called spin up and spin down. Incorporating Dirac’s b ra  

and ket notation for basis state representation (125), the spin ket can be represented by a 

two element column vector, with two orthogonal components, corresponding to spin up 

and spin down states, with row vectors for the associated bra vectors.

An arbitrary ket can be expanded in terms of a complete set of orthonormal kets, 

such as those introduced in Eq. (1-1), if all the kets share the same vector space. The 

dimensionality of this vector space is determined by the number of alternative states the 

system can exist in, two in the case of a single proton or electron, both of which are spin 

Vz systems.

(1-D

These vectors satisfy orthonormality criteria

(a | a’} = 8^., where a = T or I , ( 1-2)

as well, they form a complete basis set, represented mathematically as

^ |a ) ( a |  = Id, where Id is the identity matrix. G-3)
a

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



7

1.2.2 Spin Operators

Each of the observable (and several non-observable) quantities associated with the 

spin has a corresponding operator, a mathematical abstraction that allows the properties 

of the observable to be represented in vector space. For example, the SG apparatus 

measured the z-component of the magnetic moment of the beam of silver atoms, which 

is parallel and proportional to the spin angular momentum, by moving the atoms through 

a magnetic field. The operator corresponding to this measured spin angular momentum is 

the spin operator Iz. The two possible values of the electron spin angular momentum 

were found by Stem and Gerlach to be ± h f  2 , corresponding to the eigenvalues of Iz, 

± !/2 . When one is in the eigenbasis of the operator Iz, the spin up and spin down kets are 

eigenkets of Iz, allowing one to write the eigenvalue equations

Iz jT)z = + l / 2 |T )z and Iz |4,)z = -1/2|4.}z , (1-4)

where the ‘Z’ subscripts indicates that the basis vectors are eigenkets of the operator Iz- 

The SG apparatus contained a z-directed magnetic field, defining the direction of 

quantization arbitrarily as the z -direction. Rotating this field to the x or y direction will 

result in identical eigenvalue equations (1-4) for operators Ix or Iy, respectively. 

However, the properties of the Ix and Iy operators in the Iz eigenbasis are not represented 

by eigenvalue equations. The transverse operator equations will be defined in terms of the 

eigenvalue equations above following an introduction of the matrix representation of 

operators.

1.2.3 The Operator Matrix Representation

Every spin operator can be expressed as a matrix, which will prove to be the most 

pragmatic form when a numerical quantum mechanical approach is used to describe the 

spin dynamics of the large and strongly coupled spin systems found in-vivo. The matrix 

form of an operator, A, can be derived by employing the completeness relation of Eq. (1- 

3). Because the identity matrix can be multiplied by any other matrix of the same 

dimension without altering it, one can express any operator, A, as
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Expanding the sums, this operator can be expressed explicitly in matrix form as

A =

(a.|A|ai) (a.|A|a2) 

(a:|A|ai) (a2 |A|a:} (1-6)

where for the case of the single proton a> = T and a2 = 1 .  For this simplest of cases, one 

can then express the Iz operator as

Iz -
' ( T |l z |T) (T I2 l)>
( l | Iz |T) {J. IZ i h

\

1 / 2 (T|T) - l / 2 ( T |i ) ' 

l / 2 ( i | t )  -1 /2 (4 . i )
=  1/2

1 0

0  - 1
(1-7)

utilizing Eqs. (1-1) and (1-2) to simplify the matrix elements.

The operators Ix and Iy  can be expressed in matrix form, in the Iz eigenbasis, by 

incorporating the matrix form of Iz  shown in Eq. (1-7) into the commutation relations for 

the Ix , Iy  and Iz operators, as shown below.

[Ix, Iy] =  Ix ŷ — =  /Iz [ iy ,  Iz] =  d x  [Iz, Ix ]  =  zly (1-8)

These relations are equivalent to the commutation relations derived originally for 

the orbital angular momentum operators (125). The resulting Ix and Iy  matrix 

representations are shown in Eq. (1-9).

Ix = l /2
0  f
1 0

and l Y = i l 2
0  - 1

1 0
d-9)
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Utilizing the Ix and Iy matrix forms from Eq. (1-9), as well as Eq. (1-6), the 

general operator matrix form, the following relations for Ix and Iy, in the Iz eigenbasis, 

can be determined.

Ix T }z -  +  1 /2 W z '  ' x W z  -  - I ' ^ z  0 - 1 0 )

!y |T ) 2  = + W |i ) 2 , Iv | l ) z = -  ,72|T)2 ( 1 - 1 1 )

From this point on, the eigenbasis is assumed to be that of the operator Iz, 

reflecting the convention of a z -directed main magnetic field in NMR physics, allowing 

the ‘Z ’ subscript to dropped from the vector kets.

1.2.4 Expectation Values of Operators

The state function of a quantum system is represented by a linear combination of 

basis functions that form a complete set of states, such as the those defined in Eq. (1-1).

The state function, usually called the wavefunction, contains all of the information

pertaining to the system, and is represented mathematically as

vF = ^ c a|a) = ct ?} + cx •i'), for a single proton. ( 1 - 1 2 )
a

The probability that a single spin, represented by a wavefunction xF = ^ c a|a)>
a

exists in the eigenstate, | a’}, is given by

probability = |(a’l'F)|~ = |caf . (1-13)

Conservation of this probability means that the sum of the individual probabilities 

must equal unity, or in the case of the single proton,

IctI + |ci| =1» (1-14)
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where ctand Cj, are complex numbers, and must have magnitudes < 1 .

Like so many of the fundamental postulates in physics, Eq. (1-13) cannot be 

proved, rather it was proposed out of intuition and verified by extensive experimentation.

In NMR, the most useful form of information regarding the spin system is the 

average measured value of an observable, or equivalently, expectation value of an 

operator. The expectation value of an operator A with respect to the wavefunction, T , is 

expressed as

(A )s( 'F |A |'F ). (1-15)

Physical significance can be attached to this equation by applying the 

completeness relation (1-3) to Eq. (1-15) as follows

(A>= S E ( ' 1 ' l a1 (a1 A laXal ' )'>'
a** a*

allowing one to separate the expectation equation into meaningful components by 

evaluating one of the sums (a"), resulting in

(A) = 5 X  |{a’|4/>f = 5 X M 2, (1-17)
a* a’

where x a. is the eigenvalue from A|a’) = x a-|a’). The conjugate relationship

(T^a’) = (a’I'P) was used to simplify this expression. Equation (1-17) is then readily 

interpretable as a measured value (an eigenvalue), x a., weighted by the probability of the 

system existing in that state, |a ’) , given by |ca’|2, from Eq. (1-13).

While the measurement of individual events yields the discrete eigenvalues, xa-, 

realistic macroscopic samples are represented by mixtures of wavefunctions,
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corresponding to a collection of spins which are not identically prepared. For example, at 

one extreme is a sample containing a completely random mixture of dipoles, yielding no 

net magnetization (dipole moment per unit volume), which corresponds to a random 

collection of complex coefficients, ctn and cj, , for N wavefunctions. At the far extreme 

from the completely random mixture of states is the ideal case of a system described by a 

single wavefunction, 'F, representing a system in a pure state. That is to say that every 

spin in our system is represented by the same state, for example c t = 1 and cj, = 0. The 

most general treatment of a system of spins requires that the system is in a state that is not 

completely known, somewhere between the completely random mixture of states and the 

pure state, commonly termed a mixed state. Section 1.3 describes the tools necessary to 

treat the dynamics of mixed states, the most important tool of which is the density 

operator, or equivalently, density matrix.
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1.3 The Density Matrix

The average measured value of an observable for the case of a pure system, an 

ensemble of identically prepared members, is the expectation value of that operator, as 

shown in Eq. (1-15). If the system is not prepared such that all members are identical, 

then the system is mixed, and Eq. (1-15) cannot be directly applied. A mixed system is a 

statistical mixture of N pure states, each of which has a relative weighting, Wa, 

representing the probability of finding the system in that pure state. Conservation of this 

probability allows one to write

N

0 < W Q<1 and ^ W a = 1. (1-18)
a= l

The expectation value, as expressed in Eq. (1-16), can then be rewritten to include 

the mixture of states

<A> = E E E w . C r . M f c l A d - 19>
a = l a" a*

where the expressions (a’|4>a) and ( 'P ja") are simply numbers and as such can be 

reordered in the sum to give

<A> = X S E W ' i ' . R  A 1 4 - 0-20)
<1=1 a" a’

We can now define the density operator from this rearranged expectation value 

equation as

P=£l*.)W.<*.|. d-21)
a=l

and substitute this new operator back into Eq. (1-20) to obtain
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operator information
t \

(A) = <a"lA |a’> = 2 ( a ’|p A |a ) =T r(pA ). (1-22)
a* a ’ V___________J a ’

system statistical information

Although the manipulations of Eq. (1-19) to define the density operator may 

appear arbitrary, the objective was to separate the observable o f interest, A, an operator, 

from the ensemble statistical information contained in the wavefunctions and their 

weightings. The incredibly simple equation that results tells us that if we know the 

density operator (matrix) we can calculate the expectation value of any operator, A, with 

a single matrix multiplication and subsequent summing of the resulting diagonal 

elements. It is important to note that elements in the density matrix are a function o f the 

eigenbasis, |a ’) , but the resulting expectation value given by the trace is independent o f

The density matrix can be expanded in the basis of Cartesian operators, Ix , Iy  and 

Iz, along with the identity matrix, Id as

where the m’s are real numbers. Each number, mi, m2 , ... etc., is the expectation value 

of the corresponding operator, for example, m3 = ( lx )- The usefulness of this expansion

lies in the correspondence of the coefficients (mi to nu) to meaningful physical 

phenomena, particularly longitudinal and transverse magnetization. These important 

concepts will be developed in the following sections.

1.3.1 Statistical Interpretation of the Density Matrix -  Populations and Coherence

Equations (1-18) to (1-22), while valuable mathematical derivations, are without a 

clear physical significance. Considering an individual element in the density matrix can 

provide insight into the physical correspondences of these mathematical expressions. 

Each element in the density matrix can be expressed explicitly as

this basis.

p = mild + imlz + ni3lx+ m^Iy, (1-23)
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p „ . =  <n | p | n'> = i ( n |¥ . ) W „ ^ „ |r f >  = J W . c . V .  (1-24)
a= l a= l

From this expression, we can see directly that any matrix element is the weighted 

average of the coefficient product, cncn.*, over the entire system, often expressed as

cncn.*. One can immediately identify the conjugate symmetry across the density matrix 

diagonal, by writing pn.n= cn.cn* = (cncn.*)‘ = p nn*, for n * n’, meaning the density matrix 

satisfies Hermitian requirements. A Hermitian operator satisfies the expression 

(a|A |p} = (p |A |a )* . The complete set of information contained in the density matrix 

can then be said to lie in the upper triangular region including the diagonal.

Each coefficient, cn, is a complex number, so can be expressed as a vector with a 

magnitude and a phase, allowing the coefficient product to be expressed as

c„cn* = K ||c n.|exp(i(q>n - cpn0) • (1-25)

For the off-diagonal elements, n * n’, a random distribution of phases, <pn, will 

result in the sum in Eq. (1-24) averaging to zero for a large sample of spins. The 

requirement for non-vanishing off-diagonal elements is then clearly a statistical

correlation or coherence between states | n) and | n’) , resulting in exp(i(cpn - (pn.)) > 0 .

* I l’’The n = n’ elements have a constant zero phase because cncn = |cn ‘ is always

real, meaning coherence is not necessary for finite diagonal elements. Rather, these 

diagonal elements represent the probability of finding the spin in the state represented by 

the ket |n ) , or in other words, the relative population of the state. Recall, from Eq. (1-

1 .0 i \
13), that |cnj is the probability that a spin system exists in the state |n) upon

measurement of the system. Comparing two extremes, a pure state and a completely 

random mixed state is illustrative in this case. A pure state is represented by identically
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prepared spins, for example, all in the spin-up state T ), or c t  = 1 and cj. = 0, resulting in 

a density matrix

Ppure

f  2 Ĉ

\

C i C-r4>T 
CTC! cl~

^ f l 0 ^

0 ,v y

(1-26)

A completely random mixture will have an equal probability of being in either of

the states T) or i ) ,  therefore |c t |  = |ci|, as well as having a random distribution of

phases, eliminating the off-diagonal elements, resulting in

P  random

0.5 0

0 0.5
(1-27)

Expressing these extreme density matrices in terms of the Cartesian operators, 

from Eq. (1-23), we find that ppure = Iz + Id/2 , or mi = Vi, mi = 1 and prandom = Id/2 , or 

mi = Vz, mi = 0. The Cartesian component weightings mi and mi can be expressed in 

terms of the generalized density matrix elements as

mi = (id) = c!J.cT +c^cA, mi = ( lz) = clcT - c ^  . (1-28)

The identity matrix contribution, mi, is recognizable as Eq. (1-14), the 

conservation of probability or normalization equation. Both the pure and random mixture 

density matrices satisfy the normalization condition, which is to say Tr(ppureId) = 1 and 

Tr(prand0 mId) = 1 , as will be the case for every density matrix which falls between these 

two extremes. The contribution from the Id matrix will thus be dropped for all 

subsequent density matrix calculations because it is a static term and is not representative 

of magnetization in a physical sense.

From Eq. (1-28), the expectation value of the Iz operator, m2 , corresponds to the 

probability difference of each of the two states being occupied, or equivalently the 

population difference between the two states. The pure state represents the largest 

population polarization possible, Tr(ppureIz) = 1, while the random mixture represents the
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minimum, Tr(prandomIz) = 0. It is the population difference that makes NMR an 

exploitable phenomenon, creating the net magnetization that interacts with the applied 

fields in an NMR experiment, leading to the radiation o f energy containing the sought 

after information.

Both scenarios considered so far, the pure and random mixture of states, have no 

off-diagonal contributions, or no coherence between the spin up and spin down states, 

meaning m3 and 1114 = 0. The expectation values of the transverse operators Ix and Iy, are 

shown in Eq. (1-29) in terms of the general form of the density matrix elements.

m3 = ( lx ) = ĉ Cj, +c*Tc, rri4 = ( l Y) ^ ' ( c ^  - c j c A)) (1-29)

To derive the relative populations of the quantum states, m2 , for a realistic NMR 

experiment, and display how coherence between those states, m3 and rru, is generated, the 

mathematical description of quantum mechanical systems developed so far will be 

focused to include a fundamental component of the NMR experiment, the main static 

magnetic field, most commonly termed B0- This main field strength determines the 

population difference between the states, defining the thermal equilibrium density matrix 

as somewhere between the two extremes displayed in (1-26) and (1-27), somewhere 

between a pure state and a random mixture. Additionally, the main field creates the 

conditions necessary to generate coherence between the states.

1.3.2 Density Matrix at Thermal Equilibrium -  Spins in a Static Magnetic Field

The B0  field interacts with the magnetic moments of the nuclei, p., with an energy 

that is given by

f  = -(i.B0  = -y/zI-B0  (1-30)

where I is the spin angular momentum operator. Assuming B0 is oriented in the z- 

direction, we can write the operator form the interaction energy, the Hamiltonian, as
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(1-31)

From the time-independent Schrodinger wave equation, the energy eigenstates are 

solutions of

2 e x¥  = E'¥, (1-32)

where, specifically, the wavefunction states are eigenstates of the operator Iz, the sole 

operator is the Hamiltonian = -y/iB 0 Iz), and the energy eigenvalue is given by E. For

a spin Vi system, such as the proton, the eigenvalues of Iz are ±Vi, as shown in Eq. (1-4), 

resulting in two energy eigenvalues,

E = ±Viyh Bc (1-33)

as shown in Figure 1-1.

Energy
Eigenstate

H )

T)

Energy
Eigenvalue

e = X t ® 0

E Zeeman — Y^B0  —

E = - ) < Y « B 0

Spin Quantum 
Number

~Yi

Yi

Figure 1-1 Energy level diagram of a spin Vi system in a static magnetic field, B0. If a 
spin changes states in this field, the corresponding change in energy is either released or 
absorbed as electromagnetic radiation at a frequency co0  = yB0.

Figure 1-1 illustrates the two stationary eigenstate solutions of the time- 

independent Schrodinger wave equation for a single spin Vi system, the transition 

between which results in the characteristic spectral line at a frequency

co0 = yB0, (1-34)
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known as the Larmor frequency.

The thermal equilibrium distribution of eigenstate populations in a given external 

static field is dictated by the Boltzmann distribution (126)

d-35)
£exp(-pE ,)
i

which gives the probability of finding a spin in one of its eigenstates, | n ) , where (3 =

1/kT, k = Boltzmann’s constant, T the temperature in Kelvin, and N is number of energy 

levels. En takes on values of ±!6 y#B 0  for a spin Vi system, as shown in (1-33). The 

Boltzmann distribution of populations is applicable to canonical ensembles, systems with 

a fixed number of members (spins), in weak thermal contact with a much larger heat 

reservoir (126). The sum in the denominator is a normalization factor, allowing each 

element to be expressed as a fractional population.

Prior to being exposed to a static magnetic field there is no energy difference 

between states, meaning a sample of spin Vi nuclei has an equal probability of being in 

either the spin up or spin down states. This sample is unmagnetized as a result of the 

random distribution of magnetic dipole moments. The presence of a B0  field defines a 

new thermal equilibrium condition in which the spin up state becomes the preferred state. 

The result is a magnetization of the sample, an alignment of the dipole moments, defined 

as the magnetic dipole moment per unit volume, M. The achievement of this equilibrium 

must be accompanied by a net number of transitions from the spin down to the spin up 

state, the preferred state in the static field. The willingness of the system as a whole to 

support this energy difference, or population difference between states, is determined by 

the system temperature and main field strength. The spin system and thermal pool 

equalize their temperatures via a transfer of energy from the spin system to the lattice 

though the process of spin-lattice relaxation (127). In liquid samples, thermal motion 

acts as the primary mechanism for this spin-lattice or Ti relaxation.
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From equation (1-35), for f3En« l ,  we can approximate the exponential terms 

with a first order expansion

exp(-$En) = l-(3En + higher order terms, (1-36)

which, for a spin Vz system, with only two energy levels and two corresponding diagonal 

elements, we get

pn  = 1/2 ( 1  +yfcPB0 ).andp 2 2 *  V4(l -Y^PB0). (1-37)

In matrix form, this thermal equilibrium density matrix is 

')<(! + yftpBJ 0  ^
PEq 0 X(l-yfc{3B0)

= Vz Id + ( yh (3B0) Iz, (1-38)

where we have used the matrix form of the operator Iz from Eq. (1-7), and Id is the 

identity matrix. As described in section 1.3.1, the identity matrix is a static term that can 

be discarded, leaving us with

PEq = (y/zpB0) I z. (1-39).

The thermal equilibrium magnetization of such an ensemble can be calculated by 

incorporating the dipole moment per spin, given by p. = y j = yh I, and the spin density, r), 

resulting in

Mz = r|yfi(y/zpB 0 ) =Ti y 2 7r(3Bo. (1-40)

The first order approximation used to derive this result appears to be justifiable 

for even the largest field strengths used in high field spectrometers, for example 800 

MHz (18.75 T), for which yh (3B0  ~ 10"4  «  1 at room temperature. Although, it has been

suggested by Warren (128) and others (129,130) that the truncation of higher order terms,

as in Eq. 1-36, is not trivial to justify. Nevertheless, the higher order terms, even if
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significant in magnitude, will not contribute to the observable NMR signal following 

excitation by typical pulse sequences. Although, as shown in Chapter 7, the multiple 

quantum filter sequence is capable of transforming the higher order terms to transverse 

magnetization in the form of a unexpected contamination water signal.

The operator components of Eq. (1-38), Iz and Id, are strikingly similar to the two 

extreme density matrices displayed in Eqs. (1-26) and (1-27), which correspond to, 

respectively, a pure state and a completely random mixture of states. In fact, we can 

rewrite Eq. (1-38) as

pEq = ( l - y f c p B 0 )
(¥> (H  ( 1 0 ^

/2  ,  + y /z p B 0
O K  0  0  0 ,'  - J  \  j

(1-41)

which is clearly a linear combination of a completely random mixture of states and a pure 

state. An energy level model of the thermal equilibrium distribution of states is shown in

Fig. 1 -2 .

Random Mixture of States A Pure State

Magnetization ‘M ’

t t t l

W U

0 t t t t
t t t t

Figure 1-2 An energy level representation of spin Vi thermal equilibrium in a static 
magnetic field B0. The relative contributions from the random mixture and pure states 
are a function of B0, the system temperature, T, and the spin gyromagnetic ratio, y.

Equation (1-41) displays how the experimentalist can control the NMR usable 

spin population by varying B0  and T, as well as exposing the bane of NMR spectroscopy, 

the fact that the density matrix is almost completely a random mixture of states at room 

temperature. At in-vivo field strengths, 1.5 T to 4.0 T, and body temperature T = 310° K, 

y/z(3B0 -10 '5, meaning -99.99% of the total spin population will exist as an essentially 

random mixture, from which no measurable information can be ascertained. 

Nevertheless, the attainable population differences are still sufficient to give rise to a 

usable amount observable magnetization. The generation of this observable
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magnetization, which corresponds to the generation of coherence between states, is best 

described with the tools of density matrix dynamics, or how the matrix evolves under the

influence of a Hamiltonian, 3£. To describe how the density matrix evolves over time, a 

differential equation that p satisfies is derived in section 1.3.3.

1.3.3 Time Evolution of the Density Matrix -  Time Independent Hamiltonians

To find a differential equation that describes the evolution of the density matrix 

under the influence of a Hamiltonian, 3£, the influence of this Hamiltonian on the 

elements of the density matrix must be established. Fortunately, the influence of a 

Hamiltonian on a system wavefunction is described by the famous time-dependent 

Schrodinger wave equation (125), shown in Eq. (1-42).

To provide the transition from the Schrodinger wave equation to a differential 

equation describing the evolution of the density operator, consider again the spin Vi

contained in the coefficients, c t and cj,, the very same coefficients that make up the 

density matrix. To extract individual spin-state expressions, we can rewrite the time- 

dependent Schrodinger wave equation using the expansion in spin up and spin down 

states, giving

orthonormality, as shown in Eq. (1-2), allows each coefficient differential to be expressed 

independently as

t) = ̂ OT(t)
dt

d-42)

system, for which vF = ct ^) + ci The time dependence of the wavefunction is

d-43)

Multiplying Eq. (1-43) on the left by (T| or ^  , and utilizing the eigenket
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(l-44a)

(l-44b)

Consider next, the time differential for a single density matrix element, recalling 

that a single element is simply a product of wavefunction coefficients, as shown in Eq.

(1-24), for example, (^ |p |^ )  = ct cl • Differentiating both sides with respect to time 

yields,

1 ( T
d A

(1-45)

Substituting the time derivatives from Eq. (l-44a) and (l-44b) into Eq. (1-45) 

allows it to be rewritten, after some rearranging, as

| - ( T |P|I )  = - n n  {(T\PM \ l ) - ( T \ M p \ l ) }  = ( T |- / [ p ,^ ] | l ) ,  (1-46)

or equivalently,

| - p  = - /[p ,# 7 f t] .  (1-47)
31

This differential equation, called the Liouville-von Neumann equation, is the 

governing relation for all density matrix dynamics considered in this thesis. For the cases

in which is time-independent, Eq. (1-47) has the simple solution

p(t) = exp(-i<7ft//z) p(0) exp( iJ£t /h) .  (1-48)

The utility of Eq. (1-48), which will be termed the density operator evolution 

equation, will be demonstrated throughout the remainder of the thesis, where it will be 

developed into a general tool used to evaluate the evolution of the density matrix for a
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wide range of spin systems and NMR experiments. There exists no general solution to 

the Liouville-von Neumann equation for arbitrary time-dependent Hamiltonians, 

although exceptions have been reported (131). Section 1.3.4 outlines a simple example 

incorporating this powerful equation, specifically, the transformation of the density 

matrix by a radio frequency pulse, displaying how coherence is generated in nuclear 

magnetic resonance.

1.3.4 Radio-Freauencv Pulses and the Density Matrix -  Generation of Coherence

The evaluation of Eq. (1-48) to calculate the evolution of the density matrix 

requires that both the density matrix at t = 0, p(0), and the system Hamiltonian be known. 

We will assume the system is in a state of thermal equilibrium so p(0 ) = (yTi (3B0 )Iz, from 

Eq. (1-39). The thermal equilibrium density matrix coefficient, y^pB 0, is a constant over 

time, so will be replaced by unity to simplify the density matrix presentation. To model 

excitation of the spins with an r.f. field, the Hamiltonian must include the main static 

magnetic field, previously defined as 3£b0  = -yh B0 Iz, and the r.f. pulse, assumed to have

an oscillatory time dependence (a linearly polarized field)

If |Bi| «  |B0| (a criterion met for all in-vivo experiments) only the field 

component that rotates in the same sense (and frequency) as the nuclear spins will act on 

the spins (132). This component is described by a circularly polarized field applied in the 

plane transverse to the main field, namely, the x-y plane, with a constant amplitude, 

BiAmp. A circularly polarized field can be expressed

rf = - y# B icos(cot)Ix, (1-49)

giving rise to a total Hamiltonian

M  = D€*0 + =-yft B0Iz - yh B 1cos(cot)Ix. d-50)

B i(t) = BiAmp(cos(cot+^) Ix + sin(cot+<p) IY), (1-51)
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where oo is the frequency of oscillation, and (p is a constant phase term.

To incorporate the Hamiltonian of Eq. (1-50) into Eq. (1-48) it must first be 

rendered time-independent, an operation carried out by a transformation into a frame of 

reference rotating at the radio-frequency, (0 rot = cor.f., around the z-axis. Working in the 

rotating frame of reference is a method of great utility in simplifying NMR calculations, 

and once established will be the assumed frame of reference for the remainder of the 

thesis. The transformation can be made by defining a new wavefunction,

Y(t )rot = expO G W lzm t), (l-52a)

or equivalently T(t) = exp(-/coroitIz)H/(t)rot, ( l-52b)

where TTt)rot differs from T'(t) by a rotation through an angle of cot, and the operator Iz 

specifies the axis of rotation as the z-axis. We can substitute this new wavefunction and 

its derivative, shown in Eq. (1-53), into the time-dependent Schrodinger wave equation, 

from Eq. (1-42).

^ -  = - /0)„,.Izexp(-toratIz)1 ' ( t r  +exp(-K0„,tIz) ^ ^ -  (1-53)
dt dt

The time-dependent Schrodinger wave equation can now be expressed in terms of 

the transformed wavefunction,

ih (- icorotIz exp(-/(0 r0!t lzm t ) rot + exp(-/coroItIz) — —) = M  exp(-/coroltIz)T(t)rot, (1-54)
dt

where is defined in Eq. (1-50).

Equation (1-54) can be simplified by rearranging terms and multiplying on the left 

by exp(icoroitlz), resulting in
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+yB 0 )Iz + y^BlAmp(cos(^)Ix +sin(p)IY)} T (t )rot, (1-55)

where the time-independent rotating frame Hamiltonian is

<7Tot = {/z(o)rol +yB 0 )Iz +y/zBIAmp(cos(p)Ix + sin(p)IY)}. (1-56)

If the r.f. pulse is applied at resonance, corot = cor.f. = -yB0, and along the x-axis {(p 

= 0), the rotating frame Hamiltonian will be reduced to D£xo1 = y/?B1AmpIx . This result can

be inserted in our density matrix evolution Eq. (1-48), resulting in

p(t) = exp(-i yB1AmpIx t) Iz exp(iyBlAnipIx t), (1-57)

which can be evaluated by expanding the exponential operator terms as power series, 

removing the operator Ix from the exponent. This series expansion can be re-grouped 

into related trigonometric series, resulting in Eq. (1-58). Appendix I contains the 

derivation of this and several other related expansions, as well as general rules for the 

application of the resulting trigonometric equations.

exp(-iyBlAmpIxt) = cos(yBlAmpt/2) Id - i sin(yBlAmpt/2) 2IX (1-58)

Equation (1-58) can be substituted into Eq. (1-57) and simplified to

p(t) = Iz cos(yBlAmpt)  + IY sin(yBlArapt). (1-59)

Expressing Eq. (1-59) in matrix form, in the Iz eigenbasis, depicts the generation

of coherence between the spin up and spin down states, c ,c 2 , as a function of the r.f. 

pulse tip angle
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(1-60)

where c ,c2* = -/ sin(yB 1Ampt). When yBiAmpt = Till, the population difference between

the states goes to zero and the coherence between the states is maximized. The Till or 90° 

pulse is commonly used to maximally excite spin systems from thermal equilibrium, to 

maximize the signal to noise ratio of the resulting signal.

We now have the tools necessary to describe the simplest NMR pulse sequence, 

the pulse-acquire experiment, which consists of exposing a spin population in thermal 

equilibrium to a pulse of polarized r.f. energy. The detectable NMR signal generated by 

the r.f. pulse can be calculated by evaluating the expectation value of the magnetic 

moment in the transverse plane for times t = 0  to t = tacq, the acquisition time, as shown in 

Fig. 1-3.

n l lK r.f. pulse

Thermal Equilibrium is 
Established

P (0 ' ) ~ l z  B P ( 0+) ~  I y P(tacq)

0 time (sec)

Figure 1-3 A simple pulse acquire NMR experiment. The on resonance r.f. pulse excites 
the thermal equilibrium density operator to the transverse plane.

The magnetization that evolves in the acquisition period is described by a 

complex signal, having both x and y Cartesian components, both of which can be 

collected with quadrature detection (detection of a circularly polarized field). This 

complex signal has corresponding transverse operators, known as the raising ( 1 -6 la) and 

lowering ( 1 -6 lb) operators.

1+ — Ix + /Iy —
0  1 

0  0
(l-61a)
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L = Ix - iIy  =

1+ is called the raising operator because it acts on 4^ to produce T^, and the 

complementary lowering operator, L, acts on to produce 4^.

The complex transverse magnetization can be calculated from the expectation 

value of the raising operator

M+(t) = r| y/z(l+) = r|y/zTr(p(t)I+) , (1-62)

where r) is the spin density and p(t) is the density operator at a time t after the r.f. pulse is 

applied, as shown in Fig. 1-3.

If we assume excitation by a n/2x pulse, meaning p(0) = Iy in the detection 

period, and detection in the laboratory frame, we can apply Eq. (1-48) directly, resulting 

in

p(t) = exp(-ilzyBot) Iyexp(iIzyBot). (1-63)

Incorporating the trigonometric transformations, derived in Appendix I, to Eq. (1- 

63), the density matrix during acquisition can be expressed

p(t) = Iy cos(co0t) + Ix sin(0 )ot)= 1/2
0

sin(co0 t) + z'cos(co0 t)

sin(co0 t)-/cos(co0 t)

0
.(1-64)

Substituting this result into Eq. (1-22) allows the expectation value of the 

transverse magnetization to be calculated, shown in Eq. (1-65).

(l+ ) =Tr(p(t)I+ )=1 / 2(sin((o0 t)-icos(co0 t)) = HI exp«B0 t) (1-65)
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Fourier transformation of this signal results in a single complex peak at a 

frequency o)0, which is typically displayed as a real signal, zero order phase corrected to a 

purely absorptive phase, as shown in Fig. 1-4. This NMR signal detected in the 

laboratory frame is in the form of an e.m.f. induced in a receiver coil, generated by a 

time-varying flux that is produced by the precessing magnetic moments. The transmitter 

frequency is subtracted from the detected radio-frequency signal to allow the resulting 

spectrum of frequencies to be displayed in the rotating frame of reference.

Free Induction Decay (TDecay) in the Rotating Frame 

frequency = co

0.5

time

— Real
-  • Imaginary

-0.5

B )
60

40

2 20 
t*n

1  o

-20

-40

Fourier Transform of the FID 
FWHM (absorption) = l / 7iTDecay

 Real
 Imaginary dispersion 1

absorption

- - - - - -  >■
frequency

Figure 1-4 A) A rotating frame free induction decay (FID) from a single uncoupled spin 
system following excitation by a Till pulse, acquired at a frequency offset, co = co0 -  corot- 
The signal is composed of a real and imaginary component, as shown in Eq. (1-65). A 
single mono-exponential decay, TDecav, of the time-domain signal is assumed. B) The 
Fourier transformation of the FID is also composed of a real (absorptive) and imaginary 
(dispersive) component.
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The T ill excitation pulse considered above comprised the most elementary NMR 

experiment, namely, the on-resonance excitation of an uncoupled spin Vi system. A more 

general treatment of the same excitation requires a revisiting of the rotating frame 

Hamiltonian from Eq. (1-56), = {ft((oro[ +yB 0 )Iz +y/zB1Amp(cos(#?)Ix +sin(^?)IY)}. In

general, on-resonance excitation, corot = -yB0, is possible only if there is a single 

resonance frequency representing the entire sample of spins being excited, an 

uninteresting problem that has utility primarily in determining magnetic moments of 

nuclei. An immediate consequence of off-resonance excitation is a rotating frame 

Hamiltonian that will have contributions from non-commuting operators, for example, Iz 

and Ix- Evaluation o f exponential operators containing non-commuting terms is not 

possible with the simple series expansion method shown in Eq. (1-58). In practice, the 

occurrence of such Hamiltonians, with non-commuting elements, tends to be the rule 

rather than the exception. For that reason a general evaluation method for such cases is 

provided below with an introduction to chemical shielding in section 1.3.5.

1.3.5 Chemical Shift -  Off Resonance Excitation

If NMR spectroscopy was used only to observe non-interacting proton ensembles, 

a Hamiltonian including only static field and r.f. components would be sufficient, but 

then an NMR spectrometer would have limited practical application. It is when we 

examine the magnetic properties of chemical bonds in organic molecules that the power 

of NMR spectroscopy becomes clear. A hydrogen nucleus within a molecule is 

surrounded by an electron cloud, with the potential of producing a magnetic field at the 

nucleus. When placed in a magnetic field, B0, the charged electron cloud will undergo a 

Larmor precession about the main field direction, producing a field that is diamagnetic in 

nature. The electron current is such that the resulting field opposes the field that 

produced the current (i.e. Lenz’s Law). The reduction in the main field at the location of 

the nucleus is directly proportional to the magnitude of the applied field, B0 (134). One 

can express the altered field as a function of the applied field and a shielding constant, a, 

as

B0shifted= B0 (l-a ) , (1-66)
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or in terms of resonant frequency

sm xiea / i(o0 = (O o(l-a).shifted (1-67)

For the protons in organic molecules, the *H chemical shifts are of the order of 1

to 1 0  parts per million (ppm) of the main field.

The reference by which the proton chemical shifts are measured is not the 

unshielded free proton, due to the unavailability of such a solution, rather the proton 

resonance from the unreactive molecule tetramethylsilane (TMS), (CHa^Si, is the 

commonly defined as the a  = 0 ppm reference. The chemical shift of a given resonance 

at coa can thus be defined as

where co0  is the Larmor Frequency. In liquid samples, the chemical shift we measure is 

isotropic, meaning it is independent of the sample orientation relative to the main field.

The majority of proton resonances from the metabolites found in-vivo have 

chemical shifts in the range of 1 ppm to 5 ppm, a span of about only 500 Hz at a field 

strength of 3 T, whereas the main field is approximately 128 MHz at this field strength. 

This distribution of resonant frequencies, albeit small compared to the main field, 

necessarily precludes on-resonance excitation for all species considered, prompting a 

consideration of the influence of off-resonance excitation. For all future references, the 

rotating frame will be assumed to be precessing at the TMS resonance, allowing the 

rotating frame Hamiltonian to expressed in terms of the TMS-referenced chemical shift 

values.

Returning now to the rotating frame Hamiltonian, 3£m\  the general case of an r.f. 

pulse applied off-resonance can be expressed

(1-68)
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= {^o)aIz +ySBlAmp(cos(^)Ix +sin(p)IY)}, (1-69)

where coa = (aaco0 )xlO'6in the rotating frame.

To calculate the density operator throughout or following the application of such a 

pulse, exponential operator expressions of the form Qxp(i3€TOtt / f i ) ,  in p(t) = exp(-

iDfx° \ t h  )p(0)exp(/<^rolt/fc ), must be evaluated. As shown in Eq. (1-69), 3£xoi contains 

non-commuting terms, thereby excluding the method of series expansions, derived in 

Appendix I (130). From this point onwards, the Hamiltonian is. assumed to be

represented in the rotating frame o f  reference, allowing us to drop the 9 f T01 notation.

A powerful and general method of evaluating the exponential of an arbitrary 

Hamiltonian involves diagonalizing the Hamiltonian matrix by a transformation to an 

alternate frame of reference. While a wavefunction (vector) transformation is carried out 

with a single operation, xr Iransformed = U'F, as in Eq. (1-52), operator (matrix) 

transformations require the conjugate pair operation, Atnmsformed = UAU'1.

^ diag= U ^ U ‘ 1 (1-70)

The calculation of the diagonal Hamiltonian and the unitary operator, U, is a 

matter of determining the eigenvalues and corresponding eigenvectors of the rotating

frame Hamiltonian, 3F. Each diagonal element of 3£diag is an eigenvalue of Df, and 

columns of U are formed from the corresponding eigenvectors. If the nth eigenvalue is 

Dn, and the nth eigenvector, V„, we can write

A
d 2 0  

0
(1-71)
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and U = V, v2 v3 ... v„ (1-72)

The proton system we have considered up to this point has just two eigenvalues 

and two eigenvectors, but as we shall see in the following section, the coupled proton 

spin systems (spin Vi systems), in general, have 2N such values, for N-spin systems.

We can express the density matrix at time = 0, p(0), and at time = t, p(t), in this 

new frame of reference as p(0)diag = U p(0)U '' and p(t)diag =  Up(t)U"!, where the ‘diag’

subscript refers the frame in which is diagonal. Rewriting Eq. (1-48) in this modified 

frame

U p(t)U '‘ =  p(t)diag = exp(-i<7fdiagt/f t  )p(0)diag exp(i<3fdiagt / f t ), (1-73)

and then acting on left and right sides of (1-73) with U ' 1 and U, respectively, to return to 

the rotating frame of reference, yields

p(t) = U ^expt-i^diagt/ft) U p ^ U ' 1 exp(i^diagt/f? )U, (1-74)

where the defining expression for p(0)diag was substituted back into (1-74). The diagonal 

form of the Hamiltonian is desirable because of the ease of its evaluation. The 

exponential of a diagonal matrix is also a diagonal matrix, with each new diagonal 

element simply the scalar exponential of the argument diagonal element. The 

exponential operator in Eq. (1-74) can then be expressed as

exp(i<7fdiagt / # ) =

exp(z'D,t//z)
exp(iD2t /  ft) 0

expO'D.t/Zi)

0

.(1-75)

exp(/£>nt//z)
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The density matrix evolution equation shown in Eq. (1-74) is appropriate for any 

time-independent Hamiltonian, and will be applied extensively in the remaining chapters 

of this thesis. The utility of this equation lies in its numerical rather than algebraic 

application due to the complexity of the algebraic eigenvalue and eigenvector 

calculations, especially for the more demanding coupled systems of five or six spins.

As a simple illustrative example, consider the application of a 5 ms rectangular 

r.f. pulse oriented along the x-axis in the rotating frame with a tip angle of n il  radians, 

applied 75 Hz off resonance. From the pulse tip angle yBiAmpt = Till radians, yBiAmp = 

IOOti radians/sec for the 5ms pulse, allowing the rotating frame Hamiltonian to be written 

= 150;z/zlz + 100;zMx , from Eq. (1-69). Equation (1-74) was evaluated numerically at 

time intervals of 50 ps throughout the 5 ms r.f. pulse, assuming the system originated 

from thermal equilibrium, p(0) = Iz. At the end of each of the 50 ps intervals the 

expectation values of the Ix, Iy and Iz operators were evaluated from the density matrix at 

that time, using Eq. (1-22). Figure 1-5 displays the evolution of these operators over the 

course of the 5 ms r.f. pulse.

1

0.8 
§ 0.6 
5  0.4 
=: 0.2 
a  o
S -0.2 
I '  -0.4 

- 0.6 
- 0.8 

- 1

0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
time (msec)

Figure 1-5 The time-evolution of the expectation values of the Cartesian spin 
components of a singe spin-1/2 system throughout a 5 ms Till rectangular r.f. pulse, 
applied 75 Hz off resonance.

The chemical shielding effect follows a path of influence from the main field -> 

electrons nucleus, but there also exists interactions that are independent of the main
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field. Nuclei can influence their neighboring nuclei along a path of influence from
1  ̂

nucleus electrons -> nucleus* through a number of mechanisms, the most common of

which is called indirect scalar or J-coupling, as well as along a direct path from nucleus1

nucleus2, which is direct dipolar coupling. Section 1.3.6 outlines the incorporation of

the scalar coupling interaction into the density matrix framework already established,

while the direct dipole-dipole interaction is presented in section 1.3.8.

1.3.6 Scalar Coupling

As was described in section 1.3.5, the resonant frequency of a proton within a 

molecule (in a static magnetic field) is influenced by the magnetic properties of the 

electron distribution around the proton in the molecule. For example, the molecule 1,1- 

dibromo-2 ,2 -dichloroethane, CHdjB^CH^CF has two non-equivalent hydrogen, H(u and 

H(2), with different chemical shifts, (Di and 0 2 - But rather than contributing single peaks 

at these two frequencies, the NMR spectrum of this molecule contains four peaks, as 

shown in Fig. 1-6, a consequence of the scalar coupling interaction between the two 

protons.

> < J l 2 Ez  > < J I 2 Bz

J
COl C0 2

chemical shift (ppm)

Figure 1-6 A pulse-acquire spectrum of a weakly-coupled two-spin system. The scalar 
or ‘J’ coupling between two spins, spini and spim, is characterized by a constant scalar 
number, J 1 2 , in Hz.
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The mechanism responsible for this phenomenon is the hyperfme contact 

interaction, a perturbation of the electron wavefunction at the location of the nucleus, 

significant only when the wavefunctions have ^-character, giving them a finite probability 

of existing at the nucleus (133). The influence of the proton dipolar field on the electron 

is a polarization of the electron distribution near the nucleus, resulting in the favoring of 

an electron spin orientation anti-parallel to the proton. The Pauli exclusion principle for 

electrons in covalent bonds requires that the pair of bonding electrons must have anti

parallel spin orientations, meaning the second electron will favor the spin orientation 

parallel to the proton. The resulting polarization of the second electron communicates the 

spin-state of the proton over a distance through the electron cloud. This electron field 

polarization can extend through several bonds (although with a reduction of influence 

with an increasing number of bonds) communicating the proton spin states between 

distant bonded pairs. Of particular interest in proton spectroscopy is the interaction 

between protons through Hi-C-H2 and Hi-C-C-H2 bonds. The interaction Hamiltonian 

between two such protons, with spin angular moments Ii and I2, includes the chemical 

shift terms as well as the scalar coupling product term, I 1-I2 ,

+ © 2I2 z -27iJ,2 I r l2), (1-76)

where the proportionality constant, J i2 (Hz), is the measure of the field perturbation by 

spini at the location of spin2, and vice-versa. The dot-product form of the coupling term 

reflects the dependence of the interaction on the relative orientation of the coupled proton 

spins, averaged over all molecular orientations (134). The product term, I r l 2, is invariant 

under the transformation to the rotating frame from the lab frame, so is equivalent in 

either frame.

Because the system now contains two interacting spins, the wavefunction must be 

appended to include the additional spin states. The two-spin kets contain information

about both spins, with a total of four possible spin states, TT^, 1 \l^ , |>IT^ and [44^, 

giving rise to a two spin wavefunction
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vF = ^ c a|a) = cn |T T ) + c u |T l)  + ciT|'l'”f} + cu |'l''l ') • (1-77)
a

The previous development of the single spin density matrix and its dynamic 

equations from sections 1.2 to 1.3.4 are equally applicable to the two spin system, or to 

any arbitrary coupled N-spin system of protons for that matter. The two-spin energy 

eigenvalues and thermal equilibrium density matrix will be calculated to illustrate the 

general properties of multiple spin systems, but first, consider the general form of the 

density matrix for the two-spin system. Substituting Eq. (1-77) into Eq. (1-21) yields

(TT
P = |¥ > < 'p |= ( n | 

<4T| 
( 4 4 1

|TT) |U )  | AT) 144)
* * * *

cT4.cn CiTCTT C44CTT

CTTCTi. CUCT4. C4.TCU C44CT4-
* » « «

cTTciT CT4.C4.T C4TC1T C44C4.T
*

crrcu CTi.C44 CiTC44 C44C44

d-78)

Like the single spin system, the diagonal elements correspond to the populations 

of each state, and the off-diagonal elements correspond to coherences between the states. 

Unlike the single spin system, there are a variety of spin state coherences, that are best 

categorized using the two-spin density matrix expansion in the basis of the Cartesian 

operators. While the single-spin system density matrix has a basis of four operators, the 

two-spin system is described by all possible two-term products of each of the four basis 

elements for each spin. Specifically, each basis term is a product of the individual spin 

operators, (Ijx, Iiy, h z, Id) and (I2x, LY, h z, Id), giving rise to 16 terms, in a variety of 

categories. The matrix form of each of these operators is provided in Appendix II.

Longitudinal Iiz, Lz, Iizl 2r  Id

Transverse in-phase coherence Iix, IiY, Lx, L v 

Transverse anti-phase coherence IixLz, Ijzl2 x, IiyLz, Iizl2 Y 

Multiple quantum coherence IixLx, IiyI2y, Iixl2 Y, IiYl2x (1-79)
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Incorporating the coupled, rotating frame Hamiltonian, = -/z(co,I,z +co2l 2z- 

InJlylz), into the time-independent Schrodinger wave equation, the energy eigenstates 

are solutions of D fY  = E'F, but only in the basis in which is diagonal. The coupled 

spin Hamiltonian shown above is not diagonal in the two spin Iz eigenbasis due to the 

transverse terms in Ii-Iz = Iixl2 x + Iiyl2 Y + Iizl 2z, as illustrated in the matrix representation 

of the Hamiltonian

M = t i ! 2

r -  C O , -  c o 2 + 7tJ 

0  

0  

0

0  0  

• (0 , + co, — ttJ 2kJ 

2jiJ (0,-002
0 0

0

0

0

C O , +  C O ,  + 7lJ

. (1-80)

Fortuitously, we solved this eigenvalue problem in section 1.3.5, where we 

expressed a transformed Hamiltonian as a diagonal matrix formed from its eigenvalues, 

using Eq. (1-70). The diagonal form of this Hamiltonian is

^ — (0, -C02 +7lj 0

o {—X — TCJ}
0

0

0

0

0  0

0  0

{X-7tJ} 0

0  co, + co2 + nJ

(1-81)

where x = [(co, -co , ) 2 + (2ttJ)2], and the eigenvalues, the values along the diagonal, 

correspond to four energy levels

Err = 7z/2(-co, -  co, + tcJ) ,

E u =  7z/2{-[(co, -  co, ) 2  +(27tJ)2]1/2 - j d } ,

E i T =  S / 2 { [ ( c o ,  -  c o , ) 2 + ( 2 ; d ) 2 ] 1/2 - ttJ},

E u  = «/2 (+co, + co, + tcJ) . (1-82)
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The frequencies CQi and CO2 are defined in the rotating frame, so transformation to 

the laboratory frame energies requires addition of the rotating frame offset, cor0 t, resulting 

in 0 )ilafa = coi + corot, and co2lab = to2  + cor0 t-

Figure 1-7 contains the two-spin analog to the single spin energy level diagram 

from Fig, 1-1, along with the corresponding transition energies.

Quantum Number

-1 Single Quantum Transitions
Ai = E u  - E ti + rcJ) for 8 co »  2 ttJ
A2 = E ii - Ej,t ^(co2  + tcJ) for 8 co »  2tcJ
A3 = Etj, - E tt ^(co2  -  rtJ) for 8 co »  2 tz J

A4  = E it - E tt  ~  ?tJ) for 5co »  2nJ

u ) 7

A,
A j

n ) T * ----------  \ °

\  l i T ) — r - * ~  0^  Double Quantum Transition
,3  ^  E u -  E t t=  (̂COi + COt)

L ^ '^  ^  ^  Zero Quantum Transition
" /  1 E u  - Ej.t = ti [(5co) 2  + (2 tiJ )2] 1/2

Figure 1-7 Energy level diagram of a 2-member spin V2 system in a static magnetic field, 
B0, and the corresponding energies of the coherent transitions. The order of the 
coherence is defined as the difference of the quantum numbers associated with the energy 
levels, giving rise the transition labels, zero, single and double quantum coherences. The 
8 0 0  term in the ZQC transition is equal to the chemical shift difference (Oi -  co2.

The thermal equilibrium density matrix for an N-spin-lA system is the sum the 

individual equilibrium matrices, the I nz, which, for the two spin system, is

PEq =

1 0 0 0 N f  1 0 0 0" (1 0 0 0
0 1 0 0 0 -1 0 0 0 0 0 0

+ ■ = y/z|3B0
0 0 -1 0 0 0 1 0 < 1  \j 0 0 0 0
0 0 0 -1 0 0 0 -1 0 0 0 -1

.(1-83)

The generation of coherence, or non-zero off-diagonal elements, is achieved 

exactly as outlined for the single spin system in section 1.3.4, utilizing r.f pulses.
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Although, unlike the single spin system, which has but one coherence 

type, corresponding to the transverse magnetization, the coupled spin groups 

posses categories of coherences, only some of which will contribute to the 

observable magnetization, while others are invisible to direct detection. The 

elements in the density matrix can be labeled by category, each according to order 

of the coherence between states (1-84).

( t t

( u

(4-T

(4.1

[TT) |n) i f ) 11)

Pop SQC, SQC, DQC

SQC, Pop ZQC SQC,

SQC, ZQC Pop SQC,

DQC SQC, SQC, Pop

(1-84)

Each of the element categories, Pop, SQC, ZQC and DQC, is outlined below and 

expressed in terms of the two-spin Cartesian basis operators.

Pop (Population Elements) (Ijz, h z, h ^ 2z, and Id)

Each of these basis terms comprises a different combination of the four

populations, ĉ .TcTT, % c n , c^TciT, and c ^ c u . I iz and L z represent the thermal

equilibrium magnetizations, as shown in Eq. (1-83), representing the static population 

differences between the states. The identity matrix (Id) contribution is discarded, as 

described in section 1.3.1. h zh z, often termed the longitudinal Z-order term, is a 

population distribution that is rarely produced over the course of in-vivo NMR 

experiments, and has no contribution at thermal equilibrium in the high temperature 

approximation model. Although, as mentioned in section 1.3.2, thermal equilibrium 

contributions from products of longitudinal terms, such as Iizl2z, will become significant 

if the high temperature truncation of the Boltzmann distribution of populations becomes 

invalid (128).
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SOCi and SQC? (Single Quantum Coherences') (Iix, IiY, l2 x, l 2 Y, Iixl2z, IiYl 2x, Iizl 2x, Iizl2Y)

These eight basis terms are labeled single quantum coherences because the 

coherence they represent is between states whose quantum numbers differ by 1 , as 

indicated by the Aj to A4  transitions in Fig. 1-7. The single term coherences, Iix, IiYetc., 

termed the in-phase coherences, correspond to the observable transverse magnetization as 

outlined in section 1.3.4, while the product terms, of the form lNTransvcrselN’u ngitudinai’ are 

termed anti-phase coherence, and unlike the in-phase terms, do not directly contribute to 

the observable magnetization. These two SQC classes are best contrasted by comparing 

their matrix elements, as shown in Fig. 1-8, where the Ijx and Iixl2z matrices are 

displayed.

Figure 1-8 Matrix representations of two two-spin single quantum product operator 
terms, an in-phase and an anti-phase term. The non-zero matrix elements correspond to 
coherence between the states indicated in the outer products.

Both the in-phase and anti-phase single quantum coherence terms shown in Fig. 

1 - 8  comprise two coherences (along with the conjugate elements in the lower triangular 

region), both of which correspond to the spin labeled ‘spini’, as can be verified by 

inspecting the inner product term associated with each element. These coherences 

correspond to the energy level transitions Ai and A4  from the energy level diagram in Fig. 

1-7. The IixI2z matrix is distinguished from Iix by the negative element, which can be 

interpreted as a 180° phase shift or anti-phase relationship between the two transitions. 

That is to say, when the transitions Ai and A4  have a relative phase difference of 180° 

between them, the coherence is termed anti-phase, and is termed in-phase when the 

transitions are in-phase.

Tn-Phase. Clnherpncp

fo  0 1 01
lTT\/vLTl Anti-Phase

To 0 1 0 "1
0 c r o  1 

lx “ 1/2 1 /0  0 to 
y  0 1 o j  0

ir rv m  |n ) ( u
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The in-phase and anti-phase terms provide a tool, and a useful language, to 

represent the relative phase of the transitions Aj and A4  for spinj, or equivalently A2 and 

A3 for spim, a phase difference that evolves under the influence of the scalar coupling, as 

shown in section 1.3.6.1a.

ZQC (Zero Quantum Coherence) (IixI2x+ Iiyl2y, Iixl 2 y- Iiyl2 x)

The two spin system has a single ZQC contribution, with a real and an imaginary 

component, often termed ZQCx = Iixl 2X + IiyUy and ZQCy = Iixl2 Y- respectively.

From Fig. 1-7, the ZQ coherence is between the T4^ and -IT^ states, both of which have

quantum numbers of 0, and an energy difference of E n  - E it  = ft [(5co) 2 + (2tcJ)2]1/2, a 

directly undetectable transition.

DOC (Double Quantum Coherence) (Iixl2x- Iiyl 2y, Iixl2y + Iiyl2 x)

The two spin system has a single DQC contribution, with a real and an imaginary 

component, like the ZQC, and likewise, are often termed DQCx = Iixl2 X - IiyUy an<̂  

DQCy = Iixl 2 y + Iiyl2 X, respectively. From Fig. 1-7, the DQ coherence is between the

states |TT^and <14^, which have quantum numbers 1 and - 1  respectively, a difference of

2 , and an energy difference of E u  - Err = # (Oh + or), a directly undetectable transition 

as was the case with the ZQC.

The ZQC’s and DQC’s fall into a broader category of coherence called multiple 

quantum coherence (MQC). Spin-Vi systems with N-spins are capable of generating 

MQC’s ranging from zero-order to N-order, for example, a three spin system can 

generate ZQC, DQC as well as triple quantum coherence (TQC), none of which 

contribute directly to the observable magnetization. Under normal circumstances, when 

the thermal equilibrium density matrix is composed of longitudinal terms Inz, the 

application of at least two r.f. pulses is necessary to generate MQC’s, with a preparation 

period between the pulses, x. The generation of MQC’s by the two pule experiment is 

illustrated with algebriac methods in section 1.3.6.1a, and numerical methods in section 

1.3.6.1b.
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In the past, the majority of NMR teaching texts have utilized the algebraic product 

operator formalism of Sorensen (135) to illustrate the evolution of coherences throughout 

NMR pulse sequences. These techniques have also been the standard for in-vivo pulse 

sequence design and optimization when the target metabolites contain coupled spin 

groups (90-93, 98, 101-106, 108, 112-117, 119, 121). While the algebraic representation 

of the density operator is an excellent illustrative tool, the large and often strongly 

coupled spin systems and the complex pulse sequences considered in this thesis are 

prohibitively demanding of this approach. As has been alluded to throughout the 

introduction, a numerical approach to evaluating the evolution of the density operator is 

favorable due to the robustness of the general solution methods, particularly Eq. (1-74). 

Continuing with the development of the numerical approaches to be employed 

throughout the remainder of the thesis, the generation of anti-phase and the two-spin 

coherences throughout the simplest pulse sequence of two pulses is illustrated.

1.3.6.1 The Two Pulse Experiment

A series of two r.f. pulses, applied to a system in thermal equilibrium, with a 

variable inter-pulse evolution period of x ms is the simplest NMR experiment that can be 

used to generate each of the basis terms introduced for the scalar-coupled two spin 

system. In this treatment, the r.f. pulses will be assumed to be sufficiently short so as to 

qualify as ‘hard’ pulses, meaning all chemical shift and scalar coupling evolutions

occurring during the pulse can be disregarded, or during this interval. During

the evolution period, the system energy operator is the rotating frame two-spin scalar- 

coupled Hamiltonian, 3£  = -/i(<0ili -hco2I2 -271J I 1-I2 )- This two-pulse experiment is

evaluated, first, using algebraic product operator techniques utilizing an approximate 

scalar-coupled Hamiltonian, and secondly, using numerical techniques employing Eq. (1- 

74).

1.3.6.1a Weak Coupling and the Product Operator Formalism

If the frequency difference between the two resonances, SCO12 = CO2  - C0i, is much 

larger than the scalar coupling, 6 (1)12 »  27tJi2, the system is termed weakly coupled. A
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factor of 1 0  is typically regarded as a sufficient ratio to ensure weak coupling, i.e. 

5 (Di2/2 ttJi2  > 1 0 . The weakly coupled systems can be approximated with a truncated

rotating frame Hamiltonian = -h{(oxl x̂  +co212z -2 tJ I izI2z), which is desirable because

it is diagonal in the Iz eigenbasis, resulting in a drastic simplification of algebraic

calculations incorporating scalar coupling. Unlike the complete or ‘strong’ coupling 

Hamiltonian, which contains all of the non-commuting terms, Ix , Iy  and Iz, the diagonal 

Hamiltonian contains only commuting elements, allowing the exponential operators in

the density matrix evolution equation, p(t) = exp(-i<?ft//z )p(0 )exp(i<?£t//z), to be 

evaluated directly using operator algebra. Utilizing the commutative properties of 

exponential operators, shown in Eqs. (l-85a) and (l-85b),

exp(A + B) = exp(A)exp(B) iff [A,B] = 0, and (l-85a)

exp(A)exp(B) = exp(B)exp(A) iff [A,B] = 0, (l-85b)

the density matrix evolution equation can be rewritten, by separating and reordering the 

elements, as

chemical shielding for spinl ... etc.

i / — i -------'p(t) = R, 12 Rs, RSl p(0) RSiRs,Rj12 ( 1 -8 6 )

where Rs, = exp(icoiIizt), Rs2 = exp(ico2 Iizt) and Rj12= exp(-i27iJIizI2zt). Evaluating Eq. 

( 1 -8 6 ) from the inside-out, as indicated, the operator pairs can be applied sequentially, 

first the individual chemical shift terms, and finally the scalar coupling term, although 

this order is arbitrary. It is important to note that only by truncating the Hamiltonian can 

the terms be reordered to simplify the calculations to this extent, allowing each 

exponential term, R, to be expanded as a power series to remove the operator from the 

argument, as was shown in Eq. (1-58).

We now have the necessary tools to evaluate the two-pulse experiment using the 

product operator algebra. The first element of the experiment is a hard excitation pulse, 

described by a Hamiltonian containing only an r.f. component, a scenario evaluated
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previously in section 1.3.4, for an x-directed pulse, where equilibrium magnetization was 

excited according to p(t) = Iz cos(yBlAmpt)  + Iy sin(yBlAmpt). A complete set of hard r.f.

pulse excitation rules are defined in Appendix I. Setting (yB1Am t)  = n il  to maximally

excite the spins yields p(0+) = IiY + I2y. Free evolution of these transverse terms in the 

rotating frame can then be calculated by applying Eq. (1-86) along with the 

transformation rules derived in Appendix I, one phenomenon at a time, as shown in Eqs. 

(l-87a) to (1-87c).

P (t ) s , = Rs‘p(0+)RSi = I iycos(cl>it) -  I ixsin (co it) +  I2y ( l -8 7 a )

pCt)s,+ s2 = Rs‘,p(x)s Rs,=  Iiycos(coix) - I Ixsin(coiX) + I2yco s(g )2x) -  I2xsin(co2x) (l-87b)

P ( t ) s 1+s2+j12 = R;|,p(x)S|+s2RJ|; = {Ii Ycos(7tJx)-2 IixI2zsin(^Jx) }cos(cojx)- 

{Iixcos(7tJx)+2 IiYI2zsin(7tJx)}sin(a)it) + {I2ycos(7tJx)-2 I2xIizsin(7tJx)} cos((o2x)-

{ I2xcos(tiJx)+ 2I2yI izs in (7 ilx )} sin(co2x) ( l - 8 7 c )

Each of the eight SQC terms is found in Eq. (l-87c), but no ZQC, DQC or 

longitudinal Z-order terms are produced at this stage of the two-pulse experiment.

Application of the second pulse, again a hard t t /2x  pulse, after the evolution time, 

x, transforms each of the operator terms in Eq. (l-87c) according to the r.f. rotation rules

derived in Appendix I, for example, Iz —Y--lAmj?t-x- > Izcos(yBlAmpt)  + lYsin(yBlAmpt).

Defining Eq. (l-87c) as p(x"), the density matrix prior to the 2nd r.f. pulse, the density 

matrix following the second pulse, p(x+), is

p(x+) = {Iizcos(7tJx) + 2 IixI2ysin(7tJx)}cos(CL)iX)-{Iixcos(TtJx) - 2 Iizl2Ysin(7tJx)}sin(coix) + 

{I2zcos(jrJx) + 2 I2 xIiYsin(7tJx)}cos(o)2x)-{I2xcos(7tJx) - 2I2zIiYsin(rcJx)}sin(co2x). (1-88)

The IixI2y and I2xIiy terms can be grouped to represent the ZQC and DQC terms 

created by the second r.f. pulse
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(l-89a)

ZQCy = sin(7rJx){cos({OiT) - co sC ^)} , (l-89b)

DQCx = 0 , and (l-89c)

DQCy = sin(7lJx){cOS(COiT) + COS(C02X )} . (l-89d)

If the second pulse of this experiment was not an ideal hard pulse, chemcial shift 

evolutions during the pulse would have resulted in a non-zero contribution from the 

longitudinal Z-order term. The utility of the weak coupling approximation and the 

associated simple product operator transformations has perhaps caused this approach to 

be used in border-line scenarios, to describe the evolution of in-vivo spin systems which 

do not meet the factor of 1 0  ratio, with no verification of the errors induced by the 

approximation. In particular, the metabolite spin systems GABA (112,113,116) and 

glutamate (136) have been treated with weak-coupling models without meeting the factor 

of 10 criterion. To avoid such pitfalls, the weak coupling approximation is never invoked 

in this thesis, save to exemplify the hazards of this approximation.

1.3.6.1b The Full Coupling Model and Numerical Solutions of the Density Matrix

The evaluation of the two-pulse experiment is now repeated using a numerical 

approach, without the weak coupling approximation used in 1.3.6.1a. Figure 1-9 

illustrates the operator evolutions for a two-spin proton system excited from thermal 

equilibrium magnetization by a hard n llx  pulse. This evaluation is for times x = 0 to 200 

ms following excitation by the first pulse, but prior to the second pulse. Included is a 

comparison of the numerical results with the weak coupling predictions of Eq. (l-87c), 

plotted on both Fig. 1-9A and 1-9B. The spin system modeled has chemical shifts 0 )i = 0 

ppm and 0 ) 2  = 0.78125 ppm, and a scalar coupling of 10 Hz, which, in an external field of 

3 T (128 MHz), gives rise to a shift separation of 8 co = 100 Hz, falling exactly on the 

weak-coupling cutoff, 6 CO12/271J 12 ^  10. Equation (1-74) is used to evaluate the density 

matrix at 0.5 ms intervals, from which the expectation values of all of the 8  SQ basis 

operators are calculated.
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Figure 1-9 The eight SQC or transverse product operator components of the two-spin 
density matrix are displayed following excitation by an ideal ti/2 pulse, shown in A). 
One chemical shift term was specified at 0 ppm to clearly illustrate the deviation of the 
weak coupling predictions, from the full coupling response, calculated numerically. The 
non-zero Iix and 2IiyI2z contributions in B) and C) result from the influence of the Iixl2 x
and Iiylzy terms dropped in the weak-coupling approximation, but included in the
numerical model. The spin2 SQ terms (co2  = 0.78125 ppm) are shown in D) and E).
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Figure 1-10 displays the generation of ZQC and DQC components by the second 

7t/2x pulse, along with a direct comparison of the numerical results to the algebraic 

product operator predictions, from Eq. (1-89), displayed, in this case, as an error resulting 

from the weak coupling approximation.

A) 7l/2v Tt/2 -y

P ( 0 > I Iz +  I2z p( 0  ) = IIv + I2v P(t+)

O' 0
+ X -  ‘X time (msec)

B ) Simulation Theory(Weak Coup.) - not shown

( Z Q C y ) s in (1 0 ~ x ){ c o s (0 7 ix )  -  c o s(2 0 0 ? rx )}

( D Q C y )   s in (1 0 x x ){ c o s (0 7 tx )  +  c o s (2 0 0 x x ) }

0 20 40 60 80 100 120 140 160 180 200 
x (msec)

C) Difference between Simulation and Theory

0.1 

1  0  

- 0.1

i I r

(Z Q C y ) Difference (Simulation - Theory)

(D Q C y) Difference (Simulation - Theory)

0 20 40 60 80 100 120 140 160 180 200 
x (msec)

Figure 1-10 The production of ZQC and DQC terms of the two-spin density matrix 
calculated with the numerical model are displayed in B) following excitation by a 
sequence of two ideal n il  pulses, with an inter-pulse delay of x ms, shown in A). The 
difference between the weak-coupling product operator predictions and the complete 
numerical model are shown in C).

While it is possible to derive algebraic product operator evolution equations of the 

form of Eq. (l-87c) from the full strongly coupled Hamiltonian (1-76) used in the 

numerical model (137), the proliferation of the algebraic terms quickly becomes 

unmanageable as the number of spins increase beyond two. For example, in a recent
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publication, Wilman and Allen (91) provided the product operator calculation of the yield 

of the AB portion of the ABX spin group of NAA following the PRESS sequence. The 

algebraic result contains an astonishing 131,072 additions and multiplications of 

sinusoids and exponentials, with quadratic arguments. The algebraic response of the 

larger strongly coupled spin groups, such as the five spin systems glutamate and 

glutamine, will require the addition and multiplication of millions of sinusoids, nullifying 

any advantage of the closed algebraic form. Even if these algebraic expressions were 

calculated with the aid of computer methods, such as MAPLE or Mathematica 

(105,119,138-140) the influence of the shaped r.f. pulses, used in every in-vivo sequence, 

could not be calculated due to the time-dependence of such a Hamiltonian, invalidating 

Eq. (1-48), the density operator evolution equation. The legitimacy of the algebraic 

product operator equations, such as those derived in Appendix I, require the validity of 

Eq. (1-48). Utilizing Eq. (1-74), the numerical calculation of the density matrix or the 

expectation value of any the component operators is a general problem handled 

identically for any definable Hamiltonian, or any spin system, with up to six spins in this 

thesis. What is more, the inclusion of the influence of shaped r.f. pulses is possible using 

approximate methods, based again on Eq. (1-74), as is outlined in detail in section 1.3.7.1 

and chapter 2, Numerical Methods in In-vivo NMR Spectroscopy.

1.3.7 Magnetic Field Gradients

All spin system representations in sections 1.3 to 1.3.6 are defined in a spin vector 

space with a dimensionality that depends only the number of spins, with no dependence 

on the spatial coordinates of the spin system. For example, the chemical shielding and 

scalar coupling phenomena, while arising from the spatial distribution of electrons in a 

molecule, are represented by scalar constants without spatial dependence, particularly for 

systems of isotropic liquids. Nevertheless, an essential element of the in-vivo NMR 

experiment is the acquisition of metabolite signal from target tissue regions in the body, 

corresponding to regions of pathology or unique function. From a practical standpoint, 

the elimination of unwanted out of volume contaminating signal is equally essential. To 

spatially localize or encode the NMR signal to the target tissue, spatial variations in the 

main static magnetic field, termed magnetic field gradients, are employed to differentiate 

regions of space. The vast majority of in-vivo NMR experiments employ gradients for
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the purposes of spatial localization, or spatial encoding in imaging applications, while a 

limited number of applications employ r.f. coil geometry, exclusively, to limit the volume 

of interest.

The influence of a linear gradient field is represented mathematically much like 

the chemical shielding interaction, as a deviation of the main magnetic field strength,

B = Bo + G-r, (1-90)

however, the gradient shift is spatially dependent while the chemical shift is species 

dependent. The gradient magnetic field is always directed along the z-axis, parallel to the 

main field, although the direction of its variation over space can be along any axis. The 

corresponding shift in resonance frequency is given by the usual Larmor equation,

co = -y(B0  + G-r). (1-91)

The rotating frame gradient Hamiltonian

^ Grad = - y ^ G - r I z, (1-92)

has a contribution from the Iz operator alone, like the chemical shielding Hamiltonian, 

giving rise to evolutions identical in form to the chemical shielding terms (see Appendix 

I), for example Iy  — '■;,GrIz > Iy  cos(yG-rt) -  Ix sin(yG-rt). The influence of the gradient 

can readily be interpreted as imparting a phase to all transverse terms, for example, the 

magnetization in the transverse (rotating) plane, according to

0Grad = -yG-rt. (1-93)

The application of a gradient of given amplitude and length is said to de-phase the 

magnetization over space, because of the resulting dependence of the magnetization 

phase on the position in space. The transverse magnetization is completely de-phased 

when the resulting sum of the magnetization over the entire sample approaches zero.
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The large coils that produce the magnetic field gradients for in-vivo experiments 

have large inductances that force the driving currents to rise slowly on the NMR time- 

scale, from 1 0 0 ’s to 1 0 0 0 ’s of psec’s, resulting in time-dependent gradient waveforms. 

The phase induced by the gradients in these cases can be expressed more generally by the 

integral,

0 G r a d =  - y jG - r d t .  (1-94)

Figure 1-11 illustrates the influence of a gradient pulse on uncoupled transverse 

magnetization.

p(0 ) = IY /  Gradient PuIse \  Iy — 'y;'G'r‘z ) Iy cos(yAy) -  Ix sin(yAy). 
___________ /  Area = ‘A’ \ ______________________________________________

No Gradient

i

'1 
]

*---

-  / ____J  *

Ocrad = -yAy

Spin sample

J iZ

/
- — 7 ^  *

Figure 1-11 Application of a gradient pulse ( y  - varying), G(t), of area ‘A’=jG(t)dt 
encodes a phase to the transverse magnetization that is proportion to the sample location 
in space, y.
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1.3.7.1 Gradients and R.F. Pulses -  Spectrally to Spatially Selective Excitation

While ideal hard r.f. pulses of infinitesimal length excite all frequencies 

equivalently, pulses of finite length will excite a bandwidth of frequencies around the r.f. 

carrier frequency with a characteristic profile, a function of the pulse envelope. Although 

closely approximated by the Fourier transform, the resulting frequency excitation profile 

deviates from the linear Fourier theory due to the non-linearity of the rotations associated 

with NMR evolutions, increasingly so with an increase in the r.f. pulse tip angle. Figure 

1-12 displays a rectangular r.f. envelope and the corresponding Fourier transform 

distribution of frequencies, the well known sinc(x) = sin(x)/x shape.

■pulse

rectangular
envelope

Fourier
transform

time
frequency

Carrier frequency = (0 rot
•pulse

Figure 1-12 An r.f. pulse with a rectangular envelope excites a distribution of 
frequencies around the carrier frequency that is approximated with the Fourier transform 
of the envelope, the well known sine distribution.

To generate the NMR frequency excitation profile of the rectangular r.f pulse 

shown in Fig. 1-12, several frequencies around the r.f. carrier frequency, assumed to be 

the rotating frame frequency, must be simulated separately, each one corresponding to a 

different off-resonance excitation, co0 ff. If the r.f. pulse is applied concurrently with a 

magnetic field gradient, the spectral excitation profile of the pulse is transduced to spatial 

excitation, because each point in space in the gradient field corresponds to a frequency, 

co(r) = -y(B0 + G-r). Fortuitously, the off-resonance excitation problem was solved in 

section 1.3.5 for an uncoupled spin system, where the chemical shielding influence was

incorporated into the rotating frame r.f. pulse Hamiltonian, =
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{faooffIz +y/telArap(cos(^)Ix + s in (» IY)}. Assuming an x-directed pulse, (p= 0°, with a tip 

angle of n il  radians (YBiAmptpuise= rc/2), the rotating frame Hamiltonian becomes

^ = fz (c o ofrIz + 7i/(2tpuIJ I x). (1-95)

Figure 1-13 displays the expectation values of the single spin Cartesian operators 

following excitation from thermal equilibrium as a function of the offset, co0 ff- Equation 

(1-74) is evaluated numerically for a pulse length 1 msec, and offsets ranging from -4000 

Hz to 4000 Hz at 50 Hz intervals, allowing the density matrix, and thus the operator 

expectation values to be calculated over the range of offsets.

A) <iY> B) <ix> C) (h)

0.80.5
0.6-a

cC 0.4£uOr - 0.2

-0.5
-4 -2 0 2 4 -4 -2 0 2 4-4 -2 0 2 4

offset frequency (KHz) offset frequency (KHz) offset frequency (KHz)

Figure 1-13 The single spin Cartesian operator expectation values are displayed in A), 
B) and C), following excition with a 1 msec rectangular pulse, from thermal equilibrium, 
as a function of resonance offset, co0ff, from equation(l-94). The t z / 2 x  pulse tips the 
magnetization completely to Iy only for on-resonance excitation, as expected. The 
density matrix was evaluated for offsets of -4000 Hz to 4000 Hz at 50 Hz intervals, for a 
total of 161 seperate simulations.

While the Fourier profile from Fig. 1-12 closely approximates the NMR 

excitation profile shown from Fig. 1-13 A), there is a still a notable deviation, as is shown 

in Fig. 1-14A, for the case of the 1 msec n il  rectangular pulse. The RMS deviation of 

the Fourier profile from the NMR excitation profile is exacerbated by an increase in the 

r.f. pulse tip angle, as shown in Fig. 1-14B, due to the increase in the non-linearity with 

increasing r.f. amplitude.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



53

A) NM R excitationFourier transfrom f  ■'
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|  0.4 
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prediction;
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Figure 1-14 A) A direct comparison of the excitation frequency profile of a 1 ms 
rectangular pulse predicted with Fourier transform and NMR theory. B) The RMS 
deviation of the Fourier excitation profile from the NMR excitation profile as a function 
of the hard pulse tip angle (normalized to the tip angle).

The application of a magnetic field gradient, say along the y-axis (G-r = Gyy), 

concurrent with the rectangular pulse will yield an identical excitation profile, 

incorporating the simple transformation (0Off yGyy from Eq. (1-91). For a given 

gradient strength, Gy, the frequency axes in Figs. 1-13 and 1-14 can be replaced with 

position, y = (co0 ff)/yGy. For example, the application of a gradient, Gy = 0.25 G/cm, 

concurrent with the 1 ms rectangular pulse will excite a sinc-like profile with a central 

lobe width 2/tpuise = 2000 Hz, or y = (2*pi*2000)/(2.676e4*0.25) = 1.8784 cm, using y 

(*H) = 2.676e4 radians s G.

The non-uniform magnitude and phase profile of the transverse magnetization 

(Mtrans ^  (Ix } + z(^y ))  excited by the rectangular r.f. pulse are not appropriate for

spatially selective excitation in in-vivo NMR spectroscopy, rather, a constant phase and 

rectangular ‘top-haf profile are desired. The purpose of such an excitation is to limit the 

source of the NMR signal to a targeted region of tissue, minimizing the signal arising 

from outside the target region. For example, if pathological tissue and healthy tissue are 

simultaneously excited, the metabolite abnormalities of the pathology will be diluted by 

the healthy tissue metabolite signal. Additionally, the need to optimize the signal yield, 

to overcome the low signal to noise ratio inherent to in-vivo NMR spectroscopy, requires 

a uniform excitation with a minimum phase variation over the excitation slice. This ideal 

profile allows all regions of the excitation space to experience the same optimized tip
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angles, providing 1 0 0  % excitation and no destructive dephasing of the signal over space, 

essentially, hard pulse excitation with spatial selectivity. The r.f. pulse shape that will 

provide the desired excitation is necessarily time-dependent, resulting in a time- 

dependent Hamiltonian that cannot be incorporated into the solution techniques presented 

thus far, particularly Eq. (1-74), or its predecessors. An approximate method of solution 

is presented in chapter 2, Numerical Methods in In-Vivo NMR Spectroscopy, where a 

detailed analysis of the influence of spatially selective pulses in in-vivo NMR is 

provided.

1.3.7.2 Gradients and Coupled Spin Systems -  Coherence Selection

When magnetic field gradients are applied to coupled spin systems, each spin in 

the system, for example Ii and G in the two-spin system, will experience the gradient, 

resulting in evolutions of the form Iy —^hG vh  > iY cos(yG-rt) -  Ix sin(yG-rt) for each 

spin. The gradient evolutions can be applied separately to each spin because the Ij and I 2  

operators commute, resulting in products of trigonometric evolutions, giving rise to sums 

and differences of the trigonometric arguments. For example, under gradient evolution, 

the product term, 2 Iiyl 2 Y = Z Q C x  -  D Q C x , evolves as

2I,YI2y—~Y/'GrI|z--> —~Y;'G rl2- - > 2IiYI2Ycos(yG-rt)cos(yG-rt) - 2 Iixl 2 Ysin(yG-rt)cos(yG-rt) 

-2 IiYl2xsin(yG-rt)cos(yG-rt) + 2IixI2xsin(yG-rt)sin(yG-rt)

= IiYl 2 Y(l + cos(2yG-rt)) -  (Iixl2 Y+ IiYl2x)sin(2 yG-rt) + I ]xI2x (1 - cos(2yG-rt)). (1-96)

Grouping terms from this expression, we can write

Z Q C X -  D Q C X ->  Z Q C x  -  (D Q C X cos(2 yG-rt)) +  D Q C y  sin(2 yG-rt))). (1-97)

Generally speaking, the magnetic field gradients encode the various coherences, 

ZQC, SQC, DQC, ... etc., with a phase that is proportional to the order of the coherence, 

p, allowing the coherences to be discriminated based on that order. The phase induced by
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a gradient on the coherences of a coupled spin system can then be expressed as a function 

of the coherence order as

Singly acting gradients are typically employed as destroyers of magnetization 

(save for those concurrent with r.f pulses), while pairs of gradients are used to de-phase 

and subsequently re-phase the magnetization when the signal is sought after. The 

selective retention of coherence orders with gradient methods, termed gradient filtering , 

utilizes such a gradient pair to de-phase and subsequently re-phase orders of coherence 

with specific ratios. For example, magnetization prepared to DQC will be encoded with 

twice the spatial frequency as SQC, although both orders may be entirely de-phased by a 

large area gradient. If the de-phased system is excited by an additional r.f. pulse, 

transferring the DQC to SQC, a gradient of twice the area of the first will be required to 

re-phase the DQC-encoded signal. In this way, only that magnetization that existed as 

DQC during the first of the gradient pair will be re-phased as SQC by the second 

gradient, selectively retaining a coherence order ratio of 2:1. This method of filtering is 

especially effective for eliminating the signal contribution from the uncoupled spin 

systems, which cannot be excited to a state of MQC. A detailed treatment of such a 

MQF, targeted for specific resonances of the Glu spin system, incorporating single-voxel 

localization, is provided in Chapter 3.

1.3.8 Direct Spin-Spin Coupling - Dipolar Coupling

The scalar-coupling phenomenon described in section 1.3.6 originates from the 

interaction of coupled protons through the electron clouds that bond the nuclei together. 

Neighboring protons also interact directly though space via their magnetic moments, 

termed the direct dipolar interaction. The Hamiltonian for this dipolar interaction 

between two spins with an inter-nuclear vector, 1*12, is

(1-98)

#Dip = (Ii -I2 - 3(1, -r12)( I2 t , 2)). 
r

(1-99)
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It is common practice in NMR to decompose the dipolar Hamiltonian into 

components with clearly definable roles, of which there are six, termed the A to F terms.

^ Dip= H j l ( A  + B + C + D + E + F)
r'

(1- 100)
12

A = (1 -3 c o s20 12) h z h z  

B = -1 /4 (1 -3 c o s 20 i2) (Ii+I2. + Ii.l2 +)

^  The A and B operator components are similar 
to the scalar coupling terms

C = -3 /2 (sin0 i2 cosOn exp(-i(pt2 )) (Iizl2+ + Ii+l2Z) 

D = C

The C to F components are a 
source of the longitudinal and

E = -3 /4 (sin2 0 i2 exp(-i2 (pi2 )) Ii+l2+

^  transverse dipolar relaxation 
phenomena, characterized by the 
rate constants Ti and T2, 
respectively.

The C to F terms can be incorporated into the density matrix formalism to 

generate the relaxation superoperator (127), the rigorous incorporation of relaxation for 

coupled spin systems. Nevertheless, treating relaxation with simple rate constants, Tj 

and T>, greatly simplifies the dynamic equations of the density matrix, so the 

superoperator equations are not included in this thesis. A complete derivation of the 

superoperator dynamics is provided by Ernst (141).

The dipolar Hamiltonian including only the A and B terms, termed the truncated 

dipolar Hamiltonian, can be employed within the framework of density matrix dynamics 

developed thus far. The A and B terms together are also referred to as the secular terms, 

because their effect is to alter the Zeeman eigenstates but do not contribute to the time- 

dependent relaxation as do the C to F terms. The truncated Hamiltonian is often 

expressed, for a sample of N spins, as

( 3 I j z Iikz  ■ I j  • I k ) - ( 1- 101)
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Because the magnitude of this interaction depends strongly on the spatial 

coordinates of the interacting nuclei, particularly the distribution of inter-nuclear angles, 

the Qjk, samples comprising isotropic liquids where molecular motion is rapid on the

NMR time scale experience no net due to destructive averaging. Nevertheless, 

there do exist ordered tissues that exhibit preferred molecular orientations, producing a 

distribution of 0 /*’s that is not random, creating sufficient anisotropy to result in finite 

dipolar coupling effects (142-146). Chapter 7 details the residual dipolar coupling effects 

of the Cr / PCr methyl resonance in the medial gastrocnemius muscle. Intra-molecular 

dipolar coupling within each methyl triplet of spins is believed to be responsible for the 

observed dipolar coupling effect. Incorporating the truncated dipolar Hamiltonian from 

Eq. (1-101) into the existing simulation framework, a model is developed that accurately 

predicts the response of the Cr / PCr methyl resonance to the single voxel PRESS 

sequence. The model includes the influence of realistic slice-selective pulses, whose 

distribution of tip angles over space influences the distribution of coherences at detection. 

Additionally, a distribution of residular dipolar coupling constants was included in the 

model, representing the distribution of preferred molecular orientations throughout the 

volume of interest, a 2 x 2 x 3 cm3 region of interest. It is proposed that the preferred 

molecular orientations correspond to the distribution of muscle fibers in the VOI.

The requisite anisotropy for finite secular dipolar influence can also be generated 

by externally applied fields, in particular, by the gradient magnetic fields used for spatial 

localization and coherence selection. Chapter 7 outlines a scenario in which the dipolar 

fields from the massive water pool found in-vivo, in concert with the gradients intended 

for multiple quantum filtering, can generate an unwanted and unexpected contaminant 

water signal. Chapter 7 provides a detailed analysis of the single voxel multiple quantum 

filter sequence designed for in-vivo use (see chapter 3), with a focus the influence of the 

truncated dipolar Hamiltonian, revealing the coherence pathways for the water signal 

through the MQF sequence.
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1.4 The Metabolite Spin Systems

The *H NMR visible brain metabolites of mM concentration comprise relatively 

small (2 - 1 0  backbone carbons), mobile molecular structures, and as such, contribute 

narrow spectral lines with widths dominated by the magnetic field inhomogeneities rather 

than by dipolar broadening. Line widths of 3 to 4 Hz are commonly reported at field 

strengths of 1.5 T (147,148), and 4 to 5 Hz at 3 T (97,99,118,144,149). For a given field 

strength and pH (-7.2 in healthy brain), the metabolite line shapes are determined by the 

chemical shielding and scalar coupling constants unique to each structure. Figure 1-15 

displays the molecular structures of several of the abundant brain metabolites, along with 

their visible proton spin groups.
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NH2

COOH-<bH-CH2-COOH 
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NH,-CH2-CH2-CH2-COOH
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/CHji
-— ' 1 i!CH3-Nr?CH>-CH,-OH
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Figure 1-15 The molecular structures and NMR visible protons of the abundant brain 
metabolites.
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The spin system letter classification is the standard Pople notation (150) with 

identical letters for magnetically equivalent protons (A 3), close letters representing strong 

coupling (AB) and distant letters, weak coupling (AX). From Fig. 1-15, the NH and OH 

protons most commonly exist in a steady state of exchange with their aqueous 

environment (assuming sufficient acid catalyst) and the host molecule, causing the 

protons to experience a weighted average of the magnetic fields in these environments. If 

the time of residence on a given molecule is much less than 1/J, where J is the scalar 

coupling (Hz) of the NH or OH proton to the non-exchanging CH protons, the protons 

become decoupled. This averaging tends to collapses multiplets into broad single peaks, 

often making them NMR invisible, especially under in-vivo conditions where signal to 

noise is limited.

The series of tables that follow list the metabolite chemical shifts and scalar 

couplings for the molecules displayed in Fig. 1-15. Several o f these values were reported 

previously in the literature (138-140,151,152) and others were calculated over the course 

of this thesis, particularly, the glutamate, glutamine, myo-inositol and NAAG shifts and 

couplings (see appendix III). Along with these constants, a calculated pulse acquire 

spectrum is plotted for each metabolite, incorporating a line width of 1 Hz and a field 

strength of 3 T. While a 1 Hz line width cannot be achieved in-vivo, the narrow lines 

help to illustrate the characteristic multiplet structures for each spin system.
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Table 1-1 Aspartate (Asp) Scalar-Couplings and Chemical Shifts

Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

ABX (i)a=2.82, cob=2.69, cox=3.90 JAb=17.6, Jax=4-0, Jbx=8.2

AB

0 .6 2 5
>
cr 0 .5

£
>< 0 .3 7 5
C

0 .2 5

0 .1 2 5

0

4.5

j l i m .

1.54 3.5 3 2.5 2
Chemical Shift (ppm)

Figure 1-16 A calculated pulse acquire spectrum for a unit contributions of aspartate (3 
T), line-broadened to 1 Hz FWHM.

Table 1-2 Creatine (Cr) and Choline (Cho) Sea ar-Couplings and Chemical Shifts
Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

Cr A3, A2 coA3=3.02, coa,=3.94 NA

Cho A 3 C0a3=3.22 NA

>
ch
3
><
C

3

2.5 

2

1.5 

1

0.5

0

4.5

Cho (A3)

Cr (A2)

Cr (A3)

3.5 3 2.5
Chemical Shift (ppm)

1.5

Figure 1-17 Pulse acquire spectrum calculated for a unit contributions of creatine and 
choline in a static field of 3 T, line-broadened to 1 Hz FWHM.
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Table 1-3 y-Amino Butyric Acid (GABA) Scalar-Couplings and Chemical Shifts

„   itt--------:— — ------- ---------- -r——■— ---- ----------------------------------------
Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

A2 M2 X 2 coa=3.01, com=1.91, cox=2.31 Iam=7.3, Jmx=7.3

>
cr 0.75

3  0.5 
c3
K 0.25

3.5 3 2.5 24.5 4 1.5
Chemical Shift (ppm)

Figure 1-18 Pulse acquire spectrum calculated for a unit contributions of GABA in a 
static field of 3 T, line-broadened to 1 Hz FWHM.

Table 1-4 Glutamate (Glu) Scalar-Couplings and Chemical Shifts
Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

AMNPQ 0 ) a = 3 . 7 5 ,  (Om = 2 . 0 6 ,  (i) n = 2 . 1 4 ,  o ) p = 2 .3 5 ,  

W q = 2 . 3 7

J a m = 7 - 3 3 ,  J a n = 4 . 6 5 ,  J Mn = - 1 4 . 8 5 ,  J m p = 6 . 4 3 ,  

J n p = 8 . 4 7 ,  J m q = 8 . 3 9 ,  J n q = 6 . 8 9 ,  J p q = - 1 5 . 8 9

0.5
>

0.375
»

C 0.25
5.
cn

0.125

0

4.5 3.5 3 2.5
Chemical Shift (ppm)

1.5

Figure 1-19 Pulse acquire spectrum calculated for a unit contributions of glutamate in a 
static field of 3 T, line-broadened to 1 Hz FWHM. In-vivo, the PQ multiplet is least 
obscured by overlapping resonances, making it the target group in most applications.
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Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

AMNPQ coa = 3 . 7 6 ,  com = 2 . 1 3 ,  con = 2 . 1 5 ,  C 0 p = 2 .4 5 ,  

C0q = 2 . 4 7

J a m = 6 . 5 3 ,  J an- = 5 . 8 4 ,  J m n = -  1 4 . 4 5 ,  J m p = 6 . 3 3 ,  

J n p = 9 . 1 6 ,  J m q = 9 . 2 5 ,  J \ q = 6 . 3 5 ,  J p q = - 1 5 . 5 5

0.5

2! 0.375
MN

0.25

1/5 0.125

0

2 1.53 2.54.5 4 3.5

Chemical Shift (ppm)

Figure 1-20 Pulse acquire spectrum calculated for a unit contributions of glutamine in a 
static field of 3 T, line-broadened to 1 Hz FWHM. In-vivo, the PQ multiplet is least 
obscured by overlapping resonances, making it the target group in most applications.

Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

Aj coA2= 3 . 7 6 7 NA

ABX coa = 4 . 5 6 ,  cob = 2 . 9 2 2 ,  <d x = 2 . 9 5 9 J a b = - 1 4 . 2 , J a x = 4 . 9 2 , J b x = 7 . 3 0

AM2PQ coa = 3 . 7 7 2 ,  com = 2 . 1 5 5 ,  d ) p = 2 . 5 3 2 ,  

0 ) q = 2 . 5 6 1

J a m = 6 . 2 5 ,  J m p = 7 . 7 0 ,  J Mq = 7 . 7 0 ,  J p q = - 1 5 . 4 0

2.0

>
cr

AB
C

MN
0.5

1.52.5 234.5 4 3.5
Chemical Shift (ppm)

Figure 1-21 Pulse acquire spectrum calculated for a unit contributions of Glutathione in 
a static field of 3 T, line-broadened to 1 Hz FWHM.
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Table 1-7 :Glycine (Gly) Scalar-Couplings and Chemical Shifts

Scalar Couplings (Hz)Chemical Shifts (ppm)Spin Groups

NA

2.0 Gly (A2)

4.5 4 3.5 3 2.5 2 1.5
Chemical Shift (ppm)

Figure 1-22 Pulse acquire spectrum calculated for a unit contributions of Glycine in a 
static field of 3 T, line-broadened to 1 Hz FWHM.

Table 1-8 :Lactic Acid (Lac) Scalar-Couplings and Chemical Shifts
Scalar Couplings (Hz)Chemical Shifts (ppm)Spin Groups

coa=4.0908, cox= l-3 125AX 3

0.5

4.5 4 3.5 3 2.5 2 1.5
Chemical Shift (ppm)

Figure 1-23 Pulse acquire spectrum calculated for a unit contributions of lactate in a 
static field of 3 T, line-broadened to 1 Hz FWHM.
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Table 1-9 Myo-Inositol (m-Inos) Scalar-Couplings and Chemical Shifts
64

Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

AM2 N2P coa=3.28, (0m=3.62, (0n=3.54, (Op=4.06 Jam=9.2, Jmn=9.8, Jnp=2.7

MiN-i

>  1 . 0 -
cr

3 0.75 -

*<

= 0.5 A
C/5 |

0.25
A

0 J l l l ji ili

0.01 Hz line width

3.58 3.57 3.56 3.55

4.5 1.54 3.5 3 2.5 2
Chemical Shift (ppm)

Figure 1-24 Pulse acquire spectrum calculated for a unit contributions of myo-inositol in 
a static field of 3 T, line-broadened to 1 Hz FWHM.

Table 1-10 N-Acetylaspartate (NAA) Scalar-Couplings and Chemical Shifts

Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

a 3 cda = 2 . 0 2 3 NA

ABX u a = 2 . 5 2 ,  cob = 2 . 7 0 ,  cdx = 4 . 4 0 J a b = 1 5 . 5 , J a x = 1 0 . 1 , J b x = 3 . 7

AB
0.5

4.5 3 ?3.5 2.5 1.54
Chemical Shift (ppm)

Figure 1-25 Pulse acquire spectrum calculated for a unit contribution of N- 
acetylaspartate in a static field of 3 T, line-broadened to 1 Hz FWHM. NAA is most 
commonly quantified by means of it’s methyl A3 singlet, while the strongly coupled AB 
group is important due to it’s overlap with other metabolite spectra.
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Table 1-11 V-Acetylaspartylglutamate (NAAG) Scalar-Couplings and Chemical Shifts
Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

A 3 cda =2.05 NA

ABX coa=2.75, coB—2.55, (Ox—4.62 Jab=-15.9, Jax=4-37, Jbx=9.50

AMNPQ coa=4.15, com=1.91, con=2.07, C0p=2.42, Jan=4.6, Jmn=-14.0, JMP[=8.3, 
■Im p , =8-5, Jnp,=8.1, Jnp,=7.3

V J A M a a ^ _

4.5 4 3.5 3 2.5 2 1.5
Chemical Shift (ppm)

Figure 1-26 Pulse acquire spectrum calculated for a unit contributions of NAAG in a 
static field of 3 T, line-broadened to 1 Hz FWHM.

Table 1-12 'faurine (Tau) Scalar-Couplings anc Chemical Shifts
Spin Groups Chemical Shifts (ppm) Scalar Couplings (Hz)

A 2 B2 coa=3.44, cob=3.27 Jab=6.70

0.625

>  0.5
cr
|  0.375 
Q
9  0.25
ir.

0.125

1.53 2.5 ?3.544.5
Chemical Shift (ppm)

Figure 1-27 Pulse acquire spectrum calculated for a unit contributions of taurine in a 
static field of 3 T, line-broadened to 1 Hz FWHM.
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Numerical Methods in In-Vivo NMR Spectroscopy

2.1 Introduction

Chapter 1 outlined a matrix method designed for the calculation of the evolution 

of the density matrix in response to the component interactions that make up an NMR 

pulse sequence. Within the rotating frame of reference, these elemental interactions 

include i) r.f. pulses, ii) magnetic field gradients, iii) chemical shielding, iv) scalar 

coupling and iv) dipolar coupling. If each of the these five Hamiltonian components is

time-independent, then Eq. (1-74), p(t) = U '1 exp(-i<7fdiagt / ^ ) U p(0) U '1 exp(i<?fdiagt//z) 

U, can be used to evaluate the evolution of the density matrix as a function of time, from 

any initial state, p(0). The expectation value of any operator can be calculated from the 

density matrix, allowing the distribution of coherences to be calculated at any point 

throughout the NMR pulse sequence, including the transverse magnetization directly 

following the sequence. This chapter outlines the general framework for the numerical 

implementation of Eq. (1-74), outlining time saving algorithms, as well as the need for 

these efficient methods.

In-vivo NMR pulse sequences necessarily comprise several r.f. pulses, gradients, 

and inter-pulse delays, requiring the definition of several distinct Hamiltonians 

throughout the sequence. Section 2.2 describes a definition of a pulse sequence as a 

series of Hamiltonian segments, and includes the basic mathematical operations 

necessary to evolve the density matrix through the sequence. Several simple and robust 

time-saving approaches are introduced. Section 2.3 describes the efficient generation of 

the metabolite spectrum (FID) directly from the density matrix following the application 

of the pulse sequence. Section 2.4 provides an approximate solution method for time- 

dependent Hamiltonians, with a particular focus on time-dependent r.f. pulses commonly 

used to provide spatially selective excitation. Section 2.5 outlines methods of sequence 

characterization, incorporating the methodology of sections 2.2 to 2.4, allowing the 

coupled spin response to be optimized and the sources of variability to be identified.
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In all sections, there is a focus on the efficiency of the tasks to be carried out, due 

to the large number of numerical operations associated with matrix multiplications. For 

example, the largest spin group considered in this thesis, a six-spin proton system, is
'j

described by a density matrix containing 64 x 64 complex elements, requiring 64 =
•2

262144 complex multiplications and 64 - 64* = 258048 complex additions for a single 

matrix multiplication. To implement the matrix multiplications and all other numerical 

operations, the high level language MATLAB™ is utilized. The MATLAB™ environment 

is ideal for NMR simulations due to its efficient matrix multiplication algorithm and 

massive library of built in functions, including the eigenvalue and eigenvector 

calculations required for the evaluation Eq. (1-74). The computational time required to 

simulate a given NMR sequence is determined primarily by the time required for a matrix 

multiplication, an operation that may be carried out from hundred’s to million’s of times 

for a single simulation. On a Pentium II 400 MHz PC running MATLAB 5, the 

multiplication o f  two 64 x  64 complex matrices takes ~ 20 msec. This value, although 

seemingly instantaneous for a single multiplication, bounds the number of such 

multiplications to ~ 180,000 per hour, confining the scope of the simulations that are 

approachable due to time restraints.

Consider a specific application of Eq. (1-74), to generate a two-dimensional 

COSY (chapter 1, ref 141) data set, with a 2048 point time domain FID, and excitation by 

a the standard pulse sequence with a variable inter-pulse delay, Tdday, as shown in Fig. 2- 

1. Each direct application of Eq. (1-74), to calculate p(n), and the corresponding 

transverse magnetization at each point, M+(n), requires at least 6 matrix multiplications, 

or 6 x 2048 = 12288 multiplications for a single FID calculation. If Nddays separate 

delays, of length Tdday, are to be simulated, each with a corresponding FID, a minimum of 

(Nddays x- 12288) matrix multiplications are necessary, requiring a minimum of -  

(Nddays/15) hours1 for the total simulation. The computational time can be drastically 

reduced by enhancing this ‘brute force approach’ with step-saving algorithms and 

alternate approaches, to be introduced in the following sections. For example, 256 six- 

spin FIDs (2048 pts) can be calculated in 0.12 hours1 utilizing an eigenvalue approach, 

described in section 2-3, versus the 17.1 hours1 needed for a direct calculation, -140 

times faster. In the remainder of this chapter, numerical methods for the calculation of

‘Pentium II400 MHz PC running MATLAB 5
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the response of the metabolite spin-systems to in-vivo NMR pulse sequences, particularly 

for multiple values of any of a cohort of sequence parameters, are developed. Algorithms 

designed for efficiency and generality allow a variety of pulse sequences and the most 

demanding (six-spin) systems to be considered, including the influence of the realistic 

slice-selective r.f. pulses integral to the in vivo experiment.

tc/ 2 x  tc/ 2 x

M+(n)=(l+p(n)

p(n) is the density matrix at the 
nth of 2048 time points

time

Figure 2-1 The COSY experiment, a standard two-dimensional NMR pulse sequence. 
The transverse magnetization of a proton spin system excited by the two pulse sequence 
with a variable inter-pulse delay is calculated at 2048 points in time directly following the 
2nd pulse.

Previously, numerical methods that incorporate the density matrix representation 

of the nuclear spin systems have been reported (1,2), although with a focus on high-field 

applications.
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2.2 Simulation Structure

Every pulse sequence can be treated as a series of S independent segments, each 

of which has a unique Hamiltonian, ZWn, for n = 1 to S. If each of the S segments is 

described by a time-independent Hamiltonian, the general inter-segment relationship is 

given by the discrete implementation of Eq. (1-74),

pn = Un"1 e x p (- i^ nd. gtJ h ) U n Pn-i IV 1 exp(i<7£ndogtn//z ) Un (2-1)

where pn is the density matrix at the end of the nth segment, is the diagonal

eigenvalue matrix for the nth segment, and tn is the segment length. Each of the segments 

can be characterized by a time-independent rotating frame Hamiltonian,

3£ n  =  < 7^r.f. n +  cWshift n +  COUp  n +  cH? grad  n +  d ip  n ,  ( 2 - 2 )

where, for example, four such components exist for the pulse sequence of Fig. 2-2.

1

7t/2x Jt/2x

timePo Pi P2 P3 P4
Figure 2-2 A pulse sequence is broken up into components, r.f. pulses and inter-pulse 
delays, in each of which the segment Hamiltonian is time-independent, allowing Eq. (2- 
1) to be applied to each segment.
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Given the complete segment Hamiltonian, the corresponding eigenvalues,

and eigenvectors, U„, can be utilized in Eq. (2 - 1 ) to calculate the density matrix at the 

segment endpoint.

To reduce the number of calculations needed to evolve the density matrix, Eq. (2- 

1 ) can be expressed in a condensed form

pn =  V n-1p n. , V n (2 -3 )

where the operator V n is called the evolution operator, defined

Vn =  Un'* eXP ( i ^ n diagtn /£  ) U n. (2 -4 )

If the desired simulation information is the density matrix or the magnetization 

FID following the pulse sequence, the density matrix does not need to be calculated at the 

intermediate segments, rather, the evolution operator alone can be calculated for each 

segment. For example, the density matrix following the four segment example in Fig. 2- 

2  can be represented as

p 4 =  V T 'V s - 'V T 'V f 1 p 0 V 1V 2V 3V 4. (2 -5 )

Defining V Tot = V 1V 2V 3V 4, it is trivial to show that Vrot"' = V 4' IV 3' 1V 2' 1V i‘1, or, 

generally,

Ps = V jo t1 Po V-rot- (2-6)

Calculating the density matrix, ps, using Eq. (2-6) requires 3S + 1 matrix 

multiplications for an S-segment sequence, while calculating the density matrix at the end 

of each segment, each individual pn, to arrive at ps requires 6 S matrix multiplications, 

approximately twice as many.
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It is often desirable to calculate the response of a spin-system to multiple values 

of sequence parameters, to characterize and optimize that response, or to model multi

dimensional NMR sequences such as the COSY experiment from Fig 2-1. For example, 

the pulse sequence in Fig. 2-2 contains two evolution periods, both of which will modify 

the density matrix following the four-segment experiment. A general approach has been 

developed for the treatment of multi-value simulations, based on the storage of the 

evolution operators for each segment. Several evolution operators can be generated for 

each segment, corresponding to variations in a segment property such as length ( tn) or 

position in a gradient field (r in yG-rt), as displayed schematically in Fig. 2-3. The 

variation of a segment property is equivalent to a variation in the segment Hamiltonian, 

resulting in multiple evolution operators for a single segment, Ms variations for each of 

the S segments. The evolution operators can then be combined to most efficiently 

calculate the desired results, be that the expectation value of an observable throughout or 

following the sequence, over the range of the variables simulated.

^N sp in s

Evolution operator _ 
storage matrix -

^Nspins

variable index
V, Vs^ f

segment index

v 2‘ V22 V23 V24

V3

V 4 1 V42 V43 V44

Segments (S)

■ segment variations (Ms) ►

Figure 2-3 A schematic diagram of the matrix utilized to store the evolution operators 
that are subsequently used to calculate the density matrix throughout or following an 
NMR pulse sequence.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



84

Generally, for a sequence of S segments with Ms variations per segment, there are

a total of J ] M S outcomes. The calculation of each evolution operator matrix, ‘V’, as 
s

shown in Figure 2-3 requires 2 matrix multiplications, for a total of

2 ^ M S multiplications to generate the storage matrix. The calculation of each of the 
s

VTot matrices from Eq. (2-6) requires S-l multiplications, for example VTot = V 1V2 V3 V4 

for a 4 segments experiment, requiring 3 multiplications. Including the two additional

multiplications required to generate p n =  V To[’1po V t01, ~2^TM s + (S + 1 ) ] ^ M S matrix
s s

multiplications are needed to generate ]^[M S resulting density matrices. On the other
s

hand, the direct brute force calculation, with two multiplications per ‘V’ and 2S 

calculations to generate the density matrix from the evolution operators, as shown in Eq.

(2-5), requires (2 x 2 x S )]^[M s total matrix multiplications, ~ 4S/(S + 1) times as many
s

as the method introduced above.

In addition to reducing the number of requisite matrix multiplications, collecting 

the evolution operators in a storage matrix results in an overall matrix geometry that 

allows the component operator elements to be combined with a general algorithm. Using 

this approach, the calculation of the density matrix becomes independent of the number 

of spins in the system (N spjns), sequence segments (S) or variations in a given segment 

(Ms). This generality allows a single program to be used to simulate any sequence of 

Hamiltonian segments, including the variations in any segment parameter.
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The metabolite information acquired with !H NMR spectroscopy is contained in 

the free induction decay acquired following the pulse sequence. While the state of the 

spin system following the excitation is embodied by the density matrix, the assessment of 

the percentage yield and exact line shape used to quantify the metabolite signals in 

practice requires the calculation of the transverse magnetization as measured by the 

experimentalist. The most direct method of FID calculation is to evaluate the expectation 

value of the raising operator, I+, at each of the discrete sample points, nAt, using the 

density matrix at each point,

M+(nAt) -  (I + (nAt)) = Tr(I+p(nAt)). (2-7)

For example, a typical in-vivo !H NMR spectroscopy experiment might include 

the acquisition of 2048 data points with a bandwidth in the range of 1000 Hz to 2500 Hz, 

or At = 0.4 msec to 1 msec. Utilizing Eq. (2-3), pn = Vn*pn.i Vn, to calculate the density 

matrix at each of the 2048 FID points for a six-spin system requires at least 4096 matrix 

multiplications, requiring - 1 . 5  minutes of computation1, which becomes restrictive if 

hundreds or thousands of FIDs need to be calculated. Fortunately, there exists a much 

faster method to produce an identical result, using an eigenvalue approach.

The FID, and its corresponding spectrum are composed of discrete transition 

frequencies, each with a complex weighting corresponding to an amplitude and phase. 

Recall from section 1.3.6 that the phase difference between the transitions corresponded 

to the existence of anti-phase coherence. It is possible to generate the FID by calculating 

the individual transition frequencies, and weighting each transition by a complex 

coefficient corresponding to it’s relative weighting. This approach, represented 

mathematically by Eq. (2-8), avoids the time consuming matrix multiplications used in 

the direct method shown in Eq. (2-7).

M+(nAt) = J )  aqexp(i27t n Atfq) (2-8)
q

‘Pentium II400 MHz PC running MATLAB 5
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Each spin system has a discrete number of transitions, q, with characteristic 

transition frequencies, fq, that are a function of the field strength, the chemical shifts, 

scalar couplings, and if present, dipolar couplings. The complex coefficient weightings, 

aq, reflect the spin-ensemble information following excitation, and are extracted from the 

density matrix existing at the onset of the signal acquisition period. The method used to 

determine these values, the fq and aq, is best illustrated with a specific example, a two- 

spin scalar-coupled spin- ‘/ 2  system. The eigenvalue solution methods outlined in chapter

1.3.5 are enlisted to derive this solution method.

First, a change of basis is required to allow the ‘q’ transitions to be easily 

identified. Transforming the free evolution rotating frame Hamiltonian to a frame of

reference in which it is diagonal, c ^ ’diag = U ^ ’U '1, utilizes the rotation matrices, U,

formed from the eigenvectors of 3 £ \  which themselves, define a new basis in which the 

Hamiltonian is diagonal. For example, the strongly coupled two-spin system, defined by 

3 € ’ = # ”shift + 2TcouP = — ̂ (oojljz +co2I2z- 2tcJ I 1T2 ), has off diagonal elements from

the scalar coupling Hamiltonian, as shown in Eq. (1-80). For the specific values 0 )i = 2 

ppm, CO2 = 2.5 ppm and J = 20 Hz, and a main field strength of 3 T, the basis 

transformation required to diagonalize the Hamiltonian matrix is given by four new basis 

vectors, the Hamiltonian eigenvectors,

r n r r r0 ' f  0 ]
'  0 N r ° ) V

TT} = 0

0

0V J

0

0

0\  j

,| n } =
1

0

0V

—>
-.9 8 9
.151

0V >

, i T )  = 0

1 

0V y

—»
.151

.989

0
V J

, U ) = 0

0

1\

0

0
1v. y

The advantage of this representation is that the single quantum coherences 

between the newly defined states, now linear combinations of the original bases, each 

correspond to one of the *q’ system transitions. The corresponding transition energies 

(fq) are given by the differences between the energy eigenvalues of the new spin states. 

The relative weighting of each transition, aq, can be calculated as an expectation value. 

In the diagonalized frame of reference, each of the non-zero elements in the transverse
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magnetization operator (matrix), I+, corresponds to one o f the q discrete transitions, as 

shown in Fig. 2-4, providing a direct and simple measure of the number of transitions 

with a non-zero weighting.

Laboratory Frame Diagonalized Frame
of Reference of Reference

" 0 1 1 o ' " 0 -.837 1.14 0  N

0 0 0 ® reference frame 
iransformalion , 0 0 0 C § 3 7 )

0 0 0 / 1 0 0 0  / ' 1 4 4

0
V

0 / 0 / 0
V

0 0
J

f 1,837 0 0 0 ^

Figure 2-4 The matrix form of the two-spin raising operator, I+, is transformed to a 
frame of reference in which the free evolution Hamiltonian (i.e. no r.f. or gradient 
components are present) is diagonal. In this new frame of reference the single quantum 
coherence between the basis states have a transition frequency equal to the energy 
difference between the eigenstates. For example, the circled matrix element above has a 
characteristic frequency given by fi^x n n  .

I /  due \ iiiug

The relative weighting of the transitions, the aq, for example, for the circled 

element in Fig. 2-4, 1U) , corresponding to the 1.909 ppm line, is given by
/  diag \  diag

the expectation value of the corresponding transition operator, I-rransq, a matrix with a 

single non-zero element, as shown in Eq. (2-10).
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I f r a n s q )  “  T r (P lT ra n sq)  — T r

Pll P12 

P 21 P 22

P42

Y o  0  0  
0 0 0  

0 0 0

A °  0  0

0
.837

0

0

NX

= -.837*p42. (2-10)

J)

Utilizing Eq. (2-10) and information from Fig. 2-4, the four transitions of the two- 

spin system considered thus far have relative weightings given by

ai = -.837*p2i, a2 =1.14*p3i, a3 = -,837*p42, a4=1.14*p43. (2-11)

with the corresponding transition frequencies

fi = (1837 + 242) rad = 2.591 ppm, f2 = (1837 - 179) rad = 2.066 ppm, 

f3 = (-242 + 1774) rad = 1.909 ppm, and f4 = (179 + 1774) rad = 2.434 ppm. (2-12)

The density matrix elements in Eq. (2-11) are assumed to be from the frame of 

reference in which the Hamiltonian is diagonal.

Consider, as a specific example, the application of the pulse sequence of Fig. 2-1, 

with Tdeiay = 5 msec, assuming ideal hard pulses, to this most recently considered two-spin 

system, coi = 2 ppm, 0 )2 = 2.5 ppm and J = 20 Hz, and a main field strength of 3 T. The 

spectra (Fourier transformation of the transverse magnetization) calculated using the 

direct method, utilizing Eq. (2-7), and the eigenvalue method, inserting the resulting a’s 

and f  s into Eq. (2-8), are shown in Figs. 2-5A) and 2-5B), respectively.

Depending on the number of spins and the number of transitions, q, in the system, 

the eigenvalue method is from 10’s to 100’s of times faster than the direct method. This 

efficiency is crucial for applications involving multiple simulations, with variations of 

key sequence parameters such as inter-pulse delays or r.f pulse tip angles. Such multi

parameter calculations are necessary to both characterize and optimize the response of the 

coupled spin systems to the in-vivo pulse sequences used in practice, or to simulate 

multi-dimensional approaches.
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f3  = 2.066 ppmfi = 2.591 ppm
f3  =1.909 ppmf4  = 2.434 ppm

a ,= 0 .2 7 2  + 0.100i 3 4 = 0.208 - 0.0891

a3 = -0.422 -4-0.1251a ,=  -0.485 - 0.136i

1.82.8 2.6 2.2 2.02.4
ppm

Figure 2-5 Numerically calculated two-spin spectra, for the spin system defined above, 
following excitation by the two-pulse sequence shown in Fig. 2-1, with Tdeiay = 5 msec. 
Spectrum A) is generated from a 2048 point FID calculated using the direct method, 
using Eq. (2-7), while the spectrum in B) is generated using the eigenvalue method, from 
an FID calculated with Eq. (2-8). Both FIDs were line-broadened to 2 Hz using an 
exponential weighting in the time domain. The ai to a* values used to generate spectrum 
B) were calculated using Eq. (2-11). The two calculated spectra are identical to 1 part in 
108, although the eigenvalue approach required ~ 5 % as long to calculate.
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2.4 Time-Dependent Hamiltonians -  An Approximate Method of Evaluation

The valid application of Eq. (1-74), the evolution motor for the numerical 

evaluation of the density matrix, requires that the Hamiltonian be time-independent. 

While several of the Hamiltonian components, including the chemical shift, scalar 

coupling, and main field components are normally constants in time, the gradients fields, 

and more often the r.f. field components, can be time-varying. Section 2.4.1 details the 

incorporation of shaped r.f. pulses, used for spectrally and spatially selective excitation, 

into the numerical simulation framework developed thus far.

2.4.1 Shaped Radio-Freauencv Pulses

To model shaped r.f. pulses, most often designed to excite a rectangular 

bandwidth of frequencies, or equivalently, a rectangular slice of space in a magnetic 

gradient field, approximate methods need to be incorporated. It has been previously 

suggested (chapter 1, ref 141, for example) that dividing the time-dependent Hamiltonian 

into shorter time-independent segments would allow exact methods to be applied in each 

segment, with the validity of the approximation improving with the fineness of the 

divisions asymptotically towards the exact solution. Fortunately, this approach is merely 

a variation of the simulation framework introduced in section 2.2, where the NMR 

experiment was evaluated by segmentation of the sequence into time-independent 

Hamiltonians. Figure 2-6 displays a sample segmentation of a time-dependent sinc- 

shaped r.f. pulse, a member of the family of shapes most commonly used for spatially 

(spectrally) selective excitation in in-vivo NMR spectroscopy.

The sine family of shapes are derived by approximating the NMR frequency 

excitation profiles with Fourier transform theory, a similarity outlined in section 1.3.7. 

The inverse Fourier transform of the ideal rectangular frequency profile is the sine = 

sin(t)/t shape, similar to the envelope shown in Fig. 2-6. Although, as was illustrated in 

Fig 1-14, Fourier transform theory only approximates the NMR time/frequency 

relationship, and as a consequence the true sine shape is not employed in practice, rather, 

variations, including the sinc-Gaussian, sinc-Hamming, sinc-Hanning and numerous 

numerically optimized shapes (3-10) are more commonly employed.
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sinc(t) = sin(t)/t

time

■pulse length

B)

n+1n-1

20 40 60 80 1000
segment

Figure 2-6 The continuous time domain r.f. pulse envelope, a truncated sine function, 
shown in A), is segmented into 100 time-independent rectangular pulses in B).

The evaluation of the density matrix throughout or following the application of a 

segmented time-dependent Hamiltonian incorporates the same protocol used for

segmented sequences of pulses and delays, where pn = Un'1 exp(-i3£’ndatn/ h ) Un pn-i Un’1 

e x p (i^ ”ndh!,tn //i) Un, from Eq. (2-1). The Hamiltonian in nlh segment is defined by the 

r.f. pulse envelope, given by sinc(nAt-length/2) in Fig. 2-6, where At = length/Ns, and Ns 

is the number of segments.

The value of At that is sufficiently small to effectively approximate the time- 

dependent Hamiltonian is a subjective determination, a function of the tolerance for error. 

For example, the spectral selection profile of the sine shaped pulse in Fig. 2-6 can be 

calculated as a function of the number of segments, N s, as shown in Fig. 2-7. The 

deviation of the profile as a function of the number of segments, N s, from the “N s °°” 

profile is a good measure of the error induced by the degree of segmentation because the 

error can be determined as a function of the offset, co0ff = -yG-r, as well as Ns. The Ns 

profile is approximated by N s = 10,000 segments.
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r.f. pulse

time

gradients -A- tp u ls e  G

-A/2

G

-G

tpulse tp u lse /2

B )
1.2

- 0.2
0.6 0.8- 0.8  - 0.6 - 0.2 0 0.2 0.4 1-0.41

position in the gradient (cm)

Q
0.2

of segments
S3 0.15

100
250
500

<2 ■- 
5  1* 0.05

\

-0.05
0.6 0.8- 0.6 - 0.2 0 0.2 0.4 1- 0.8 -0.41

position in the gradient (cm)

Figure 2-7 A spatially selective sinc-shaped ?t/2 excitation pulse is shown in A). The 
second gradient pulse, termed the refocusing lobe, re-phases gradient evolutions that 
occur during the excitation r.f. pulse, resulting in the uniform phase slice profile shown in 
B). In the absence of this refocusing lobe, the phase of the excited transverse 
magnetization (only one channel of which is shown, Iy) will vary across the slice, as 
shown in the inset. The error resulting from the segmentation of the sine pulse (into 
rectangular components) as a function of the number of segments is shown in C). All 
segments are equal in length.
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The pulse sequences used for single voxel ’H spectroscopy typically limit the 

region of tissue from which signal is received with three spectrally selective r.f pulses 

applied with mutually orthogonal gradients. Of the tens or hundreds of such single voxel 

pulse sequences proposed in the past, some consist exclusively of spatially selective 

pulses, the most popular of which are the PRESS (chapter 1, ref. 94-96) and STEAM 

(chapter 1, ref. 88,89) sequences. Other, more involved sequences comprise several 

pulses for the purpose of both spatial localization and the alteration of the coherences 

throughout and following the pulse sequence, such as the multiple quantum filter (MQF) 

sequence (chapter 1, ref. 110,111). Each of these three approaches, PRESS, STEAM and 

MQ filtering, is considered in detail in chapters 3 to 7. In each chapter, the coupled-spin 

response to the particular pulse sequence is exemplified with metabolite systems found 

in-vivo, such as lactate (AX3), glutamate (AMNPQ) and NAA (A3 and ABX). Figure 2-8 

illustrates the general form of each of these pulse sequences used for practical in-vivo 

single voxel spectroscopy.

R.F.

TE/2 TE/2 ; Acq.TM

180 180

R.F.
Acq.TEi

G2

G3

Figure 2-8 (A and B) A) The STEAM and B) the PRESS in vivo pulse sequences.
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C) 1 a°° 90° 90° 180°

R.F.
1

Gi A
A

J  Acq.

G i

G3

A  Filter
CiroAiGradients

Figure 2-8 (C) C) The DQF in-vivo pulse sequence.

2.4.1.1 Shaped R.F Pulses -  Spatial Distribution of Coherences

The localized signal acquired using the single voxel techniques is equivalent to 

the sum of the signal excited from the sample within the r.f. coil assembly. If the 

excitation profiles of the three slice selective pulses are perfectly rectangular with a 

uniform phase, then every point within the volume of interest will experience an identical 

sequence of pulses, and spins outside the voxel can be disregarded. In this ideal case, 

only one sequence of pulses need be simulated to calculate the metabolite yield and line 

shape (sum of signal over space), a scenario that is assumed when approximating single 

voxel sequences with hard pulse models. On the other hand, if the pulses excite a 

distribution of tip angles over space due to imperfect excitation profiles and chemical 

shift induced voxel offsets (see Fig. 2-9), several locations in space must be simulated to 

model the different effective pulse sequences experienced. The non-ideal slice profiles 

correspond to the practical reality of shaped r.f. pulses, whose finite length and amplitude 

dictates that there are always profile deviations from the ideal case described above. In 

Fig. 2-9, the spatial distribution of Iy magnetization excited in a spin-echo with a slice
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selective excitation pulse is illustrated. The hard 180° pulse was included to refocus the 

chemical shift evolutions.

A)

r.f. pulse

TE/2TE/2
n/2-

time

time-A/2

Chemical shift slice 
offset

Spectral roll-off 
—' ■ region

co 0 . 4  
B
S 0.2

- 0.2
0.6 0.80.2 0.4 10.8 0-0.4 - 0.21 - 0.6

position in the gradient (cm)

Figure 2-9 A) A spin-echo pulse sequence with a spatially selective sine tt/2 excitation 
pulse and a hard refocusing pulse. B) The spatial distribution of Iy magnetization excited 
by the sequence in A) for two uncoupled spin systems with different chemical shifts (the 
source of the slice offset) is illustrated.

The slice offset originates from the chemical shift contribution, coa, to the total 

Hamiltonian during the r.f. pulse and gradient application. The field produced at a given 

location, x, in an x-directed gradient, Gx, can be expressed B(x) = B0 + Gx x + coa/y, or 

B(x) = B0 + Gx-(x-KDa/(Gxy)), where the slice offset is given by (oa/(Gxy).

Figure 2-10 displays the spatial distribution of coherences excited by a spatially 

selective refocusing pulse applied to a weakly coupled two-spin system in a spin echo 

experiment.
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A)

r.f. pulse 
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TE/2 TE/2
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TE = 1/(2 J)
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-0.5 0 0.5
Position in Gradient (cm)
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1
-0.5 0 0.51 1

1

1
1 -0.5 0 0.5 1

Position in Gradient (cm)
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1
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F).
Position in Gradient (cm) 
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-1

Position in Gradient (cm)
-1 -0.5 0 0.5

Position in Gradient (cm)

■ —  '  l l r t f l uL . . .
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Figure 2-10 A) A spin-echo pulse sequence with a spatially selective sine refocusing 
pulse and a hard excitation pulse. B) The spatial distribution of Iy magnetization excited 
by the sequence in A) for an uncoupled spin system, o)i = 0 ppm. In C) to F), the spatial 
distribution of spini transverse magnetization excited by the sequence in A) for a coupled 
spin system, J = 10 Hz, coi = 0 ppm, Ob = 3 ppm, is displayed. The echo length is set at 
1/2J to optimize the generation of anti-phase coherence. For each profile a local average 
filter has been applied to smooth the gradient-induced oscillations.

The refocusing spin-echo is the most commonly employed sequence component 

following excitation in in-vivo NMR spectroscopy, acting to refocus the evolutions 

arising from both the chemical shielding interaction as well as from the main field 

inhomogeneities. The slice profiles from Fig. 2-10 C) to F) display an alteration of the 

distribution of coherences from the expected distribution, where the integrated signal 

from each profile represents the contribution from the corresponding coherence term. 

For example, from Fig. 2-10 C), the slice anomalies reduce the contribution from the only 

term predicted, from hard pulse theory, to be non-zero following the 1/2J spin echo, the
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anti-phase term, 2lixh z, while creating an unexpected contribution from the in-phase 

term, IiY, shown in D). Although not displayed in Fig. 2-10, there is also a coherence 

transfer associated with the slice artifacts, from spini anti-phase coherence to spim anti

phase coherence. Section 2.4.1.2 presents the selective pulse anomalies, such as signal 

loss and coherence transfer, as an integrated effect, to eliminate the spatial dimension 

from the already complex problem.

In both the PRESS and MQF sequences (Fig. 2-8), two refocusing pulses are 

employed to generate echoes, to optimize the phase coherence at the acquisition onset, 

and to limit the region of excitation in two spatial dimensions. Modeling even two 

dimensions of space requires a tremendous additional number of simulations beyond the 

hard pulse model, a factor of N points2 more if N points positions in space are modeled in each 

spatial dimension. Because the influence of each slice is a function of the distribution of 

the coherences at the pulse onset, p p u is e _ o n s e t , the N p0jms_ simulations need to be repeated 

for each variation of the echo times surrounding the n  pulses, each variation giving rise to 

a unique p p u iSe_ o n s e t for each of the two pulses. As was illustrated in Fig. 2-10, the 

existence of anti-phase coherences at the pulse onset creates the conditions necessary for 

slice anomalies. In order to efficiently simulate the distribution of effective r.f. pulse tip 

angles and phases experienced over space, a time-saving algorithm with direct 

application in the numerical simulation framework developed thus far is presented in the 

following section.

2.4.1.2 Shaped R.F Pulses -  The Integrated Effect -  The Transformation Matrix

In order to reduce the number of calculations required to model the realistic slice 

selective refocusing pulses, an alternate approach was developed. When the desired 

information is in the form of the integrated signal rather than it’s spatial distribution, it is 

possible to model the slice selective pulse as a black box transfer function, transforming 

the input coherence to a distribution of output coherences. Such a black box should be a 

function of the r.f. pulse envelope and spin system properties (shifts and couplings), but 

not of the distribution of coherences (the density matrix) at the application of the transfer 

function, so it should be linear.
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In order to derive the transfer function, consider first the general description of a 

density matrix at the onset of the slice selective pulse as a linear combination of basis 

operators,

M

p(0) = ajl, + a , I 2 + a 3I3 +... + a nIn + ... = £ a nI n, (2-13)
n=I

where M = 22Nspms. The set Tn’ is assumed to be a complete set, which for a system of 

Nspins consists of 22Nspms components. It has been demonstrated that each point, P, in the 

gradient field must be simulated separately, giving rise to a final density matrix that is 

given by the sum of independent solutions, as shown in Eq. (2-14).

P,^=V|-,p(0)V1+V;lp(0)V,+V3-,p(0)V,+...V„'p(0)V„+...=2v;'p(0)V„ (2-14)
a=l

Each element in the sum in this equation is equivalent to Eq. (2-6), where Va is 

the evolution operator representing the evolution over the course of the entire r.f. pulse 

length, at a position in space (r in yG-r) indexed by a , from a total of P positions.

Each of these P terms, representing a separate density matrix, can be expanded 

using Eq. (2-13),

V«'p(0)Va = V ^ a .I ,  + a , I ,  + a 3I3 +... + a„I„  +...)Va (2-15)

which can be rewritten

V ;‘p(0)V„ = a ,v ; 1l ,v (1 + a 2 Va'l,V a + 2 3 ^ 1 3 Va +... + a„V „ 'lnVa +... (2-16)

Inserting Eq. (2-16) into Eq. (2-14), and grouping the ‘a’ coefficients, the density 

matrix following the slice selective pulse can be expressed as
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P , ^ = a 1£ v ; % V „ + a , £ v ; % V „ - K . . + a „ ; £ v ; \ V „ .  (2-17)
a= l a= l a= l

Each of the sums in Eq. (2-17), if evaluated, results again in a single density 

matrix, which can also be expanded in terms of the basis I’s, from Eq. (2-13), as

P  M

E v « 'I» v « = 2 b - 1. -  <2- 18>
a= l n=l

Inserting Eq. (2-18) into Eq. (2-17) and grouping the coefficients of the basis I’s, 

the contribution of each of the M terms to the total density matrix, now termed sn, can be 

expressed

M

>„ = 2 > nm^m
m =l

(2-19)

which can be expanded to reveal a series of equations, shown in Eq. (2-20).

Sj = b I1a 1+ b 12a 2 +... + b lma m 

s2 = b 2 j a j + b 22a 2 +... + b 2ma m

sn = b nla 1+ b nla 2 +... + b nma m 

Figure 2-11 displays the matrix form of the series of equations.

(2-20)

Output

M

Ptotal —
n=l

vSn;

Transformation 
Matrix

bn b12 ••• blnY a i 
b2j b22

A n)

Input

M

p(0)=5>»i..
n=l

Figure 2-11 The mathematical representation of the transformation matrix.
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To determine the elements of the transformation matrix for a given pulse and spin 

system, the unit response to each of the input elements, ai to an, must be calculated. For 

example, setting aj = 1, and a  ̂ to an = 0, the first column of the transformation matrix is 

equivalent to the output ‘s’ vector, with bn = si, b2 i = S2 etc., as shown generally by Eq. 

(2-19). The s’s are extracted from the density matrix, p[01ai, which is the sum (average) of 

the individual density matrices excited across the slice (the a  locations in space), after 

setting p(0) = a if .

Figure 2-10 illustrated that the slice profile must be calculated as a local average 

of the magnetization, due to the role of dephasing gradients in defining the slice, which 

was extracted by applying a local average filter to smooth the oscillations. To capture the 

signal cancellation arising from the dephasing, and simultaneously avoid the large 

number of separate simulations needed to model the rapid oscillations, a single step of 

phase-cycling can be incorporated to simplify the profile. This two-step subtractive 

procedure, shown in Fig. 2-12, is routinely applied in the actual in-vivo experiments to 

reduce unwanted out of slice signal contributions resulting from incomplete dephasing, 

and can be incorporated into the calculation of the transformation matrix without any loss 

of generality.
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Figure 2-12 A two-step subtractive phase-cycling scheme is commonly employed for 
each refocusing pulse, such as the slice-selective 7t-pulse shown in A). The distribution 
of Iy magnetization, from an uncoupled spin group, excited by the spin-echo sequence is 
shown in B) and C) for refocusing pulse phases of +x (0°) and +y (90°), respectively. 
The difference is shown in D).

The choice of basis operators in Eq. (2-13), In, is determined by the proposed use 

of the transformation matrix. For example, to compare the quality of different r.f. pulse 

designs, the use of the Cartesian operator basis for the calculation of the transformation 

matrix provides a measure of anomalous signal loss and coherence transfer in terms of 

the familiar Ix, Iy and Iz operators. Figure 2-13 provides an illustrative example for this 

scenario, for the AX spin system considered in Fig. 2-10, for which coi = 0 ppm, cl>2 = 3 

ppm, and J = 10 Hz.
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Ignoring the identity matrix contribution, the coupled two-spin (spin V2) system is 

described by fifteen Cartesian basis product operator terms, listed below. The matrix 

forms of these operators are listed in Appendix II.

Ii = 2IixI2z, I2 = 2IiyI2z, I3 = Iiy, Lt = Iix, Is = 2IizI2x, hs = 2Iizl2Y, I7 = I2y, Is = I2x, I9 = Iiz,

Iio =  l2r  I ii =  2 I ixI2x, Ii2 =  2 I i xl2Y I13 =  2 I ]yl2Y, I14 =  2 I i Yl2x, I15 =  2 I i zl2z (2-21)

The Cartesian transformation matrix shown in Fig. 2-13 was calculated for a 3 ms 

optimized sinc-like refocusing pulse (bandwidth*length = 4.19). A single step of phase 

cycling, illustrated in Fig. 2-12, was incorporated into the calculation. The r.f. pulse 

envelope is segmented into 250 rectangular components, and 201 locations in space (in 

the gradient field) are modeled for the each of the fifteen input coherence terms.

\
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Figure 2-13 A Cartesian product operator transformation matrix for a two-spin system, 
J = 10 Hz, CDi = 0 ppm, (D2  = 3 ppm, and a 3 ms optimized sinc-like refocusing pulse.

What is immediately clear from this matrix is that the in-phase coherences, terms 

3 ,4 , 7 and 8, are virtually unchanged by this refocusing pulse, returning over 99% of the 

input magnetization to the same term (All values are normalized to the uncoupled single 

spin response). On the other hand, the anti-phase coherences, terms 1, 2, 5, and 6, 

experience a drastic reduction in intensity, to only 42% if the input term. This loss in 

signal is treated in detail in Chapter 5, A Demonstration o f the Sources o f  Variability in 

the Response o f Coupled Spins to the PRESS Sequence and their Potential Impact on
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Metabolite Quantification. Terms 9 to 15 are the longitudinal and remaining two-term 

coherences, representing the DQCs, ZQCs and longitudinal Z order term. The two-step 

phase cycling incorporated tends to cancel out the contributions from these terms, 

although, in general, higher odd order coherences (such as TQC) will not be average out. 

The circled elements from Fig. 2-13 represent coherence transfer from spinj to spin2 , 

which for this optimized pulse are not significant. The transfer is a consequence of sub- 

1800 tip angles from the spectral roll-off region of the slices (see Fig. 2-9) (11-16).

As an illustrative example, the transformation matrix for a poor quality refocusing 

pulse, a 2 ms Gaussian pulse with the same bandwidth as the optimized pulse just 

considered (1400 Hz), but a much more gradual slice roll-off, is calculated, shown in Fig. 

2-14.

\
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Figure 2-14 A Cartesian product operator transformation matrix for a two-spin system, 
J = 10 Hz, CO] = 0 ppm, CO2 = 3 ppm, and a 2 ms Gaussian refocusing pulse.

Like the higher quality optimized sine pulse, the Gaussian pulse returns over 99% 

of the in-phase coherences, of course with a Gaussian distribution o f excitation across the 

slice. The poor quality of the pulse is reflected by the increased loss of signal for the 

input anti-phase coherences, terms 1, 2, 5, and 6, as well as by the significant coherence 

transfers, for example, from spini to spim, indicated by the circled elements.
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If the transformation matrix is being used purely as a time saving numerical tool, 

a basis set whose components consist of individual density matrix elements, shown in Eq. 

(2-22), will be shown to have the optimal utility.

'0 1 0 0" r 0 0 1 0" r 0 0 0 n
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 h = 0 0 0 0 . h = 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

\ y < y /

'0 0 0 0^ "0 0 0 0^ "0 0 0 0"
0 0 1 0

. I5 =
0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1
0

\
0 0 0

J
0

V
0 0 0

V
0

V
0 0 0

y

Figure 2-15 displays a transformation matrix calculated for the basis set shown in 

Eq. (2-22), for the same two-spin system treated in previous examples, and the optimized 

sine refocusing pulse.
/  \  

S| (  - 2 9 - l i 1 +  3; 0  0 - 5 - 4 ; - 7 1 - 6 ; ' ' a . '
s . 1 - 2 / - 2 9  +  1; 0  0  —7 1 —8/ 3 +  2; 3 ,
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S4 0 0  0  0  0 0 a 4

s 5 - 5  +  4; — 71 +  6 / 0  0  - 2 9  +  1; 1 - 3 ; a 5
- 7 1  +  8/\ 3 - 2 /  0  0  1 +  2; -  2 9  - 1 / y y v

Figure 2-15 A single element basis set transformation matrix for a two-spin system, J = 
10 Hz, C0i = 0 ppm, (O2 = 3 ppm, and a 3 ms optimized sinc-like refocusing pulse.

Figure 2-16 displays a transformation matrix calculated for the basis set shown in 

Eq. (2-22), for the same two-spin system treated in previous examples, and the 2 ms 

Gaussian pulse.

S , 1

' -3 7 - li 11 +  18; 0 0 - 1 5 - 1 8 ; - 6 2  +  6 ;'
â , l

s , 1 1 -1 8 / - 3 9  + 2; 0 0 - 6 2  +  3; - 7  +  17; a :
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S5 —15 +  18/ - 6 2 - 6 ; 0 0 - 3 7  +  1; 11 — 18/

V - 6 2 - 3 ;V
- 7 - 1 7 / 0 0 11 +  18; d, OO 1 a*^ b)

Figure 2-16 A single element basis set transformation matrix for a two-spin system, J = 
10 Hz, (Oi = 0 ppm, CO2  = 3 ppm, and a 2 ms Gaussian refocusing pulse.
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The advantage of the single element basis matrices over the Cartesian set is both a 

saving of time, due to the reduction in the number of terms, as well as the ease of the 

calculation of the basis weightings, the a’s and s’s, from the density matrix. For the 

Cartesian set, each a and s must be calculated as an expectation value, aj = Tr(pli), 

requiring a matrix multiplication and a sum, while they can be extracted directly from the 

density matrix when using the single element basis, aj = p ( l , 2), a2 = p ( l , 3) , ... etc. The 

density matrix following the application of the transformation matrix can be re-formed 

from the s-vector using the same protocol, p ( l , 2) =  Sj, p ( l , 3) = S2, ... etc. The lower 

diagonal elements are the complex conjugates of their Hermitian partner in the upper 

triangular region, p ( 2, l )  =  S i \  p ( 3 , l )  = S2*,... etc.

Table 2-1 compares the simulation times required using the transformation matrix 

method versus the direct calculation method. The spin system considered is the three- 

spin ABX aspartyl group of NAA, whose response to the PRESS pulse sequence (Fig. 2- 

8B) is calculated. Two dimensions of spatial localization are simulated, excited by the 

two refocusing 180° optimized sine pulses, the same pulse considered in Fig. 2-13 and 

Fig. 2-15, applied with orthogonal gradients. The spatial localization is modeled with 

201 points across the slice in each dimension.

Table 2-1 The Transformation Matrix Efficiency -  The ABX Spin-System

Transformation Matrix Direct Calculation

Overhead (Trans. Matrix Calculation) 60 secs None

Simulation time per PRESS timing 

(one set of TEi and TE2 )

0.03 secs 77 secs

Simulation time per N PRESS timings (60 + 0.03*N) secs 77*N secs

From Table 2-1, to calculate the response of the NAA ABX spin group to the 

PRESS sequence for 100 values of both of TEi and TE2 , the Transformation Matrix 

method will require 60 + 10,000*0.03 = 360 seconds1. To generate an identical result, 

the direct calculation approach would require 770,000 seconds = 8.9 days1, about 2000 

times longer.

‘Pentium II400 MHz PC running MATLAB 5
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As a verification of the transformation matrix approach, consider the calculation 

of a single illustrative NAA spectrum (ABX group), for a single PRESS (TEi, TE2 ) 

combination, using both the direct calculation method and the transformation matrix 

approach. The direct calculation incorporated 201 locations in space for each of the two 

refocusing pulses, requiring over 40,401 separate PRESS simulations to model the two 

dimensions of localization. The 40,401 resulting spectra are summed and normalized to 

the volume of interest excited to model the total signal as acquired in practical single 

voxel experiments. The transformation matrix approach incorporates the spatial 

integration into the matrix itself, so requires only a single PRESS simulation. Note that 

the same transformation matrix can be applied twice in the same sequence if the slice 

selective gradients are orthogonal, which is always the case for the single voxel PRESS 

sequence. The single element basis set, exemplified in Eq. (2-22) and Figs. 2-15 and 2- 

16, is employed in this example. Both approaches utilized the 3 ms (1400 Hz bandwidth) 

optimized sinc-like refocusing pulse previously considered. Figures 2-17A) and B) 

display the NAA ABX spectra calculated for PRESS timings (TEi, TE2 ) = (112 ms, 24 

ms) using the direct and transformation matrix methods, respectively.

c/a

1 0  •

- 2 0

-30
4.5 4 3.5 3 2.5 2

•£-10

-20

-30
4.5 4 3.5 3 2.5 2

chemical shift (ppm) chemical shift (ppm)

Figure 2-17 Calculated PRESS (112 ms, 24 ms) NAA ABX spectra (4 Hz line- 
broadening), with two dimensions of spatial localization provided by the refocusing 
pulses, calculated using A) direct methods and B) the transformation matrix approach. 
The spectra are identical to 1 part in 106.

The influence of the realistic slice selective pulses, as indicated in Fig. 2-13 for a 

weakly-coupled two-spin system, is primarily a loss of signal, exacerbated by the
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existence of anti-phase coherence at the 

pulse onset. For the particular PRESS 

timings modeled (112 ms, 24 ms), the loss 

of signal induced by the slices is 

significant, as shown by a comparison of 

Figs. 2-17 and Fig. 2-18, where the 

response of the NAA ABX group to the 

equivalent hard-pulse sequence is 

displayed in the later. The full slice- 

selective model produced only 37% of the 

peak AB multiplet intensity excited with 

the hard-pulse model, although with only a 

small change in the line-shape. A pulse of 

poorer quality (a more gradual roll-off), 

such as the Gaussian pulse treated in Fig. 

2-14, will result in significant coherence 

transfer and thus produce a change in line- 

shape as well as a reduction of peak 

intensity. Figure 2-19 displays the

response of the NAA ABX group to the 

PRESS sequence including the 2 ms 1400 

Hz bandwidth Gaussian pulse. For this 

low quality pulse, the peak intensity of the 

NAA AB multiplet is reduced to less than 

10% of hard-pulse yield. In Chapter 4, 

The Role o f the N-actylaspartate Multiplet 

in the Quantification o f  Brain Metabolites, 

the complete response of the N- 

actylaspartate AB multiplet to the PRESS 

sequence is calculated.

As illustrated in Table 2-1, the 

utility of the transformation matrix

-20 

S -30

-40

-50
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-70

4.5 4 3.5 3 2.5 2
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Figure 2-18 Calculated hard-pulse 
PRESS (112 ms, 24 ms) NAA ABX 
spectra (4 Hz line-broadening).

C/3

-20

-30

chemical shift (ppm)

Figure 2-19 Calculated PRESS (112 
ms, 24 ms) NAA ABX spectra (4 Hz 
line-broadening), incorporating 2 ms, 
1400 Hz bandwidth Gaussian 
refocusing pulses.
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approach lies in it’s efficiency, allowing multiple sequence parameters to be varied even 

for pulse sequences incorporating multiple dimensions of spatial localization, as is the 

case with single-voxel techniques.

Generally speaking, the slice anomalies are exacerbated by an increase in main 

field strength, via two separate mechanisms. Firstly, the increase in the chemical shift 

difference, associated with the rise in field strength, results in an increase in the relative 

voxel shifts, for a given pulse bandwidth. Recall that the voxel shift is the primary source 

of the reduction of the diagonal elements of the transformation matrix, from Figs. 2-13 

and 2-14. Secondly, the increased power deposition at higher frequencies reduces the Bi 

amplitude generated with a given driving current (17). The result is either a reduction in 

the maximum pulse bandwidth (lower intensity results in longer pulses), as compared 

with lower field strengths, or a reduction in pulse quality (increase in roll-off) to retain 

the bandwidth (pulse quality °= bandwidth x length). For these reasons, the influence of 

realistic slice-selective pulses will probably be increasingly significant in the future, 

given the persistent demands for increasing field strengths to increase signal to noise and 

improve spectral discrimination.

Section 2.5 briefly outlines the general approaches employed in the remaining 

chapters for characterization and optimization of the coupled spin response to the PRESS, 

STEAM and MQF sequences.
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2.5 Pulse Sequence Optimization

Figure 2-3 displays the evolution operator storage matrix utilized in all numerical 

simulations in this thesis. Section 2.2 describes how the variation in any sequence 

parameter, such as an inter-pulse delay or position in a gradient, is equivalent to a 

variation in the Hamiltonian, represented mathematically by multiple evolution operators. 

To characterize or optimize the response of a given spin system to a pulse sequence the 

density matrix following the sequence, for multiple values of the sequence parameters of 

interest, most commonly delay times, is calculated using the evolution operator storage 

matrix as the primary tool. The resulting density matrices are evaluated to form vectors 

or matrices of a desired result, be that the expectation value of an operator or the ultimate 

transverse magnetization. For example, consider the response of an ABC spin system to 

the PRESS sequence, assuming ideal hard pulses. Figure 2-20 displays the pulse acquire 

spectrum for this fictitious spin system ((Da = 1 ppm, cob = 1.2 ppm and (Oc = 1.25 ppm, 

with JAb = 20 Hz, Jac = 12 Hz and Jbc = 15 Hz, for a field strength of 3 T).

40
W

|  30

2 20

« 10

0

1.8 1.6 1.4 1.2 1 0.8 0.6 0.4 0.2 0
chemical shift (ppm)

Figure 2-20 A pulse acquire spectrum from an ABC spin system (coa = 1 ppm, cob = 1.2 
ppm and Wc = 1.25 ppm, with Jab = 20 Hz, Jac = 12 Hz and Jbc = 15 Hz), at a field 
strength of 3 T. A 4 Hz exponential line-broadening was applied.

Consider now the response of this system to the PRESS pulse sequence (Fig. 2- 

8B) assuming ideal hard pulses. The PRESS sequence comprises two echoes, both of 

which influence the density matrix at the acquisition onset if the coupling is not weak. 

To characterize the response of the ABC system to the PRESS sequence, the resulting 

spectrum (FID) is calculated for multiple values of both TEi and TE2 , the PRESS echo
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times. Figure 2-21 displays a filled contour plot that illustrates the peak value of the 

ABC multiplet as a function of these two timings. The PRESS sequence was simulated 

for echo times ranging from 0 ms to 120 ms, in 2 ms steps for both echo times, requiring 

a total of 3,721 separate simulations. The total simulation time was only ~ 9 seconds1 to 

calculate the 3,721 density matrices, including the 3,721 FIDs. Because the density 

matrix is calculated for each timing pair, any property of the spin system can be plotted 

as was the peak value of the spectrum, including any of the spin operator terms, or even 

the amplitude or phase of any of the individual spectral lines.

0 20 40 60 80 100 120
TE2 (ms)

Figure 2-21 A filled contour plot displays the peak value of an ABC spin system as a 
function of the PRESS timings (TEi, TEi), normalized to the peak value of the pulse 
acquire spectrum, shown in Fig 2-20. Individual spectra a timings indicated by A  and B  
as displayed in Fig. 2-22.

Two of the 3,721calculated spectra used to generate the contour are displayed in 

Fig. 2-22, for PRESS timings (16 ms, 16 ms), a poor choice of timings, and for (110 ms. 

20 ms) a favorable set of timings.

‘Pentium II400 MHz PC running MATLAB 5

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



I l l

■a 20

b  10

1.8 1.6 1.4 1.2 1 0.8 0.6 0.4 0.2 01.8 1.6 1.4 1.2 1 0.8 0.6 0.4 0.2 0
chemical shift (ppm) chemical shift (ppm)

Figure 2-22 Calculated ABC PRESS spectra for timings A) (16 ms, 16 ms) and B) (110 
ms, 20 ms). The spectrum in B) is ~ 110% of the peak amplitude of the pulse acquire 
spectrum from Fig. 2-20.

The transformation matrix methodology, outlined in section 2.4.1.2, can be 

applied to the previous calculations to incorporate the influence of realistic slice selective 

pulses into the PRESS sequence.

The numerical methodology outlined in chapters 1 and 2 is implemented in the 

following chapters, to optimize the response of several of the coupled-spin groups found 

in vivo to the STEAM, PRESS and DQF sequences. While the spin-systems considered 

in detail are a small sampling of the collection found in the human brain, the simulation 

software (see Appendix V) is general and can be applied to any target spin group of up to 

six spins.
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A New Multiple Quantum Filter Design Procedure for Use on Strongly Coupled 

Spin Systems Found In Vivo: Its Application to Glutamate1

3.1 Introduction

Although the observation of the uncoupled methyl singlets of choline (Cho), 

creatine (Cr) and N-acety 1-aspartate (NAA) has provided a significant impetus to the 

use of in-vivo proton spectroscopy for detecting biochemical abnormalities in brain (1), 

further substantial progress requires the ability to observe and quantify at will, several 

metabolites with coupled spins, most notably the amino acids (2-6). To quantify these 

metabolites one must be able to deal with their having similar chemical structures (and 

therefore similar chemical shift distributions); with a scalar coupling between their 

spins (and therefore multiplets that can overlap when several similar chemical 

structures are present together); with spin systems of five and six spins that are not 

always weakly coupled; and sometimes with signal intensities relative to background 

resonances and noise that approach unity. Methods for dealing with these issues seem 

to fall into four broad categories, namely, spectral modeling (7), spectral editing 

(2,6,8), 2D spectroscopy (9), and increasing the field strength (3,5). In this paper we 

present a spectral editing procedure, based on multiple quantum coherence (MQC) 

filtering, designed to accommodate the more challenging of the amino-acid-specific 

editing problems, including that of glutamate (Glu) and glutamine (Gin) (collectively 

referred to as Glx).

The procedure described below uses numerical methods in the design and 

optimization of the MQC filter sequence. Although in the past we have used the 

analytical approach of product operator calculations to evaluate filter performance (for 

example, for weakly coupled systems such as lactate (10) and y-aminobutyric acid 

(GABA) (8), as well as in strongly coupled systems with a very limited number of 

spins (11,12) such as citrate and the aspartate group), the need to accommodate both

' A version of this chapter was published. R.B. Thompson and P.S. Allen, Magn. Reson. Med., 39,762- 
771 (1998).
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strong coupling and an increasing number of spins necessitated the combination of an 

analytical understanding with a numerical optimization to approach a solution to this 

problem. The sequence design procedure concurrently incorporates into a composite 

sequence the functions of spatial localization and coherence manipulation (13-15), 

optimises sequence timings in relation to the overall spin system and eliminates the 

solvent-dipolar-magnetization signals from water in brain (16-18). No weak coupling 

approximations were made. In the filter design procedure both Glu and Gin were 

treated as AMNPQ spin systems reflecting their strong scalar couplings at 3 T. The 

proton designated A is that bonded to the C2 carbon of Glx and the MN and PQ 

designations refer to the methylene protons that are bonded respectively to carbons C4 

and C3. Strong coupling calculations were also included for the background signals 

from the AB multiplet of the ABX spin system of the aspartate groups of aspartic acid 

(Asp) and NAA. Moreover, when a full calculation of the GABA background was 

evaluated quite minor, but nevertheless quantifiable, deviations from the weak coupling 

limit were also found. These deviations will be more pronounced at 1.5 T. The 

efficacy of the resulting design procedure is demonstrated at 3 T, first, by the response 

of aqueous solution phantoms to the Glu filter, and secondly by the response of the 

human brain. A preliminary account of this work has been previously presented (19).

3.2 Composite Double Quantum Filter Design

A diagram illustrating the MQC filter sequence is shown in Fig. 1. At issue in 

the design of a composite sequence to target a single metabolite and incorporate spatial 

localization and coherence manipulation concurrently, are the design of the pulses and 

the optimization of the timings between them. These issues affect primarily the 

metabolite specificity but to a lesser extent the spatial resolution. Below they are 

discussed separately.
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Figure 3-1 A schematic diagram of the double quantum filter pulse sequence localized 
for a single voxel. The ti/2 excitation pulse was a 4ms BURP pulse (23); the n 
refocussing pulses were 4msec sine pulses, modified to fine tune the slice profile; the n il  
double quantum generating pulse was a 250 ps rectangular pulse and the final tt/2 “read” 
pulse was a 5 ms two-lobe sine gaussian. The spoiler gradients were 2 ms long and 20 
mTm'1 maximum amplitude, whereas the filter gradients, oriented at the ‘magic angle’, 
were 2 ms and 4 ms in length, also with a strength of 20 mTm'1.

3.2.1 The Pulses

The incorporation of spatial selectivity into one or more of the pulses of an in- 

vivo editing acquisition sequence was originally explored several years ago (20,21), but 

has only recently begun to show more promise as both the conflicting demands of 

localization and coherence manipulation, as well as the consequences of strong scalar 

couplings have become better understood. Between the earliest and the most recent (6) 

reports of editing sequences, in addition to hard pulses, gaussian, sine or even binomial 

90° and 180° pulses have been employed in MQC filters, often in conjunction with 

gradients to fulfill both the filtering and localizing roles. However, as demonstrated by 

Slotboom et. al. (22), the presence of a chemical shift distribution and of the scalar 

coupling interaction complicates the response of the nuclear spin system to soft pulses 

(particularly if the scalar coupling is strong) and renders soft pulses specifically designed 

for the imaging of uncoupled water protons not always the most appropriate for localized
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spectral editing. For example, for an initial spatially selective excitation pulse, chemical 

shift dephasing as well as gradient dephasing needs to be removed if one is to begin the 

preparation period (tx in Fig. 1) with spins that are all in phase. This can be done using 

self-refocussing pulses (13,19,22,23), although several authors (6,14,15) have chosen to 

relax this condition and use sinc-like excitation pulses together with the incorporation of 

a phase correction later in the sequence. The self-refocussing methodology of Geen and 

Freeman (23) was adopted here because of the need to control the post-pulse phase 

distribution of terms in the density operator. It took account of evolutions under 

gradient, chemical shift and the slice positioning frequency offsets. Soft 90° pulses later 

in the sequence can, if  sufficient care is not taken, also give rise to unwanted distributions 

of coherence at the end of the pulses. The coherence distributions can be quite different 

from those which would have been produced by the very short, rectangular pulses of the 

same tip angles which are usually assumed in product operator analyses.

At least three of the five pulses normally used in a single voxel DQC filter must 

be made spatially selective. The most appropriate, because of their null role in 

transferring coherences, are the 90° excitation pulse and the two 180° pulses used to 

refocus chemical shift and field inhomogeneity dispersions (13-15). The remaining 90° 

pulses, namely, the producer of multiple quantum coherence (second 90° pulse) and the 

read pulse (third 90° pulse) can then be designed to satisfy filtering considerations alone. 

The 90° excitation pulse, which is required to produce in-phase transverse magnetization 

for a range of multiplet resonance frequencies, was provided by a BURP self-refocussing 

pulse (23). If, within the excitation slice, the spins are not all in phase at the beginning of 

the preparation period, ti, the transfer of coherences later in the sequence will be 

compromised. Because 180° sine pulses are self-refocussing, the refocussing of chemical 

shift dephasing and field inhomogeneities in the time periods ti and t3  was carried out 

using spatially selective, modified sine pulses. To minimize the mixing of coherences 

during the second 90° pulse (and hence modification of the filtered lineshape or yield) a 

rectangular shaped (250 j i s )  wideband (full width half height = 37.5 ppm) pulse was 

used. The importance of a short pulse for producing the desired combination of MQC at 

the beginning of the period, t2 , accentuates with increasing strength of B0, because of the 

increase in chemical shift difference between the MN and PQ spins of Glx, and to a 

lesser extent on the strong coupling regime of the scalar coupling. For the read pulse a
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spectrally selective sine pulse was used, whose tip angle and ability to promote the 

mixing of coherences during the pulse were used to advantage (as described below) to 

tailor the filtered lineshape.

3.2.1 The Timings

Manipulation of both the preparation interval, ti, between the first two 90° pulses, 

and the signal acquisition delay, t3, can have a significant effect on the filter throughput 

(inherent yield and relaxation loss) as well as on the signal lineshape. For example, in 

systems more complex than the AX spin system, adjustment of t, from the conventional 

1/2J (usually a reduction) may not only increase the productions of DQC and hence the 

inherent filter yield, but it can also reduce the length of the filter and hence reduce the 

transverse relaxation losses (24,8,25). Furthermore, as demonstrated for GABA (8), 

waiving the demand for a fully in-phase output multiplet and accepting antiphase 

multiplets (where adjacent peak cancellation is not a problem) enables one to reduce t3 

and therefore reduce even further the transverse relaxation loss, thereby optimizing the 

output signal strength. The timing calculations for t, and t3 made in references (24,8,25) 

were carried out for spin systems assumed to be weakly coupled (including Glu in 

reference 25) and excited by hard rectangular pulses. Although these calculations may 

well provide a good starting approximation for localized filter design in the weak 

coupling limit, when the coupling deviates from that limit, as in the Glx cases, and when 

coherence evolution begins to take place during soft pulses, numerical optimization 

becomes the only practical method for providing the framework within which pulse 

shapes can be optimized, the sequence timings can be chosen and the output lineshapes 

evaluated. In the present case, as is described below, contour plots of a performance 

index or figure of merit, £, were produced numerically as a function of the critical 

sequence parameters, in order to provide the means to optimize the filter sequence.

3.2.3 The Procedure

The starting points for the numerical optimization of the Glu filter sequence were 

as follows. First, the conventional MQC filter of three 90“ pulses, but incorporating two 

180’ pulses to refocus chemical shielding and field inhomogeneity dispersions, was
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assumed. Secondly, the chemical shift and 7-coupling data of the metabolite in question, 

be it the target or the background, were incorporated into the mathematical model (see 

below). For the AMNPQ spin systems of Glx these are given in Table 3-1, where the 

experimental values derived in this laboratory (27) were acquired from 500 MHz spectra 

of either Glu or Gin in DiO solution (pH -  7.2), again using the full coupling calculation 

to model each 500 MHz spectrum. Similar independent measurements of Glx couplings 

have been reported recently by Govindaraju et. al. (28).

Table 3-1 Chemical Shifts, 5 ppm, and Scalar Couplings, J Hz, for the AMNPQ Spin 
Systems of Glu and Gin.

Chem ical Shift 5 a 5 m 5 n 5p 5q
M etabolite

Glu (27) 3.75 2.13 2.05 2.36 2.34
Glu (22) 3.76 2.12 2.04 2.35 2.34
Glu (26) 3.76 2.10 2.06 2.36 2.36
Glu (28) 3.743 2.120 2.042 2.349 2.334

Gin (27) 3.77 2.14 2.13 2.46 2.44
Gin (26) 3.78 2.14 2.14 2.46 2.46
Gin (28) 3.757 2.135 2.115 2.456 2.434

J-C oupling J a m  Ja n J m n J m p J m q Jn p J n q J PQ
M etabolite
Glu (27) 4.67 7.35 -14.7 6.63 8.86 8.83 6.16 -16.22
Glu (22) 4.5 7.2 -15.2 6.0 9.5 8.0 6.8 -15.7
Glu (26) 4.9 7.3 - - - - - -

Glu (28) 4.65 7.33 -14.85 6.43 8.47 8.39 6.89 -15.89

Gin (27) 5.8 6.5 -14.0 6.0 9.8 9.5 5.8 -16.4
Gin (26) - - 3.6 7.6 7.9 7.9 -

Gin (28) 5.84 6.53 -14.45 6.33 9.25 9.16 6.35 -15.55

The numerical calculations carried out to optimize the sequence timings used the 

density matrix representation of the metabolite spin system outlined in Chapters 1 and 2. 

The Hamiltonian used included, in addition to the Zeeman interaction, the rf pulses, the 

gradient pulses for both spatial encoding and for encoding the orders of MQC, the 

chemical shielding interaction and the scalar coupling interactions.

The principal goal of the sequence optimization procedure was to produce as 

sharp a separation of Glu from Gin as possible in-vivo at 3T. The discriminate of Glx
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from other background signals was a secondary objective. In Fig. 2 we illustrate the 

calculated MNPQ multiplets of both Glu and Gin at 3T as 1 Hz broadened spectra, where 

the 1 Hz line broadening was chosen for clarity.

PQ
MN

Glu ( 1  H z )

i j . -j
1.82.7 2.6 2.3 2.2 1.92.5 2.4 2.1 2.0

Chemical Shift [ppm]

PQ

Gin ( 1 H z )

2.6 2.2 1.92.7 2.5 2.4 2.3 2.1 2.0 1.8
Chemical Shift [ppm]

Figure 3-2 Calculated multiplet spectra for the MNPQ spins of both Glu and Gin at a 
field strength of 3T. The chemical shift and scalar couplings used in the calculations 
were obtained in this laboratory and are listed in Table 1. The linewidth was set at 1Hz 
in order to provide resolution of the major multiplet peaks and demonstrate the lack of 
overlap between Glu and Gin in the 2.3 ppm region of the spectrum.

It is clear from Fig. 2 that for successful resolution of Glu from Gin at 3T the 

filter design should focus on separating the PQ multiplets and should attempt to restrict 

the lineshape of the Glu PQ multiplet to its 2.3 ppm (downfield) component. That such a 

tailoring of the multiplet lineshape might be possible is suggested by previous experience 

(8) with the lineshape of the A2 multiplet of GABA and from the fact that far more 

component terms contribute to the strongly coupled PQ multiplet lineshape of Glx, than
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contribute to the A2 multiplet of GABA. For example, with the GABA A2 multiplet, the 

lineshape was shown (8) to be any one of an in-phase triplet, an anti-phase triplet, an 

anti-phase doublet, or a combination thereof, depending on the value of and t3. The 

assumption was therefore made here, that because of the greater flexibility stemming 

from the multitude of contributing terms in the Glu case, the evolution of the various 

coherences could be adjusted to give a PQ multiplet lineshape that was predominantly its

2.3 ppm component.

To quantify our ability to target the 2.3 ppm Glu resonance by numerical 

simulation, a figure of merit, £, was defined for the 2.2 ppm to 2.5 ppm region of the 

filtered spectrum. The figure of merit, £, is defined below,

= { A 2.3 Asjngiet/A2.3 } / Bfms

where A2.3 and A2.3 are respectively the peak amplitude and width of the 2.3 ppm 

component of the Glu response to the filter, As;ngiet is the width of a singlet resonance 

characterizing the pre-defined shim value, and B^s is the root mean square amplitude of 

the positive and negative excursions from the baseline (not including the 2.3 ppm target 

peak) between 2.2 ppm and 2.5 ppm. The sequence adjustments to optimize \  were made 

primarily by varying both and t3, but were refined by varying the tip angle and length 

of the read pulse and further by adjustment of t2. The read pulse refinements provided 

some control over the mixture of coherences produced during that pulse. To evaluate the 

optimum conditions the read pulse was initially set non-optimally with a tip angle of 90° 

and a length of 5 ms, and the filtered spectrum sampled over ti and t3 to produce a 

contour plot similar to that of Fig. 3. In Fig. 3, the contour magnitudes are normalized to 

the maximum value of % derived in this (th t3) space. At the quasi-optimal f  and t3, 

values derived from this plot, the read pulse tip angle and length were adjusted to provide 

the contour plot of Fig. 4, from which the optimal read pulse was derived. The optimal 

value of t2, as illustrated in Fig. 5, was determined after the read pulse had been chosen. 

The final optimization of ti and t3 was then carried out, subsequent to the optimization of 

the read pulse and L,, by generating Fig. 3, which, together with Fig. 4, illustrates the 

sensitivity of the optimum conditions for a Glu filter.
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Figure of Merit, Contours for the Glutamate DQ Filter
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Figure 3-3 A contour plot of the calculated figure of merit, q, of the glutamate double 
quantum filter as a function of the times t, and t3 in the filter sequence of Fig. 1. The 
numerical contour values are normalized to the maximum value which was observed in 
the region of (t,, t3) = (36ms, 43ms). The step interval was 1ms in each dimension.

Although MQC filters provide excellent suppression of single quantum 

coherences from uncoupled spins, as well as of the MQC from coupled spin systems 

whose multiplets are not excited by the read pulse, the similarity of chemical shift 

locations and J  values of Glu, Gin, NAA, Asp and GABA, makes the leakage of some 

neighbouring coupled spin metabolite signals inevitable. Filter response signal 

calculations were therefore also carried out for the Glu filter sequence acting on all 

known spectrally neighbouring metabolites that might produce a background artifact, 

namely, Gin, NAA, Asp and GABA. From such calculations it was clear that the GABA 

contribution was quite small and it was consequently omitted from the subsequent 

phantom tests. Because discrimination from neighbouring metabolites was a key criterion 

in the final optimization of the filter sequence, the ultimate timings etc., for the Glu filter 

at a field strength of 3T were chosen once all target metabolite and background signals 

had been accumulated. It should not be forgotten however, that due to the strong 

coupling of Glu, Gin and Asp spin systems, the optimal solution is field dependent and 

the values derived here are only optimal at 3T.
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Figure of Merit, Contours for the Glutamate DQ Filter
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Figure 3-4 A contour plot of the calculated figure of merit, of the glutamate double 
quantum filter as a function of the read pulse tip angle and read pulse length in the 
sequence of Fig.l, while a constant read pulse shape was maintained. The numerical 
contour values are normalized to the maximum value which was observed at 72° and a 
pulse length of 5 ms. The step intervals were 2° in tip angle and 0.5 ms in pulse length.
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Figure 3-5 The dependence of the calculated figure of merit, of the glutamate double 
quantum filter as a function of the time, t,, in the sequence of Fig. 1. The numerical 
amplitude is normalized to its maximum value at t, = 5.5 ms. The stepping interval in t, 
was 0.25 ms.
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The composite DQC filter design for Glu was initially tested on small (5 cm and 8 

cm diameter) spherical phantoms of aqueous solutions before being evaluated in-vivo on 

a single 2.5x2.5x2.5 cm3 (15.6 ml) voxel in the region of the motor cortex. Using the 

phantoms the filter was evaluated for its spatial integrity, as well as for its ability to filter 

the 2.3 ppm component of the Glu PQ multiplet from a background of Gin, NAA and 

Asp signals, each of which was represented at a relative concentration corresponding to 

that in normal brain. These performance tests were carried out at 3T in an 80cm bore 

magnet (Magnex Scientific PLC, Abingdon, UK), using a home-built 28cm diameter 

quadrature birdcage coil for both transmission and reception. The gradient coils were 

actively shielded (access diameter 32cm) and spectrometer control was provided by an 

SMIS console (Surrey Medical Imaging Systems PCL, Guilford, UK). The validity of 

the numerical calculations was checked by comparing the calculated filtered Glu signal, 

broadened by 2.5Hz, with the experimental filter output from a phantom of Glu in 

aqueous solution. The agreement, shown in Fig. 6, also demonstrates the filter’s ability 

to suppress all components of the MN and PQ multiplets relative to the 2.3 ppm peak of 

the PQ multiplet.

A) Calculated Glu 
Response

B) Experimental Glu 
Phantom Response

3.5 3 2.5
Chemical Shift [ppm]

1.5 3.5 3 2.5
Chemical Shift [ppm]

1.5

Figure 3-6 A comparison of the calculated (A) and experimental (B) response of Glu to 
the optimized Glu filter. Also included in panel (A), as the dashed curve, is a 
reproduction of the unfiltered Glu spectrum at 3T. Although both Glu signals are 
normalized to the same peak height to emphasise the isolation of the 2.3ppm peak, the 
filtered Glu peak is -33%  of its maximum value in the unfiltered Glu spectrum,. Both of 
the calculated spectra were broadened to 2.5 Hz to correspond to the linewidths in the 
experimental phantom response.
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The phantom for the spectral discrimination test comprised Glu (36mM), Gin 

(12mM), NAA (27mM) and Asp (9mM) in aqueous solution in the central 5cm diameter 

sphere of a concentric spherical structure of which the outer 8cm diameter spherical 

compartment contained water. The results of this test are shown in Fig. 7, where the 

calculated response (A), a concentration weighted sum of the calculated metabolite 

responses to the optimized Glu filter, is compared to the experimental, filtered, phantom 

response (B). Also shown, in Fig. 7(C), is an in-vivo spectrum for comparison with the 

other two. The strong singlet peaks of NAA, Cr and Cho are clearly eliminated by this 

filter and other than the 2.3 ppm peak of Glu, the signals from coupled spins are 

markedly suppressed.

A) Calculated Response

4.5 45 3.5 3 2.5 2 1.5 1
Chemical Shift [ppm]

B) Experimental Phantom Response

x x j . X X X

4.5 14 3.5 3 2.5 2 1.55
Chemical Shift [ppm]

C) In-vivo Response

1.54.5 4 3.5 3 2.5 2 15
Chemical Shift [ppm]

Figure 3-7 A comparison of the calculated (A), mixed phantom (B) and human brain (C) 
response to the optimized Glu filter. The calculation was a weighted sum of the 
calculated responses of Glu, Gin, NAA and Asp at normal physiological concentrations. 
The mixed solution phantom contained solutions of Glu, Gin, NAA and Asp also in 
normal physiological proportions. Both the calculated and phantom responses were 
artificially broadened to 7Hz linewidth in order to be comparable with the in-vivo 
spectrum.
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To demonstrate the spatial integrity of the filter, we chose to construct a phantom 

from the two metabolites that are most difficult to separate spectroscopically, namely Glu 

and Gin. The spectral resolution of the Glu and Gin responses to the Glu filter is 

illustrated in Fig.8, where the metabolites are represented in normal physiological 

proportions and where the line broadening has been increased to the value we regard as 

limiting for such resolution with this filter at 3T, namely, 4 Hz.

Glu

Gin

2 1.52.53

Chemical Shift [ppm]

Figure 3-8 A comparison of the calculated responses, broadened to a linewidth of 4Hz, 
of both Glu and Gin to the optimized Glu filter and presented on the same axis to 
illustrate the limiting nature of the resolution at 4Hz. Glu and Gin are assumed to be in a 
concentration ratio of 12:4, representing relative physiological concentrations.

For the spatial integrity test we chose to use these metabolites not in physiological 

proportions but in equal 20mM concentrations. Each of the chambers of the concentric 

spherical structure was filled with one or other of the Glu or Gin solutions and the Glu 

filter applied to each chamber in turn. The spatial discrimination is illustrated in Fig. 9.
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Gin
Glu

f G ln

1.53.5 3 2.5 24
Chemical Shift [ppm] Chemical Shift [ppm]

Glu
'''tin'

1.53.5 3 2.5 21.5 43.5 3 2.5 24
Chemical Shift [ppm] Chemical Shift [ppm]

Figure 3-9 A demonstration of the spatial integrity of a 1.5 x 1.5 x 1.5 cm3 single voxel 
filtered response at both the isocentre and 3cm from the isocentre in a pair of concentric 
spheres. Each of the spheres contained either Glu or Gin as indicated in each of the four 
panels, (A) to (D). For each configuration of Glu and Gin, namely, (A) and (B) on the 
one hand and (C) and (D) on the other, the response of the metabolite in each of the 
spheres was interrogated, i.e.(A) versus (B) on the one hand and (C) versus (D) on the 
other. The linewidth is ~ 3 Hz

Notwithstanding the excellent, localized, editing performance of the DQC filter 

sequence with spherical aqueous phantom solutions of metabolites, when the sequence 

was initially applied to human brain in-vivo it was found that signals could be returned 

by the filter whose characteristics appeared to match those of solvent, dipolar- 

demagnetizing field signals, known to very high field spectroscopists (17,18,29-31), but
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not previously reported from in-vivo experiments. In the present work these signals have 

been assigned to water protons, although they do not necessarily always occur at 4.75 

ppm and they do not result from water proton magnetization excited by the initial 90° 

pulse. Their source was initially suspected because o f their sharp sensitivity to the ratio 

of the filter gradients (they peaked sharply when G2 /G 1 was set precisely to an integral

value) and by their (3cos~0-l) dependence on the angle, 0, between the static field, B0, 

and the filter gradient direction. In later experiments the intensity of these signals was 

found to depend on the tip angle, 0, of the read pulse according to the sin 0(1-cos 0) 

dependence predicted by Bowtell (17) for the dipolar demagnetizing field signals of 

solvent nuclei at very high field. Although these signals are not novel in high field NMR, 

we believe that this is the first report of their interference at low fields with the operation 

of localizing MRS sequences, although magic angle gradient settings to inhibit their 

appearance have been reported (32,33). In the DQF sequence presented here the dipolar 

demagnetizing field signals are generated by the second and third 90° pulses of the DQF, 

together with the filter gradients. Although they are detectable in a two pulse experiment 

at a low level from irregularly shaped samples when the filter gradients are not present, 

they are dramatically increased when the filter gradients are applied with an integral ratio 

of their amplitudes. To ensure their elimination from the DQC Glu filter response, we 

found that phase cycling was required (34) as well as the magic angle setting of the 

gradients. A more detailed discussion of the characteristics, origin and elimination of 

these signals is provided in chapter 7.

3.4 Summary and Conclusions

The objectives of the paper have been, first, to outline a procedure that is 

appropriate for the design of MQC filter sequences targeted for the strongly coupled, 

multiple spin systems that occur in the metabolites of the brain and, secondly, to provide 

an evaluation of the performance of such a sequence designed for Glu, both in a phantom 

and in-vivo. For spin systems that are not weakly coupled, the number of significant 

terms in the density operator (even over the course of the simplest pulse sequence) 

greatly exceeds that for the same number of weakly coupled spins (compare for example 

the AB multiplet o f the ABX spin system of the aspartate group of NAA (12,35) with the 

standard text book example of an AX spin system). As the number of spins in the 

coupled groups increases, the problem of evaluating the response of the spin system
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analytically using product operator methods becomes intractable. The design procedure 

proposed here uses numerical methods of solution for the density matrix equations in 

order to establish first, the most suitable target multiplet for editing, to provide secondly 

a set of contour plots of a performance index of the filter, £, in terms of the critical 

parameters in the DQC filter sequence, and to produce thirdly the response of the target 

and background metabolites to that filter sequence. Without both the numerical solution 

of the strongly coupled problem and the complete set of coupling parameters measured in 

this laboratory, our choice of a target peak at 2.3 ppm in the mixed Glx 3T spectrum, as 

depicted by Fig.2, would have been very difficult to establish. The performance index, 

embodies this spectral design objective of the filter, and the calculated contour plots of 

Figs. 3 and 4 illustrate what, for us, is not obtainable analytically, namely, that under the 

right circumstances a component peak can indeed be isolated from within a particular 

multiplet of a strongly coupled spin system. It would, however, be wrong to extrapolate 

too far from this success and assume that a suitable peak for editing can always be 

identified and isolated. The juxtaposition, that is shown in Fig.2, of the Glu spectrum 

against its principal interfering background spectrum from Gin, is valid only at ~ 3T. At 

different field strengths not only does the multiplet separation change relative to 

multiplet splittings, but for strongly coupled systems the multiplet band shapes 

themselves also change substantially. Realization of this emphasises the importance of 

the initial targeting procedure, prior to the filter sequence design. When coupled spins 

are involved in both target and background metabolites, the targeting procedure becomes 

somewhat more sophisticated than for the weakly coupled GABA multiplet obscured by 

the singlet Cr resonance (36).

That a practical filter can be optimized to return primarily the 2.3 ppm peak of the 

Glu PQ multiplet is demonstrated in Fig.6, where not only are the unfiltered and filtered 

multiplets compared, but where an experimental phantom response clearly verifies the 

calculated response. The sensitivity of this response to the sequence parameters is 

clearly evident in Figs.3 through 5. The advantageous shortening of t, and L from 1/2J, 

previously demonstrated for the weakly coupled GABA (8), is reaffirmed. The 

importance of t, and read pulse adjustments are also clear, although it is impractical to list 

the optimal distribution of coherences (amongst the 160 terms of the density operator 

which we tracked) brought about by these adjustments.
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Although the response of all possible background metabolites to the Glu- 

optimized filter have been calculated (27), only their concentration-weighted sum has 

been shown in Fig.7 in the interests of brevity. In Fig.7, the calculated overall response 

and the experimental phantom response have been artificially broadened to correspond to 

the broader 7Hz linewidth of the experimental in-vivo spectrum, all of which show 

clearly the dominance of the 2.3 ppm Glu peak. The line broadening in-vivo was 

determined from the NAA singlet at 2.02 ppm of an unfiltered proton spectrum of brain. 

At ~ 7Hz line broadening, even though the response is dominated by the 2.3 ppm peak of 

Glu, we cannot say that Glu and Gin are fully resolvable at 3T with this filter. We 

estimate that to resolve Glu fully from Gin with this filter we need to shim to 4Hz or 

better, as is illustrated in the 4Hz broadened calculated responses shown in Fig.8. 

Nevertheless, relative to concentration estimates taken from unfiltered proton spectra 

acquired with PRESS or STEAM, the credibility of quantitative in-vivo measures of Glu 

are likely to be significantly enhanced by this filter design procedure, because of efficient 

background suppression. Even at 7 Hz linewidth, the 2.3 ppm peak amplitude (used by 

some) is ~95% Glu and the signal to noise ratio in-vivo is ~ 10:1. Moreover, the detailed 

numerical access to the sequence-dependent response lineshapes of the strongly coupled 

metabolite spins underscores any interpretation by allowing a modelled decomposition of 

the experimental filter response to take place, thereby allowing the actual magnitude of 

the suppressed components to be determined.

Finally the spatial integrity of the single voxel defined by the filter is very well 

demonstrated by Fig.9, taken in conjunction with the response lineshapes of Glu and Gin 

shown in Fig.8. Because of the very close spectral similarity of Glu and Gin, no 

confusion arises between spatial and spectral discrimination in this phantom test. The 

narrow solution linewidths (~3 Hz) provide a clear spectral separation of the two 

metabolites, so that the discrimination demonstrated in Fig.9 is entirely spatial. The 

volume demands of an in vivo application are unlikely to be so great as in this phantom 

test.
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The Role of the N-Acetyl-Aspartate Multiplet in the Quantification

of Brain Metabolites'

4.1 Introduction

The goal of this manuscript is to clarify the influential role of a major brain 

metabolite, namely, N-acetyl-aspartate (NAA), in the accurate quantification of other 

lower concentration metabolites that are no less important in understanding the metabolic 

status of regions of the central nervous system (CNS). NAA has evolved (Vion-Dury et 

al. 1994) as the primary marker of neuronal dysfunction and loss as measured by proton 

magnetic resonance spectroscopy (MRS) of the CNS. It is found in significant 

concentration (8-1 ImM) in normal brain (Pouwels et al., 1998). Numerous in-vivo MRS 

studies have correlated changes in measured NAA levels with specific sources of 

neuronal loss, including chronic infarcts (Graham et al., 1993; Gideon et al., 1994; 

Hetherington et al., 1994), tumours (Usenius et al., 1994; Negendank et al., 1996; Preul 

et al., 1996), chronic MS plaques (Koopmans et al., 1993; Arnold et al., 1994; Davie et 

al., 1994; Husted et al., 1994; Pan et al., 1996), ALS (Jones et al., 1995; Gredal et al., 

1997; Cwik et al., 1998) and several other cerebral disorders (Kreis et al., 1993; Chang et 

al., 1996; Ashwal et al., 1997). NAA is also thought to play a role in the metabolism of 

N-acetyl aspartyl glutamate (NAAG), an excitatory dipeptide which co-resonates with 

one of the NAA peaks.

The spectrum of NAA is characterized by an acetyl singlet, resonating at 2.02 

ppm and by means of which it is most commonly quantified, together with an ABX spin 

group contributing an AB multiplet at 2.60 ppm and an X multiplet at 4.40 ppm. Under 

in-vivo conditions, where one has no control over overlapping background metabolites, 

the AB multiplet of NAA contributes to the crowded spectral region between 2 and 3 

ppm occupied by other strongly coupled multiplets from, for example, the aspartate 

(Asp) AB group at 2.76 ppm and the PQ and MN spins of the AMNPQ spin systems of

' A version of this chapter was published. R.B. Thompson and P.S. Allen, Bioch. and Cell Biol., 76, 497- 
502(1998).
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glutamate (Glu) and glutamine (Gin) extending from 2.0 ppm to 2.5 ppm. The X 

resonance of NAA in most studies falls under the wings of the larger water signal and is 

therefore neglected, while the acetyl singlet dominates the acetyl resonance of NAAG at

2.05 ppm, as well as partially obscuring neighbouring multiplets of Glu, Gin, and y- 

amino butyric acid (GABA). Fig. 4-1 shows a calculation of the contributions of 1 mM 

of each of these metabolites at a field strength of 3T, assuming a typical in-vivo 

linewidth of 5 Hz.

250
N A A

(methyl)N A A G  • 
(methyl) *5  200

150 NAA
(aspartyl)

NAAG
(aspartyl)

100 GinAsp Glu

50

0
93 2.5

ppm

Figure 4-1 Numerically calculated 90° pulse response spectra for the significantly 
contributing metabolites in the 2.0 ppm to 2.8 ppm spectral band. Each metabolite is 
assumed to be of 1 mM concentration, and is broadened to a line width of 5 Hz to 
simulate in-vivo conditions.

The subject of this paper is the marked variability of the strongly coupled 

aspartate group in NAA which can significantly affect the quantification of other 

metabolites through their strongly coupled multiplets in the 2.0 to 3.0 ppm spectral band. 

This follows from the popular quantification procedure (Provencher 1993) of fitting the 

measured spectrum to a linear combination of individual metabolite basis spectra, in 

order to identify the linear coefficients as metabolite concentrations. Such a procedure 

requires that the spectral line shapes and relaxation times are known for all potential 

contributors throughout the full window of the observed spectrum. In this paper we
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neglect relaxation time differences between metabolites in the physiological milieu, 

which is one source of artifact, and focus on the line shape issue, demonstrating the 

marked sensitivity of coupled spin multiplets to characteristics of the pulse sequence, 

namely, the pulse type, the pulse design and the inter-pulse intervals.

The PRESS sequence (Bottomley 1987), shown in chapter 2 (Fig. 2-8B), has 

recently enjoyed widespread application in in-vivo MRS because it provides the 

maximum signal available from the uncoupled resonances, specifically, the singlets of 

NAA, creatine (Cr) and choline (Cho). However, strongly-coupled spins, e.g., the ABX 

portion o f NAA, experience complex echo-time and pulse shape dependent coherence 

evolutions that give rise to a variability in the lineshape and the spectral yield of the 

PRESS sequence, which are not well documented for NAA. A previous analytical, 

product operator, treatment of the AB multiplet of NAA (Wilman and Allen 1996) 

demonstrated an irregular echo-time dependence at a number of field strengths. 

However, this analysis assumed sharp pulses with no intra-pulse evolution of coherences 

and it also neglected the edge effects of selective in-vivo pulses, both of which can have 

a substantial effect on the distribution of coherences at the start of inter-pulse evolution 

periods. By means of a numerical approach, we demonstrate here a dependence of the 

AB multiplet yield on the individual echo times, TE, and TE,, (not previously 

acknowledged in the literature), as well as on the total PRESS length, TE. Furthermore, 

it will be shown that this variability is exacerbated by evolutions occurring during the 

spatially selective 180° pulses, an effect previously considered by Slotboom et. al (1994) 

in the weakly coupled limit of an AX spin system. For a particular field strength and a 

given pulse design, the numerical evaluation of the response o f the coupled spins of NAA 

to PRESS enables the changes in multiplet amplitude and lineshape to be determined for 

all combinations of echo times, demonstrating the striking difference from the behaviour 

of the uncoupled NAA singlet.

4.2 The Response to PRESS (TE, and TE: Dependence)

To calculate the response to the PRESS sequence numerically, the density matrix 

representation of the metabolite spin system outlined in Chapters 1 and 2 was employed. 

The Hamiltonian used in the present calculations included, in addition to the Zeeman
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interaction, the r.f. pulses, the gradient pulses for spatial encoding, the chemical shielding 

interaction and the strong scalar coupling interactions.

4.2.1 Hard Pulse Limit

The previous product operator calculation of the response of the NAA ABX spin 

group to PRESS (Wilman and Allen 1996) (which assumes hard pulses) only provided 

the signal dependence on the total echo time, TE. However, because the chemical shift 

and scalar coupling Hamiltonians do not commute when the coupling is strong, the 

individual echo times, TE, and TE,, independently contribute to the overall response, 

even for the idealized, hard pulse, PRESS sequence. A sole dependence on the total echo 

time occurs only in the weak coupling limit. Furthermore, strong coupling evolutions 

give rise to complex and changing line shapes, making a simple area measurement an 

inappropriate assessment of the echo-time dependence of the response. A more 

meaningful assessment requires some multiplet simplification, e.g., a peak height. Figure

4-2 represents, as a contour plot, the numerical evaluation of the peak value response of 

the 2.60 ppm multiplet, calculated in terms of TE, and TE,.

0 50 100 150
TE2  (msec)

Figure 4-2 A contour representation of the peak value of the NAA AB multiplet as a 
function of the PRESS echo times, TE, and TE,, in which all r.f. pulses are hard pulses. 
The contour values are normalized to the AB multiplet peak intensity corresponding to a 
PRESS sequence of minimum length. Calculated and experimental spectra are produced 
for echo times corresponding to the points labeled a, b, and c are given if Fig. 4-3.
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What is immediately clear from Fig. 4-2 is the prediction that the full peak 

intensity of this multiplet can be recovered at several echo time combinations displaced 

from the TE,=TE, diagonal. Although the integrated area under the multiplet cannot 

exceed unity, the transfer of coherences within the spin system can enhance peak 

intensity, as is illustrated for example at echo time combinations (TE,, TE,) of (112 ms, 

24 ms) and (45 ms, 90 ms). At these PRESS timings the peak of the AB multiplet is 

inverted to more than 120% of the “90°-response” peak intensity. To illustrate the 

sensitivity of the AB line shape to both echo times, some representative calculated and 

experimental spectra are plotted in Fig. 4-3, corresponding to the variety of echo time 

combinations annotated on Fig. 4-2. The experimental spectra were acquired from an 8 

ml sphere containing a solution of 20 mM NAA, balanced to a pH of 7.2.

Figure 4-3 Calculated and experimental phantom spectra for three PRESS echo-time 
combinations corresponding to the timings of locations a, b, and c in Fig. 4-2. The 
numerical calculations exclude the NAA acetyl singlet at 2.02 ppm. The experimental 
and calculated spectra were line broadened to a width of 5 Hz to be consistent with in- 
vivo conditions. The phantom spectra are normalized to the intensity of the NAA methyl 
singlet, to correct for T, losses.

a  (10 ms, 10ms) b  (20 ms. 20 ms) C (20 ms, 142ms)

Calculated
Spectra

Phantom
Spectra
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Limitations on peak r.f. power, pulse length and gradient strength give rise to the 

bandwidth limitations and spectral roll-off characteristics for the refocussing pulses of a 

practical PRESS sequence, which make them less than ideal. Although previously 

recognized (Slotboom et al., 1994), the incorporation of a realistic pulse design into full 

spectral response calculation has not been reported in the literature. Incorporating 3.5 

msec 180° sine refocussing pulses into the PRESS sequence Hamiltonian, the echo-time 

dependence of the spectral response of the NAA 2.60 ppm multiplet was again calculated 

numerically. The modified contour plot illustrating multiplet peak value variations is 

shown in Fig. 4-4. The sine pulse design was optimized to maximize the rectangular 

slice profile and provide a bandwidth of 1.2 kHz.

0 50 100 150
TE? (msec)

Figure 4-4 A contour representation of the peak value of the NAA AB multiplet as a 
function of the PRESS echo times, TE, and TE,, in which realistic slice selective 
refocusing pulses are included. The contour values are normalized to the AB multiplet 
peak intensity corresponding to a PRESS sequence of minimum length. Calculated and 
experimental spectra are shown in Fig. 4-6 for echo times corresponding to the points 
labeled a, b, and c.

What is most apparent from Fig. 4-4 is the drastic reduction in yield compared 

with that obtained for the hard pulse PRESS response, for all echo times larger than a few 

milliseconds. In addition to the coherence evolutions during the long selective pulses,
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this signal loss stems from a spatial variation of tip-angle due to the roll-off 

characteristics of the pulses and to the relative slice shifts of the coupled spins, ~ 20% in 

the present case. The collective action of these mechanisms following localization by the 

two refocussing 180° pulses is illustrated in Fig. 4-5 for the y component of the A spin 

transverse magnetization, A , and for an antiphase coherence term, 2AyBz, which 

contributes significantly to the line shape at longer echo-times. To emphasize this action, 

Fig. 4-5 illustrates first, a spatial distribution at ultra short echo-times which minimize 

the evolution of the transverse terms into antiphase coherences, and secondly, at an echo

time combination (112 ms, 24 ms) which was optimal for the hard pulse PRESS 

sequence but which degraded as slice selective pulses introduced sub-180° refocussing 

due to roll-off and slice shifts.

Ay (3.5 ms,3.5 ms) 2AyBz (3.5 ms,3.5 ms)

2nd slice direction

Figure 4-5 The spatial distribution calculated for two coherence terms, Ay and 2AyBz, 
following a PRESS sequence incorporating slice selective refocusing pulses. Two echo 
time combinations are compared, a sequence of minimum length (3.5 ms, 3.5 ms), 
limited only by the pulse length of 3.5 ms, and a longer echo time combination (112 ms, 
24 ms), which produced the maximum AB multiplet intensity in the case of PRESS 
employing hard pulses.
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Jung and Lutz, (Bunse et al., 1995) first pointed out that refocussing tip angles of 

less than 180° readily caused coherence transfers of anti-phase coherences. It is the 

existence of the anti-phase coherences at the onset of the refocussing pulses which 

exacerbates the slice effects, e.g., the inversion of the coherence terms in regions 

proximal to the slice edges shown in Fig. 4-5, resulting in destructive interference and a 

loss of signal. The echo time dependence of AB line shape is illustrated in Fig. 4-6, 

where a good choice of echo times (20 msec, 142 msec) is contrasted with a poor 

symmetric (20 ms, 20 ms) choice. The phantom spectra were acquired from a 2x2x2cm3 

voxel centered in a 1 litre flask containing 20 mM NAA, balanced to a pH of 7.2.

a (10 ms, 10ms) b (20 ms, 20 ms) C (20 ms. 142ms)

Calculated
Spectra

Phantom
Spectra

ppm

Figure 4-6 Calculated and experimental phantom spectra plotted for three slice-selective 
PRESS echo combinations, corresponding to the contour diagram locations a, b, and c in 
Fig. 4-4. In contrast to the experimental phantom spectra the numerical calculations 
include only the ABX spin group, and so do not produce the NAA acetyl singlet at 2.02 
ppm. The experimental and calculated spectra were line broadened to a width of 5 Hz to 
be consistent with in-vivo conditions. The phantom spectra are normalized to the 
intensity of the NAA methyl singlet, to correct for T, losses.
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4.3 Discussion

The use of the PRESS sequence in in-vivo proton MRS is well established for the 

observation of the uncoupled spins, and possibly the weakly coupled methyl doublet of 

lactate. The wealth of overlapping signals from strongly-coupled spins, representing 

many important metabolites, is often allowed to decay through the use of long PRESS 

echo times to clean up the singlet spectrum from a number of shorter lived signals and 

phenomena, such as macromolecules, water and eddy currents. At the echo time 

combinations where the strongly-coupled multiplets can be observed, a fitting routine is 

often employed for modeling the observed PRESS spectrum as a linear combination of 

individual metabolite basis spectra, each one obtained from a single metabolite phantom 

using an identical PRESS sequence. Neglecting relaxation time differences between 

phantoms and tissue, this fitting strategy has substantial merit. However, such strategies 

are sensitive to errors in the basis spectra over the whole fitting range and not just at the 

spectral location of the target metabolite. For this reason, knowledge of the NAA 

aspartate multiplet is significant for estimating several other coupled spin metabolites 

whose resonances occur between 2.0 ppm and 3.0 ppm.

By means of Figs 4-2 to 4-6 we have demonstrated that the dependence on the 

individual TE: and on the pulse design is so variable, that the use of basis spectra from 

any other echo time combination or pulse design can lead to significant differences in 

metabolite estimation using the fitting algorithm. Moreover, because different 

metabolites have different echo time and pulse design dependencies, comparison of 

relative peak heights will also be very pulse design and echo time dependent. These 

points, together with the strong field dependence of the strong coupling evolutions, 

suggest that when making field to field or laboratory to laboratory comparisons of 

metabolite concentrations or concentration differences obtained by means of a modelling 

methodology a degree of caution should be exercised. Nevertheless, numerical methods 

as suggested here provide a detailed knowledge of this spectral variability that is 

otherwise difficult to anticipate. They can, for example, be used to design experiments 

which not only optimize the yield of a target metabolite, but also predict the best TE 

compromise between signal strength, lineshape, and background interference contingent 

as always upon estimates of relaxation times also being known.
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A Demonstration of the Sources of Variability in the Response of Coupled Spins to 

the PRESS Sequence and their Potential Impact on Metabolite Quantification1

5.1 Introduction

Metabolite quantification has increased in reliability due to the recent adoption of 

segmentation techniques (1-3) and the appreciation of magnetization transfer effects (4). 

Nevertheless, when coupled spins are involved the potential for quantification errors due 

to the action of the pulse sequence seems to have been largely overlooked. It is true that 

in the majority of past in-vivo studies the action of the sequence has not been an issue, 

since these studies have confined their attention to the uncoupled singlet resonances of 

N-acetylaspartate (NAA) at 2.02 ppm, of creatine (Cr) at 3.05 ppm and of choline (Cho) 

at 3.2 ppm, for which the spin dynamics are straightforward. However, the majority of 

metabolites contain only coupled spins, and if metabolite quantification is to go beyond 

the uncoupled singlets, the modifications of the line shape and the loss in integrated 

signal intensity of the coupled-spin multiplets must be quantitatively understood. In the 

coupled spin case the intuitive vector model no longer applies and, in principle, it is 

necessary to calculate the evolutions taking place under chemical shielding and scalar 

coupling Hamiltonians both between and within the radio frequency (r.f.) pulses. Even 

for weakly-coupled spins, selective pulses can elicit a response that is substantially 

different from that predicted for ideal hard pulses (5-12). The situation for strongly- 

coupled spins is significantly more complex because the chemical shielding and scalar 

coupling Hamiltonians no longer commute, and antiphase coherences proliferate in 

comparison to those in a weakly coupled system of the same number of spins. The 

purpose of this paper is to demonstrate, by means of a full numerical solution of the 

equation of motion of the density matrix, that the response of coupled spins to a 

localizing MRS pulse sequence is sufficiently variable to give rise first, to misleading 

comparisons with the response of uncoupled spins and secondly, to be a potential source 

of error in comparisons between different sites using different pulse designs. The

' A version of this chapter was published. R.B. Thompson and P.S. Allen, Magn Reson Med., 41, 1162-9 
(1999).
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numerical methods employed enable the theoretical envelope to encompass both the 

selective r.f. pulse design and to increase the number of strongly coupled spins beyond 

the two already treated by product operator techniques (13-16), and in particular, to 

accommodate five or more spins as is found in the important amino acids glutamate 

(Glu) and glutamine (Gin).

Because it provides the maximum signal obtainable from uncoupled singlet 

resonances, PRESS (17-19) has emerged as the sequence of choice for many in-vivo 

spectroscopy laboratories. The coupled-spin response to the PRESS sequence (Fig. 2- 

8B), is substantially more variable than that of uncoupled spins for two reasons. The 

first, to which detailed reference was initially made by Slotboom et. al. (7), is a 

dependence on the length (bandwidth) and on the spectral roll-off characteristics of the 

r.f. pulses. These both manifest themselves as slice selection anomalies that can 

significantly affect the echo time dependence of both line shape and integrated signal 

intensity. The second, which is the consequence of strong coupling and which can arise 

independently of the pulses, is a discordant dependence on the individual evolutions 

taking place during each of the TE, and TE, intervals. These two mechanisms make the 

response to PRESS deviate significantly from a single dependence on the total echo time 

TE = TE, + TE,, found for uncoupled spins (and weakly coupled spins with ideal pulses). 

Although the principal objective of this paper is to demonstrate these effects for the 

strongly-coupled five spin AMNPQ system of Glu, the consequences of providing 

alternative coherence pathways and signal loss mechanisms through the slice selection 

procedures do not seem to have been fully clarified even in the weak-coupling limit. The 

AX3 spin system of lactate is therefore used to characterize the intra-pulse effects.

The variability of the response to PRESS, namely, the echo time dependence of 

the line shape and integrated intensities, is calculated using a numerical solution of the 

equation of motion of the density matrix that has been described previously (20) and that 

incorporates the r.f. pulse design as well as all scalar couplings. The tip-angle aspect of 

the pulse design has been treated by others for weakly coupled spins using product 

operator techniques (6,9,10,11). However, the incorporation of either a complete pulse 

profile, and/or the strong coupling for five spins, required a numerical approach. For any 

given pulse design and spin system, numerical simulation enables the optimum PRESS 

echo times to be identified in combinations that result in the optimum yield (when
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relaxation is also included) and desirable line shapes. Moreover, from the point of view 

of relative quantification, it enables the signal loss to be quantified relative to uncoupled 

spin performance.

5.2 Intra-180°-Pulse Effects in the PRESS Sequence (Weak Coupling Illustration)

Lactate signal loss resulting from non-rectangular soft pulses in the PRESS 

sequence has been noted for some time (5,6) and empirical evaluations o f the signal 

dependence on pulse quality and on sequence timings have also been reported (8). 

However, some previous publications on the lactate response (6,9,11) attribute to the 

PRESS sequence (see below) phenomena that are a consequence of the 180° pulse design 

rather than of the sequence itself. With proper design these are avoidable. Nevertheless, 

other intra-pulse effects, some of which were also reported previously (6,9,11), are 

inevitable in view of the power capabilities of current hardware. The weak-coupling 

lactate example is an excellent vehicle for demonstrating the origins of these intra-pulse 

effects. Using a product operator analysis one may either neglect the pulse 

characteristics altogether (21), or model a selective pulse as a spatial distribution of hard- 

pulse tip angles at the edges of the selective pulse bandwidth (6,9,11). However, the tip- 

angle distribution is only one of the causes of intra-pulse effects. Others are (i) the 

spatial displacement of the excitation band of the different coupled species under the 

influence of a linear gradient (12), and (ii) the chemical shift evolution taking place 

within the duration of the pulse (7). The numerical approach taken here, including all 

details of the excitation process, is to our knowledge the first to accommodate all of these 

effects in lactate.

The action of each 180° pulse of the PRESS sequence can be characterized by a 

transformation matrix which itemizes the effect of the pulse on each term of the density 

operator for the spin system in question. Section 2.4.1.2 of chapter 2 provides a detailed 

derivation of the transformation matrix method. To clarify the action of slice-selective 

180° pulses, the truncated transformation matrices (of eight representative coherences of 

the AX3 system) corresponding to several variants o f a 180° pulse are shown in Figs. 5- 

1A to E. Figures 5-1A to C demonstrate the three intra-pulse effects mentioned above.
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Figure 5-1 Transformation matrices of a representative set of lactate coherences for five 
variants of a 180° refocusing pulse, specifically, an ideal hard refocusing pulse (A), an 
artificially wide-band selective pulse (B), and three pulses with realistic bandwidths of
1.2 kHz, namely, an optimized sine (C), a sinc-Hamming pulse (D) and a Gaussian pulse 
(E). The highlighted elements represent the non-zero contributions and illustrate that the 
off diagonal terms increase in both number and magnitude with worsening of pulse 
quality from (A) to (E)
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The first pulse variant, an ideally sharp, rectangular pulse with an infinitely wide 

bandwidth and applied without a concurrent magnetic field gradient, eliminates the edge 

distribution of tip angles, the excitation band shift, and the evolutions occurring during a 

selective pulse. This variant is equivalent to the hard pulse assumed in product operator 

mathematics (21) and its transformation matrix, Fig. 5-1 A, reflects its ideal nature, since 

100% of each input coherence term is recovered following the pulse. A sign change in 

the transformation matrix denotes inversion of the input. A second variant, designed to 

prevent the spatial shift of the excitation band, as well as the intra-pulse chemical shift or 

scalar coupling evolutions (mechanisms neglected in references 6 and 9), can still be 

made to produce tip-angle edge effects by scaling a selective pulse to an artificial 

extreme. This variant was a 3-Iobe optimized sine pulse of length 3.5 ps applied in 

conjunction with a 1.7 Tm'1 gradient pulse to refocus a slice ~ 1.66 cm thick. Its 

transformation matrix, Fig. 5 -IB, demonstrates that the anti-phase coherence inputs (even 

input elements) are now transformed to a mixture of anti-phase terms following the slice- 

selective 180° pulse, as disclosed originally by Jung et al (6). The third variant, a realistic 

unsealed selective pulse, was also a 3 lobe optimized sine pulse but of length 3.5 ms and 

applied in conjunction with a 1.7 mTm'1 gradient, so that it again refocused a slice of 

thickness ~ 1.66 cm. The transformation matrix for the third variant (Fig. 5-1C) shows 

considerably more redistribution of the input anti-phase coherence terms, as the two 

additional intra-pulse mechanisms compound the coherence transfer due to tip-angle 

edge effects. Although these transformation matrices (which are integrals across the 

slice) clearly demonstrate the new transfer pathways provided by the pulse, the full 

impact of the additional mechanisms (in terms of line shape modification and significant 

signal loss) is more clearly seen from the actual distribution of a coherence across the 

slice rather than from its integral. Such a distribution is shown in Fig. 5-2, where only a 

representative input anti-phase coherence term (AzXlx) is included because the in-phase 

coherences are relatively insensitive to pulse characteristics, a feature which they have in 

common with the behavior of uncoupled spins. While the off diagonal terms are kept to 

a minimum by the pulse design employed for Fig. 5-2, the marked bipolar variation of 

the diagonal term (AzXlx) across the slice (arising primarily from the excitation band 

shift) will contribute significantly to the ultimate lineshape and signal loss. Such 

behavior is strongly influenced by the slice bandwidth, A, relative to the chemical shift 

difference, Sco, of the coupled spin species. Other pulse designs can be less successful at 

reducing the off-diagonal terms and hence lead to a greater degradation of the signal.
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Figure 5-2 An illustration of the slice distribution of four antiphase coherence output 
terms resulting from a single input term, 2AzX u, and following the application of each of 
the first three variants of a refocusing pulse. Their integrals give rise to the 
corresponding elements in Figs. 5-1 A, B and C. The excitation band shift effect is 
clarified by an inset for the diagonal term under pulse variant 3.

Tailoring the shape of the r.f. pulse can reduce edge effects by making the edges 

sharper. This increase in pulse quality demands a corresponding increase in pulse length 

for a given bandwidth. Moreover, to reduce the relative excitation band shift by 

increasing the pulse bandwidth, and at the same time retain the same pulse quality, 

requires an increase in the sharpness of the time domain waveform e.g., the sine 

waveform. Such an increase in sharpness reduces the area under the r.f. modulation 

envelope unless the B, amplitude is increased, and this area must be maintained to
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maintain tip angle. Limited by the peak pulse power available, this usually necessitates a 

trade off between pulse quality and bandwidth in the design of the pulse. The 

transformation matrices of Figs. 5-1C to E show that for three designs common to the 

literature, the perturbation of anti-phase diagonal terms increases, and the number and 

amplitude of off-diagonal terms also increases in going from the optimized-sinc, through 

the sinc-Hamming pulse to the Gaussian pulse.

For the full PRESS sequence, the ultimate line shape and signal intensity are 

governed by the distribution of coherences in the signal acquisition period, a distribution 

that is determined by both the transformation matrices of the pulses and the evolutions 

taking place during the inter-pulse intervals. The full solution for the response of lactate 

is reflected in the variation of the integrated doublet intensity contours in (TE,, TE,) 

space, as shown in Fig. 5-3 (c.f. Fig 2C of reference 11). The absence of any high 

frequency oscillations in the echo time dependence of the intensity (178 Hz at 1.5T, 356 

Hz at 3T) previously reported by Schick et al (8), Bunse et al (9) and by Marshall and 

Wild (11), is due to the optimization of the r.f. pulse design used here. These high 

frequency oscillations can easily introduce unwanted variations in intensity of up to 40 % 

and need to be removed. Nonetheless, it is still clear from Fig. 5-3 that within the 

constraints of the typically available hardware power, even optimized selective pulses 

cause the response of lactate to PRESS to deviate significantly from the cosinusoidal 

dependence on total TE that is predicted by ideal hard pulses (21). It cannot be 

emphasized too strongly that the predictions of hard pulse models can be significantly in 

error over the proportion of the lactate signal returned by a PRESS sequence, leading 

therefore to significant errors in lactate concentrations when comparisons are made to the 

uncoupled spin performance. For example, what is conventionally thought to be a good 

choice of sequence timings for lactate, namely, TE, = TE, with TE = 2/J = 280 ms, can be 

a surprisingly poor choice, giving rise to less than 25% of the integrated signal intensity 

predicted by idealized pulse calculations. Moreover, Fig. 5-3 emphasizes that the 

maintenance of a good lactate yield at the longer TE used for macromolecular signal 

suppression, requires a PRESS sequence that is quite asymmetric.
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Figure 5-3 A contour plot illustrating the integrated lactate doublet intensity as a 
function of PRESS echo times TE, and TE,. An optimized sine refocusing pulse (see Fig. 
5-1C) was used in the calculation of this response.

5.3 Strong Coupling Effects in the PRESS Sequence (Glu Illustration)

Several important brain metabolites are strongly coupled at in-vivo field strengths 

(1.5 T to 4 T), e.g., Glu, Gin, aspartate (Asp), NAA and NAAGlu, taurine (Tau) and 

myo-inositol (m-Ins). Although the response of the simplest of these, namely, the AB 

part of the ABX spin system of Asp, NAA and NAAGlu, has been explored using both 

the product operator formalisms (16) and a full numerical solution (22), the treatment of 

larger strongly-coupled spin systems has yet to be reported. To illustrate the outcome in 

such cases, we chose to evaluate the Glu response to PRESS. Focusing on the 2.0 ppm to 

2.45 ppm range of the proton spectrum, we have calculated the MN (2.08 ppm) and PQ 

(2.34 ppm) multiplets of the five spin, strongly coupled (AMNPQ) system (see reference 

20 for an illustration). The irregular positive and negative excursions of the PQ and MN 

multiplets, coupled to their complex evolution with echo time, can make a simple area
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measurement a somewhat misleading measure of the spectral yield. Although peak 

height is not entirely reliable for quantification either, the principal peak of the Glu PQ 

multiplet centered at 2.34 ppm is a stable feature of this multiplet evolution, and so it was 

used to reflect the variability of Glu yield from PRESS.

In the (TE,, TE,) plane the variation in the Glu PQ multiplet response, in contrast 

to that of the lactate doublet, exhibits no striking difference in contour shape between 

sequences with ideal hard pulses and sequences with realistic selective pulses (Fig. 5-4). 

Neither pulse type gives rise to a response that is dependent only on the sum of TE, and 

TE,. This stems from the strong coupling. Specifically, when spins are strongly coupled 

the chemical shift and the scalar coupling Hamiltonians do not commute, thereby 

providing a pathway for polarization transfer (15) that exists independently of and 

additional to that provided by the non-ideal r.f. pulses. In contrast to the weak-coupling 

limit therefore, coherence transfer takes place even when ideal hard 180° pulses are 

employed. During the strongly-coupled evolution, the coherence terms proliferate and 

substantial polarization transfer takes place between the M, N, P and Q spins. This is 

demonstrated in Fig. 5-5. Bearing in mind that in practice the initial state comprises the 

x magnetization of the A, M, N, P and Q spins, Fig. 5-5A assumes an initial state 

consisting exclusively of Px spin magnetization and emphasizes the proliferation by 

providing a snapshot (at a single TE, = 30 ms) of the amplitudes of all the 160 single

quantum terms that were tracked for Glu. Figure 5-5B on the other hand illustrates how 

several representative in-phase and anti-phase coherences have evolved at TE, in a hard- 

pulse PRESS sequence (equivalent to a spin-echo experiment), where 0 < TE, <100 ms. 

Some of the terms illustrated have no P spin operator involved, emphasizing the 

polarization transfer.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



155

100

2.5 2 ppm

2.5 ppm
1  50

2 ppm2.5

2 ppm2.5

100

2.5

2 ppm2.5-  50

2 ppm2.52 ppm2.5

0 10 20 30 40 50 60 70 80 90 100
TE, (ms)

Figure 5-4 Contour diagrams of the peak value of the Glu PQ 2.34 ppm multiplet as a 
function of PRESS echo times TE, and TE, for the case of ideal refocusing pulses (A) 
and realistic slice selective refocusing pulses (B). The optimized sine pulse (see Fig. 2C) 
was used in calculation of B. The calculated spectra used to generate the contours were 
broadened to a linewidth of 5.0 Hz, appropriate for in-vivo comparisons. For each 
contour plot, four of these calculated spectra are displayed.
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Figure 5-5 (A) A snapshot at TE, = 30ms of the distribution across 160 single quantum 
terms of the AMNPQ spin system of Glu. (B) The variation of several of these terms at 
TE, as TE, is varied from 0 to 100 ms, showing the evolution of Glu P-spin 
magnetization into the coherences of the M, N and Q spins.
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For the full PRESS sequence the response of the Glu PQ multiplet in the (TE,, 

TE,) plane, even as shown in Fig. 5-4B, is dominated by the inter-pulse evolution. 

Although the inclusion of realistic slice-selective refocusing pulses still redistributes the 

anti-phase coherences, that redistribution does not create significantly more anti-phase 

terms, as it does for lactate after the first 180° pulse. Instead, in Glu, pulses redistribute 

anti-phase coherences amongst the large number of terms that have already evolved 

under the strong coupling and are already finite. The multiplet lineshape (also shown in 

Fig 5-4) arises from the component lineshapes of an array of coherence terms evolving 

through the signal acquisition period, some of which yield a net positive intensity while 

others have negative areas. The proportionately smaller contribution to the line shape 

from any one of the large number of terms means that the redistribution resulting from 

the action of selective pulses does not have a dramatic effect on the response. The 

redistribution evens positive and negative contributions and leads to a loss of intensity. 

The ultimate influence of slice-selection pulse design is therefore to mitigate the 

reduction in the intensity of the PQ multiplet by minimizing the redistribution, c.f. Figs.

5-1C to E. The loss of signal from excitation band shifts will also be much less for Glu 

than for lactate (see Fig. 5-2), since the chemical shift difference between the PQ spins 

and their coupling partners, the MN spins, is quite small (~30 Hz at 3 T), in contrast to 

the A and X spins of lactate which are separated by 356 Hz at 3T. Unlike the MN spins, 

the PQ spins are not coupled to the A spin, 182 Hz upfield at 3.75 ppm (23,24).

Previous product operator treatments of Glu, in which a weak-coupling (A,M, or 

AM,X,) approximation was made (25,26), were unable to predict either the polarization 

transfers or the proliferation of coherence terms included here with the complete strong- 

coupling model.

5.4 Experimental Results

Experimental verification of the PRESS calculations was carried out using an 

aqueous metabolite solution, balanced to a pH of 7.2 and comprising 30 mM Glu and 10 

mM creatine (Cr). The solution was placed in either a 1 ( flask (for volume selective 

experiments) or an 8ml sphere for measurements without spatial localization. All 

experiments were carried out at 3 T in an 80-cm bore magnet (Magnex Scientific PLC, 

Abingdon, UK), using a home-built 28-cm diameter quadrature birdcage coil for both
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transmission and reception. The gradient coils were actively shielded and spectrometer 

control was provided by a SMIS console (Surrey Medical Imaging Systems PCL, 

Guilford, UK).

To verify the hard-pulse calculations, rectangular 180° pulses of length 200 (is 

were employed accompanied by 2 ms spoiler gradients of amplitude 10 mTm'1. 

Verification of selective-pulse calculations reproduced the optimized sine pulse of the 

model with a length 3.5 ms, giving a bandwidth of 1.2 kHz. Concurrent gradients of 1.7 

mT m‘‘ enabled a 5 ml cubic volume to be selected. The same spoilers were also used in 

the selective PRESS sequence. Using the Cr 3.05 ppm line as the intensity standard, the 

experimental and calculated results were compared for both the MNPQ multiplet shape 

and the peak amplitude of the 2.34 ppm peak across 45° cuts through {TE,, TE,} space 

that (i) maintained TE,=TE, (symmetric PRESS) and (ii) maintained constant TE. On no 

occasion (36 measurements) did experiments and calculations differ by more than 2%. 

Figure 5-6 displays the calculated and measured Glu lineshapes following a localized 

PRESS experiment with timings {TE,, TE,} equal to {24 ms, 24 ms} and {30 ms, 78 

ms}, where the excellent agreement between calculated and measured lineshape and 

yield is illustrated.

{TEj, T E J

Experiment

Simulation

C r | <24’ 24l Cr | I30’ 78}

Glu

Figure 5-6 Two illustrations of the experimental and calculated Glu response to a 
localizing PRESS sequence, incorporating the optimized sine refocusing pulses. The 
experimental solution spectra were also broadened to 5 Hz through post processing with 
an exponential multiplication in the time domain. For both timing examples, the 
measured PQ multiplet peak value is within 2% of the numerically predicted value.
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5.5 Summary and Discussion

In general, the temporal modulation of a coupled-spin response to a localizing 

pulse sequence, e.g., PRESS, will depend on the characteristics of that spin system and 

on the design of the r.f.pulses. The nature of these modulations (which can be far from 

intuitive for strongly-coupled spins) determines the shape and intensity of the individual 

metabolite spectrum, which in turn is used to quantify the metabolite in question. 

However, the spin-system dependence of these modulations leads to a timing dependence 

of the total spectrum (which is made up from many spin systems) in which the relative 

intensities of unit concentration of different metabolites (neglecting all other factors) is 

quite variable. This is particularly relevant when the intensity of a coupled-spin multiplet 

is compared with that of an uncoupled singlet for quantification purposes, and it is also 

very important not to assume that as the timings are changed the intensity of a target 

metabolite will remain in the same proportion to the background metabolites in the same 

spectral region. Moreover, the spectral variability arising from the nature of the spin 

systems can be exacerbated by the design of the selective pulses, leading to the potential 

for inter-laboratory variability as well. Although it has been shown (27) that in principle 

an empirical approach of modeling the spectrum should give reliable quantification (if all 

the multiplet lineshapes, acquired with identical pulse sequences, are known for all 

possible metabolites across the total extent of the observed spectrum), the modeling 

approach does not advise the experimenter before the experiment which experimental 

parameters are the most appropriate for obtaining the optimum spectral yield to 

background of the target metabolite. The numerical approach provides all this 

information.

It has been known empirically for some time (8) that weakly-coupled spin 

systems are not immune from pulse sequence induced effects that are additional to the 

inter-pulse scalar-coupled evolution. Earlier reports (6,9,11) have outlined some of these 

effects using product operator methods, but the full numerical solution presented here 

enables the roll-off characteristics of the pulse, the excitation band shift and the chemical 

shift evolution during the pulse, all to be included in the response prediction. Focusing 

on the lactate example, we have demonstrated with the numerical approach (i) the value 

of introducing a transformation matrix to characterize the action of each selective 

r.f.pulse design, (ii) the elimination of the high frequency oscillations previously reported
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for lactate when observed using PRESS without numerically optimized refocusing pulses

(8,9,11) and (iii) the value of the (TE,, TE,) plane contour plots to identify when intuition 

derived from ideal hard pulse experience can seriously undermine performance, namely, 

the choice of symmetric PRESS sequence with total TE = 2/J.

The majority of metabolites of interest in brain however, contain spin systems 

that are strongly, not weakly, coupled. Moreover their spin systems often contain five or 

more spins. Under these conditions a numerical method of solution is the only way to 

accommodate both the spin system and the pulse design. Focusing on the Glu example, 

intra-pulse effects are shown to be less of a perturbation for strongly-coupled spins 

because of the dominating influence of the strong coupling, which drives the proliferation 

of coherences and the polarization transfer. Previous product operator treatments of Glu, 

in which a weak-coupling (A,M, or AM,X,) approximation was made (25,26), were not 

capable of predicting either the polarization transfers or the proliferation of coherence 

terms included here with the complete strong-coupling model. From the full solution, 

selective pulses clearly reduce the yield (Fig. 5-4), but possibly a more important aspect 

of the (TE,, TE,) plane analysis is the ability to predict the nature of the lineshape (as 

well as that of the background metabolites) so that the yield and observability can be 

optimized. From Fig. 5-4 (c.f. Fig.2 of reference 20) it is clear that the MN spin 

contribution is suppressed in the region of {30 ms, 78 ms} leaving a much simpler 

spectrum without a penal reduction in yield (to ~ 60%), in practical cases.

Notwithstanding the restriction of this paper to a simple PRESS sequence, it must 

also be borne in mind the several other localizing sequences also make use of selective 

180° refocusing pulses and are therefore affected by the intra-pulse mechanisms. 

Sequences such as the single voxel 7-resolved experiment using PRESS (28-30), 

localized multiple quantum filters (31-33,20), J-refocused sequences with even a single 

refocusing slice selection (25,26), etc., are all sensitive to the effects outlined in this 

paper. To deal with this, as well as the field strength variation, it is advantageous to apply 

numerical methods to determine the optimum sequence design for each target metabolite, 

field strength and localizing sequence. Individual voxels in spectroscopic imaging 

sequences incorporating PRESS localization (to limit the image ROI) experience, 

essentially, the hard pulse sequence, if the voxel location is sufficiently distant from the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



161

slice edges. In such cases the timings and yields correspond to the hard pulse model 

predictions.
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The Response of Metabolites with Coupled Spins to the STEAM Sequence

6.1 Introduction

Metabolite detection and quantification in vivo with proton spectroscopic 

methods is most commonly carried out using the spatial localization provided either by 

the single voxel PRESS (point resolved spectroscopy) (1,2) or STEAM (stimulated echo 

acquisition mode) (3,4) sequences. The sequence of choice is often determined by the 

metabolite target. For example, the observation of uncoupled singlet resonances in brain, 

namely N-acetylaspartate (NAA) at 2.02 ppm, creatine (Cr) at 3.05 ppm and choline 

(Cho) at 3.2 ppm, are routinely observed with a long-echo PRESS sequence. This stems 

from the factor of two advantage in signal yield over STEAM and the relatively long T, 

of these resonances compared with either the macromolecular signals or the 7-modulation 

envelopes of coupled spins. However, when the target metabolites contain coupled spin 

systems, short-echo STEAM spectroscopy has gained popularity in the clinical setting, 

due principally to its robustness at echo times from -10  ms to ~ 50 ms. Nonetheless, the 

response of certain key, coupled-spin metabolites to the STEAM sequence, not to 

mention the background metabolite spectrum, exhibit significant variability. The 

purpose of this paper is to demonstrate the efficacy of numerical calculations in the 

determination of the sources of that variability. The range of echo and mixing times 

considered (TE and TM respectively) is that which is typically regarded as falling into 

the short-echo experimental range, namely, TE and TM less than -  50 ms.

The short-echo-time limit is regarded as desirable for the observation of coupled 

spins because the longer echo-time modulations of the metabolite line shapes lead, more 

often than not, to a reduction in intensity accompanied by the appearance of undesirable, 

oppositely-phased peaks. The mitigation of transverse relaxation losses is a bonus of the 

shorter echo times. Nevertheless, there are limitations to the minimum sequence lengths 

attainable with any practical sequence. For example, finite radiofrequency (r.f.) pulse 

lengths, the time required to play out all the spoiler gradients, and the time allotted for 

eddy current decay, all contribute to the minimum length. Moreover, unwanted 

contributions from broad, but short T,, macromolecular resonances that can affect
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quantification are reduced if the short-echo-time limit is not pursued too vigorously. As 

a result of these competing factors, the shorter echo-time applications of STEAM have 

been reported over a range of echo and mixing times between 10 and 50 ms.

The variability in the coupled-spin response to STEAM arises from the creation 

and evolution, in various parts of the sequence, of time dependent anti-phase coherences 

and zero quantum coherences (ZQCs), both of which influence the magnitude of 

components that ultimately contribute to the observable line shape. The amplitude of 

each of these coherence types can be significantly influenced by elements of the 

sequence, such as r.f. and gradient pulse characteristics and inter-pulse timings, giving 

rise to pulse design, TE and TM dependent variations in the measured line shape and 

intensity. Using numerical techniques (5) which employ the density matrix 

representation of nuclear spin systems (see chapters 1 and 2), we have evaluated the 

production and evolution of all coherence terms for several spin systems as a function of 

pulse design, TE and TM. This knowledge enables a TE-TM contour plot of signal 

intensity to be generated for any pulse design, so that the sequence elements can be 

optimised for the best yield and background discrimination. The same knowledge can 

also provide the prior information needed by non-parametric spectral fitting methods (6- 

8). These fitting methods employ as basis functions the full-width spectra of each 

metabolite, and although these basis spectra could be obtained experimentally from a 

collection of individual phantoms (9), it is far more efficient to derive them numerically.

In a PRESS sequence, the coupled-spin response predicted by a hard-pulse model 

(reflecting manual, product-operator calculations) can differ substantially from the 

predictions of a full numerical solution that accommodates a selective 180° pulse design 

(5). In contrast to PRESS, the influence of the selective 90° pulse design of a practical 

STEAM sequence is not so great, it is however, finite, particularly when higher field 

strengths are used (>1.5 T). With STEAM therefore, the efficacy of numerical methods 

stems largely from the need to clarify the substantial effects of the coupling rather than 

the need to deal with pulse design. A full determination of the response to STEAM for 

the weakly-coupled example, lactate (AX3), is compared below to the previously 

published product operator analyses (10), which assume rectangular pulses and non- 

concurrent gradients. To illustrate the strongly-coupled regime, the sequence
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dependence of the aspartyl signal from the ABX group of NAA is quantified, as is that of 

the PQ and MN multiplets of the AMNPQ spin system of glutamate (Glu).

6.2 Numerical Methods

When spins are not coupled, their response to the STEAM sequence is well 

represented by a vector model, leading to the well known 50% yield of the sequence

(3,4,11). For spins that are coupled, product operator analyses of STEAM have been 

undertaken. However, these anlayses have been confined to simple examples of coupled- 

spin systems, i.e., the weakly coupled AX3 system of lactate (10), the strongly-coupled 

AB system of citrate (12-14), and the AB spins of the NAA aspartyl ABX group (15). In 

brain, many key metabolites have the more demanding strongly-coupled spin systems, 

and, apart from some qualitative considerations over a limited range of echo and mixing 

times (16), their response to STEAM has not been evaluated. To calculate this response, 

it is necessary to solve the Liouville-von Neumann equation for the time-dependent 

density operator of the spin system, outlined in chapters 1 and 2. The Hamiltonian used 

in our calculations included, in addition to the Zeeman interaction, the r.f. pulses, the 

gradient pulses, the different chemical shielding interactions and the several scalar 

coupling interactions. No approximations were made for weak coupling.

6.3 The STEAM Sequence

Modeling of the STEAM sequence, shown in chapter 2, Fig. 2-8, requires, in 

addition to the r.f. pulses, the incorporation of three independent sets of gradients, 

namely, slice selection, echo and mixing gradients. Schematically, the inter-pulse 

evolution of coherence types that are influential in causing the STEAM output 

variability is illustrated in Fig. 6-1. The first of these, arising after the first 90° pulse, is 

the mixture of in-phase and anti-phase coherences which evolves from in-phase 

transverse magnetization during the first TE/2 period. The evolution is governed 

primarily by the scalar coupling but is also influenced by the field-strength-dependent 

chemical shift difference. The chemical shift (and field inhomogeneity) dephasing is 

ultimately recovered for the spins of the target voxel through the action of the pair of 

echo gradients and the second and third selective 90° pulses.
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Figure 6-1 A schematic diagram of the evolution of the coherence types which are 
significant in determining the coupled-spin response to the STEAM sequence. The 
spoiler gradients commonly applied in both the echo and mixing periods are not shown in 
this qualitative diagram. A) Following excitation, the transverse magnetization evolves 
into a mixture of in-phase and anti-phase coherence. B) The second 90° pulse tips the in- 
phase coherences to the longitudinal plane and the anti-phase coherences to a mixture of 
zero quantum coherence (ZQC) and higher order coherences. C) A spoiler gradient (not 
shown) applied in the mixing section dephases all coherences save for the gradient 
insensitive terms, namely, the longitudinal and zero quantum terms. The ZQCs evolve 
between real and imaginary states while the longitudinal terms are static. D) The final 
90° pulse tips the longitudinal magnetization back to the transverse plane, but tips only a 
portion of the ZQC back to anti-phase coherence because of the phase-sensitivity of this 
process. This phase-sensitivity results in a time dependent (TM) production of anti-phase 
coherences immediately following the last 90° pulse. E) In the final TE/2 evolution 
period the in-phase coherence evolve into a final mixture of transverse coherences which 
will determine the metabolite line shape and yield.

The second influential coherence type is the zero quantum coherence (ZQC) 

group, which is generated by the second 90° pulse and which exhibits an oscillatory
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evolution during the mixing period, TM, as shown in Fig. 6-1. The magnitude of the 

antiphase terms (at the end of the first TE/2) that are convertable to multiple quantum 

coherences by this second pulse (this includes ZQC), is governed by the choice of TE. 

In the subsequent TM the mixing gradient, a filter mechanism designed to destroy all 

gradient sensitive magnetization, does not affect either the ZQC or the longitudinal 

magnetization. However, it radically dephases the transverse magnetization and higher 

orders of multiple quantum coherence. The evolution of ZQC during TM (to be 

described more fully below) determines the magnitude and character of an important 

set of antiphase coherence terms produced by the third 90° pulse. That set evolves to 

contribute to the signal during the acquisition period.

6.3.1 R.F. Pulse Design Effects

To isolate the effects of r.f. pulse design from those of inter-pulse evolution is not 

as straight forward in STEAM as it is in PRESS (5). In contrast to PRESS, where the 

selective 180° refocusing pulses can be treated independently, the second and third 

selective 90° pulses of STEAM, together with the echo and mixing time gradients, act in 

concert to generate the stimulated echo. To demonstrate the difference between a 

selective-r.f.-pulse-gradient-pulse package, and a hard-pulse-gradient-pulse package with 

the same 90° tip angles, it is necessaiy to artificially reduce TM in order to eliminate 

inter-pulse evolutions and hence isolate the effects of the pulses. In Fig. 6-2 the 

difference between these packages is summarized in transformation matrices, where the 

elements of each row of a matrix reflect the ability of the r.f.-gradient package to convert 

a particular density operator component either into itself or into another component (5). 

Comparing Figs. 6-2A) and 6-2B) it is evident that practical selective pulses have effects 

comparable to those predicted with a hard-pulse model. In both cases, the generation of 

the unexpected off-diagonal elements is due primarily to the coupled spin evolutions 

arising from the scalar coupling and chemical shift interactions, although the differences 

between the transformation matrices do reflect a measurable selective pulse influence as 

compared to the hard pulse model.
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Figure 6-2 A) and B) display lactate transformation matrices for the 2nd STEAM pulse, 
both for a hard pulse and a realistic sinc-like pulse (A numerically optimized 2 kHz n il  
pulse, generated with the SLR algorithm in MATPULSE (17)). The matrices display the 
influence of the STEAM refocusing pulse pair, shown in C), as the transformation of 
each of the eight input SQ coherences to a mixture of same eight terms following the 
pulse pair. To validate the direct comparison between these very different pulses, 5, and 
8, are set to infinitesimal for B), and Tpulse to 3.675 ms, while 8 , and 8 , are set to 3.675/2 
ms in A), keeping the total sequence length identical for both cases. The in-phase SQC 
terms (odd) return ~ 50% as expected, while the anti-phase SQC terms (even) return a 
maximum of 25% to the input term, as well as a maximum of 25% to the coupled spin 
term, for example, term 2 and term 6, respectively. The small differences between the 
matrices in A) and B) reflect the validity of the hard pulse model in predicting the 
complete slice-selective pulse response.
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Another consequence of the selective pulse design which needs to be considered 

is its effect on the voxel size and shape for each of the coherence terms, because this 

affects the ultimate metabolite yield (and lineshape). It is the second and third pulses of 

the STEAM sequence which act on a distribution of coherences, and Fig. 6-3 illustrates 

the degradation of the uncoupled spin voxel shape (Fig. 6-3A), when an in-phase 

coherence (Fig. 6-3B) and an anti-phase coherence (Fig. 6-3C) are followed from the first 

TE/2 period through to acquisition.

L(uncoupled)

.2  -0 .5

-1.5 -1 -0.5 0 0.5 1 1.5 
1st slice direction  (cm )

2B.A,

.2 0.5

2  -0 .5

-1.5 -1 -0.5 0 0.5 1 1.5 2 
1st slice d irection (cm )

D)

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2 
1s t slice  d irection  (cm )

X

AB

D ifference,

— f - -1 7 %

5 4.5 4 3.5 3 
ppm

2.5 2 1.5

Figure 6-3 An illustration of selective pulse 2D definition effects for strongly-coupled 
spins responding to STEAM with TE = 30 ms and TM = 35 ms. Panel (A) shows the 
spatial distribution of transverse magnetization, Iy, for an uncoupled spins resonating at 
the transmitter frequency. Shallow modulations in the excitation plateau give rise to the 
spotty 50% level of excitation. Panel (B) shows the spatial distribution of the in-phase 
NAA term Bx while (C) shows that of the anti-phase BxAz. The volume-integrated 
aspartyl multiplet resulting from the selective pulse sequence is shown in (D), together 
with its difference from the predictions of the hard-pulse model. This difference is 
quantified relative to 50% of the pulse-acquire signal amplitude.
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6.3.2 ZQC Effects in TM

A potentially larger influence on the ultimate lineshape is the evolution of ZQC 

terms in TM. For example, in the simplest weak coupling example of an AX spin 

system, the chemical shift Hamiltonian causes an oscillation between real, 

±{A+X_ + A_X+}, and imaginary, ji{A +X _ -A _ X +}, components of ZQC(AX) at a

frequency, 5o), that is equal to the chemical shift difference between the coupled spin 

species. When more than two spins are involved in the weak coupling between two spin 

species, e.g., the AX3 system of lactate, additional terms can evolve from a single 

component of ZQC^AX  ̂ due to the scalar coupling Hamiltonian. Such evolutions that

occur for lactate are illustrated in Figs. 6-4A to 6-4C. If the coupling is strong, the 

frequency of ZQC oscillation falls below Sco and the scalar coupling also facilitates 

coherence transfer between ZQC terms that involve different spins. For example, in an 

ABX system such as the aspartyl group of NAA, components of ZQC(AX) will evolve into 

components of ZQC(BX). Figures 6-4D to 6-4G illustrate how a single initial component, 

namely, the imaginary term of ZQC(AX), will evolve over a mixing period of 50 ms, into 

several other zero order terms.

As illustrated in Fig. 6-1, the density matrix comprises longitudinal and ZQC 

terms, exclusively, during the STEAM mixing period. The remaining terms are gradient 

sensitive, and are dephased by the mixing gradient. For a weak-coupling model (for 

example, the lactate AX3 group), the TM dependence of the STEAM signal arises 

exclusively from the ZQC evolutions, while, on the other hand, the existence of strong 

coupling (for example, the NAA ABX group) facilitates the generation of ZQC and DQC 

terms directly from longitudinal magnetization (15). The numerical approach 

incorporated in this report includes this coherence pathway, but the contributions to the 

STEAM signal variability are insignificant for the strongly coupled spin groups found 

in-vivo, so are not presented explicity.
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Figure 6-4 Panels (A) to (G) display the evolution of zero order terms over a period of 
50 ms. The full lines denote imaginary components and the dashed lines, the real 
components. From an initial state of a lactate spin system, AX3, that comprises only the
imaginary component of ZQCAX ={AxXIy-AYX,x} =  j i{ A +X_-A.X+}, the two term

ZQC’s shown in (A) evolve to three term ZQC’s, (B), as well as four term ZQC’s, (C), 
through the scalar coupling interaction. Panels (D) to (G) display similar evolutions for 
the ABX spin system of NAA. The initial state again comprises a single imaginary 
component, namely, ZQC^. Like the AX3 system of lactate, the two term ZQC’s of 
NAA evolve into three term ZQC’s, as shown in (E). Unlike lactate however, the strong 
coupling of the AB group results in coherence transfer, giving rise to ZQCBX, as shown in 
(F). The ZQCbx, like ZQ C^, evolves under the scalar coupling Hamiltonian to produce 
three term ZQC’s as shown in (G). In the interest of brevity, the contributions from the 
ZQCab terms are not displayed.
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6.3.3 The Acquisition Period

Notwithstanding the fact that only in-phase transverse magnetization terms are 

detectable, the evolution between terms predetermines that a metabolite yield and line 

shape will be governed by the distribution over anti-phase, as well as in-phase, transverse 

coherences at the onset of the signal acquisition period. Stated mathematically, the 

response of an N spin, I = 1/2, system is determined by the density operator at the start of 

acquisition, c(TE,TM), which can be expressed as a weighted sum of the complete set of 

product operator basis terms. Of these 2:N terms, there are Nx2n that will give rise to 

observable magnetization, the Tk, and others which do not lead to observable signals, i.e.,

o(TE ,TM )= ^?lak(TE,TM)Tk + non - observable terms, (6-1)
i = i

where the weighting coefficients, ak, are in general functions of trigonometric terms 

whose arguments depend on scalar coupling coefficients and chemical shifts, as well as 

on TE and TM. Although each of the N x2 n single quantum (transverse) terms will evolve 

during acquisition, that evolution produces line shape components characteristic of the 

originating coherence. The overall lineshape can therefore be determined from the onset 

coherence distribution as a weighted sum of these characteristic lineshape components, 

the weighting being governed by the magnitude of the coherence term from which the 

component originated.

The coherence distribution at the onset of acquisition arises from the action of the 

third 90° pulse followed by evolution during the final TE/2 period. The action of the 

third 90° pulse is to generate in-phase coherence from the stored longitudinal 

magnetization and to transform imaginary components of the ZQCs of the coupled spins 

back into anti-phase coherences. The magnitude of the anti-phase coherences is critically 

dependent upon the ZQC phase evolution and the coherence transfer occurring during 

TM. In the case of the lactate doublet, although the three categories of ZQC, shown in 

Figs. 6-4A to 6-4C, give rise, in principle, to three corresponding varieties of anti-phase 

coherence, only one of these (A2Xx, etc) can evolve into observable doublet 

magnetization in the weak-coupling limit. Nevertheless, its magnitude is modified by the

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



175

growth of the other terms. Even in this simple case, the numerical approach facilitates, by 

means of a contour plot (Fig. 6-5) a clear overview of the influence of TE and TM on the 

intensity of the lactate doublet for a realistic localizing STEAM sequence.

B )
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TM (ms)

—  Soft Pulse Model
-  -  Hard Pulse Modelc  .45

0.45

0.4

0.35
3og

0.3 |
N*O
C l

C
10.25 s.-

0.2

0.15

'0.1

5 10 15 20 25 30 35 40 45 50
TM (ms)

Figure 6-5 The lactate X3 yield (area) is displayed in panel (A) as a contour plot in TE- 
TM space. In panel (B) a contour profile along a cut at a constant TE of 36.8 ms 
emphasizes the sensitivity of the doublet area to small variations in TM. The influence 
of including optimized spatially selective 7t/2 pulses (17) is indicated by the comparison 
with the hard pulse product operator predictions provided by the dashed line.
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Cuts through the contours at specific TE or TM display a very similar oscillatory 

behavior to that originally calculated for such cuts using product operator techniques 

(11). When 3.675 ms optimized (17) sine 90° pulses are used (bandwidth 2 kHz), the 

amplitudes and frequencies shown in Fig. 6-4 differ by less than 5% from the hard pulse 

predictions of references (11).

For the strongly-coupled NAA aspartyl ABX group, coherence transfer during TM, 

from ZQC(AX) (Fig 6-4D) into ZQC(BX) (Fig 6-4F) for example, gives rise to the possibility 

of eight zero-order components evolving from the single imaginary ZQC(AX), four of 

which transform to antiphase coherence that can evolve into observable signal following 

the third 90° pulse. The other initial ZQC terms will clearly give rise to additional 

components at the end of TM. This proliferation of ZQC terms for strongly-coupled 

groups of spins significantly complicates the dependence of the metabolite response to 

changes in TM. To illustrate this, the acquisition onset contours of two representative 

single-quantum transverse terms that contribute to the AB multiplet centred at ~ 2.6 ppm 

are shown in TE-TM space in Fig. 6-6. Contributions to each of these terms arise from 

several component sources. The sources are reflected in the complexity of the contour 

plots (Figs 6-6A, 6-6B) but seen most easily in the cuts along TM shown in Figs 6-6C 

and 6-6D. For example, the representative in-phase term, Bx, receives contributions from 

the longitudinal magnetization stored in TM, as well as the ZQC(AB) and ZQC(BX) that 

evolved during TM and were converted to anti-phase coherence by the third 90° pulse. 

The relative influence of the two ZQC contributors can be gleaned from the oscillation 

periods, 4.12 ms for ZQC(BX) and 35.6 ms for ZQC(AB). The difference in period arises 

from the chemical shift difference at 3T between the coupled spins of each ZQC. The 

anti-phase example, 2BxXz, shows its ZQC(BX) source, oscillating in TM with a period of 

4.12 ms, most clearly.
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Figure 6-6 The TE and TM dependence of two representative NAA aspartyl product 
operator terms at the onset of the acquisition period of a STEAM sequence. The in-phase 
term, Bx, is shown in panel (A) and the anti-phase term, 2BxXz, is shown in (B). They are 
displayed over TE-TM time intervals of 0 to 50 ms. In panel (C) the variation of Bx 
along the TE=32 ms cut, shows the dominance of ZQC(AB) as its source through the 35.6 
ms period. The lineshape component associated with the Bx term is shown in (E). The 
more rapid variation of the 2BxXz term with changes in TM is illustrated in (D) at TE = 
37 ms, where the ZQC(AX)and ZQC(AB) oscillation frequencies are both apparent. The BxXz 
lineshape component is shown in (F).

Besides having a unique TE and TM dependence, each of the Nx2n = 24, 

transverse ABX terms in NAA also has a characteristic line shape contribution, weighted 

by the acquisition-onset value of the coherence. The Bx and BxXz lineshape contributions 

are shown in Figs. 6-6E and 6-6F. The overall lineshape and yield therefore exhibit a 

complex dependence on TE and TM. This is illustrated in Fig. 6-7A, where a map of the 

peak value of the NAA aspartyl AB multiplet is displayed in TE-TM space.
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Figure 6-7 Panel (A) shows a contour plot of the peak value (at ~ 2.6 ppm) of the NAA 
AB multiplet in TE-TM space. All values are normalized to the peak value of the pulse- 
acquire spectrum. An exponential linewidth of 5 Hz was incorporated to approximate in- 
vivo conditions. Cuts through the contours at constant TEs of 12 ms in panel (B), and 30 
ms in panel (C), emphasize the rapid modulation of the NAA AB yield with changes in 
the mixing time TM.

Because of the significant changes in lineshape, (see Fig. 6-8), the spectral 

location of this peak value is not unique, but remains in close proximity to 2.6 ppm. The 

contour data were generated from the calculated spectra at intervals o f 0.5 ms along each 

of the TE and TM axes from 0 ms to 50 ms, for a total of 10201 spectra. Cuts along TM
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at constant TE (Figs 6-7B and 6-7C) demonstrate two points. First, both the high 

frequency (ZQC(AX) and ZQC(BX)) and the low frequency (ZQC(AB)) modulations in TM are 

clearly reflected in the AB multiplet yield. Secondly, even at very short echo times, TE = 

12 ms, the large scalar coupling between the A and B spins (15.5 Hz) results in the 

production of AB anti-phase coherence in the first TE/2 period, giving rise to a 

significant amount of ZQC(AB) in TM, and a reduction in yield (See Fig. 6-7B) to ~ 65% 

of that seen for uncoupled spins. At longer echo times, e.g., TE = 30 ms in Fig. 6-7C, the 

yield is further suppressed relative to uncoupled spins and the increased amplitude of the 

ZQC(AX) and ZQC(BX) components makes the yield significantly more variable with TM. 

Although the numerical and experimental phantom spectra, shown in Fig. 6-8, 

demonstrate, the agreement between calculation and experiment, they also demonstrate 

quite strikingly, the variability of the lineshape and yield of the strongly-coupled AB 

multiplet relative to the singlet resonance of NAA falling at 2.02 ppm.

A) TM = 9.5 ms

Numerically Calculated 

B) TM = 24.5 ms

3.5 3 2.5 2 1.5
ppm

D) TM = 9.5 ms

2.5 2
ppm

Phantom 
E) TM = 24.5 ms

«Av«/

3.5 3 2.5 2
ppm

1.5

C) TM = 42.5 ms

3.5 3 2.5 2 1.5
ppm

F) TM = 42.5 ms

2.5 2
ppm

Figure 6-8 (A-F) Calculated and experimental phantom NAA spectra illustrating the 
TM dependence of the AB multiplet for a TE of 12 ms in panels A to F. Neglecting 
relaxation, the peak value of the NAA singlet at 2.02 ppm remains fixed at 1.0, 
independent of changes in TE or TM. For all spectra a linewidth of 5 Hz was 
incorporated to approximate in-vivo conditions.
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Figure 6-8 (G-L) Calculated and experimental phantom NAA spectra illustrating the 
TM dependence of the AB multiplet for a TE of 30 ms in panels G to L. Neglecting 
relaxation, the peak value of the NAA singlet at 2.02 ppm remains fixed at 1.0, 
independent of changes in TE or TM. For all spectra a linewidth of 5 Hz was 
incorporated to approximate in-vivo conditions.

For the strongly-coupled AMNPQ system of Glu, there can exist as many as 220 

zero-order components during TM. Relatively speaking, this makes each of the 

individual contributions less significant than was the case for each ZQC terms of the 

ABX group of NAA. The outcome is a smoother response in TE-TM space. For 

example, if we omit a term by term discussion in the interests of brevity and focus on the 

resulting spectral response, we find that at 3 T and a 5 Hz linewidth the dominant PQ 

multiplet (5,18) appearing between 2.25 ppm and 2.45 ppm (~ 25Hz at 3T), maintains a 

relatively stable triple-peak character (see Fig. 6-10). Relative to Cr there is gradual loss 

in intensity with increasing TE, and slow oscillations with changes in TM. The TM 

modulation of the outer PQ peaks is significantly greater than that of the central peak and 

this is demonstrated in Fig. 6-10, which displays both numerically calculated and 

phantom Glu STEAM spectra, measured at an echo-time of 18 ms. In Fig. 6-9, the 

calculated area of the upfield Glu PQ peak (identified in Fig. 6-9A), is displayed as a cut 

along TM at a  constant TE = 18 ms in Fig. 6-9B and as a TE-TM contour plot in Fig. 6-
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9C. The contour data was generated in a manner identical to that for NAA. Both Figs. 6- 

9B and 6-9C demonstrate a characteristic evolution period of ~ 28 ms. This period arises 

from an averaged chemical shift difference between the PQ and MN groups (18,19), i.e. 

~ 0.266 ppm (~ 34 Hz at 3T).

PQ
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M N 0.4

0.35

0.3
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0.2
10 20 30 40 502.6 2.22.4 1.8
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5 10 15 20 25 30 35 40 45 50
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Figure 6-9 An illustration of the TE-TM space dependence of the upfield peak of the PQ 
multiplet at 2.31 ppm. Panel (A) identifies the upfield peak and panel (B) illustrates the 
variation in its amplitude at TE = 18 ms as TM is varied. Panel (C) shows the contours 
of this peak area in TE-TM space. The contours are normalized to the 2.31 ppm peak 
area from a pulse-acquire spectrum.
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Numerical and experimental phantom spectra, shown in Fig. 6-10, demonstrate 

the agreement between calculation and experiment, highlighting the variability of the 

upfield PQ resonance with changes in the STEAM mixing time, TM.
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B) TM = 18 ms

3 2.5 2
ppm

Phantom 
TM = 18 ms
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TM = 31 ms
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Figure 6-10 A comparison of calculated and experimental phantom spectra for the 
MNPQ multiplets of Glu together with the 3.05 ppm Cr singlet resonance (TE = 20 ms). 
The phantom solution contained 30 mM Glu together with 10 mM creatine (Cr). A 5 Hz 
linewidth was incorporated in all spectra to approximate in-vivo conditions.

6.4 In-Vivo Validation

In the spectral region between 2 ppm and 3 ppm more metabolites contribute to 

the in-vivo proton spectrum than the strongly coupled NAA and Glu treated in detail 

above. They include aspartate (Asp) which behaves similarly to the aspartate group of 

NAA, glutamine (Gin) which behaves similarly to Glu, as well as y-aminobutyric acid 

(GABA). Additionally, NAAG contains both aspartate and glutamate groups. In-vivo 

spectra, acquired at 3 T from a 2.5x2.5x2.5 cm3 volume located in the temporal lobe of a 

healthy volunteer are shown in Fig. 6-11A. As expected, the uncoupled methyl singlets 

of NAA (2.02 ppm), Cr (3.05 ppm) and Cho (3.24 ppm) are essentially unchanged by the 

increment in mixing time from 20 ms to 34 ms at the constant echo time of 30 ms. 

However, considerable spectral differences are produced by the TM change in the
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coupled-spin resonances between 2.02 ppm to 2.8 ppm. To interpret these spectra either 

the calculated metabolite spectra can be used to model the in-vivo spectrum and extract 

the concentrations as unknowns, or the literature values for normal concentrations can be 

used to generate a normal in-vivo spectrum from the calculated metabolite spectra. The 

former procedure was adopted, giving rise to the best fit calculated spectra shown in Fig.

6-1 IB.
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Figure 6-11 A demonstration of the fitting of two in-vivo, proton, brain spectra 
acquired at 3 T using pulses identical to those used in the numerical simulations. The 
heavier lines in both the experimental (A) and fitted (B) spectra correspond to (TE, TM) 
timings of (30 ms, 20 ms), whereas the lighter lines correspond to (30 ms, 34 ms). The 
in-vivo spectra were acquired from a 15.6 cm3 volume of the temporal lobe in 256 scans 
with TR = 2.5 ms. A line broadening of 1.5 Hz was added to the calculated spectra.
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The fitting method used to exploit the calculated metabolite spectra employs the 

full-width basis spectrum for each metabolite as well as several macromolecular and 

baseline fitting terms (6-9).

6.5 Summary and Discussion

In view of the fact that the majority of proton observable metabolites have 

strongly-coupled spins and in view of the popularity of the short TE/TM STEAM 

sequence for observing such metabolites, it is essential not only to understand how this 

coupling might lead to errors in metabolite quantification by STEAM, but also to have a 

means of predicting the optimum STEAM sequence design for quantifying any 

particularly target metabolite. The purpose of this paper has been to demonstrate that a 

numerical solution of the quantum mechanical equations is an excellent means to deal 

with each of these issues. We have shown that because the STEAM sequence uses only 

90° selective pulses, the provision of alternative coherence pathways by the selective 

pulses is much less significant in modifying the ultimate lineshape response to STEAM 

than it is in the PRESS case (5), where selective 180° pulses are used. As a result, r.f. 

pulse design differences are usually no greater than a few percent. The critical sequence- 

dependent spectral variability resulting from the STEAM sequence arises from the TE 

and TM combination, which modifies the coherence evolution between the pulses and 

changes the responses of coupled spins relative to the uncoupled singlets often used as 

standards, and also relative to each other. Using both the weakly-coupled lactate and the 

strongly-coupled aspartyl group of NAA we have demonstrated that significant coupled- 

spin evolution occurs even in short-echo experiments and that small changes in timings, 

particularly TM, can produce marked changes in the overall lineshape and yield that are 

spin system (i.e. metabolite) dependent. Although the first TE/2 period sets the stage by 

governing the degree to which evolution and coherence transfer enlarge the portfolio of 

coherences, particularly anti-phase coherences, immediately prior to the second 90° 

pulse, it is the oscillatory evolution and coherence transfer within the cohort of ZQCs that 

makes the ultimate lineshape so sensitive to TM. Comparison of the ABX group of NAA 

with the 5 spin AMNPQ spin system of Glu, indicates that a greater the number of 

coupled spins (and hence ZQC terms) tends to smear the dependency on TM. Expressing 

a peak-amplitude (or some other chosen measure of the response) as a contour plot in
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TE-TM space enables one to select optimal timings for the maximization of a target 

metabolite and/or the minimization of a co-resonant background peak.

The quantification of a target metabolite depends on knowing (i) the exact 

lineshape the target metabolite produces in response to the localizing sequence, (ii) the 

intensity of those lineshapes relative to that of an uncoupled singlet produced by the 

same sequence, and (iii) lineshape response of all background metabolites. Errors in 

quantification, or misleading comparisons between laboratories using different timing 

parameters, might arise if these conditions are not met. Although, in principle, 

experimental phantom spectra can provide the data base of information, and although 

pulse design does not seem to be an significant issue with STEAM, the subtle 

sensitivities of the spectrum to small changes in TM are not always appreciated. We 

propose that it is much more convenient and possibly more reliable to use a numerical 

approach for the planning of optimal pulse sequence timings and generation of the 

resulting metabolite responses. Finally, it is important to note that the sensitivity of the 

coupled-spin response to small changes in TM increases with an increase in main field 

strength due to role of chemical shift differences (in Hz) in determining the TM 

modulation frequencies.
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CHAPTER 7

The Residual Intra-molecular Dipolar Coupling of the Cr /  PCr Methyl Resonance 

in Resting Human Medial Gastrocnemius Muscle1 and the Influence of Inter- 

molecular Dipolar Coupling of Water in In-Vivo Multiple Quantum Filters

This chapter is divided into two sections, both of which focus on the dipolar 

coupling of proton systems found in-vivo. Section 7.1 describes the influence of the 

residual intra-molecular dipolar coupling of the protons within Cr /  PCr methyl group, 

paying particular attention to the resulting line shape and echo time modulations of that 

line shape. Section 7.2 describes the generation of an unexpected contamination water 

signal generated by an in-vivo double quantum filter, a sequence described in detail in 

Chapter 3. The passage of water through the filter is accommodated by inter-molecular 

dipolar coupling between neighboring water molecules. The dipolar coupled water 

coherence pathways through the multiple quantum filter sequence are displayed, as are 

methods to minimize the unwanted signal.

7.1 Intra-Molecular Dipolar Coupling (Cr /  PCr)

7.1.1 Introduction

In many studies using magnetic resonance spectroscopy (MRS) the observation of 

creatine (Cr) plays a significant role, either in standardizing changes in various other 

metabolite concentrations or as a metabolite of interest in its own right. In most instances 

it is assumed that Cr and phosphocreatine (PCr) coexist in a single rapidly equilibrating 

pool (t-Cr). Nonetheless, in skeletal muscle a body of opinion exists that questions this 

assumption (1). Moreover, the interpretation of recent MRS experiments showing an 

unexpected behaviour of the co-resonant methylene peaks of Cr and PCr at 3.9 ppm (2, 3) 

is also at variance with this assumption. Specifically, Kreis et al (2) conclude that the 

methylene proton signal observed from the anterior tibialis is a dipolar doublet 

(frequency separation, A/  = 14.7 Hz) that arises solely from PCr. This assignment to PCr 

and not to Cr is derived from the temporal evolution of the peak height following

1 A version of this chapter was published. Hanstock, C.C., Thompson, R.B., Trump, M.E., Gheorghiu, D„ 
Hochachka, P.W., and Allen, P.S., Magn. Reson. Med., 42,421-4 (1999).
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exercise. The corollary of this assignment is that in vivo, under typical acquisition 

conditions, a significant proportion of the t-Cr pool in muscle is not NMR-visible, 

possibly due to it having a very short transverse relaxation time, T2. Such a conclusion 

would be consistent with a slow interchange of Cr between these two metabolic states, 

and a partially restricted accessibility of Cr to the intracellular milieu (2). This
14

conclusion is also supported by measurements in which the specific activity of C- 

labelled Cr became incorporated into PCr to a much higher degree than into Cr (4).

To shed light on the creatine pool issue through MRS requires first of all that the 

mechanisms giving rise to the spectrum be fully understood. In the past, the methylene 

proton multiplet has been the focus of study, while in most investigations it is the t-Cr 

methyl signal at 3.02 ppm that must be understood, since it is this peak that is used to 

quantify t-Cr or to be an internal standard. In this paper we report that the t-Cr methyl 

protons also manifest a residual dipolar coupling. Our observation in the medial 

gastrocnemius muscle (MGM) demonstrates a methyl triplet rather than a singlet. The 

existence of the triplet has not always been recognized in practice. For example, in 

reporting two exponential components for the transverse decay of the methyl signal, 

Styles et. al (5) assumed a singlet. Taken at face value the two components might appear 

to reflect two slowly exchanging Cr pools. Some of our own results (6,7), also showing 

two transverse components in resting muscle, were similarly ambiguous in their 

interpretation without a clear understanding of the triplet behaviour.

To explain the TE dependence of the methyl signal we present the results of a 

numerical solution of the equation of motion of the density matrix (8 ) incorporating not 

only the residual dipolar coupling effects, but also the effects of the slice selective pulses 

used in the PRESS localisation scheme (9). This solution has enabled us to interpret the 

time dependence of the transverse methyl magnetization in terms of a single pool. It does 

not however, identify what constitutes that pool.

To account for an apparent residual dipolar coupling of the protons of Cr and PCr 

in skeletal muscle (2,3) several explanations have been proposed. These include the 

possibility of binding to creatine kinase (CK) which resides within ordered structures (2).
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However, the limited number of binding sites on CK would restrict this mechanism to a 

small fraction of the available t-Cr pool. A further proposal, by the same authors (2), 

postulates that the elongated spaces between the actin and myosin chains hinder the t-Cr 

molecule/hydration sphere entities, and prevented them from tumbling isotropically. The 

hindered motion hypothesis is supported by previous reports from striated muscle of 

residual dipolar interactions resulting from the orientation of water ( 1 0 ), and of finite 

quadrupolar interactions being observed when D20  is substituted. Furthermore, electron 

paramagnetic resonance spectroscopy (EPR) has shown small molecules such as spin- 

labelled ADP to be highly oriented relative to the muscle fiber axis when myosin is 

bound to actin ( 1 1 ).

7.1.2 Methods

Experimental data were acquired in vivo at 3T (magnet from Magnex Scientific 

PCL and spectrometer from Surrey Medical Imaging Systems Ltd.) using a 28 cm 

diameter quadrature birdcage resonator for transmission and signal reception. Normal 

volunteers were positioned supine in the magnet with the thickest portion of the right 

MGM centred at the isocentre of the static field, B0. In order to minimise the 

susceptibility difference effects, a bag containing Kaopectate solution was located 

immediately adjacent to the interrogated region. A typical linewidth of the central 

methyl peak of the t-Cr triplet was ~ 0.05 ppm (~ 6  Hz). Multi-slice gradient-echo 

imaging in the transverse, sagittal and coronal planes was used to register the 2 x 2 x 3 

cm PRESS selected volume precisely to the MGM. In addition to the voxel placement, 

the angular orientation of the tibia relative to B0 was also estimated. This estimate 

enabled the variation in muscle orientation between subjects to be minimised and at the 

same time the angular factor in the dipolar Hamiltonian estimated. To establish the TE 

dependence of the methyl triplet experimentally, a series of water-suppressed spectra 

were acquired at rest on eleven subjects using a symmetric PRESS pulse sequence 

(12,13) with inversion-null water suppression (14). The sequence parameters were TR = 

2s, and TE = 20 ms to 300 ms (in progressively increasing increments between 4 ms to 

20 ms). 1024 data points were acquired per scan, as were 128 averages. The radio

frequency (r.f.) pulses were 90° sinc-Gauss and 180° optimised-sinc shapes. Following 

zero-filling (to 2048 data points), filtering (2 Hz exponential), and an FFT of the time
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domain data, the spectra were deconvoluted using the PERCH analysis package (15), 

where each peak was fitted to a Gaussian lineshape. To decompose the transverse decay 

into component exponentials, a non-negative-least-squares (NNLS) algorithm (16), that 

requires no a priori assumption of the number of components was employed. Both peak 

areas and peak heights were evaluated as inputs to the NNLS algorithm.

To account for modulations in the methyl lineshape that are distinct from the 

effects of transverse relaxation, the TE dependence of a dipolar-coupled triplet was 

evaluated numerically. The triplet character of the methyl resonance arises if the 

molecular motion at the individual molecule, and/or individual muscle fiber level, fails to 

average the dipolar interaction completely. When the C3 axis of a rapidly rotating methyl 

group is not itself isotropically averaged by rapid tumbling motion, the geometric term of 

the truncated dipolar interaction between the equilateral protons reduces to a form in 

which the angle (j) between the C3 axis and the magnetic field B0, appears as the factor

(3cos2 0 - \ ) { \ l ) .  The three dipolar interactions of a methyl group then give rise to a

triplet whose (J) dependent splitting f(<f) also varies as the factor (3cos2 0 - 1 ) ,  and with

an amplitude / max, such that,

/(< 0 = /„ ,(3 c o s 2<l>-l) (7-1)

Under the influence of a Hamiltonian that contained the residual dipolar 

interaction, in addition to the Zeeman terms, together with the r.f. and gradient 

waveforms of the slice selective pulses, the evolution of the density matrix of the methyl 

spins enabled the TE dependence to be calculated. This model allowed us to include an 

angular distribution in the residual dipolar coupling whose mean angle, shape, and 

bandwidth could be varied. By assuming, as was previously proposed for spin-labelled 

ADP bound in the actin-myosin-ADP (A-M-ADP) complex (11), that the distribution was 

Gaussian, the mean angle, 0m, and the bandwidth, Gbw, could be adjusted to provide the 

best agreement with experiment. The linewidth was set to equal that measured in vivo. 

Calculated and experimental spectra were compared at each echo time to establish the 

robustness of the model. The TE dependence of the central peak calculated from the 

model was used to isolate an estimate of the true transverse decay from the experimental
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TE dependence. This true transverse decay was then analysed using the NNLS algorithm 

described above.

7.1.3 Results and Discussion

In the resting MGM the dipolar coupled methyl triplet was readily resolved at 3T 

as shown in Fig. 7-1. A mean satellite peak separation (2 /) of 22.4 Hz was measured for 

the triplet at TE = 20 ms. A TE-dependent modulation of the height of both the central 

peak and the satellite pair was also observed. However, despite the maintenance of 

significant signal intensity by the central peak, the satellite pair could not be observed at 

TE's above 60 ms. These observations can only be fully accounted for if one assumes in 

the numerical model a distribution of residual dipolar-coupling strengths and if one also 

includes the actual slice-selective pulse design in the Hamiltonian.

Cr / PCr methyl triplet

Trimethylamine
groups

— i
2.5 ppm

r
3.5

I
3

Chemical Shift

Figure 7-1 A typical PRESS-localised proton spectrum obtained from 2x2x3 cm3 of 
resting medial gastrocnemius muscle at 3T. The total echo time (TEi + TE2 ) = TE = 40 
ms for the symmetric PRESS sequence. This spectrum demonstrates the Cr/PCr methyl 
triplet at 3.02 ppm (with satellites separated by 2f  = 22.4 Hz), and also shows the broad 
signal at 3.2 ppm from trimethylamine groups.
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To demonstrate the effects of these inclusions, we begin by illustrating, in Fig. 7- 

2A, the TE dependence of the triplet lineshape resulting from a PRESS sequence with 

ideal, non-selective, pulses acting on a volume containing fibers of identical orientation, 

with /  =11.2 Hz, and in a field distribution corresponding to a linewidth of 6  Hz. In Fig. 

7-2A both the satellites and the central peak are seen to be modulated. Without the local 

field distribution only the satellites would be modulated, fully refocusing at TE = n/ / ,  

where n is an integer. Nonetheless, the behaviour displayed in Fig. 7-2A is inconsistent 

with the rate of disappearance of the satellite peaks in the experimental spectra. 

Including the influence of the slice-selective pulses reduces the heights of the central and 

satellite peaks, as shown in Fig. 7-2B, but still not sufficiently to agree with experiment. 

The key to explaining the rapid satellite decay is to recognize the existence of anti-phase 

coherences at the onset of the slice selective pulses. These anti-phase terms evolve from 

the in-phase coherences under the influence of the residual dipolar coupling. They are 

particularly vulnerable to polarization transfer in the region of space which corresponds 

to the edge of any selective 180°-pulse slice profile. Such polarisation transfer due to the 

tip-angle distributions associated with practical selective pulses has been shown to give 

rise to significant modifications of scalar-coupled line shapes in response to a PRESS 

pulse sequence (9,18,19).

The final refinement (illustrated in Fig. 7-2C) incorporates a distribution within 

the selected volume of the individual muscle fiber orientations relative to B0. Small 

variations in the bandwidth and mean angle of the Gaussian distribution affect the decay 

of the central peak and it’s attendant satellites. The patterns of decay observed in-vivo 

were very consistent from one subject to another, indicating a consistency in the 

distribution of fiber orientations among the subjects studied. Through a systematic 

variation of the bandwidth, Gbw , and its mean value, 0 m, the numerical model was 

adjusted to fit the temporal evolution of the experimental t-Cr triplet shape over the entire 

300 ms of the decay. Inclusion of the appropriate line width and the experimental 

selective pulse design were also essential to this fit. The best fitting parameters were 0m 

= 18° and Gbw = 26°, in conjunction with a line width of 6  Hz, and a splitting of / =  11.2 

Hz, which corresponds to = 13.0 H z . These values are close, but not identical to the 

mean angular offset of the tibia (not the fibers) from the B0  axis measured from the 

sagittal images, namely, 10°, and to the bandwidth reported for the Gaussian distribution
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of spin-labeled ADP, namely, 15° (11). The dominant cause of the enhanced 

disappearance of the satellite peak is the range of phases that arises from the distribution 

of dipolar coupling strengths. Summation of the consequent range of signals results in 

their destructive interference. The longer the TE value, the more the phase differences 

have evolved and the greater the destructive interference.

Total Echo Time
0 ms 20 ms 40 ms 60 ms 80 ms 100 ms 120 ms 140 ms 160 ms 180 ms

3.25 3 2.75  
ppm

3.25 3 2.75  
ppm

t

I

C)

—V v ~
3.25 3 2.75  

ppm

Figure 7-2 A series of numerical spectra illustrating the predicted dipolar evolution of 
the Cr/PCr triplet as a function of TE for a symmetric PRESS sequence, (A) with ideal, 
non-selective pulses, and assuming a single fiber orientation to B0  (0m= 18°), and a 
linewidth of 6  Hz, (B) with the actual slice-selective pulses, and assuming a single fiber 
orientation to B0 (0m= 18°), and a linewidth of 6  Hz, and, (C) with the actual slice- 
selective pulses, and assuming a Gaussian distribution (Gbw = 26°) o f fiber orientation to 
Bo, centred 0m= 18°, and a linewidth of 6  Hz. These series neglect transverse relaxation.
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The issue of different creatine pools in skeletal muscle can often be addressed in 

terms of separable components of the transverse magnetization decay. Moreover, two 

decay components have already been reported for the t-Cr methyl signal from muscle, 

namely, ~ 23 ms and ~ 212 ms (5). If the TE dependence of the t-Cr methyl lineshape is 

to contribute to an understanding of separable pool signals, the effects of the dipolar 

modulation and the selective 180° pulses must be separated from the transverse relaxation 

decay. In particular these effects must be separated from the decay of the central peak, 

because it is upon this that which experimental measurements focus. Figure 7-3A 

displays the calculated TE dependence of the normalized central peak height, Speak (TE), 

obtained from the numerically-acquired spectra of Fig. 7-2C. An NNLS analysis of this 

evolution indicates a single decay term (with a characteristic time of 34.3 ms), and a 

residual constant term. An analysis of the transverse decay of the experimental data 

therefore requires that each experimental data point be divided by the corresponding 

relative amplitude of the dipolar-evolution, in order to obtain a decay arising entirely 

from transverse relaxation. When the separated experimental transverse decays from all 

of the subjects were analyzed using the NNLS algorithm, only single exponential 

components were obtained. The mean value of their decay times was 162.5 ± 4.6 ms. 

This leads us to conclude that observations of multiple creatine T2 ’s in muscle, such as 

those reported previously by Styles et al (5) and ourselves (6 ), are the result of a shorter 

dipolar-evolution decay and a longer transverse relaxation decay. A comparison of a 

typical set of experimental data points with a calculated decay that takes account of all 

mechanisms is displayed in Fig. 7-3B.

It is important to note that if the distribution of fiber orientations is changed, for 

example, by going from one muscle to another, the line shape will change. In particular, 

the splitting may disappear if 0 m approaches the magic angle, or alternatively, if Gbw is 

broadened. Nevertheless, the rapid dipolar evolution will still contribute a decaying term 

to the overall TE dependence of the central peak. In the soleus for example, there is no 

apparent residual dipolar splitting but it is still possible to extract two apparent 

components from the transverse decay using NNLS analysis. The differences that exist 

between muscles means that imprecise localization techniques using surface coils are 

likely to give rise to a mixture of line shapes and a composite TE dependence.
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Figure 7-3 Two illustrations of the TE evolution o f the central peak of the Cr/PCr methyl 
triplet. (A) The predicted variation in central peak amplitude of the PCr/Cr triplet using 
the model employed for Figure 2(C) which neglects transverse relaxation. (B) A 
comparison of the experimental data (represented by the symbols x ) and the predictions 
of the model, when the predicted dipolar evolution is combined with a single transverse 
relaxation decay of time constant 162.5 ms. The experimental data were acquired from a 
2x2x3 cm3 volume of the medial gastrocnemius muscle, at 3T using a symmetric PRESS 
sequence.
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In conclusion, the numerical model proposed here predicts methyl proton spectra 

for t-Cr, that are a close approximation to those observed in vivo. The predictions are 

sensitive to the distribution of dipolar couplings arising from the orientations of the 

muscle fibers, and to the r.f. pulse characteristics, which together give rise to an enhanced 

decay of the dipolar satellite peaks of the methyl triplet. The numerical model also 

predicts a unique and unexpected modulation pattern in the TE dependence of central 

peak of the triplet. This modulation is characterised by a short decay over a time of -34 

ms, to a residual plateau of between 60% and 70% of its value at TE = 0. By combining 

transverse relaxation with this numerical solution, we conclude that although two decay 

coefficients may be apparent from the experimental TE dependence, the shortest of these 

(characteristic time = 34.3 ms) arises from the evolution under the dipolar coupling and 

the longest from a single transverse relaxation component, T> = 162.5 ms. In presenting 

this model of the data we have regarded the mechanism giving rise to the single 

transverse decay component as beyond its scope. However, it should not be forgotten 

that if that mechanism is dipolar in origin, then it too will depend on the angle, (j), (20,21) 

and different distributions of (j) can give rise to different relaxation times. These 

observations emphasise that interpretation of the TE dependence of the t-Cr methyl signal 

in resting human muscle cannot be made solely in terms of differently relaxing pools. It 

is also important to recognize that because of dipolar coupling, the relationship between 

the concentration and the intensity of the central peak is no longer the simple exponential 

function of TE. This could have significant implications in applications that require 

precise t-Cr concentrations.

7.2 Inter-Molecular Dipolar Coupling (Water)

7.2.1 Introduction

For several years researchers using high field strengths (>1 IT) have reported 

signals that have been variously ascribed to the dipolar demagnetizing field of the solvent 

nuclei using a Bloch equation model (22-25) or to long range inter-molecular multiple 

quantum coherences (26-30). These signals display surprising characteristics and the 

mechanism from which they arise is still the subject of some controversy. The principal 

requirement for the observation of such signals seems to be a substantial nuclear 

magnetization vector and a spatial symmetry that is less than isotropic. The substantial
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net magnetization has, in previous published work has been achieved by using field 

strengths greater than 11 T. The reduction of spatial symmetry has been brought about 

using linear magnetic field gradients during evolution and acquisition periods, although 

asymmetries caused by structural boundaries are sufficient to give rise to dipolar 

demagnetizing field-induced signals. The observable manifestation of the phenomenon 

has been an effectively infinite train of echoes resulting from just two pulses (23,25). 

More recently, there have been reports of the use of the dipolar coupled water signal as 

an additional contrast mechanism for use in MRI (31,32).

At the high end of the in-vivo field strength range (3 T), we have found that there 

is ample net magnetization present to produce dipolar demagnetizing field-induced 

signals if  the pulse sequence is appropriate. In the vast majority of in-vivo experiments, 

e.g. conventional MRI or MRS using STEAM or PRESS, the configuration of r.f. and 

gradient pulses are inappropriate for causing large dipolar demagnetizing field effect 

signals. However, the single voxel multiple quantum (MQ) filter incorporates a 

configuration of r.f. and magnetic field gradients that can provide the necessary 

conditions for generating such signals from the water pool. These signals exhibit all the 

characteristics of those previously described as dipolar demagnetizing field effects using 

the Bloch equation model (22-25) or intermolecular multiple quantum coherences (26- 

30). Traditionally, the appeal of MQ filters applied in-vivo is the prospect of the 

elimination of those signals arising from uncoupled spin species, including those of water 

and the methyl singlets of several metabolites. However, it will be shown that, if not 

carefully applied, the in-vivo MQ filter can generate significant contaminant water signal, 

not necessarily at the expected shift of 4.7 ppm, via the demagnetizing field of the water 

itself.

7.2.2 The Multiple Quantum Filter

The single voxel double quantum filter (DQF), shown in chapter 3 in Fig. 3-1, has 

been previously demonstrated (33-39). To localize the experiment to a single voxel, at 

least three of the five pulses normally used in a DQC filter must be made spatially 

selective. The most appropriate, because of their null role in transferring coherences, are 

the 90° excitation pulse and the two 180° pulses used to refocus chemical shift and field
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inhomogeneity dispersions. The PRESS style localization leaves the 2nd and 3rd 90° 

pulses free to be optimized for filtering, playing no role in the spatial localization. The 

objective of the spatially selective excitation is to ensure that only spins within the single 

voxel ROI produce DQ filtered, refocused magnetization from the targeted scalar- 

coupled metabolites. Spins outside this region of interest, depending on their position in 

space, experience different combinations of pulses, which, in all cases, would result in no 

observable signal from either scalar-coupled or uncoupled spins if the mechanism of the 

dipolar demagnetizing field was not present. However, several of the outer voxel regions 

experience a sequence of pulses very similar to that used to demonstrate dipole 

demagnetizing field effects. Fig. 7-4 illustrates the simplest pulse sequence that can 

generate observable transverse magnetization via the mechanism of the inter-molecular 

dipolar coupling, termed the CRAZED sequence by Warren (26).

rc/2x tt/2 x

Gradient

Figure 7-4 The CRAZED pulse sequence (COSY revamped with asymmetric z-gradient 
echo detection), named so because standard density matrix theory would predict a null 
signal from this experiment. The gradient pair selects for two-quantum coherences 
during ti, which require a minimum of two pulses to generate under normal conditions.

Figure 7-5A displays the sequence of pulses and gradients experienced by the 

region of space excited by the 2nd and 3rd n/2 pulses and the final refocusing pulse. Apart 

from the refocusing pulse, this sequence is identical to the CRAZED pulse sequence.
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Figure 7-5 The single voxel double quantum filter pulse sequence is displayed. The 
slice gradients are applied in orthogonal axes (not shown) to define the volume of 
interest. Regions of space that do not experience the first two slice selective pulses 
experience a pseudo CRAZED pulse sequence (see Fig. 7-4).

The following section briefly outlines the coherence pathways followed 

throughout the CRAZED pulse sequence, allowing transverse magnetization to be 

generated from the two-pulse gradient filtered sequence.

7.2.3 Theory

To describe the generation of the contaminant solvent signal from a CRAZED- 

like sequence, a density matrix approach is desirable, to remain consistent with the 

methodology developed throughout the thesis. An excellent description utilizing density 

matrix techniques has been provided by Warren et. al. (26-30), as well, a Bloch equation 

description has also been published (23). Although, it has been noted that the Bloch 

equation approach, while agreeing with experimental results for the two-pulse CRAZED 

experiment, does not appear to agree with experimental results for more than two pulses 

(27). The theory that follows is a brief summary of the quantum mechanical description 

of the generation of the CRAZED signal, provided by Warren (26).
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To incorporate the methods of Warren, the only required modification of the 

density matrix approach developed in Chapters 1 and 2 is an alteration of the thermal 

equilibrium density matrix. For a sample of N spins, the thermal equilibrium density 

matrix is most commonly represented by a power series expansion, shown in Eq. (7-2).

P c  = exp(-3W /Trtexp(-PW ] = 2‘N (d - P to .J ) ," ,  h , 1 *

*4 +■■•>,w here|3= 1/kT. (7-2)

The operator coefficient, p/zco0, is very small even for high field spectrometers, ~

10-4 for 800 MHz machines operating at room temperature, apparently justifying the 

truncation of the higher order (order > 1) terms from Eq. (7-2). However, Warren argues 

that each spin is coupled to N other spins when the dipolar Hamiltonian is incorporated, 

the result being a total contribution from higher order terms that is not insignificant over 

the double sum in Eq. (7-2) (or triple sum for the third order term ... etc). Following 

excitation, the free evolution rotating frame Hamiltonian for the dipolar coupled system, 

shown in Eq. (7-3), includes the chemical shielding and gradient terms (Eq. 1-91)), as 

well as the A and B terms of the dipolar Hamiltonian (Eq. (1-101)).

= [h((di + yGr) ̂ 1  + r ^ (1~ 3c05 9A  (3I ^  l y h ) ]  (7.3)
' 4 "T r

j - k  jx

In (26), Warren calculated the observable transverse magnetization following the 

CRAZED pulse sequence by incorporating the Hamiltonian from Eq. (7-3) between ideal 

hard r.f. pulses, utilizing only the 2nd order term from Eq. (7-2) as the thermal equilibrium 

density matrix, and a gradient pair in ratio of 1:2, as shown in Fig, 7-4. The derivation is 

lengthy and complete in (26) so is not included here. To verify the theoretical predictions 

for a field strength of 3 T, as compared to 14 T in (26), the results from several phantom 

experiments are presented for the CRAZED experiment as well as for the in-vivo MQF 

sequence.
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7.2.4 Results

To verify that the CRAZED pulse sequence is capable of generating gradient 

filtered transverse magnetization at a field strength of 3 T, the sequence was applied to a 

spherical phantom (8 ml) of water and copper-sulfate, and the ratio of the gradient pair 

(z-directed) was varied from 1:0 to 1:3.33. The first gradient pulse had a length of 7 ms 

and an amplitude of 0.6 G/cm, and the amplitude of the second, also o f length 7 ms, was 

varied from 0 G/cm to 2 G /cm. The inter-pulse interval was kept constant at 10 ms, and 

the gradients were applied directly prior to and following the second pulse to minimize 

diffusion signal loss. Figure 7-6 displays the filtered signal dependence, following 

application of the CRAZED pulse sequence, on the ratio of the second to first gradient 

areas.

0.9 
• | 0.8 
5  0.7
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•■3 0.5
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2.50.5
Ratio o f 2nd to 1st Gradient Areas

Figure 7-6 The measured CRAZED signal amplitude dependence on the ratio of the 
second to first filter gradient areas.

The series of peaks in Fig. 7-6 indicates the existence of zero, one, two and three- 

quantum coherences following the first CRAZED pulse. Figure 7-7 displays the free 

induction decay acquired for the gradient pair in a ratio of 1:2. The envelope of the echo 

is a function of the efficiency of the generation of observable in-phase transverse 

magnetization, from the anti-phase coherence generated by the second CRAZED pulse, 

by the dipolar fields. The envelope is also influenced by the T,* signal losses and the 

refocusing of chemical shifts and main field inhomogeneities.
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Figure 7-7 The measured free induction decay excited by the CRAZED pulse sequence 
for the double quantum filter gradient ratio, 1:2. The signal acquisition began 20 ms after 
the second tz/2 pulse.

To confirm the ‘dipolar field’ origin of the observed signal, the dependence of the 

double quantum signal (gradient ratio of 1:2) on the gradient angle (to the main field) was 

measured for angles from 0° (z-directed) to 90° (x-directed). The well known

(3cos20 - l )  dependence of the dipolar field amplitude on the angle, 0, between the

gradient vector and the magnetic field is exploited to confirm the influence of the dipolar 

field. Figure 7-8 displays the measured double quantum CRAZED signal as a function of 

the gradient angle, along with theoretical predictions.

measured
0.5

/ ( 0 )  = 1/2 (3cos2 0 - 1 )

-0.5
70 8050 60 9030 400 10 20

Gradient Direction, <j> (degrees)

Figure 7-8 The measured double quantum filtered CRAZED signal (black squares) is 
plotted as a function of the gradient angle to the main field. The theoretical
(3cos2 0 - Independence is plotted (solid line) to illustrate excellent agreement to theory.
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In his treatment of the CRAZED experiment, Warren included a second pulse tip 

angle of 90°. As further verification of the density matrix approach, the signal yield can 

be calculated as a function of this tip angle. Assuming a thermal equilibrium density 

matrix with an operator component Iizl2Z, it is a simple calculation (see appendix IV) to 

derive a sin(P)(l-cos((3)) dependence of the resulting single quantum coherence directly 

following the CRAZED experiment on the second pulse tip angle, |3. This tip angle 

dependence was derived previously by Bowtell (23) using a Bloch equation model 

incorporating the bulk dipolar demagnetizing field. Figure 7-9 displays the measured 

double quantum CRAZED signal as a function of the second pulse tip angle, along with 

theoretical predictions.
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Figure 7-9 The measured double quantum filtered CRAZED signal (black points) is 
plotted as a function of the tip angle, (3°, of the second pulse. The theoretical sin((3)(l- 
cos(p)) dependence is plotted (solid line) to illustrate excellent agreement to theory. The 
weighting of 0.77 is a normalization factor.

Because the generation of the CRAZED signal requires the action of both pulses, 

if either one is spectrally selective, the signal will be generated only within the bandwidth 

of that pulse. This effect is of particular importance for MQF sequences, which 

commonly employ a spectrally selective read pulse to improve filter yield, as was shown 

in Chapter 3. To illustrate this phenomenon, the second pulse of the CRAZED sequence 

is replaced with a spectrally selective sinc-Gaussian pulse (bandwidth = 200 Hz), and 

applied to a phantom with an extremely inhomogeneous field distribution. Figure 7-10
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displays the frequencies excited from the phantom using a hard pulse CRAZED 

sequence, as well as the spectrally selective pulse version, both with no frequency offset, 

and with a 300 Hz offset.

2nd CRAZED pulse 
  hard pulse
  sinc-pulse (0 Hz)

■ -  ■ -  sinc-pulse (+300 Hz)

0.9

0.8

0.7
C/3

•s 0.6
5
”8 0.5 
TS
g 0.4 
o
Z  0.3

0.2

100 200 300 400-300 -200 -100 0
Spectral Frequency (Hz)

Figure 7-10 The measured distribution of frequencies excited with the CRAZED 
sequence from a phantom in an inhomogeneous static field. Three variations of the 
second pulse of the CRAZED sequence are employed, a hard pulse, and a 200 Hz 
bandwidth sinc-Gaussian pulse applied on resonance, and 300 Hz off resonance.

Application of the single voxel DQF sequence to a water phantom gave rise to a 

water signal with properties identical to those generated with the CRAZED pulse 

sequence, including the gradient angle effects and read pulse tip angle influence. These 

results were presented previously at the 5th Annual meeting of the ISMRM in Vancouver 

(40). To evaluate the origin, in space, of the DQ water signal, read and phase encoding 

was added to the DQF sequence. Figure 7-11 displays a transverse image acquired using 

the DQF imaging sequence.
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Figure 7-11 An imaging evaluation of the single voxel double quantum filter sequence, 
applied t o a l O x l O x l O  cm3 cubic phantom comprising water and copper sulfate. The 
read and phase encoding gradients were employed in the transverse (x-y) plane, and the 
single voxel (I) was placed in the center of the cube. The slice selective 90° pulse 
gradient was oriented along the y-axis, and the first 180° pulse gradient was oriented 
along the x-axis, while the second 180° pulse gradient was oriented along the z-axis, 
acing as the imaging slice selective pulse. Each of the four regions, I to IV, experience a 
different sequence of pulses.

As illustrated in Fig. 7-11, the majority of the water signal passing through the 

single voxel DQF sequence originates from outside the volume of interest, in region IV. 

The spins in region IV experience the pulse sequence termed the pseudo CRAZED 

sequence, shown in Fig. 7-5. The spins in region III also experience the Pseudo 

CRAZED sequence, following an inversion by the second the slice selective refocusing 

pulse. The reduction in signal as compared to region IV reflects the poor inversion
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properties of sinc-shaped refocusing pulses. Regions I and II are excited by the first slice 

selective (90°) pulse, preparing the two-term thermal equilibrium terms, the Iizl2Z, to 

two-quantum coherences prior to the second (hard) 90° pulse (see Fig. 7-5). Because the 

pseudo CRAZED sequence (see Fig. 7-5) produces observable signal only from the 

longitudinal term, IizIaz, spins that encounter the first slice selective (90°) pulse will not 

pass through the filter, as shown in Fig, 7-11. To verify the dipolar origin of the signal 

generated by the DQ imaging experiment, the 3cos20 - 1  dependence of the image 

intensity on the filter gradient orientation was observed.

7.2.3 Discussion

The appeal of the multiple quantum filter sequence is its ability to eliminate 

unwanted resonances, particularly from the uncoupled spin groups, including the large 

water signal. Unfortunately, the imaging evaluation of the double quantum filter, shown 

in Fig, 7-11, clearly displays that water does pass through the filter, primarily from 

regions of space not experiencing the complete series of r.f. pulses. Because the 

contaminant signal arises from outside the volume of interest, where the local field 

homogeneity is necessarily reduced, the resonant frequency of the water is more likely to 

overlap with the target metabolite resonances, away from the 4.7 ppm peak. To minimize 

the intensity of the contaminant signal, a combination o f phase cycling and magic angle 

filter gradients (3 cos20 - 1  = 0 )  can be incorporated. It is important to note that the 

magic angle gradient criteria cannot be met, exactly, at all locations in space due to 

unavoidable imperfections in gradient linearity, particularly with increasing distance from 

the gradient iso-center. Relying on phase-cycling to destroy out of volume signal, 

unfortunately, diminishes the allure of the gradient filtering approach, whose claim to 

fame is single-shot elimination of unwanted resonances. Nevertheless, the coupled spin 

response to the single voxel filter is not influenced by the anomalous dipolar coupled 

water, which can be effectively eliminated if effective phase-cycling and magic angle 

filter gradient orientations are applied with care. Figure 7-12 displays a series of double 

quantum filtered Glu phantom spectra, incorporating the optimized single voxel filter 

sequence detailed in chapter 3. The phantom comprised a 1 liter jug of 20 mM 

glutamate, doped with copper sulfate, balanced to pH of ~ 7.2.
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Figure 7-12 A) A single voxel DQ filtered Glu spectrum, acquired without phase cycling 
and with filter gradients oriented parallel to the main field, from a 1 liter jug containing a 
20 mM Glu solution. B) The experiment from A) is repeated with filter gradients 
oriented at the magic angle to the main field (54.74°). C) The experiment from A) is 
again repeated, with magic angle gradients and a 16 step phase cycling routine similar to 
that reported in (39). No additional water suppression is applied in the above 
experiments. The peaks at 2.3 ppm and 3.75 ppm belong to Glu.

Chapter 3 displays results for the application of the Glu DQ filter sequence in- 

vivo, in all cases incorporating the magic angle gradients and phase cycling.
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Concluding Rem arks

The objective of this thesis was to evaluate and optimize the response of several 

of the metabolite proton spin systems found in-vivo to the realistic in-vivo NMR pulse 

sequences used to observe them. Detailed consideration was given to the widely used 

STEAM and PRESS sequences, as well to the multiple quantum filter approach. To 

avoid the limitations of the product operator approaches so heavily favored in the past, a 

numerical method of evaluation was developed that utilized the density matrix 

representation of the spin systems, allowing the most demanding strongly-coupled spin 

systems to be treated. Previous product operator investigations of ‘in-vivo’ pulse 

sequences have most commonly incorporated hard pulse models, neglecting the influence 

of the realistic shaped r.f. pulses used to provide the spatial localization. The use of 

numerical methods allows all aspects of the in-vivo NMR pulse sequence to be included 

in the evaluation.

The numerical approach was used to evaluate the response of the strongly- 

coupled five spin system of glutamate to the STEAM (chapter 6), PRESS (chapter 5) and 

DQ filter sequences (chapter 3), including the influence of the realistic slice-selective 

pulses. The response of the ABX group of NAA to the STEAM (chapter 6) and PRESS 

(chapter 4) sequences was also considered, to exemplify the utility of the numerical 

approach, both to illustrate the sources of signal modulations and to optimize the yield of 

the resulting signal. As well, the response of the weakly coupled lactate system to the 

STEAM (chapter 6) and PRESS (chapter 5) sequences was calculated, to compare the 

numerical calculations with published product operator predictions, and illustrate the 

influence of the realistic slice-selective pulses on those responses. Finally, chapter 7 

detailed the influence of the direct dipole-dipole interaction in-vivo for two interesting 

cases, /nrra-molecular coupling, within the Cr / PCr methyl spin group, in the ordered 

muscle environment, was shown to give rise to drastic line shape modulation and signal 

loss, while mrer-molecular coupling of the spins within a bulk water sample was shown 

to give rise to a contaminant water signal that unexpectedly passed through a single voxel
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DQF sequence. Phantom and in-vivo results at a field strength of 3 T were a close match 

to all of the numerically calculated responses.

8.1 The Utility of a Numerical Approach in NMR Problem Solving

The density matrix (or equivalently, density operator) representation of the *H 

spin system is a powerful and comprehensive tool. The density matrix contains all of the 

spin system information, the energy level populations and the amplitudes and phases of 

the coherences that exist between the spin states, including the single quantum in-phase 

coherence that corresponds to the directly detectable transverse magnetization. If the 

system Hamiltonian is time-independent throughout the segments that make up the NMR 

experiment, the density matrix can be evolved throughout the experiment without 

approximation, even for the larger strongly coupled spin groups, as was outlined in 

chapter 2. Given the density matrix throughout the sequence, the expectation value of 

any of the spin operators could then be directly calculated during or following the 

experiment.

The observable magnetization collected by the experimentalist following the 

NMR experiment is a linear sum of sinusoids with discrete frequencies and complex 

weightings, as outlined in section 2.3. Given the density matrix at the onset of the signal 

acquisition period, the amplitude and phase of each of these discrete spectral lines could 

be directly extracted, or the total line shape calculated as the sum of the components. To 

extend the density matrix method to allow realistic single voxel experiments to be 

simulated, approximate methods were developed to allow time-dependent r.f. pulses 

(Hamiltonians) to be included (section 2.4). Additionally, efficient methods were 

developed that allowed multiple sequence parameters to be varied, to characterize and 

optimize the coupled spin response to the pulse sequence (section 2.2 and 2.5).

A cautionary note: While the numerical approaches have great utility for 

computation, the product operator method can provide insight into the underlying 

mechanisms and coherence pathways that are the essence of the NMR experiment. On 

several occasions, during the development and use of the numerical tools, sources of

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



214

signal variability that were misinterpreted or missed altogether were eventually clarified 

with basic product operator methods.

8.1.1 Time-Dependent Hamiltonians

Section 2.4 outlined approximate methods of evaluation for time-dependent 

Hamiltonians, particularly for time-dependent r.f. pulses used in conjunction with 

gradient fields to provide spatial localization. Realistic pulses, with finite bandwidths 

and a characteristic spectral roll-off, excite a distribution of coherences over space, 

effectively giving rise to a distribution of density matrices over space. To calculate the 

net influence of these pulses on the resulting metabolite line shape and yield for a voxel 

experiment, the transformation matrix approach was developed to alleviate the time 

restrictions of simulating multiple dimensions of space. Additionally, it was recognized 

that the transformation matrix could also provide a quantitative measure of the anomalies 

associated with a given pulse and spin system, exposing both signal loss and coherence 

transfer effects. As an alternative to simulating multiple points in space, the 

transformation matrix method was shown to be from hundreds to thousands of times 

more time efficient, particularly where sequence characterization and optimization is 

concerned (see table 2-1).

8.1.2 Pulse Sequence Optimization

The product operator methodology allows the response of a spin system to a 

sequence of pulses and delays to be optimized by expressing the resulting transverse 

magnetization as a function of the sequence parameters. The numerical approach, while 

lacking the elegance of the product operator algebra, was shown to be an effective tool 

for sequence optimization, whereby the sequence response was calculated for a range of 

each of the parameters considered to characterize that response. For example, a two- 

dimensional contour plot representation was commonly employed in chapters 3 to 6 to 

display the dependence of ; integrated peak area, maximum peak intensities, and spin 

operator expectation values, as a function of two sequence timings (STEAM, PRESS and 

MQF). Additionally, the contour plot was used to display the spatial distribution of 

coherences excited by the single voxel sequences.
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8.2 Future Applications

While only a small sampling of the complete set of metabolite spin systems found 

in-vivo were considered in this thesis, the numerical tools developed provide a general 

method to calculate the responses of even the most demanding strongly coupled spin 

systems to virtually any NMR experiment, including the influence of spatial localization. 

For example, the optimization of sequences such as the Glu DQF, that target a single 

metabolite, can be developed for any target, given the properties (shifts, couplings and 

field strength) of that spin system, and those that obscure it (chapter 3). The simulation 

software can also be used for the generation of basis metabolite spectra, used increasingly 

for the fitting of the total spectral response, as was illustrated in chapter 6. In particular, 

the optimal sequence timings (e.g. STEAM (TE, TM) or PRESS (TEi, TE2 )) used to 

acquire the spectrum to be fit can be determined for all metabolites, or a reduced set of 

target metabolites. Additionally, the response of the coupled-spin systems to two- 

dimensional sequences such as in-vivo COSY or J-resolved methods can be simulated, 

including the influence of r.f. pulses used to incorporate spatial localization, allowing 2-D 

basis spectra to be generated (for fitting in multiple dimensions) and optimal sequence 

parameters to be identified.

The simulation software should also be expanded to include the influence of time- 

dependent gradient fields, to allow spectral/spatial selective pulses and eddy current 

effects to be incorporated. Additionally, the relaxation phenomena (Tj and T2 ) were 

applied as simple exponential recoveries and decays throughout the thesis, without the 

incorporation of the relaxation superoperator mathematics into the density matrix. A 

complete description of the coupled spin dynamics requires an incorporation of the 

relaxation superoperator into the simulation framework.
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The Weak Coupling Product Operator Transformation 

Rules for a Two Spin System

AI-1 Derivation

The dynamic equation describing the evolution of the density matrix for a spin 

system described by a time-independent Hamiltonian, 9£, is given by Eq. (1-48), p(t) =

exp(-i<?ftI t i )  p(0) exp(i#ft//z). The evaluation of this expression requires the

assessment of the exponential form of the Hamiltonian, which is not, in general, simply 

the exponent of each element. The exponential can be expanded as a power series to 

remove the operator from the exponent, as follows.

exp(ial) = Id + ia l + (ia)2I2/2 ! + (ia)3I3/3 ! + ... (AI-1)

In the special case in which the Hamiltonian contains a single operator

component, for example 3£iITi = alz, a simple operator property, shown below in (AI-2)

and (AI-3), can be used to simplify the sum in (AI-1).

n = even

Izn= (l/2 )nId (AI-2)

n = odd

Izn= (l/2 )n(2Iz) (AI-3)

These expressions are true for a spin- '/2  system with any number of spins, for any 

of the Cartesian operators. Grouping (AI-1) into even and odd terms, and applying (AI- 

2) and (AI-3), two series can be defined

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



217

exp(icxlz) = {l-(oc/2)2/2!+(a/2)4/4!-.. . }Id + i{a/2-(a/2)3/3!+(a/2)5/5!- ...}IZ (AI-4)

The component series are the sine and cosine series, which, unlike the exponential 

form, have the advantage of having a scalar argument, a/2, that can be directly evaluated.

exp(ialz) = cos(a/2)Id + i sin(a/2)( 2 Iz ). (AI-5)

This equation holds for each of the Cartesian operators, Ix , Iy  and Iz. As stated 

above, Eq. (AI-5) is valid only if the Hamiltonian contains a single operator component, 

such as a hard r.f. pulse (Ix  or Iy  component), or a chemical shift evolution (Iz 

component). Weak coupling evolutions, described by the truncated Hamiltonian,

^truncated =  27tJIizl2z, contain a product of the operators, h zh z, a term which has

properties similar to the single Cartesian terms, as follows.

n = even

( I lzI2z)n = ( l / 4 )n Id  (A I-6)

n = odd

(IlzI2z)n= (l/4 )n (4IlzI2z) (AI-7)

Expanding and grouping terms for the coupled spin Hamiltonian case and 

utilizing Eqs. (AI-6) and (AI-7), the weak coupling exponential operator expansion 

becomes

exp(i27tJtIizI2z) = cos(7tJt/2) Id + i sin(rtJt/2) (4IlzI2z). (AI-8)

Utilizing the evolution operator equations, from (AI-5) and (AI-8), a set of 

transformation equations, shown below, can be defined for the Cartesian operator set, for 

a two-spin system. The transformations are defined for an r.f. pulse of tip angle a  

radians, a chemical shift of to radians, or a scalar coupling of J Hz.
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AI-2 Radio-frequency Pulse Transformation

IY — 2k_>IY cos(a) + Iz sin(a) 

Iz — 2k_> iz cos(a) -  IY sin(a)

Ix — a-bi._> ix cos(a) -  Iz sin(a)

T glY v T l y  Y

Iz —^ —> Iz cos(a) + Ix sin(a)

AI-3 Chemical Shift Transformation

Ix —°Jtlz > Ix cos(cot) + IY sin(cot) 

IY — ^  -> IY cos(cot) -  Ix sin(cot) 

I z ^ ^ I z

AI-4 Scalar Coupling Transformation ('Weak-Couoling Approximation')

Ix 2nJ1|zl2zl >IX cos(JcJt) + 2 Ily I ,z sin(TcJt) 

IY —2rJllzl2zl - >i Y cos(TiJt) — 2 Ilx I 2z sin(TiJt) 

l z  2nJ1'zu-zl

2Ilx I 2z ^ ' z V  ->2I1xI2z cos(nJt) + Ily sin(TcJt) 

2 IlyI ,z >2IlyI2z cos(7 tJt)-Ilx sin(jcJt)

2i i 27CjW - >2I I ,
l Z  -2  l Z  “ Z

2 i i  27tJI1zI-zt- >2 I1 I ,
l x  x  l x  - x

2i  i ~;ui|z -z -.>21. I ,
l x  2 V  l x  —Y

2 i  j  2tsilzu z i 2I
1Y  Z Y  I y  - Y
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Matrix Representation of the Two-Spin Cartesian Basis 

Operators (Spin Vz System)
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The Calculation of Metabolite Chemical Shifts and Scalar Couplings 

(NAAG, Glu, Gin and Ino)

The following figures display 500 MHz pulse acquire spectra for the abundant 

brain metabolites NAAG, Glu, Gin and Inos. In all cases the metabolite solutions were 

measured at room temperature and balanced to a pH of ~ 7.2. The solution spectra were 

subsequently analyzed with fitting software (PERCH -  see chapter 7, ref 15) to extract 

the chemical shifts and scalar coupling constants, used to generate the simulated spectra, 

plotted for comparison.

AIII-1 NAAG (N-Acetvlaspartvlglutamate)

N AAG-ABX Group

X
Calculated Spectrum ©A = 2.7503 ppm 

©B = 2.5510 ppm 
©X = 4.6225 ppm 
7AB = -15.9 Hz 
JA X  = 4.37 Hz 
JBX = 9.5 Hz

i
500 MHz Spectrum 

Measured

L a . j J i

A B -

Ju U L
4.5 4 3.5 3 2.5

ppm

Figure AHI-1 A 500 MHz NAAG pulse acquire spectrum -  ABX group 
characterization.
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NAAG-ABX Group

4 .6 5  4 .6 3  4 .6 1  4 .5 9  4 .5 7 2.62.8 2 .5 2 .42 .7
ppm ppm

Figure AIII-2 A 500 MHz NAAG spectrum -  ABX group characterization. A close-up 
of the A, B and X peaks. The solution X-multiplet most likely has a broader linewidth 
than the A and B peaks due to its proximity to an exchanging NH proton (See Fig. 1-15).

NAAG - AMNP2 Group
Calculated Spectrum

r
coa =  4 .1 5 3 3  ppm 
(DM =  1 -905 ppm 
(ON =  2 .0 7 3 8  ppm 
cop =  2 .2 4 3 2  ppm 
CD A 3 =  2 .0 5 4 6  ppm

7 A M  =  8 .45  Hz 
/ A N  =  4 .6  Hz 
7 M N  =  - 1 4 H z  

7M P i =  8 .3  Hz 
7M P 2 =  8-5 Hz 
7 N P i = 8 .1  H z  
J N P o  =  7 .3  Hz

5 0 0  MHz Spectrum 
Measured

JJi L
4  3 .5  3 2 .5  2ppm

Figure AHI-3 A 5 0 0  MHz NAAG pulse acquire spectrum -  AMNP2 group 
characterization.
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NAAG - AMNP2 Group

4.22 4.18 4.14 4.1
ppm

2.3 2.2 2.1 2
ppm

Figure A III-4 A 500 MHz NAAG spectrum -  AMNPt group characterization. A close- 
up of the A, MN and P2 peaks.
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AIII-2 Glu (Glutamate)

Glutamate AMNPQ Group

Calculated Spectrum

©A = 3.75 ppm 
com = 2.06 ppm 
coN = 2.14 ppm 
cop = 2.35 ppm 
coQ = 2.37 ppm

A

JAM = 7.33 Hz 
/A N  = 4.65 Hz 
TMN = -14.85 Hz 
7MP = 6.43 Hz 
7MQ = 8.47 Hz 
/N P  = 8.39 Hz 
7NQ = 6.89 Hz 
7pQ = -15.89 Hz

500 MHz Spectrum 
Measured

3.8 3.6 3.4 3.2 3 2.8 2.6 2.4 2.2 2
PPM

Figure AIII-5 A 500 MHz Glu spectrum -  AMNPQ group characterization.

Glutamate A Group

Calculated Spectrum

500 MHz Spectrum 
: Measured

3.8
PPM

Figure AIH-6 A 500 MHz Glu spectrum -  A group characterization. A close-up of the A 
peaks.
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Calculated Spectrum

MN

500 MHz Spectrum 
 Measured........

1.952.45 2.4 2.35 2.3 2.25 2.2 2.15 2.1 2.05 2
PPM

Figure AIII-7 A 500 MHz Glu spectrum -  MNPQ group characterization. A close-up of 
the MNPQ peaks.
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AIII-3 Gin (Glutamine)

Glutamine AMNPQ Group

A  Calculated Spectrum
JAM = 6.53 Hz 

©A = 3.76 ppm JAN = 5.84 Hz 
coM = 2.13 ppm JMN = -14.45 Hz 
c o n  = 2.15 ppm 7MP -  6.33 Hz 
cop = 2.45 ppm 7MQ = 9-16 Hz 
con = 2.47 ppm JNP = 9.25 Hz 

JNQ = 6.35 Hz 
JPQ = -15.55 Hz

500 MHz Spectrum 
Measured

MN

3.8 3.6 3.4 3.2 3 2.8 2.6 2.4 2.2 2
PPM

Figure A III-8 A 500 MHz Gin spectrum -  AMNPQ group characterization.

Glutamate A Group

Calculated Spectrum

500 MHz Spectrum 
Measured........

3.74 3.733.76 3.753.783.8 3.79 3.773.81
PPM

Figure AIII-9 A 500 MHz Glu spectrum -  A group characterization. A close-up of the A 
peaks.
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Calculated Spectrum MN

500 MHz Spectrum 
Measured

U U .

2.5 2.45 2.4 2.35 2.3 2.25 2.2 2.15 2.1 2.05 2
PPM

Figure AIII-10 A 500 MHz Glu spectrum -  MNPQ group characterization. A close-up 
of the MNPQ peaks.
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AIII-4 Ino (Myo-Inositol)

Myo-Inositol AM2N2P Group

227

/AM  = 9.2 Hz 
7MN = 9.8 Hz 
JNP = 2.7 Hz

coA = 3.28 ppm 
coM = 3.62 ppm 
©N= 3.54 ppm 
cop = 4.06 ppm

Calculated Spectrum

500 MHz Spectrum 
Measured

u

3.3 3.23.43.6 3.53.73.9 3.84.1 4
PPM

Figure AIII-11 A 500 MHz Ino spectrum -  AM2N2 P group characterization.
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The CRAZED Pulse Sequence -  Product Operator Evaluation of the Tip Angle

Signal Dependence

The CRAZED (COSY revamped with asymmetric z-gradient echo detection) 

pulse sequence, shown in chapter 7, Fig. 7-4, is known to pass multiple orders of gradient 

filtered coherences through a two-pulse experiment. The coherence pathways are 

outlined in chapter 7, and the associated references, using a product operator method, 

incorporating tip angles of ti/2 for both of the CRAZED pulses. The calculations that 

follow generalize the product operator calculations to tip angles o f a °  ( l sl pulse) and (3° 

(2nd pulse), for the generation of signal through the two-quantum pathway.

The two-quantum pathway originates from the two-term longitudinal thermal 

equilibrium density operator,

The evolution of the density operator only need be calculated to directly following 

the second CRAZED pulse (including the 2nd gradient) to determine first and second 

pulse tip angle dependencies. For simplicity, therefore, the chemical shift interaction will 

not be included in the following calculations (i.e. shift refocusing is not modeled).

The application of the first gradient pulse, of length x ms, gives rise to four 

separate Cartesian product operator terms, shown in Eq. (AIV-3).

(AIV-1)

Following excitation by an a 0 pulse (x-directed), the density operator becomes

p(lst pulse) = sin2(<2)IlyI2y + non-contributing terms. (AIV-2)

p(x )=sin2 (a) {cos(0, )cos(02 )Iiy I2y -cos(0, )sin(02 )Ily I,x 

-sin(0, )cos(02 )I,x I2y +sin(0, )sin(02 )I,x I2x}
(AIV-3)
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The angles 0i and 02 are a function of the spin location in space, given generally 

by 0n=yG -rnx . Because the spins are coupled though space via the indirect dipole- 

dipole interaction, the two spins can be assigned different locations in the gradient, and 

thus different phases.

Application of the 2nd, (3° pulse, gives rise to several anti-phase coherence terms, 

shown in Eq. (AIV-4), that can evolve into observable in-phase magnetization under the 

influence of dipolar coupling.

p(x+)=sin2(a){sin(p)cos(p)cos(0,)cos(02)[l I, -I, I, ]
(AIV-4)

+sin(p)[cos(0, )sin(02)I,z I2x +sin(0, )cos(02 )I,X I2z ]}

The second gradient will have twice the amplitude of the first, to retain only those 

spins prepared to double quantum coherence following the 1st pulse. The phase angle 

induced by the second gradient is thus 0n=2yG-rnx , giving rise to the following 

expressions for the four anti-phase terms from Eq. (AIV-4).

p(2x)=sin2(a){[-sin(P)cos(P)cos(0,)cos(0,)cos(02)+sin(P)sin(0,)sin(0,)cos(02)] IlyI,z 

+[sin(P)cos(P)sin(0j )cos(0, )cos(0,)+sin(P)cos(0, )sin(0, )cos(02)] I,x I2z 

+[-sin(p)cos(p)cos(02 )cos(0, )cos(02)+sin(P)sin(02)cos(0, )sin(02)] I,z I2y 

+[sin(P)cos(P)sin(02)cos(0j )cos(02 )+sin(P)cos(02)cos(0, )sin(02)] I,z I2x} (AIV-5)

As a simplifying approximation, assume 0 = 0] = 02, allowing trigonometric 

identities to be used to simplify Eq. (AIV-5), particularly, cos(a)cos(b)={cos(a+b)+cos(a- 

b)} and sin(a)cos(b)={sin(a+b)+sin(a-b)}. Note that the sin and cos product terms are 

composed of sums and differences of their arguments, corresponding to double quantum 

and zero quantum coherences, respectively. Incorporating the trig, identities and the 

gradient ratio of 1:2, or 0’ = 20, Eq. (AIV-5) can be rewritten
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p(2t)=sin2(a){[-sin(P)cos(P)cos(20)(cos(20)+1 )+sin(P)sin(20)sin(20)] Ily I,z 

+[sin(P)cos(P)sin(20)(cos(20)+l)+sin(P)cos(20)sin(20)] I,x I,z 

+[-sin(P)cos(p)cos(20)(cos(20)+1 )+sin(P)sin(20)sin(20)] Ilz I2y (AIV-6)

+[sin(P)cos(p)sin(20)(cos(20)+1 )+sin(P)cos(20)sin(20)] IIz I2x} •

Averaging each of the trig, products over an integer number of cycles, the 

expression in Eq. (AIV-6) can be further simplified to

p(2x)=sin2(a){sin(p)(l-cos(P))/2)(IIyI2z+IIzI2Y)} (AIV-7)

utilizing sin2(<p)=l/2, cos2(^?)=l/2, and sin(^)cos(^?) = 0.

While by no means a complete expression for the gradient refocused single 

quantum signal generated by the CRAZED pulse sequence, Eq. (AIV-7) does display the 

sin(P)(l-cos(P)) signal dependence on the 2nd tip angle, as well as a sin2 (a) dependence 

on the 1st tip angle.
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MATLAB™ PROGRAM S

The numerical methods introduced in chapters 1 and 2 are implemented in the higher 
level programming language MATLAB™. The MATLAB™ graphic user interface 
(GUI) tools were used to generate a user friendly interface to accommodate the simple 
input of the complete NMR pulse sequence Hamiltonian, including the acquisition 
parameters (bandwidth and number of samples). To define the free evolution 
Hamiltonian, several parameters, including the main field strength, chemical shifts, scalar 
couplings and dipolar couplings for up to six spins can be entered. The shifts and 
couplings for several of the spin systems found in vivo are automatically loaded by 
selecting a metabolite of interest from the Metabolite list, shown below in the main 
simulation window, Fig. AV-1.

“/■IFigure No. 1

Nuclear

m u
Re Edit Took Window Help

Magnetic Resonance Simulator
RUN I RESET I  Load c:V.. I  Save c:\... I  RESULTS

27.72 . Chemical Shifts (PPM)
Spinl Spin! SpinS Spin4 Spin5 SpinlS

Hydrogen. 1

Scalar Couphngs (Hz) / DipolarCouphngs (Hz)
Aspartate 
Choline
citrate ▼I

20uu Hz (:5ms)

Single Average PO
Total Response I parameter summarySingle Average FID 

ID - Variable PO 
ID - Variable FID 
2 D -Variable PO EDITOR I DESIGN

Figure AV-1 The main NMR simulation window.
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Specifying a metabolite spin system, for example glutamate, as shown below in Fig. 
AV-2, loads the stored shifts and couplings, as well as the spin operator libraries 
appropriate for the number of spins, Nspins, in the system, five in the case of glutamate. 
(The library of spin operators comprise the Cartesian spin components for each of the 
Nspins spins, for example, Iix, IiY, Iiz L>x, l2 Y, and h z  for an ‘NSpms = 2’ system).

Field Str. (MHz) 

DM (0) r  

nucleus

127.72
Metabolite

Icsr:r - l v :uses*| [Glucose iJlGlutarnine

Spinl
Chemical Shifts (PPM)

Spin2 Spin? . Spin4 Spin5

l l i  1.1

3.743 I 2.12 | 2.042 |j 2.349 2.334 | 0
Scalar Couplings (Hz) I Dipolar Couplings (Hz)

Spin! Spin2 SpinS Spin4 SpinS Spind

2000 Hz (,5ms)

1 4.67 1| 7.331 o 1 01 0m1 0■■rsr| 6.43 1 0
i 1 oI m| 8.39 1 09rr-j 0 1 0 1 oma 0rr 0 1 0 flH

Figure AV-2 Specifying a metabolite spin system loads scalar coupling and chemical 
shift constants, shown here for glutamate, although user specified values can be manually 
entered. These constants, along with the field strength (MHz), completely define the free 
evolution Hamiltonian in a homogeneous main field.

A weak coupling approximation (i.e. d£COup = 2txJIizI2Z) can be specified (see Fig.

AV-2) to truncate the full strong coupling expression, d£cô  = 2ttJIi-I2, for all subsequent 
calculations. Specifying the nucleus defines the gyromagnetic ratio, y, but does not alter 
the list of metabolites, although the infrastructure of the program supports an expansion 
to include heteronuclear systems of spins.

To define the Hamiltonian for the externally applied fields (r.f. and gradient pulses, 
and their associated delays) a pulse sequence editor (select EDITOR on the main 
window) allows up to 12 unique ‘segments’ (see chapter 2.2) to be defined. This 
seemingly arbitrary number of segments was selected to accommodate the representation 
of the in vivo MQF sequence, the most complex sequence considered in this thesis. 
Figure AV-3 displays the pulse sequence editor window.
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file id* look Window Help

Sequence Definition
Template

. Time (sec). IfflBlffljtf 
Deltat (sec)

Unequal Steps M  M  

Grad (G/ctr.)

Angle (rad)

Pulse. Shape

Phase (rad) 1

3.14159 0

Offset (ppm) 

Variable

Figure AV-3 The pulse sequence editor window.

Each of the segments has an array of properties that define the Hamiltonian 
throughout that segment. The range of segments to be incorporated into the simulation is 
defined by Min. part and Max. part. Segment type (0, 1, or 2) corresponds, respectively, 
to a null segment (no evolutions), a time-dependent Hamiltonian and a time-independent 
Hamiltonian. Each segment has a total length, in seconds, defined by Time. A time 
increment (also in seconds) must be specified for time-dependent Hamiltonians (Deltat). 
If the steps throughout the time-dependent segment (i.e. type = 1) are unequal, Unequal 
steps must be indicated. In this case, the step sizes throughout the segment must be 
specified in a separate file. Presently, the simulator is equipped only for time-dependent 
r.f. pulse envelopes, specified with an index under Pulse Shape. A list of pulse shapes 
and corresponding indices is given at the end of the Appendix. The simulator 
automatically divides the pulse up into rectangular sub-segments (see chapter 2.4), 
according to the segment Time and Deltat. A magnetic field gradient can be specified (in 
G/cm) in the Gradient box. The tip angle of a time-independent (rectangular) pulse is 
specified in Angle, in radians, while the pulse phase (only constant phase pulses can 
presently be specified) for all pulses is entered in Phase, in radians. The frame of 
reference is always assumed to be the rotating frame (0 ppm) unless specified in Offset, in 
ppm. This option is useful primarily to offset spectrally selective pulses to excite target 
resonances, or offset slices in space (in the presence of a gradient).

To utilize the ‘multiple value’ option, to calculate multiple segment evolution 
operators, for a range of a segment property (see chapter 2.2), the Loop value must be set 
to 1 (otherwise 0). Presently, the segment Time, Gradient (dzl on Fig.) or Angle can be
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varied (specified in Variable), although this list of terms can readily be expanded to 
include any variable used to define a segment Hamiltonian. The range of values 
incorporated into the simulation are set with Varjnin , Var_max and Del_var.

Several templates have been designed that when specified will load an array of 
segment properties that define standard pulse sequences, including the STEAM, PRESS 
and MQF experiments. For example, fig. AV-4 displays the specification of a double 
quantum filter in the editor window, along with the corresponding pulse sequence.

rnoTxi•"/i Figure No. 2
£Je Edit look Window Help

Sequence Definition
Min. Part ' Template 
Max. Part m  jMQF |

1 ■ 2 3 .4-

Done
^ ____51 PART
3 . .4- ■ -5 ' 6 . 7

Time(sec)'

(sec)
Unequal Steps M . H  . H  M  M  1M M  

Grad (G/cm)
Angle (rad) E d 7! ^

Pulse Shape

Phase (rad) R B B  R1

-oosjle-007 |0.02 |2e-00S J0JJ2

rn ■TBI1nwM Efl
0 P

70S r 1° 3JL4159F—» ° 10 1”

dzl •» Idzl - dzl ^ dzl "■

b b

7l/2v

b b

7Zy

b  A  A

n/2y nl2y

A  A

r f  r
t. 12 "■ 6 r — ‘■lo-

Grad. _____________________ * I ____________________
Filter Gradients (1:2)

Figure AV-4 Specification of a DQF sequence along with the corresponding sequence of 
r.f. pulses and gradients.

As shown in Fig. AV-4, to model the de-phasing and subsequent selective re-phasing 
of coherence orders selected by the filter gradient pair, several locations in space (8 
individual points), over a complete cycle (2*pi radians), are included. In a field of -4696 
G/cm, applied for 5e-8 seconds, 8 points at 0.125 cm intervals (0:0.125:0.875) represent
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one complete cycle (phase = yGrt = 2*pi*4259 radians/G/sec*4696 G/cm* 1 cm*5e-8 sec 
= 2*pi radians).

Recall from chapter 2.2 that an evolution operator storage matrix is generated from 
the Hamiltonian(s) defined for each segment. For the previous example, that of the DQ 
filter, the evolution operator storage matrix will comprise 12 rows of operators (each of 
which has a dimension of 2Nspms by 2Nspins), for the 12 segments, and 8 columns of 
operators, for the 8 locations in space modeled in segments 7 and 9. The remaining 
segments (1,2,3,4,5,6,8,10,11 and 12) will each have a non-zero contribution only in the 
first of the eight columns. To combine these operators to generate the density matrix 
throughout and following the pulse sequence, a simulation mode, selected on the main 
window, defines a set of instructions to be carried out following the generation of the 
storage matrix. These existing modes can be used, or the user can generate additional 
subroutines specific to a desired pulse sequence. The existing modes are listed below, 
and a few select modes are outlined in some detail to exemplify the general approach.

Simulation Modes -  Combining the Evolution Operators

The evolution of the density matrix, from which the expectation values of the basis 
operators or the ultimate transverse magnetization are calculated, is evaluated using the 
following equation

pn = Vn- 'p n.1Vn. (AV-1)

The operator, Vn, is called the evolution operator, defined

Vn = Un'1 e x p ( l X diagtn //z ) Un, (AV-2)

where Un and <7£ndia„ comprise the eigenvectors and eigenvalues, respectively, of the 
Hamiltonian of the nth segment. These Vns are calculated and stored in a larger matrix, 
and subsequently used to determine the density matrix throughout and following the 
pulse sequence. The simulation mode that is specified is a set of instructions for the 
calculation of either i) the expectation values of product operator basis terms or ii) the 
spin system FID, as a function of sequence properties such as inter-pulse timings or r.f 
pulse tip angles.

Presently, there exist 20 simulation modes, each described briefly below.

1) Single Average PO -  This simulation mode is used to calculate a single density 
matrix and corresponding P.O. terms following a pulse sequence. The evolution operator 
storage matrix, Rtempl, is reduced to a 2 NsP‘ns by 2 NsP‘ns matrix (Rtemp) for an Nspms
system, or as large as a 2 NsPins by (2 NsPins x siz2) matrix if a variable parameter is specified
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(with siz2 different values), the net response being the sum the ’siz2’ density matrices 
following the pulse sequence. The sum of the multiple responses for the case of a 
specified variation (siz2>l) has application for the calculation of the integrated gradient 
response in one dimension, such as a spin-echo slice with spoilers and a slice gradient, or 
a gradient pair in a multiple quantum filter sequence.

Consider the response of a two-spin proton system (coj = 1 ppm, ( 0 2  = 4 ppm, and J 12 

= 10 Hz) to a spin-echo pulse sequence with an ideal hard excitation pulse and a slice- 
selective refocusing pulse. Spoiler gradients are applied around the 180° pulse, and a 
slice gradient is applied concurrently with the shaped r.f. pulse, a numerically optimized 
sinc-like pulse (bandwidth =1500 Hz). The echo-time is set to l/(2Ji2) = 50 ms to 
optimize the generation of anti-phase coherence.

Figure AV-5
Specification of a 
coupled two spin 
system, in an external 
field of strength 3 T.

127.72 " ^ C h e m  
in i  Spin2 \  Sp

Hydrogen 1

ff Spins
\  Scalar Coup 
Spikl Spin2E®B53QHH±3

Aspartate
CBSjnre— -------   _
citrate z J l n  zl
Weak coupling approx. gj

fiTHlliU'ttlllll

The complete Hamiltonian is specified by defining the remaining external magnetic 
fields, including the r.f. pulses, gradients and associated delays, shown in Fig. AV-6.

Min. Part i  

■ Max. Part 
1 ■

General

. J y p e  I

: Time (sec) jg 

Deltat (sec) 

"Unequal Steps . 

Grad (G/cm) £  

.Angle(rad) £  

. Pulse Shape £  

?hase'(rad) £  

Loops £  

Var_min . 

Var_ma:-: jg 

' Dd_var '. jg 

Offset^(ppm) jg 

Variable'

|0 .Q 2 3 d [ 0 . 0 0 2 S | o  J 3 2 3 6

L _ | l e -005
hm

joa

F 0 0

[0____ 4 !°
jo jo 0

1 r 1

r I'1 l-i
1 1 | i
|o.oi 0.01 0.01

2.5 | 2 J 2 3

jdzl jdzl dzl

Figure AV-6 Specification of a spin-echo pulse 
sequence in the sequence editor window. The four 
segments include 1) a 10 ns hard tz/2 excitation 
pulse, followed by 2) a 23.6 ms evolution in a 0.1 
G/cm gradient. The position in the gradient, is 
calculated for -1  cm to 1 cm in 0.01 cm steps. (The 
dzl variable indicates that position in the gradient is 
the variable of choice). 3) The shaped refocusing 
pulse is 2.8 ms in length (sub-segmented in 280 
rectangular components) and excites a 0.88 cm 
FWHM slice in the 0.4 G/cm slice gradient. The 
echo is completed with 4) a final 23.6 ms evolution, 
again in a 0.1 G/cm spoiler gradient. Note that all 
variable segments must have the same range of 
values, -1:0.01:1 cm in this case. The total echo 
length is 50 ms.
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The density matrix calculated for this pulse sequence is the average of the individual 
density matrices calculated for the 201 locations in space -1:0.01:1 cm. The MATLAB™ 
code used to generate the density matrix and PO contributions is shown below. Rtempl 
is the evolution operator storage matrix of dimension (4 segements * 4) by (201 
variations * 4) = 16 by 3216. Rtemp is a reduced for of Rtempl, by combining the 
evolution operators for segments 1 to 4, but still with the 201 variations of the position in 
the gradient, giving rise to a 4 by 3216 matrix. Because the sum (average) of the 
resulting density matrices is the desired output, Eq. (AV-1) can be evaluated with a single 
matrix multiplication by changing the dimension of Rtemp with the routine flip.m.

Rtemp=dmform(Npartsmin,Nparts,Rtempl,M,varsiz,siz2); % evolution operator matrix is combined to 
form a condensed evolution matrix 
b=flip(Rtemp,M); % change dimension o f Rtemp
pold= b’*flip(poldenter*Rtemp,M)/siz2; % single density matrix following sequence is calculated 
eval(resprogram(Nspins,:)) % P.O. response program is called

For the case of a hard pulse spin echo (TE =l/2Ji2) and the spin system defined 
above, the PO term contributions following the pulse sequence shown below.

<Ilx> = -0.05 <I,Y> = 0.01 <Ilz> = 0.00 <2I,xI2z> = 0.99 <2IlyI2z> = 0.00 

<I2x> = 0.05 <I2y> = 0.01 <I2z> = 0.00 <2I,zI2x> = 0.99 <2I,zI2y> =0.00 (AV-3)
<2IlxI2x> = 0.00 <2IlxI2y> = 0.00 <2I]YI2y> = 0.00 <2I,YI2x> 0.00 <2I,zI2z> = 0.00

The influence of the slice selective refocusing pulse on a coupled spin system is a loss 
of signal and some coherence transfer, resulting from chemical shift induced voxel 
offsets and slice role-off. The PO term expectation values for the spin echo incorporating 
the slice-selective refocusing pulse are shown below, where all contributions are 
normalized to the signal excited from an uncoupled spin system with the same sequence.

<I,x> = -0.03 <Ily> = -0.23 <IIz> = 0.00 <2IIxI2z> = 0.72 <2IlyI2z> = 0.03 

<I2x> = 0.03 <I2y> = -0.23 <I2z> = 0.00 <2I,zI2x>  = 0.72 <2I,zI2y> =0.03 (AV-4)
<2IlxI2x> = 0.00 <2I,xI2y> = 0.00 <2IlyI2y> = 0.00 <2IlyI2x> 0.00 <2I,zI2z> = 0.00

The spatial origin of the coherence alteration caused by the slice selective pulse is 
displayed for simulation mode 3, ID - Variable PO, below.

2) Single Average FID -  This simulation mode is identical to Single Average PO, 
expect the response is the free induction decay (FID), whose parameters are defined with 
a specified bandwidth and number of acquisition points. The FID is contained in the 
vector ‘mag’.

3) ID - Variable PO -  This simulation mode is very similar to the Single Average PO 
mode, the only difference is the discrete calculation of the PO expectation values versus 
the average value calculated with mode 1. The example previously considered using the 
Single Average PO mode is briefly re-visited using this multi-output mode.
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Figure AV-7 A) A spin-echo pulse sequence with a spatially selective optimized sine 
refocusing pulse and a hard excitation pulse. B) The spatial distribution of Iy 
magnetization excited by the sequence in A) for an uncoupled spin system, coi = 0 ppm. 
In C) to F), the spatial distribution of spini transverse magnetization excited by the 
sequence in A) for a coupled spin system, J = 10 Hz, o)i = 1 ppm, 0 ) 2  = 4 ppm, is 
displayed. The echo length is set at 1/2J to optimize the generation of anti-phase 
coherence. For each profile a local average filter has been applied to smooth the 
gradient-induced oscillations.

The alteration in the expectation values of the two-spin product operators, as a result 
of the slice-selective refocusing pulse (see Fig. AV-7), shown in Eqs. (AV-3) and (AV- 
4), are displayed above as a function of position in the gradient for a few select 
coherences. The expectation values calculated using simulation mode 1, Single Average 
PO, are identical the integrated values from the plots in Fig. AV-7 for each individual PO 
term.

4) ID  - V ariable FID - This simulation mode is identical to ID  - V ariable PO, expect 
the response is the free induction decay (FID), whose parameters are defined with a 
specified bandwidth and number of acquisition points. The FIDs are contained in the 
matrix ‘mag’.
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5) 2D - Variable PO - This simulation mode is identical to ID - Variable PO, expect 
two dimensions of variation in the basis PO terms can be calculated. The only limitation 
is that the variations must be sequential, for example, both the spin-echo timings and the 
refocusing pulse tip angle cannot be varied because the echo period surrounds the pulse 
in question. To group the simulation segments, to allow for the separation of the two 
sequential sets of segments to be varied, the file ‘seqmode.m’ must be edited to indicate 
the appropriate groupings. For example, consider the COSY pulse sequence, a two pulse 
experiment with an inter-pulse delay. It might be of interest to calculate the response of a 
coupled spin system to variations in both the inter-pulse delay, and the tip angle of the 
second r.f. pulse. The number of segment groupings is set with the variable ‘seqgroup’, 
equal to 2 in this case. Additionally, the vectors ‘minpart’ and ‘maxpart’ must contain 
the range of segments included in each of the’ seqgroup’ groupings. For the COSY 
sequence, setting minpart=[l 3 0 0 0] and maxpart=[2 3 0 0 0] indicates that the first 
group included segments 1 to 2 (excitation pulse and variable inter-pulse delay), and the 
second of the two groupings contains only the third segment (r.f. pulse of variable tip 
angle). The simulation output will be a matrix of expectation values for each of the PO 
terms. A third vector, called ‘multiple’, defines each of the ‘seqgroup’ groupings of 
segments as either a muli-variable grouping (value = 1), or a single-variable grouping 
(value = 0). For example, ‘seqgroup’ could have been set to 3 for this experiment, with 
minpart=[l 2 3 0 0] and maxpart=[l 2 3 0 0], with multiple=[0 1 1 0 0 ] ,  while multiple 
must be set to [1 1 0 0 0] if only two seqgroup’s are specified, as above.

6) 2D - Variable FID - This simulation mode is identical to 2D - Variable PO, expect 
the response is the free induction decay (FID), whose parameters are defined with a 
specified bandwidth and number of acquisition points. The FIDs are contained in the 
matrix ‘mag’.

7) PRESS 2D PO - This simulation mode is identical to 2D - Variable PO, with the 
minpart, maxpart and multiple vectors set up for the simulation of the PRESS sequence. 
The PRESS template, in the EDITOR window, is automatically loaded when this 
simulation mode is selected. The PRESS echo times, TEj and TE2 , or the position in the 
slice-selective refocusing pulse gradients can be varied. The later allows the distribution 
of coherences over two-dimensions of space to be calculated.

8) PRESS 2D FID -  Identical to PRESS 2D PO expect FIDs instead of PO responses 
are calculated.

9) PRESS 2D PO (slice) - Identical to PRESS 2D PO expect a transformation matrix 
replaces each of the refocusing pulses. The transformation matrix must be loaded into 
the MATLAB™ workspace, and is then automatically utilized in the simulation.

10) PRESS 2D FID (slice) -  Identical to PRESS 2D PO (slices) expect FIDs instead of 
PO responses are calculated.
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11) STEAM 2D PO -  The response of spin systems to variations in the STEAM mixing 
and echo times are calculated with this simulation mode. The influence of the echo 
spoiler gradients is automatically entered and need not be edited. The simulation output 
will be a matrix of expectation values for each of the PO terms.

12) STEAM 2D FID -  Identical to STEAM 2D PO expect FIDs instead of PO responses 
are calculated.

13) STEAM 2D PO (slice) - - Identical to STEAM 2D PO expect a transformation 
matrix replaces the second and third tc/2 pulses. The transformation matrices, a different 
one for each of these two pulses, must be loaded into the MATLAB™ workspace, and is 
then automatically utilized in the simulation.

14) STEAM 2D FID (slice) -  Identical to STEAM 2D PO (slices) expect FIDs instead 
of PO responses are calculated.

15) MQF 2D PO -  The response of spin systems to variations in the multiple quantum 
filter mixing and echo times are calculated with this simulation mode. The influence of 
the filter gradients is automatically entered and need not be edited, save to change to the 
order of the filter, which is done by varying the length of the second of the pair gradients 
to the desired order (multiple of the length of the first gradient). The default is a double 
quantum filter. Note that only one of the mixing time or the first echo time (preparation 
time) can be varied in a given simulation. The simulation output will be a matrix of 
expectation values for each of the PO terms.

16) MQF 2D FID -  Identical to MQF 2D PO expect FIDs instead of PO responses are 
calculated.

17) MQF 2D PO (slices) - Identical to MQF 2D PO expect a transformation matrix 
replaces each of the refocusing pulses. The transformation matrix must be loaded into 
the MATLAB™ workspace, and is then automatically utilized in the simulation.

18) MQF 2D FID (slices) -  Identical to MQF 2D PO (slices) expect FIDs instead of PO 
responses are calculated.

19) COSY 2D PO -  The COSY sequence is a two pulse experiment with an inter-pulse 
delay. This simulation simply the ID - Variable PO mode set up to run the COSY 
experiment. The simulation output will be a vector of expectation values for each of the 
PO terms.

20) COSY 2D FED -This simulation simply the ID - Variable FID mode set up to run 
the COSY experiment. The simulation output will be a series of FIDs, stored in the 
matrix ‘mag’. A two-dimensional Cosine transform of this matrix directly yields the 2D 
correlation spectrum.
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The output of the simulations is either the expectation values of PO terms (i.e. the 
density matrix) or the resulting FID (spectrum). Figure AV-8 displays the RESULTS 
window, selected from the main simulation window following completion of the 
calculations, used to display the FIDs and expectation values of the spin operators.

File £dit Tools Window Help

Response Evaluation 

Assessment h p ec .a rea
____________________|FID  l s tp t

Contour
n £1X1 IZOSurface 4-ixi-iz2-i23

Select a cut from tlie contour (two-points)

Figure AV-8 The simulation results window.

Figure AV-8 displays a pulse acquire free induction decay excited from the aspartate 
spin system, with 4096 acquisition points and a bandwidth of 2000 Hz (At = 0.5 ms), and 
a 1 Hz exponential line-broadening. The simulation output is either FIDs, as shown 
above, or PO expectation values. Treatment of these two output forms are described 
separately below.

I Figure No. 2 '
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Free Induction Decays - Spectral Evaluation

The RESULTS window will display the FID (select FID) or spectrum (select FFT) 
contained in the ‘mag’ vector/matrix. If more than one FID is collected, the DATA slider 
can be used scroll though the FIDs/spectra. An exponential line-broadening can be 
applied, as can a zero order phase variation. The results plot axes range can be varied 
with min/max values or by selecting a region of interest with the ROI pushbutton. There 
are three modes of assessment of the resulting spectra, using 1) peak value of the 
spectrum in the ppm range sleeted, 2) area under the spectrum in the ppm range selected, 
or 3) the first point in the FID (equal to total area under the spectrum). After selecting 
the mode of assessment, pressing the ASSESSMENT pushbutton will create a 
vector/matrix (depending on the simulation mode used to generate the results, i.e. ID or 
2D of variation) of values, and plot the vector/first row of the matrix. If the simulation 
resulted in a single spectrum, no assessment is required, for ID of variation, the single 
vector is plotted on the results axis, and for 2D of variation, the individual vectors that 
comprise the matrix of results can be scrolled though (slider under the assessment 
pushbutton), or a contour or surface plot of the matrix can be plotted. If a contour is 
plotted, a cut between any two points can be plotted with the ‘select a cut from die 
contour’ pushbutton. For processing outside of the RESULTS window, the FIDs are 
always stored in the array ‘mag’, and the assessed data in the ‘assessment’ array.

Figure AV-9 The
Results window displays 
an aspartate spectrum, 
one of a 2D array of 
spectra acquired with 
excitation by the PRESS 
sequence, with variations 
in both echo times, TEi 
and TEo. Viewing the 
spectrum allows a ppm 
range to be manually 
selected for assessment 
of the spectral response 
in that range, allowing 
single lines to assessed if 
desired.

Figure AV-9 displays an aspartate spectrum, and the ppm range to be used to assess 
the response, the peak value of the spectrum in the range of 2.5 to 2.98 ppm, to variations 
in the PRESS sequence timings, shown in Fig. AV-10.
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Figure AV-10 The
Results window
displays a contour plot 
of the peak value of the 
aspartate AB multiplet, 
shown in Fig. AV-9, as 
a function of PRESS 
echo times, for TEi = 
0:4:100 ms, and TE2 = 
0:4:100 ms. The contour 
is normalized to the 
peak value of the 
contour data.
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Product Operator Evaluation

Half of the simulation modes provide, as an output, the expectation values of the basis 
product operator components. Like the FID response, the results are stored in vectors or 
matrices, depending on the simulation mode incorporated. These simulation modes have 
a single assessment mode, the direct display of the vectors or matrices as described in the 
previous section, although the responses are for the large of array of basis PO terms, a list 
that grows by factors of 4 with each increase in the number of spins in the system. Figure 
AV-11 displays the expectation value of one the 64 aspartate (ABX) basis PO terms, as a 
function of PRESS timings TEi and TE2, for a range of timings from 0 to 100 ms along 
each axis.

Figure AV-11 The
Results window displays 
a contour plot of 
expectation values of the 
ABX spin operator 
2I1zI2x, as a function of 
PRESS echo times for 
TEi = 0:4:100 ms, and 
TE2 = 0:4:100 ms. The 
contour plots for the 
remaining PO terms can 
be viewed with selection 
from the PO listbox.

Radio-Freauencx Pulses

The list of pulse envelopes that can selected directly in the EDITOR presently includes: 
1) sinc-Gaussian, 2) BURP (Band-Selective Uniform Phase) excitation pulse, 3) blank, 4) 
Optecho refocusing pulse (commonly used on scanner), 5) blank, 6) hyperbolic secant, 7) 
optimized sine (90), 8) alternate optimized sine (90), 9) 2nd alternate optimized (90), 10) 
Gaussian, 11) sinc-hamming and 12) Dante (including a binomial refocusing pulse). The 
pulse shape is specified by index entered under Pulse Shape. The user should examine 
the files that define the pulse envelopes to learn how to specify any desired shape.
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