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Abstract

This thesis develops an optimal interpolatiathnod that takes daily
precipitation values collected from weather stagtiand produces precipitation
estimates on a grid. The method, called Hybrid @@bines EOF-based linear
interpolation with the nearest-station method. Geidl monthly precipitation is
first obtained via EOF, then distributed among dagshearest station. Hybrid
2.0 builds on an earlier method, called Hybrid 1h@t applies an inverse-distance
weighting method to obtain gridded monthly valuggbrid 2.0 uses these
monthly Hybrid 1.0 values as inputs when constngc&EOF functions.

The data used in this thesis were obtained tr@mrMeteorological Service of
Canada. Few weather stations were located in tithera and mountain regions
of Alberta prior to 1950. As a result, the Hybri® ridded results underestimate
precipitation in these regions for that period. Tin@n contribution of Hybrid 2.0
is a substantial reduction in this bias, obtaingdhiplicitly taking topographic
elevation into account. Bias reduction is achiebg@xtracting EOFs from
Hybrid 1.0 output for 1951-2002, when many moré¢i@ta were present in the
northern and mountain regions. Hybrid 2.0 is shéavbe more accurate in
interpolating both monthly and daily precipitationAlberta, when compared
with Hybrid 1.0 and other methods. The thesis plewides detailed analyses of
precipitation trends and droughts using the griddghrid 2.0 daily values.
Optimality of the selected EOF modes and sengjtiaitdata error in the EOF-

based linear reconstruction are also discussdddritesis.



Agricultural uses of historical climate datavedecome extremely important.
Applications include: enabling prompt, optimal dgens on market prices and
disaster aid, designing future agricultural pragtisuch as adaptation to climate
and technology changes, and managing risks foc@grral producers and
governments in areas such as drought monitoringyyMa@plications require a
reliable interpolation technique to accurately restouct daily climate estimates
onto grids of various resolutions. The gridded Hyl2.0 daily precipitation
values produced by this thesis satisfy this requénet and can be used as inputs

for many agricultural applications.
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Chapter 1

Introduction

1.1 Climate in Alberta

Alberta is a Canadian Province located betweed@tie and 60th parallels
of the northern latitude and between 110°W and \A20f longitude. Such
northern location results in the cold winter in afta. Although the winter is very
cold, the summer can be warm and most days thraughe year are sunny. The
arctic air masses in the winter produce extremermim temperatures as low as
-54°C in northern Alberta and -46°C in southern Albgi€hetner et al., 2003).
The continental air masses can produce maximumegatyres ranging from
32°C in the mountains to more than 40°C in thesemt plains. These air masses
can move quickly in the spring and fall, resultingapid seasonal changes. A
famous climate characteristic in Alberta is itsmdok winds, which sweep into
southern Alberta several times each winter. Thegevwshrm winds can rapidly
lift Alberta out of a deep freeze. The warming effef the chinook winds near
the mountains produces a west-to-east trend irewietperatures. Precipitation
is generally highest along the mountains and int westral Alberta due to the
combined effects of frontal and topographic prdaipn. Precipitation from May

1 to August 31 varies from slightly below 200 nmiktres (mm) in the driest
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prairie areas to more than 325 mm in the mount&resn September 1 to April
30, precipitation varies from less than 150 mmhmdriest prairie region to more

than 275 mm in the mountains (Chetner et al., 2003)

1.2 Measuring Precipitation

As the glossary from National Climate Data and infation Archive
described by Environment Canada, Rain, drizzleZiregy rain, freezing drizzle
and hail are usually measured by using the stan@anddian rain gauge, a
cylindrical container 40 cm high and 11.3 cm inndéder. The precipitation is
funneled into a plastic graduate which serves asritbasuring device. Snowfall
is the measured depth of the newly fallen snow,smesl by using a snow
ruler. Measurements are made at several pointswégpear representative of
the immediate area, and then averaged. "Preciitais the water equivalent

of all the above types of precipitation.

At most ordinary stations, the water equivalensrmdwfall is computed by
dividing the measured amount by ten. At princigatiens, the water
equivalent of snowfall is usually determined by timgl the snow that falls into
Nipher gauges. These are precipitation gaugesmesip minimize turbulence
around the orifice and to be high enough abovethand to prevent most
blowing snow from entering. The amount of snow dateed by this method
normally provides a more accurate estimate of pretion than that provided

by using the "ten-to-one" rule. Even at ordinaiynelte stations, the normal



precipitation values will not always be equal te thinfall plus one tenth of the
snowfall. Missing observations are one cause af sligcrepancies.
Precipitation measurements are usually made foediper day at principal

stations and usually once or twice per day ordiséayions.

1.3 Some of the Existing Interpolation Methods

Precipitation is measured only at limitegnber of locations, while the
practical applications require precipitation dateacdense grid. Thus, the
mathematical interpolation of the observed statiata onto a grid is necessary.
Many methods are available to interpolate the@tadiata onto grid points, such
as nearest-station assignment, inverse-distangghtirgj (Jones et al., 1986),
kriging (Hudson and Wachkernagel, 1994; Cressi@3),2hin plate smooting
splines (Hutchinson, 1995, 1998 a, b), and empiddhogonal function (EOF)
method (Smith et al., 1998). To make the mateaathis thesis self-contained,
these commonly used interpolation methods are redajed below as was done

in Shen at al. (2001).

(1). Nearest-station Assignment

The nearest-station assignment method tsetizh grid point is assigned the
observed value of the nearest station that hasfdagaparticular day. Since the
nearest-station method uses only one station’sfdatagrid for a given day, the
interpolated grid should adequately preserve thianee of a single point,
although the nearest station with observed datdada may change from day to

3



day. This method assigns the observed climatediadetly from the nearest
station to a grid point and should not yield a éabjas when the observational
stations are sufficiently dense. However, this rodtis by no means optimal
since no computational optimization is implemeni&then the observational
stations are very sparse and the climate condiaomsomplex, this method will
result in substantial errors for a climate parametach varies over short length
scales.
(2). Inverse-distance Weighting

The inverse distance weighting (IDW) method isdolgn the assumption
that the predicted location should be influencedeary the nearby points and

less by the more distant points. The general foanafikhe IDW is as follows:

ZNz w, (x)u,
u(x)=422 , (1.1)
Zk:lwk (X)
where
_ 1
w, (x) d(x,xk)p’ (1.2)

X denotes an interpolated grid poi is an known stationd is a given

distance from the known statiof to the unknown poin¥ , N is the total
number of known stations used in the interpolatéord p is a positive real
number used as the power parameter. The IDW estinthé predicted values

by weighted averaging of the values of the knowta g@ints in the vicinity of

the predicted location. The weight assigned to esighbor point decreases as
4



the distance from the predicted point to the nedglgwint increases. With
IDW, we can control the significance of the knowairqis upon the interpolated
values based on their distance from the predicbéctp Usually, p is taken to
be one. If a higher power is used, more emphasiveplaced on the nearest
points, and the resulting surface will be less stmodsing a lower power will
put more emphasis on the farther points and r@salsmoother surface.
Another parameter that can control the charactesisf the interpolated
surface is the search radius, which can be fixechoable, and determines the
number of known points that can be used for catmgahe predicted value.
Jones et al. (1986) used this method to interpdihegenonthly mean
temperature data onto the 5-by-10 degrees laténddongitude grid points for
the Northern Hemisphere over the period of 1859841 The obvious
advantage of this method is that its computatioasanple and efficient. For
well-spaced data points, it is a good all-purpaogerpolation method.
However, for daily precipitation the resulting sagé is too smooth.
(3). Kriging
Kriging is an interpolation method using geostatssand based on statistical
models that include autocorrelation — the stattielationship among the known
points. It has been accepted as a tool for intatpa many types of climate data
including precipitation data (Daly et al., 1994heTkriging interpolation
procedure consists of two steps: (1) calculatimgsmivariogram and modeling
the spatial structure of the known station datd, @) interpolating the values at

the predicted points by using a fitted model far dipatial structure (Li et al.,



2006). Similar to the IDW method, kriging also wesghe contribution of the
surrounding station data based on the distancedegtithe surrounding station
and the predicted location. In IDW, the weight degsesolely on the distance to
the predicted point. However, with the kriging nedhthe weights are based not
only on the distance between the known points hagtedicted location but also
on ambient covariance properties of the interpdlg@ameter (Conolly and Lake,
2006). Hudson and Wachkernagel (1994) integratectlivation information into
the kriging to obtain an improved map of the Japuaean temperature in
Scotland by comparing with the map interpolatedihging based on the
temperature data only. However, as Shen et ab1(?fointed out, kriging’s
drawback is that it requires the studied field ¢éorblatively stationary in time and
homogeneous in space, so that the accuracy oftbgolation is questionable
for daily precipitation data.
(4). Thin Plate Smoothing Splines

The original thin plate smoothing splines method West described by
Wahba (1979), who later provided a comprehensitreduiction to its techniques,
with various extensions in (1990). When bivaridti® fplate splines are used, the
climate surface is interpolated as a function efldtitude and longitude only,
while with trivariate thin plate splines, the el&ea information is included in the
interpolation of the climate surface by a functieith latitude, longitude and
elevation as the independent variables. In the 499Qtchinson extensively
explored the meteorological applications of thehndt Hutchinson (1995,

1998ab) provided a theoretical description of tliplication to annual mean



rainfall data and the applications to the dailyfall values.
(5). Empirical Orthogonal Function (EOF) Method

The empirical orthogonal function (EOF) Ayssé (or principal component
analysis - PCA) is a method to determine the mpatial patterns of variability,
as well as their variation in time, and to measheerelative importance of each
pattern. The EOF has been applied in meteorologésaarch since 1950s.
However, Kutzbach (1967) provided detailed explimmatand demonstrations of
the EOF analysis, and following their papers, td~Eechnique became popular
in climatological research after the 1970s.

EOF analysis is conventionally used in eliatogy for examining data
sets of space - time - distributed observationabse this analysis reduces large
amount of temporal-spatial data to a smaller nurobbspatial patterns, termed
EOFs, and their temporal coefficients. The EOF iappbn to the data
interpolation is an expansion of the climate data a finitely many EOFs and an
estimation of the expansion coefficients. This mdthas been used for various
climate parameter reconstructions. Smith et al98)%uccessfully used this
method to interpolate the tropical Pacific’'s sedasie temperature (SST). Shen et
al. (2004) used it to predict the SST anomaliemftbe land stations’ SAT
(surface air temperature) anomalies, and Smith é2@08) extended this method
to predict oceanic precipitation from land stations

The theory behind EOF computations is straightfodiaee, for example,
Lagerloef and Bernstein, 1988, for a particuladyncise and lucid description).

Basically, the eigenvectors of the data covariane&ix are calculated. Because

7



the covariance matrix is real and symmetric, theteigenvectors forms an
orthogonal basis set. The norm of each eigenveeatoibe taken as any nonzero
number and thus is usually taken as one so thaig¢femvectors form an

orthonormal basis for the data.

1.4 Thesis Objective: Hybrid 2.0 Interpolation

Shen et al. (2001) developed a hybrid methbidth is named as Hybrid 1.0
to interpolate daily precipitation data and prodlitee gridded climate data
named ABCIlim 1.0. This method is a hybrid of inwedistance-weight (IDW)
interpolation for monthly data and a nearest-stasissignment regression for
redistributing the monthly total onto days. Theqadure of Hybrid 1.0 is as

follows. Firstly, we use IDW to interpolate the ntioly data as

> R (m)/d
Z I':lzl:l/ dk

(m)is the estimated monthly precipitation at the gaht, R, (m) is

Rgrid (m):

(1.

whereR

the observed monthly data at the statiod ks the distance between the grid

point and the station k, and N is the total nundie¢he stations nearest to the grid
point. N stations are selected according to thiadce between the station and the
grid point. That is, theth station is thdth nearest station to the grid. No more
than eight stations witkl, < 66km are chose in Hybrid 1.0 method. If the grid

point is on the station KR, (M)=R, (m). Secondly, the daily precipitation is

computed by using the following nearest-stationgassent method.



R eares(d)
R . (d)=R .. (m)x nearest , 1.
o ( ) o ( ) Rnearest(m) (

whereR,,..(d) is the precipitation of the station nearest togtid point for the

neares

glven day and?nearest(m)z Z R neare:

all days in month

(d). WhenR

S|

(m) was zero for a

given month,R ;, (d) is assigned the value zero. Thus (1.3) and (bdlate

the Hybrid 1.0 method. It is important to clarifyeect here that the nearest station
method is different with the kernel_based smootieghod. The nearest station
method searches the unknown grid’s nearest stafithnavailable observed
precipitation for each individual day of the mouiid then assign this observed
data onto the predicted grid. There is no smootfungtion used in the prediction
and the predicted result displays the variancereaitithe true data. The
kernel_based smoothing method uses a smoothinglkerrction to predict the
unknown grid value and results in a smooth re3ile only similarity between
both methods is that the predicted grid’s neartasion has most influence on the
unknown grid.

In general, the Hybrid 1.0 method satisfressmass conservation law

> Ry (d)=Ry (M), (1.5)

all days in month
that is, the monthly total precipitation for a gisohot changed after using the

precipitation frequency formula.



1901 - 1912 1913 - 1942

1943 - 1972 1973 — 2002

Figure 1.1. Distributions of the Alberta precipitet stations in the periods of

1901-1912, 1913 - 1942, 1943 - 1972, and 1973 2200

10



Because of the sparse precipitation station digioh in high-elevation
regions in the earlier period of the last centting, use of the IDW method can
lead to serious underestimation of the precipitativer those regions in that
period. Figure 1.1 shows the distribution of thegypitation stations in Alberta in
four periods: 1901 - 1912, 1913 - 1942, 1943 - 1@n@ 1973 - 2002. The figure
indicates that only four stations (Fort Chipewyavy stations in Fort Vermillion
and Fort McMurray) were north of 98 before 1912. Moreover, they had low
elevations and, hence, did not measure the topbgrapecipitation over the
mountain (i.e., Caribou Mountains, Buffalo Hillsle@r Hills, Birch Mountains)
and the lake (i.e., Lake Athabasca and Lake Claggpns. Thus, the results in
the earlier part of the last century from the IDiterpolation method have a low
precipitation bias in northern Alberta and the ntaimarea. To overcome this
problem, an interpolation method needs to be deeeldo take topographic
elevation and climatic variance into account. Hgt#i0, the second generation of
Hybrid 1.0 is thus developed in this study to iptdate the daily precipitation
over Alberta. The method is a hybrid of EOF-baseedr reconstruction for
monthly precipitation data and a nearest-statiggasnent regression for

redistributing the monthly total onto each dayha month.

1.5 Thesis Outline

This thesis is organized as follows. Chapter 2iapghe EOF analysis to
the 1961 — 2000 Hybrid 1.0 output and reconstrtisnonthly precipitation

data on the 0.25 by 0.5 degrees latitude and lodgigrids by using the EOF-
11



based linear interpolation method for the proviatalberta. Chapter 3 uses
the developed Hybrid 2.0 interpolation method tineste the daily
precipitation data based on the results of Chdpterd interpolates both the
monthly precipitation data and daily precipitataeta onto a finer grid.
Chapter 4 introduces some applications and anabysisee Hybrid 2.0 data
obtained in Chapter 3. Chapter 5 discusses thenapsielection of EOF modes
in the EOF-based linear reconstruction and theitahsof the observational
error used in the calculation of the optimal wesgl@@onclusions and

suggestions for the future work are presented iap@ir 6.
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Chapter 2
Spectral Method for Interpolating Monthly

Precipitation Data over Alberta

2.1 Introduction

Alberta Agriculture, Food and Rural Development (#2D), a provincial
government department, in partnership with thecagftire industry, has been
developing a strategy for sustainable agricultd#®=RD is committed to
environmental sustainability and is working witlsearchers to develop
guantitative measures of it. Climate data are galerly important to the
sustainable agriculture and agricultural informatiechnology (Changnon and
Kunkel, 1999).

Soil quality is one of the initial indicators of\aronmental sustainability
being developed. One aspect of sustainability entgure that land-management
practices maintain or improve soil quality. Soijanic matter is one of the key
soil attributes associated with soil quality. Seiish higher levels of organic
matter are generally considered to be of bettelityuhan other soils and tend to
have (i) better nutrient-retention characteristozsgood crop growth; (ii) better
water infiltration rates, resulting in slower ratdsvater erosion of soil; and (iii)
better structure, reducing susceptibility to wimdseon. AAFRD is using several

models, such as EPIC (Erosion / Productivity Img2aiculator), to assess soill
13



quality in Alberta. Most models need a completenticmious climate data set at a
given resolution and with no missing data as timgut. The models
guantitatively estimate the effect on soil quatitye to changes in land
management practices under the climate conditiesad in the models. Therefore
actual climate data are needed to use the modetsipare their results with
carefully measured soil data.

Various applications of the climate data requirgeraved accuracy of the
gridded data. This Chapter will introduce the E@felipolation method for
interpolating the gridded monthly precipitation,iathwill be the Hybrid 2.0
gridded monthly precipitation, over Alberta provenc

The EOFs are calculated as the normalized eigeongect the covariance
matrix of the gridded Hybrid 1.0 monthly output.eBe projections are called the
principal component (PC) time series or the expansoefficients of the EOFs.
Because the method finds a set of orthonormal lvasi®rs that maximizes the
projection of the data onto the basis vectorsEHO& modes are uncorrelated over
space, and the expansion coefficients are uncteckia time.

The discussion in this chapter takes elemanhto account by using the EOF
interpolation method to interpolate the station thbnprecipitation data onto the
grids in Alberta. The next chapter will use thenes&station assignment method
to redistribute the EOF-interpolated monthly dateeach day. For this study, we
developed hybrid 2.0, a hybrid of the EOF-interpiolamethod and the nearest-

station assignment method, and also the next georeit the hybrid method.
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This chapter is organized as follows. Secf.2 describes the data used in
this chapter. The detailed EOF- interpolation mdtisoaddressed in Section 2.3.
Section 2.4 displays the reconstructed resultsafthly data on the 0.25 by 0.5
degrees latitude and longitude grids, and the acguof the interpolated monthly
precipitation is assessed in Section 2.5. Sectiép2Zsents our conclusions and

discussion.

2.2 Data

The dataset used in this study is the daibgipitation data at the 2645
climate stations within Alberta and those outsidieefta but near its borderd®

of longitude to the east and we4gt, of latitude to the north, an?’ of latitude to
the south. The time period is between January @1 5d December 31, 2002.
The data is from the Meteorological Service of GEn@MSC). The website of the
data is http://climate.weatheroffice.ec.gc.ca/pregsvs/documentation
index_e.html#dly. The daily data are in the follogiformat.

Monthly Record of Dailyaia (DLY) - Length 233

| STNID |YEAR |MO |ELEM |S| VALUE |F|

This 7-space data is repeated 31 times. Hereegentls are below.

Abbrv Length | Field Data Type
STN ID 7 Station Identification alphanumeric
YEAR 4 Year, e.g., 1998 Numeric

15



MO 2 Month, i.e., 01 = Jan. etc. Numeric
ELEM 3 Element Number Numeric

‘-’ = negative
S 1 Sign

‘0’ = positive
VALUE 5 Data Value Numeric
F 1 Flag alphanumeric

Standard record formats have been adopted for wiogical data, which
are archived at fifteen-minute, hourly, daily ormitidy intervals. Each record
consists of station identification, date, and eletmaimber followed by the data
repeated for each time interval. The datum for ¢t interval is recorded as a
five-digit integer plus a leading sign field anébdlowing flag field. The units and
decimal position are implied by the assigned eldmamber.

In the initial data preparation pre-processttadl daily precipitation data with
flags A and F are removed, where A stands for actaied amount, and F stands
for the accumulated and estimated amount. Theseadatdeemed unreliable, and
to correct these data is the data homogenizatskwtaich is not the focus of our
research here. The stations used in the interpalatie shown in Fig. 2.1.
Southern Alberta has higher station density thatheon Alberta, where the
station distribution is very sparse.

In this study, the station data are inteaied onto the 0.25-by-0.5 degrees
latitude and longitude grid points over Albertaguiie 2.2 shows the distribution
of grid points in Alberta. The EOF-interpolation thned is used to generate the

16



monthly precipitation onto the grids. Thirty yeaisdaily precipitation data from

January 1, 1961 to December 31, 1990 are usecdfopuating the monthly

precipitation mean (Figure 2.3).

Figure 2.1. Precipitatioat&in distributions in Alberta.
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Figure 2.2. Distribution of the grid points (0.2§-0.5 degrees latitude and

longitude) over Alberta.
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September October

November December

Figure 2.3. Distribution of the Alberta precipitati stations whose 1961-1990

monthly means were computed for each malahuary to December.
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Figures 2.4 and 2.5 show the daily and monthlyeseast the total number of
precipitation stations in Alberta from 1901 to 208&spectively. The seasonal
fluctuations occurred because some stations wereabpg only in the growing
season. Figure 2.6 shows the distribution of tleeiprtation stations within
Alberta and thosd® of longitude to the east and we4g, of latitude to the north,
and 2° of latitude to the south in the time interval beém January 1, 1951 and
December 31, 2002. Figures 2.4, 2.5 and 2.6 ra@liatathe precipitation stations
have a good coverage over Alberta between Jan@&dy and December 2002,
and that precipitation stations existed in the ntaimnand lake regions. Therefore,
we can take the elevations into account by extrigdtie important patterns in the
mountain and lake regions from Hybrid 1.0 griddeshthly precipitation in the
time interval between January 1951 and Decembe2.Zllus, the EOF-
interpolation method also can reliably interpoldte monthly precipitation in the

mountain and lake regions.

22



—
=
=
o]

00
800 -
700 -
B00

s00

400

T
=

- imw J 4
. S o

200t ~ Z

100 .

Number of Alberta PCPN Stations

D 1 1 1 1 1 1 1 1 1 1
1901 1911 1821 1831 1941 1951 1961 1971 1981 19917 2002

Time=1901.01.01 to 2002.12.31

Figure 2.4. The daily number of Alberta stationsdis the precipitation data

interpolation.

450

400 +

[4n}

m

o
T

Number of Alberta Stations

m
o
T

D 1 1 1 1 1 1 1 1 1 1
1901 1911 1921 1831 1941 1951 1961 1971 1831 19591 2002
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number of stations: more in the summer and lefisanvinter.
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Figure 2.6. Distribution of the precipitation stats for interpolation in the time

, 1951 and December@12.2

interval between January 1
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2.3 Interpolation Method

2.3.1 The Definition of EOF
The precipitation anomaly field, or departu@ni the mean, is defined at
(r.t) by
R(r,t) =P .,t)-u€), A2
wherer is any spatial location, and t is the tini¥r,t) is the precipitation at
(r,t), and u(r) is the precipitation mean at The covariance function is defined

as
C(r.r')=(R¢ ,HR( 1)) , (2.2)
Where<-> denotes the sample mean. The continuous E“Drrllzé‘) are the
eigenfunctions of the covariance function (Sher®4)9
QCrr W€ =4 1), (2.3)
Where/1m is the m’th eigenvalue oE(r,r'), andQ is the region being studied.

These EOFs are orthonormal and complete:

1, m=
[ va@v,0)d =6mn={o o (2.4
> WOl )3 1), @25)

whered . is the Kronecker delta, arif{x) is the Dirac delta , which is defined as

n

[ 80x=x,)i()dx=F(x;) (2.6)

for any sufficiently well-behaved functioffx) .
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From the properties (2.4) and (2.5), the covaridonetion can be expanded as

COr) =Y A Dt ). @)

However, in practice the data are discrate, their corresponding EOFs
should be discrete. A discrete approximation shthuld be used. The

discretization of the above continuous EOFs is iiesd below. We denote the

value of any anomaly field at the discrete gridpaj and timet, by R, for

j=1,---,Jandn=1,--Y. Then the anomaly field can be represented byale

matrix
Rll R12 RlY
R: 21 R22 RZY
(2.7)
RJl RJZ RJY

The aim of EOF analysis is to find the linear conalion of all grid points to

explain maximum variance, that is, to find a direty = (¢(r,),--- ¢ (r,)) such

that Ry has maximum variability. Here the prime denotestthnspose of a

matrix. We know that the anomaly field has a zeeam so the variance of the

time seriesRy is
, 1 ’ 2 1 , r r 1 r r
var(Ry) =Ry =3 (Ry) Ry =¢' SRRy =4/Cy, (2.8)
where

_1 o
C=_RR (2.9)

26



is the covariance matrix. To make the above maximanance problem

bounded, we normally require the direction vegtoto be unitary. The problem

then becomes
mwax@//’Ctp), st.yy=1 (2.10)

The solution to (2.10) yields the first EOF, i&n, eigenvector corresponding to
the largest eigenvalue. The remaining EOFs candiezated by a similar
optimization problem with additional orthogonaltgnstraints. The EOFs are
thus eigenvectors obtained by solving

Cy =Ay. (2.11)
It is clear that the covariance matiix is symmetrical and therefore
diagonalizable. The m’'th EOF (or mode) is the n&ipenvectory,, of C if the
eigenvalues and the corresponding eigenvectors e sorted in decreasing
order. As well the covariance matrix is positive semidefinite, so all the

eigenvalues are hence non-negative. The m'th eaae\(or variance)l ,
corresponding to the m'th EQF,, gives a measure of the explained variance by

¥., m=1.--,J. The explained percentage variance is

Am
J

24

n=1

100%. (2.12)

2.3.2 EOF Calculation

In this study, the gridded Hybrid 1.0 outptovided on a 0.25-by-0.5
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degrees latitude and longitude grid are used t@eixthe EOF patterns. Clearly,
the distribution of the Hybrid 1.0 output will bergser poleward. This non-
uniform distribution can influence the structuretloé computed EOFs. In order to
avoid the effect of this geometrical artifact, wemally weight the data prior to
analyzing them. The simplest and most useful wag ¥geight each data point by
the local area of its location.

The details of our calculations are descriag follows. The discrete form of

(2.3) is written as (Li 2001; Shen et al., 1998)

J
ZCI]\l}m (rj)A]:k’m\IIm (r|)! |:1!21 !'J’ m:1’2’ 1,y (213)

=1

where

C =C = R tR
(H)y v+ Z () (2.14)

2 t =Y1
is the covariance matriR(r ,t) is the Hybrid 1.0 precipitation anomaly at

locationr, and timet,

AB Ao
A =R’
j (180 j(lSO) O, (2.15)

is the area of the grid bgx ABXAQ is the resolution of the gridf; is the
latitude of center of the grid bgxR is the radius of Earth, approximately 6,376

km, J is the total number of grid boxes, alfg and Y, are the years that the

Hybrid 1.0 output in the time interval between tham used to extract EOF
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patterns. It is easy to find that (2.13) is equewito the following symmetric

form

3 WAC, YA (YA (1, (A, 51,2, (215)

Therefore, we can solve the following new discre¢ervalue problem
J o .
> CM v, =1, 2,0 2.17)
=1

to obtain the eigenvalugs, and the area-weighted eigenvectors
DM = (™, o™, . p ™y
which are defined as the discrete EOFs, where
C,=JAG A (2.18)

is the area-weighted covariance matrix, and the\wsghted eigenvectors
Dfm):\ljm(rj)'\'A]’ J:]-, 21.“ H ‘ (219)

satisfy the normalization condition
J
> mM)?=1. (2.20)
=1
Then we have
J J J
[ wn?d =Y @ D°A =2 (vl )YAD? =D (0™ =L (2.21)
=1 =1 =1

The eigenvalueg,, and the continuous EOFs

v{™

)=——, j=1,2,--,. :
V(M) \/A7J J (2.22)
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are then obtained.

We denote the length of the observation bgty , which is equal toy,
minusy, plus 1. Since the covariance matrix computed fiesafficient

observations is not of full rank, the calculati@ighe EOFs follow different
algorithms which depend on the valuesYofand J. In this study, the length of

the Hybrid 1.0 data we used, is much less than the total number of grid boxes,

J. Hence, the spatial covariance matrix is not dfrutk and its determinant will
vanish. In such a case, we can compute the sjgdiBk indirectly through space
and time exchange. From the following algorithm, tvemefits can be found for
this indirect method: one is that the determindrithe temporal covariance will
not vanish, and the computation will be reducedtgredVe know that different
months have different physical patterns, so the £kdve to be computed for
each month. The detailed algorithm for calculatimg EOFs is now described.
First, calculate th¥ xY matrix with the area factor by transposing the data

matrix:

D=

(x/KR)' (\/KR) , (2.23)

<[k

where
VAR=[\/A R(, D],y j=1.2,-,3, and t=y.- . (2.24)

Second, solve the eigenvalue problem

Y ~ ~
D> DyuM=A.ul™, n=1,2,- Y (2.25)
k=1
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to get the eigenvaluels, and the eigenvecto@™ = (U™, u™, .-, ™),

which are normalized:
Y
D uM)?=1, (2.26)
k=1

Third, multiply (2.25) by the matrix/AR on the left, and compare the
N

resulting equation with the spatial eigenvalue pgob(2.17) to obtain the

following relationships:
A=k, (2.27)

sm__VAR

N

It is easy to find thalt/x% a™ satisfies the normalization condition (2.20).
A NY

am™, m=1,2-,Y (2.28)

Finally, the continuous EOFs and the corredpuay eigenvalues are obtained

as

. (2.29)

o™

Wm(rj):ﬁa

i=1,2,--,J,and m=1,2, . (2.30)

2.3.3 EOF Interpolation
The projection of the precipitation anomaly figR{r ,t) onto the m’th

continuous EORy (), i.e.,
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R, ()= L Ry, )d (2.31)

is the m’th principal component (PC) or EOF coeéfiti By the orthogonality
property of the EOFs and the definition (2.31)sitlear that the EOF coefficients

(PCs) are uncorrelated:
(R OR, ) =( [, RE v, )t [ RC 0w ()
1 [{ RCORE W€ )yt dd”

1 [ Crr g€ )yt Hdd’ (2.32)

A (1), ()t
A
where J,,, is the Kroneker delta that is equal to 1 wher n and 0 otherwise,
A., is the eigenvalue corresponding to the m’th EQ¥g, <a> denotes the

temporal mean. The completeness and orthogonabpepties of the EOFs lead

to the expansion of the precipitation anomaly field
RO, Ry vy ). (233
m=1

In this study, we use the observed stataia th (2.31) to calculate the PCs

R, (t) . As we know, the station data are discrete and intstmso we have to

numerically compute the integral (2.31) throughdrszrete form

R,(O= ROV )W) (2.34)
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where Ii(rj ,t) are the anomaly data on the station nearestdagpgint j, N is the

number of grid points assigned data from their egtastation, andv}m)(t) are the

weights assigned to each grid corresponding to mad&erm and montht ,

which satisfy the condition
N
> wm=A (2.35)
i=1

and can be computed by using the linear equatiessritbed in Shen et al. (2004),

and A is the area of Alberta. The detailed derivatiothef weights equations will

be described in the next subsection. Wi is the number of modes we

retained in the calculations, we have the reconstdugnomalies as follows:

IE\Q(rj !t) :f ém (t)qlm(rj)’ j:1’2;"‘ 1‘J (237)

2.3.4 Optimal Weights Calculation

In order to solve the optimal weights 3@, Shen et al. (2004) derived a
linear equation by minimizing the total mean sqdasgor (MSE) between the
reconstructed data and the true data. The det@@adation is addressed as
follows.

The total MSE can be written as

E? = L<( RE )-Re ,t))2> d
- L<(Z Re ()2 R O, )j >d
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) L<(MZ_C(Rm O-R, (O o)+ Z R, (O o )j >d
<L(Z(R (O-Ry, O (r)+ Z RO (r)] >

m=Mc+1

=<(z R OR 0 +3 R (t)j>
Z<(Rn OR, 0F) +Y (R () (2.37)

m=Mc+1

whereg} = <(R O-R,, (t))>

We also have

(Rn(OR, 0) :<LR €000 iﬁ(n,wm(ri)wﬁm’>

%.

%iL RC.0 RO+, € )wm(n)wfm>d>

(M=

[, RCORE v ("

|_\

i=1

3 [L(( REORGE )+ REDE) v v, ()"
[, CComn @ )wnmw™d

2
i L(i’»nwn(r)wn(n)me(r W o (rw™d
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N

=33 ko OV W™ [ (),

i=1 n=1

(2.38)

N o

=3 kWL W ™S

R2 (t) < ZN: R( O, (1) )w‘"‘)] >

{(&

j<i( R DBy (1 )Wi‘m)i(R(q O+E v (1 )vvj‘m>>

=1

Mz

R(O+Ey, (1 )W"”)j >

1
[y

N

Mz

> (( R OR D £ REDE ¢ REDE (-, E By (W™, (W™

i=1

T
A

:i\l Z,:l:< R(I’ t)R r t>«|/ (r )W m)wm (r )W(m)+z< >(\Ifm (F )VVI (m))z

J
M=

G (0 (W4 (E7) (o (™)’

1l
[y

:_’]_]

ZN:(i %n\vn(f,-)wn(r,-)jwm(ri)wm(ri)WEm)W,-‘m“i{Ez>(\um Hw™)", (2.39)

i=1 j=1\ n=1

where Ej is the random observational error at the Iocat]oamd timet. ltis

impossible to compute the exact erfgr, but some error statistics, such as the

error variance, can be estimated. The systemabcseare assumed to have been

removed from the observed data, and hence the mergaandom erroE; has
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the following properties (Shen 2004):
(R .DE)=0and(EE)=0,0i# ] (2.40)
By combining (2.38) and (2.39), we have

£t =( (R (0-R,, (0F)

_an mn mn Zzz)\‘n\lf (rl)\l] (rl)W(m)8

i=1 n=1

N

t, ZN:(i)\‘nW (I’)\p (r)J\Vm(r)\lfm(r)w(m)w(m)+z< >(\Ilm(ri)wi(m))2

=1 ]:1

0 N
= )\‘n |:6mn6 mn-zz \V n(r |)\|] m(r i)W(im)6 mn
1

i=1

Y i Wn (ri )Wm (ri )Wi(m)\lln (rj )Wm (rj )Wj(m)j|

=1

m
iy

N

DU E) (v )W) (2.41)

1

2 {%men(n)\v m(ri)w({“)} +Z<Ei2>(\|/m(ri)wi(m))2 _
Combining (2.32) and (2.37) leads to

E* _Zs(m) Z m’ (2.42)

m=Mc+1
which means that minimizing(zm) for eachm is equivalent to minimizing the
total MSE E?.
In order to minimize each MSi'fm) with constraint (2.35) for the weights, a

Lagrange function is defined as
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N
‘]m :gim)+2Am(ZW€m)_A) ) (2.43)

i=1
where A, is the Lagrange multiplier, whose unit is the sguat the precipitation

unit (mm). The critical point for the Lagrange ftioo is determined by

aJ, dJ,
o =0 an
ow] oA

(2.44)

m

GJ \
W (m) =0 (j=1,2,...,N; gives us
ag(zm) d |:2/\ (ZN:W(m) A):|—O
ow™ gw™| o ’
that is

OV\?‘”‘) {i)\ln |:8m”_ZN:Wn(ri)\|’ m(ri)W(im):| +ZN:<Ei2>(Wm(ri)Wi(m))2}+2Am

i=1 i=1

=23 [ i‘vn(n)wm(ri)w‘:‘”}[-wn(n)wm(n)]+2<E?>wa(rj>wgm>+zAm
= i [5mn Z\If (r)v (r)W(”’)}\vn(r W (H(ED ) w2 (w W +A,,
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:O,

which is equivalent to
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icu Voo ()W W™+ () i (6 )W+ A =k e (). (2.45

As well 0y =0 yields
OA

m

N
> wm=A, (2.46)
i=1
where A is the area of the region being studied as meatidoefore. The
equations (2.45) and (2.46) are used to solve phienal weights in the EOF

interpolation procedure (2.34). As we said beftire,random observational error

E, cannot be determined exactly, so the error vaeigfig) in the equation

(2.45) must be estimated in order to compute thienah weights.

2.4 Interpolation Results

In this study, 52 years of Hybrid 1.0 outpte used to generate the EOF
patterns, so at most 52 non-zero eigenvalues aagel for each month. In
Figure 2.7, the percentage variance explainedeo$patial EOF modes as a
function of the mode number is shown. In Janudmy first, second, third, and
fourth mode explain 47.56%, 8.72%, 7.81%, and 5.00%e monthly
precipitation variance, respectively, and togethgalain a total of 69.08% of the
monthly precipitation variance. In July, the firsgcond, third, and fourth mode
explain 25.88%, 20.49%, 10.13%, and 6.71% of thathiyp precipitation
variance, respectively, and together explain d tté3.21% of the monthly

precipitation variance. Finally, the first ten medegether explain a total of
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84.27% and 81.62% of the monthly precipitation aace in January and July,
respectively. This finding indicates that the filesh modes can reasonably reflect
the anomaly field’s physical patterns over Albevithout losing much variance.

The computations will hence be reduced greatly.
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Figure 2.7. The percentage variance explained égpatial EOF modes in (a)

January, and (b) July, respectively.
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Figure 2.8 displays the first spatial EOMRjah explains 47.56% of the

monthly precipitation variance and its correspogd€1 in January. Here, PC1
is standardized by divideg, to have zero mean and unit variance. The PC1

reflects the time variation of the spatial pattdrne values associated with the
first mode are almost positive everywhere in Alagsio after multiplying the first
mode by the PC1, the contribution of the first momléhe monthly precipitation
without mean is positive (negative) when the PQlievés positive (negative) and
extreme when the PCL1 values cross the horizomizd 1. For example,
Edmonton, Banff, and Jasper have positive EOFlegallihe contribution of the
first mode to the January drought in Edmonton, Barfd Jasper is extreme
when the PC1 values are greater than -1. Figurstih@s the observed January
precipitation time series in Edmonton, Banff, aadpkr. No observed
precipitation data are available before 1961 in Baditon and after 1995 in Banff.
Continuous time series are available only in theetinterval of 1938-1995 in
Jasper. Figure 2.9 clearly shows that the PC1 cegpthe January drought event
of 1979, 1981, 1993, 1995 and 2001 in the periotdéfl-2002 in Edmonton, of
1931, 1942, 1944, 1979, 1981, 1985, 1985, 19931868 in the period of 1901-
1995 in Banff, and of 1942, 1979, 1981, 1985, 19983 and 1995 in the time
interval of 1938-1995 in Jasper.

The second spatial EOF, which explains 8.62%he monthly precipitation
variance, and the dimensionless PC2 in Januargispayed in Figure 2.10. The
values associated with the second mode are negatikie region along the

Rocky Mountains and northern Alberta and positivéhie other regions. Thus,
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the contribution of the second mode to the Janpeagipitation will be extreme
when the PC2 values exceed 1 or -1, but oppostteeimbove two regions.

Figures 2.11 and 2.12 show the first twds&@nd their corresponding PCs
in July. The PCs are also standardized to havermesn and unit variance. The
regions with larger absolute values of EOF1 and E@f€ very sensitive to the
variations of the PC1 values and PC2 values, réispéc The central Alberta has
negative EOF1 values with large absolute valuesasTthe contribution of the
first mode to the July drought event (or storm ¢yenrelatively high when the
PC1 values exceed +1 (or -1) in this region. Narthdberta has negative EOF2
values with large absolute values, and the redimmgathe Rocky Mountains has
large positive EOF2 values, which indicate thatdbeond mode contributes
highly to the July drought event (or storm eventlew the PC2 values cross the
horizontal lines +1 (or -1) in northern Albertaddmas the opposite contribution
in the Rocky Mountain region.

The geographical variability is relatiyéhrge across Alberta, so the
Alberta climate varies considerably from regiomdgion: Precipitation is
generally highest along the mountains and in westral Alberta due to the
combined effects of frontal and topographic preeimn, and generally lowest in
the southeastern Alberta. The climate change aver &lso differs from region to
region in Alberta. The difference between the agerannual precipitation (mm)
in the time intervals of 1913-1942 and 1973-200&@isplayed in Figure 2.13. The
values in the figure were obtained by the 1973-28@%age annual precipitation

minus the 1913-1942 average annual precipitatibe.figure shows that, over 60
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years, the increase of annual precipitation ovetheon Alberta and central
Alberta is higher than that over southern Albelfar. example, an increase of 60-
70 mm of annual precipitation in Edmonton, 20-30 mr@algary, 10-20 mm in
Medicine Hat, and even over 100 mm in some areasiithern Alberta occurred
over 60 years.

The weights are involved in the EOF-baseddlineterpolation and they have
a key impact on the accuracy of the interpolatisstgown in equation (2.34):
weights with large absolute values would increaseefffect of the corresponding
observed station data regardless of the negatiightgeor positive weights, and
vice versa. The relatively large (small) chang&veight values would result in
the relatively large change (small) of reconstrdgqieecipitation values. That is,
the accuracy of EOF-based interpolation rests thighvalues of weights. The
needs of optimal weights thus arise, and the egsi([2.45) and (2.46) are

derived to compute the weights. There is an undetexd value, the value of data

error variance(EjZ>, in calculating the optimal weights. In practiees have to
choose a reasonable value<Ejz> in order to get an optimal weight then the

accurate interpolation results. However, in a dge@nge of<Ej2> values such as

from 0.001 to 10, the optimal weight values areadthunchanged with changing

<EJZ> values (the detailed analysis of this result i€apter 5.). So both the

optimal weights and the interpolation results asensitive to the choice éEf>

in this range. In our calculation, the values &, @..0, and 0.9 are assigned to
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<EJZ> and the interpolation results reveal the insengjtio <EJZ> (detailed

analysis, examples and figures are in Chapter 5).

2.5 The Accuracy of the Interpolated Monthly Data:

Cross-Validation (CV)

The most effective method now commonly usedssess the error of
climate data estimation is cross-validation (Cies$993). The procedure
compares the estimated data for a point with tleeded station data at that
point. Of course, the station data are withheldnftbe estimation. The data from
other stations are interpolated into the stati@ation. The statistics for the
difference, or errors, between the true data aednierpolated data are used to
evaluate the accuracy of the interpolation scheme.

To evaluate the interpolation accuracy of the speotethod, three types of
errors were computed:

(1). Root mean square errors (RMSE)
1 & 1/2
RMSE:[EZ Xy (t)-xesﬁmate(t))z} , (2.47)
t=1
(2). Mean absolute errors (MAE)
1 K
MAE:EZ|XUue(t)-X estimadD) | (2.48)
t=1
(3). Mean biased errors (MBE)

MBE:%i[xtrue(t)_X estimatgt)] ) (249)
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whereK is the number of months used for cross-validastowlies,t is the time
with a unit of one month, and denotes a climate parameter (precipitation in this
study) at a cross-validation location.

The RMSE and MAE measure the variation efittierpolated results away
from the real data and are a kind of measure otliteeness of the fit. The MBE
indicates whether the interpolation is biased toh@ragainst one side. Thus,
these three measures are routinely used in chettkénguality of interpolated
results in statistics.

We also consider the CV errors of the ID\Wtinod and compare them with
those of the EOF - interpolation. Cross-validatstations are selected based on
the principles of (i) long-term data stream anglduen distribution around the
province, particularly in the north-south oriendati Eight stations are chosen here
for Alberta. The eight cross-validation sites aséed in Table 2.1 in the order
from south to north.

Table 2.2 shows the cross-validation resaflthe IDW method and the EOF
interpolation method for the period of 1901-2002ntharing the RMSE, MAE
and MBE values of the two methods indicates thatE®F-interpolated monthly
data have a smaller error than that of the IDW wetlespecially in the high
elevation regions and northern Alberta region sasBanff, Jasper, and High
level A. The reason is that Hybrid 2.0 takes tlealion into account by
extracting the EOF patterns from 1951-2002 Hybr@dridded output when
many stations available in the mountain and higagion regions.

In Section 2.1, Figure 2.1 indicates only a smafthber of stations in
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Table 2.1.

Eight Alberta cross-validation sites

Station Name Station ID  Latitude Longitude Elevatjm]
Medicine Hat A 3034480 | 50°01 |110°43 716.90
Calgary Int'l A 3031093 51°07 | 114°01 1084.10
Banff 3050520 51°11 115°34 1383.70
Jasper 3053520 52°53 | 118°04 1062.20
Edmonton Int'l A 3012205 53°19 | 113°33 723.30
Beaverlodge CDA 3070560 55712 | 119°24 744.90
Peace River A 3075040 56°14 | 117°27 570.90

High Level A 3073146 58°37 | 117°10 338.30
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Table 2.2. Monthly precipitation estimation erracxcessed by cross-validation

for eight long-term stations in Alberta from sotwhnorth (units:

millimeters). The values in the round bracketstheecross validation errors

for the IDW method, and the preceding values ferEOF method.

Station Name RMSE MAE MBE

Medicine Hat A 12.84 (13.52) 8.04 (8.49) 0.97 (-0.32)
Calgary Intl A 14.94 (15.61) 9.37 (9.94) -0.93 (-1.66
Banff 18.93 (22.65) 13.68 (15.86) -5.71 (-7.10
Jasper 19.68 (32.78) 14.20 (21.43) -9.40 (-13.49
Edmonton Intl A 9.00 (9.45) 6.15 (6.13) -1.01 (-1.51)
Beaverlodge CDA | 12 49 (14.45) 8.73 (9.44) -1.23 (-1.34
Peace River A 8.25 (12.84) 5.84 (9.06) -1.16 (-4.18)
High Level A 12.65 (18.57) 8.75 (12.69) -5.97 (-6.78
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northern Alberta and west central Alberta in thdieaperiod of 1901-1912. This
factor would cause the IDW method to obtain inaatairesults over those
regions and to seriously underestimate the pretipit over the high-elevation
regions. In order to show the improvement of Hyl&id, Figure 2.14 shows the
difference between the July precipitation interpedisby using the EOF-
interpolation method and the IDW method in the gasiof 1901-1912 and 1973-
2002, respectively. The values in the figure wéstamed by using the EOF-
interpolated data minus the IDW-interpolated d&tg.2.16 (a) indicates a
difference of 10-50 mm in northern Alberta and wessitral Alberta because the
IDW method underestimates the precipitation in ¢h@gions because of the
sparsity of precipitation stations in the periodlé01-1912, and the EOF-
interpolation method overcomes this problem. Fig4a) also indicates a very
small difference in southern Alberta in the peradd 901-1912 because the
stations were relatively dense in this region. Ei6 (b) indicates a difference of
near zero precipitation in most part of Albertacgithe dense stations in the
period of 1973-2002 enabled both methods to obtenre accurate interpolation

results.

2.6 Conclusion

This chapter used the EOF-interpolatiothoe to reconstruct the monthly
precipitation on the grids over Alberta, and oubHg 2.0 method, not the IDW

method, to reconstruct the monthly precipitatimnfrthe Hybrid 1.0 method. The
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purpose was to overcome the problem of the IDW ottivhich underestimates
the precipitation in the high-elevation regions awdthern Alberta because of
scarcity of precipitation stations in those areathe earlier period of the last
century. The comparison of the results and ther amalysis for both methods
reveals that the EOF-interpolation method for restarcting the monthly
precipitation overcame the underestimation probdémme IDW method to a
certain extent and obtained a more accurate regwmuitthat of the IDW method.
As discussed above, the iterative nature of our B@dfoach is using the Hybrid
1.0 data - ABCclim 1.0 to build the basis functigg®©Fs) for the Hybrid 2.0
gridding. This is also why we named our developethod as Hybrid 2.0. The
1951 — 2002 Hybrid 1.0 data was selected to caletiee EOFs as there were so
dense precipitation station distribution in thiedi interval that the gridded
Hybrid 1.0 data is accurate and is reliable toeeent the precipitation patterns
over Alberta. The above comparison was thus ohtaine

However, some problems still need to Iseussed, such as the problem of

determining the number of modes to be retainederBOF analysis, and the

problem of estimating the error varian<dE,2> in the linear equation (2.47) for

computing the optimal weights. These problems belidiscussed in Chapter 5.
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Chapter 3
Hybrid 2.0 Interpolation for Daily

Precipitation Data

3.1 Introduction

In the previous Chapter, we reviewed the Hybridriédhod in detail and
discussed its problem. Then the EOF-based lin¢arpalation method was
developed in order to overcome the shortcomingyddrid 1.0. Hybrid 2.0, the
next generation of Hybrid 1.0 method, is continteetde completed by using a
nearest-station assignment regression for redigind the monthly total onto
days. In Chapter 2, we interpolated the monthly detto the 0.25 by 0.5 degrees
latitude and longitude grids over Alberta by using EOF interpolation method,
This chapter will use nearest-station assignmegression to distribute the
monthly total obtained in Chapter 2 onto days ttawmbthe Hybrid 2.0 daily data
over Alberta with applications of Hybrid 2.0 methad a more fine resolution
grid. Various applications of these gridded datth e explored in Chapter 4,
including the assessment of agroclimate changpst tlimate data for soil
quality modeling, and evaluation of drought indicEsese data will be useful to
Alberta Agriculture, Food and Rural Developmentriadglture and Agri-Food

Canada, and other governmental and private ageddiesmonthly data
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interpolated onto the grids of 0.25 by 0.5 degtagtide and longitude from
January 1901 to December 2002 used in this chapgeralculated from the EOF
interpolation method discussed in Chapter 2. Thig d&ation data from January

1, 1901 to December 31, 2002 used in this chaptethe same as the data used in
Chapter 2.

The organization of this chapter is as feoSection 3.2 describes the
nearest-station assignment method for interpolataily precipitation data.
Section 3.3 displays the results of the Hybridi@térpolation onto the 0.25 by
0.5 degrees latitude and longitude grids and assetsserror. Section 3.4
conducts the Hybrid 2.0 interpolation method far €hl by 0.2 degrees latitude
and longitude grids. Section 3.5 compares the @&vitbrthat of other interpolation

methods. Section 3.6 presents our conclusions sedssion.

3.2 The Method of Nearest-Station Assignment

The interpolation method used in this gtisdHybrid 2.0, the next
generation of Hybrid 1.0 (Shen et al., 2001). Thethod consists of two
procedures: interpolating the monthly total firstlahen redistributing the
monthly total to each individual day of the morithe monthly total was obtained
by using EOF interpolation in Chapter 2, and hbeeredistribution will be
realized by using the nearest-station assignmetitadaliscussed in Chapter 1
(see the formula (1.4)).

As one of characteristic of daily precipitatidata, precipitation frequency is

very important for the decision makers in AgricotuThe precipitation
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frequency is calculated by the average of the nurobéays with precipitation in
a month in the discussed period. So the accurathyeodstimated precipitation
frequency is an important factor to evaluate therpolation accuracy and will be

calculated for Hybrid 2.0 in this chapter.

3.3 Hybrid 2.0 Results and Error Analysis

3.3.1 Hybrid 2.0 daily data interpolated onto the gds of 0.25 by

0.5 degrees latitude and longitude

The daily data are interpolated onto altot 808 grid points with latitude
interval 0.25° and longitude interval 0.5° over éita. The interpolation results
for the daily precipitation are stored in one fitgh the format (14, 213, 18, F6.1):

1901 1 1 10001 0.0
1901 1 1 10002 0.0

1901 1 1 10808 0.0
1901 1 2 10001 0.0

2002 1231 10808 1.1
where the first column is the year number, the sdame is the month number,

the third one is the date number, the fourth orieegyrid ID, and the last one is

the precipitation amount on the day.
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Figure 3.1 The 30-year (1961-1990) mean for daibcipitation at (a) Edmonton,

(b) Lethbridge and (c) Grande Prairie.

Figure 3.1 shows the 1961-1990 daily precipitatitean in Edmonton,
Lethbridge and Grande Prairie, respectively. Thark indicates the seasonal
fluctuation in the daily precipitation for thesedh cities. The highest daily
precipitation in Edmonton and Grande Prairie iskrghan that in Lethbridge
since southern Alberta is generally drier than @ilberta. Figure 3.2 displays
the annual total precipitation normal in the timeerval between 1961 and 1990.
The highest annual precipitation amount of more #@0 mm occurs in the
Rocky Mountain region, and the lowest annual piigipn amount of less than

350 mm occurs in the south east Alberta regionw@ls, northern Alberta is drier
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than central Alberta. Among the major cities in &ita, Edmonton has an annual
total precipitation of 500 — 550 mm, a little highlean Calgary. Lethbridge is a
little drier than Calgary. Medicine Hat is the ditieity with less than 350 mm
annual precipitation. Figure 3.3 shows the May August 31 total precipitation
normal from 1961 to 1990 with less than 200 mmhmdriest areas and more
than 325 mm over the high-elevation regions. Inegeh this period has about 60
percent of the total annual precipitation over AtheFigure 3.2 indicates that this
period’s total precipitation amount distributionem\Alberta from lowest to
highest is similar to that of the annual total gpéation amount distribution; i.e.,
the highest precipitation amount is in the cemMakrta area and the mountain
regions, and the driest area is south east Allaerdenorth Alberta. Figure 3.4
displays the eight-month period total precipitattmrmal from September 1 to
April 30 in the time interval between 1961 and 19B0e precipitation in this
period varies from less than 150 mm in the driesagto more than 275 mm in
the high-elevation regions. More than 275 mm piitiien occurs along the
Rocky Mountain region and 150-175 mm and eventlems 150 mm

precipitation occur in the south east Alberta dgitims period. Figure 3.3 and
Figure 3.4 indicate that less precipitation ocausng the September to April

period than in the May to August period.
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Figure 3.2. The annual total precipitation norn{aisn) in the period of 1961 —
1990 onto the grids of 0.25-by-0.5 degrees latitadd longitude over

Alberta.
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Figure 3.3. May 1 to August 31 total precipitatimormals (mm) in the period of
1961 — 1990 onto the grids of 0.25-by-0.5 degratgude and longitude over

Alberta.
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Figure 3.4. September 1 to April 31 total precijpaa normals (mm) in the period
of 1961 — 1990 onto the grids of 0.25-by-0.5 degytatitude and longitude

over Alberta.
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3.3.2 The accuracy of Hybrid 2.0 daily data: crossalidation (CV)

The previous CV error formulas in Chapter 2 aredusere at the daily scale
to assess the error of both Hybrid 2.0 and Hybrfa daily data, and the eight
stations listed in Table 2.1 are selected as orakdation stations. Table 3.1
shows the cross-validation results of the Hybrid @ethod and the Hybrid 1.0
method for the period of 1901-2002. Each targeticstais excluded from the
interpolation. Comparing the RMSE, MAE and MBE \eduwf the two methods
indicates that the Hybrid 2.0 daily data have alkmnarror than those of Hybrid
1.0. The RMSE, MAE and MBE values in the high-alewn regions, such as the
Calgary Int'l A, Jasper and Banff stations, arehleigthan in the low-elevation
areas. One reason for this difference is that ilgh-élevation regions receive
more precipitation than the low-elevation regioaapther reason is that fewer
precipitation stations were located in the high+at®on areas than in the low-
elevation areas in the earlier period, or the pkoib1901 — 1912 (Figure 2.1).

Figure 3.5 shows the difference betweeratitametic average of the station
daily precipitation and the areal average of théritly2.0 gridded daily data over
Alberta in the period of January 1, 1901 — Decendde2002. The different data
are obtained by using the station data minus titelgd data. The figure indicates
that most different data are close to zero; thahis areal average of the H2.0
gridded daily data nearly agrees with the aritheeterage of the station daily
precipitation. Because more precipitation statiese used in the Hybrid 2.0
interpolation, the difference in the period of 1302002 is smaller than in the

earlier period.

65



Table 3.1. Daily precipitation estimation erroreessed by cross-validation for

eight long-term stations in Alberta from south toth (units: millimeters).

The values in the round brackets are the crosdatadin errors for the

Hybrid 1.0 method, and the preceding values foHilerid 2.0 method.

Station Name RMSE MAE MBE
Medicine Hat A 3.07 (3.14) 0.93 (0.95) 0.04 (-0.01
Calgary Intl A 3.54 (3.60) 1.13 (1.13) -0.03 (-0.05)
Banff 3.77 (3.88) 1.46 (1.48) -0.19 (-0.23)
Jasper 3.61 (4.04) 1.47 (1.59) -0.31 (-0.45)
Edmonton Int'l A 2.98 (3.03) 1.00 (1.01) -0.04 (-0.05)
Beaverlodge CDA 2.89 (3.96) 1.05 (1.37) -0.04 (-1.04)
Peace River A 2.99 (3.15) 1.06 (1.13) -0.03 (-0.13
High Level A 2.99 (3.16) 1.13 (1.16) -0.19 (-0.22)
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Figure 3.5. (a) The difference (mm) between théharetic average of station
daily precipitation and the areal average of Hyli@ gridded daily data
over Alberta in the period of January 1, 1901 —ddaiger 31, 2002, (b)

Histogram of the differences.
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3.4 The Hybrid 2.0 Results on a.1° x 0.2° Grid

Many agriculture applications of historicéihtate data require the data to be
available on the daily time scale and a spatidesas fine as a township or a 10
km spatial grid. In this section, Hybrid 2.0 dadgta will be computed on a
0.1' x 0.2° grid (approximately a 10 km by 10 km grid) ovebAita. The base

point of the of the grid is the northwest corneAtiferta: (60° N 120W ).

3.4.1 Data

Like the data used in Chapter 2, the dstdyion data from January 1, 1901
to December 31, 2002 obtained from MSC are usdisrsection. By using our
Hybrid 2.0 method, these observed daily statioa da¢ to be interpolated onto
the grid of 0.1 by 0.2 degrees latitude and lortdgtaver Alberta. Figure 3.6

shows the distribution of the grid points over Allae

3.4.2 Interpolated monthly dataset and its accuracy

In this study, 52 years of Hybrid 1.0 dfrtan 1951 to 2002 are used to
extract the EOF patterns, so we can obtain at B®sbn-zero eigenvalues for
each month. Figure 3.7 shows the explained variahttee spatial EOF modes as
a function of the mode number. In January, the, fescond, third, and fourth
mode explain 47.84%, 9.30%, 7.61%, and 4.83% ofrtbethly precipitation

variance, respectively, and together explain d tt69.57% of the monthly
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precipitation variance. In July, the first, secotidrd, and fourth modes explain

26.29%,

Figure 3.6. Distribution of the grid points (0.1-By2degrees latitude and

longitude) over Alberta.
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Figure 3.8. The first two modes of the spatial E@Banuary and July.
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20.63%, 10.38%, and 6.62% of the monthly precijtavariance, respectively,
and together explain a total of 63.91% of the miyrphecipitation variance. This
figure indicates that the first eigenvalue seenpausted from the rest in January,
but for July and that the first three eigenvalussns to be separated from the rest.
In both months, the other eigenvalues appear geherally continuous, and
hence there is no clear natural cut for taking&é- truncation.

Figure 3.8 shows the first two EOF mode3anuary and July. Figure 3.9
shows the first two principal components (PC) ofulay and July. The PCs are
standardized to have zero mean and unit variartee PCs reflect the time
variation of the spatial pattern. In January, takigs associated with the first
mode are almost positive everywhere, with the lovedues in north Alberta and
south Alberta, and the higher values in the RoclouMain regions. After
multiplying the first mode by its PC, the contrilaut of the first mode to the
monthly precipitation without the mean is posit(negative) when the PC value
is positive (negative) and extreme when the PCestioss the horizontal lines
+1 as the PCs have zero mean and unit variancevdlbes associated the second
mode are negative in the region along the Rockymins and positive in the
other regions, so in the same year, the second hsian opposite contribution
in these two regions. In July, the values assatiadéh the first mode are
negative with high amplitude in central Alberta.€Nalues associated with the
second mode are negative in northern Alberta aadypositive in the southern

regions, so the contribution of the first modeastigularly high in the central
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regions when the PC values cross the horizontas liri. The second mode has an
opposite contribution in the northern regions amakisern areas.

The difference between the observed monttdgipitation data and the
interpolated monthly precipitation data at theistet in Jasper, Banff, Peace
River A, and Beaverlodge CDA and the correspondistpgrams are shown in
Figures 3.10 — 3.13. The figures indicate thatdifference between the observed
monthly data and the EOF-interpolation monthly dateloser to zero than the
difference between the observed monthly data amdDiV-interpolated data
since 1951 at each cross validation station. T)dhe error of the EOF-
interpolated data is smaller than that of IDW-iptdated data at these four
stations. Both sets of interpolated data have smattors at the Peace River A
and Beaverlodge CDA stations than at the JaspeBantf stations because of
the high precipitation amount and sparse statistridution in the high-elevation
regions.

The nearest grid point used to replace evalidation station in the error
evaluation and the distance between them are gezsenTable 3.2. Table 3.3
displays the monthly precipitation estimation esraccessed by cross-validation
for eight long-term stations in Alberta from sothnorth. Each target station is
excluded from the interpolation. Comparing thidéabith Table 2.4 indicates the
EOF-interpolated monthly data have smaller RMSE Bvéhd MBE values for
the grids of 0.1 by 0.2 degrees latitude and lomgtthan for the grids of 0.25

degrees latitude and 0.5 degrees longitude. ThetasE OF-interpolation method
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provides more accurate estimations for the highsolution grids, even compared

with to the IDW-interpolation method.
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Figure 3.9. Principal components in the EOF analysi) first mode in January,
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July. The components are nondimensional.
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JASPER (3053520) - Observed data V3 [DW-interpolated data
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Figure 3.10. The differences between the obsenauthity data and the
interpolated monthly data at Jasper station (bf@eriod indicates no

observed data during that time period), and theesponding histograms.
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BAMNFF (3050520) - Observed data W5 IDW-interpolated data
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Figure 3.11. The differences between the obsen@umy data and the

interpolated monthly data at Banff station anddabeesponding histograms.
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PEACE RIVER A (3075040) - Observed data S IDWW-interpolated data
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Figure 3.12. The differences between the obsenauthity data and the
interpolated monthly data at Peace River A statimank period indicates no

observed data during that time period), and theesponding histograms.
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BEAVERLODGE CDA (3070560) - Observed data V'S IDW-interpolated data
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Figure 3.13. The differences between the obsenauthity data and the
interpolated monthly data at Beaverlodge CDA staflank period indicates

no observed data during that time period), andcttesponding histograms.
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Table 3.2. The nearest grid point of the statiothé& distance between them for
0.25-by-0.5 degrees and 0.1-by-0.2 degrees, ragplctThe values in the
round brackets is for the 0.25-by-0.5 degrees and, the preceding values

for the 0.1-by-0.2 degrees grid.

Station Name

Nearest grid point

Distance (kn

Medicine Hat A

(50.02°, -110.72°)

14624: 50.00°, -110.80°

(10768: 50.00°, -110.50°

6.134

(15.88)

Calgary Int'l A

(51.12°, -114.02°)

14310: 51.10°, -114.00°

(10706: 51.25°, -114.00°

2.626

(14.52)

Banff

(51.18°, -115.57°)

14270: 51.20°, -115.60°

(10703: 51.25°, -115.50°

3.052

(9.185)

Jasper

(52.88°, -118.07°)

13606: 52.90°, -118.00°

(10606: 52.75°, -118.00°

5.196

(15.2)

Edmonton Int'l A

(53.32°, -113.58°)

13445: 53.30°, -113.60°

(10579: 53.25°, -113.50°

2.591

(9.427)

Beaverlodge CDA

(55.20°, -119.40°)

12452: 55.20°, -119.40°

(10401: 55.25°, -119.50°

0

(8.434)

Peace River A

(56.23°, -117.43°)

11952: 56.20°, -117.40°

(10321: 56.25°, -117.50°

3.817

(4.864)

High Level A

(58.62°, -117.17°)

10729: 58.60°, -117.20°

(10133: 58.50°, -117.00°

2.822

(16.59)
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Table 3.3. Monthly precipitation estimation erracxessed by cross-validation

for eight long-term stations in Alberta from sotwhnorth (units:

millimeters). The values in the round bracketstheecross validation errors

for the IDW method, and the preceding values ferEOF method.

Station Name RMSE MAE MBE
Medicine Hat A 11.96 (13.45) 7.56 (8.53) 0.58 (0.01)
Calgary Intl A 14.23 (15.85) 8.68 (10.30) 1.88 (-1.13
Banff 16.89 (22.24) 12.20 (16.05) 3.22 (-7.86
Jasper 18.73(29.52) |  12.98(20.17)| 6.01(-11.98)
Edmonton Int'l A 7.71 (9.76) 5.28(6.18) 0.51(-1.36)
Beaverlodge CDA | 11 98 (14.58) 8.24 (9.51) 0.67(-1.71)
Peace River A 8.07 (12.62) 5.72 (8.87) 1.13 (-3.83)
High Level A 11.06 (20.84) 7.89 (13.69) -5.82 (-7.77

3.4.3 Interpolated daily dataset and its accuracy

As Figures 3.2 - 3.4, Figures 3.14 — 31%6 display the annual total
precipitation normal, the May 1 to August 31 tqiegcipitation normal and the
eight-month period total precipitation normal fr@aptember 1 to April 30 in the
time interval between 1961 and 1990, respectivEhgse two sets of figures

display the almost identical precipitation disttiba over Alberta except in a few
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major cities. For example, the annual total preatmn normal in the Edmonton
region is 500 — 550 mm in Figure 3.2 but 450 — BOBigure 3.14. The May 1 to
August 31 total precipitation normal in Edmontor3@9 -325 mm in Figure 3.3
but 275 — 300 mm in Figure 3.15. The SeptemberAptd 30 total precipitation
normal in Edmonton is 200 -225 mm in Figure 3.4 bk — 200 mm in Figure
3.16. As we discussed in Section 3.4.2, the EOérpolated data are more
accurate on the grids of 0.1 by 0.2 degrees laiamt longitude than on the grids
of 0.25 by 0.5 degrees. Thus, Figures 3.14 — 3idlay more reliable maps than

Figures 3.2 - 3.4.

The comparison of the RMSE, MAE and MBEues for the Hybrid 1.0
daily precipitation data and Hybrid 2.0 daily detalisplayed in Table 3.4. Each
target station is excluded from the interpolatidable 3.4 shows the Hybrid 2.0
daily precipitation data have smaller errors tHase of the Hybrid 1.0 daily

data.
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Annual Precipitation Climatology
(1961 —1990)
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Figure 3.14. The annual total precipitation nornfaisn) in the period of 1961 —

1990 onto the grids of 0.1-by-0.2 degrees lattitale longitude over Alberta.
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MJJA Precipitation Climatology
{1961 —1990)
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Figure 3.15. May 1 to August 31 total precipitatimrmals (mm) in the period of
1961 — 1990 onto the grids of 0.1-by-0.2 degrettisude and longitude over

Alberta.
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SONDJFMA Precipitation Climatology
{1961 —1990)
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Figure 3.16. September 1 to April 30 total preapdn normals (mm) in the
period of 1961 — 1990 onto the grids of 0.1-by-@Brees lattitude and

longitude over Alberta.
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Table 3.4. Daily precipitation estimation erroreessed by cross-validation for

eight long-term stations in Alberta from south toth (units: millimeters).

The values in the round brackets are the crosdatan errors for the

Hybrid 1.0 method, and the preceding values foHilerid 2.0 method.

Station Name RMSE MAE MBE

Medicine Hat A 3.07 (3.11) 0.92 (0.94)  0.02 (0.000
Calgary Int'l A 3.40 (3.51) 1.06 (1.11) 0.06 (-0.04
Banff 3.60 (3.88) 1.39 (1.48)|  -0.10 (-0.26
Jasper 3.51 (3.95) 1.41 (1.56)| -0.19 (-0.39
Edmonton Int'l A 3.08 (3.15) 1.02 (1.04)|  -0.02 (-0.04
Beaverlodge CDA| 2 g0 (4.01) 1.02 (1.38) 0.03 (-1.06
Peace River A 3.03 (3.16) 1.08 (1.14)|  -0.03 (-0.12
High Level A 2.99 (3.31) 1.12 (1.18)|  -0.19 (-0.25

3.5 Comparison with Other Interpolation Results

ANUSPLIN is a multivariate non-parametiaface fitting approach to
develop spatially continuous climate models amdakes use of thin plate-
smoothing splines. Thin plate smoothing splineshoeétas been further
developed and made operational as a climate mappahdpy Professor Michael

Hutchinson at the ANU over the last 20 years. Ia lection, we compare our
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interpolation results with those of other studigse Hybrid 2.0, Hybrid 1.0, and
ANUSPLIN methods are used to grid the monthly aaidlygprecipitation data
over Alberta at a spatial resolution of 300 aramsels of latitude and longitude,
for the period 1961-1990. We compare the griddedthiy precipitation, gridded
daily precipitation, and daily precipitation oceemce at seven stations based on a
cross validation procedure that withholds thesesestations’ data from the
analysis. The period 1961 to 1990 is selectedhercurrent comparison. The
number of precipitation stations with availableadiat any year during this period
ranged from 2000 to 3000 (Fig. 3.17). As an exafagure 3.18 shows the
stations used on March 31, 1977. According to thiheld station selection rule,
these seven withheld stations have nearly compkatg observation data over
the studied period of 1961 — 1990. The locationthefwithheld stations are
shown in Figure 3.19. The summaries of the comgpardg the withheld data
errors for the interpolated monthly total precipda amount are presented in
Table 3.5, which includes the RMSE, MAE and MBEHe monthly
precipitation amounts. Comparison of the RMSE, Mt MBE values for these
three methods shows that the Hybrid 2.0 has muehlenerrors than Hybrid 1.0
and ANUSPLIN in interpolating the monthly total pigitation at the northern
stations. And as the station changes from nortoth, the differences between
Hybrid 2.0 and other two methods changes from l&wgamall, but Hybrid 2.0
always has a more accuracy result. Compared witd@RLIN, Hybrid 2.0 has
2.10mm - 5.73mm smaller values in RMSE and 1.17n8117#mm smaller

values in MAE. Compared with Hybrid 1.0, Hybrid 2h@8s 1.49mm — 9.41mm
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smaller values in RMSE and 0.85mm — 6.97mm in MA&ble 3.6 displays the
compared summaries of the average precipitatiaquénecy (days) in each month
at the withheld stations. The comparison showsHlyatid 2.0 has the
comparable accurate results in estimating the jpitation frequency as Hybrid
1.0 method. Both of them perform averagely betiantANUSPLIN when
estimating the precipitation frequency. In geneANUSPLIN overestimates the
precipitation frequency and both hybrid methodsanagtimate the precipitation

frequency.
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Figure 3.17. The number of precipitation stationih \&vailable observed data
including the vicinity stations outside Albertagach year over the period of

1961 — 1990.
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Figure 3.18. The locations of 678 precipitatiortistes with available observed

data on March 31, 1977 as an example in Alberta.
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Figure 3.19. The locations of the seven precimitaitations withheld in the

comparion of Hybrid 2.0 and other interpolated rodth
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Table 3.5 Compared summaries of withheld data £ (ram) for the monthly

total precipitation amount at 6 selected withhé#tisns across Alberta.

Hybrid 1.0 Hybrid 2.0 ANUSPLIN

Station

RMSE | MAE | MBE| RMSE| MAE| MBE| RMSE| MAE| MBE
Fort
McMurray 16.28 | 12.26| -4.37 6.87 529 -1.§ 12.608.39 | 1.91
A
Grande

13.30 8.83| -6.24 5.82 437 -1.6 10.967.30 | -2.28
Prairie A
Athabascal

8.89 6.07 | 1.43 5.32 3.64 0.0 9.08 6.19 1
2
Cold Lake

14.37 9.19| 0.93 5.90 432 049 12.35 7149 1,
A
Edmonton

9.76 6.07 | -1.01 5.10 358 0.0 9.90 634 O
Int'l A
Lethbridge

7.81 5.22 | -0.55 6.32 437 -0.8 8.4 554 0
A
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Table 3.6 Compared summaries of the average ptaigu frequency (days) in

each month at 7 withheld stations across Albeaga:Kort McMurray A

(ID: 3062693), (b). Grande Prairie A (ID: 307292(), Athabasca 2

(ID: 3060321), (d). Cold Lake A (ID: 3081680), (Edmonton Int'l A

(ID: 3012205), (f). Nordegg RS (ID: 3054845), agdl (ethbridge A

(ID: 3033880).

(a). Fort McMurray A (ID: 3062693)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 12 151 8.3 8.1
FEB 9.4 11.3 6.1 6.0
MAR 9.7 10.8 7.0 6.5
APR 7.3 7.8 6.2 6.2
MAY 9.8 12.8 10.1 10.0
JUN 12.5 15.2 13.0 12.6
JUL 14.4 17.1 15.0 14.7
AUG 12.5 15.2 12.6 12.5
SEP 11.2 14.0 114 10.9
OCT 10.3 115 8.4 8.6
NOV 11.9 141 8.2 8.4
DEC 12.1 15.9 8.4 8.4
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(b). Grande Prairie A (ID: 3072920)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 12.8 12.5 114 115
FEB 9.3 9.4 8.2 8.2
MAR 9.4 10.2 8.9 8.4
APR 6.9 7.2 5.9 5.9
MAY 8.8 10.4 8.8 8.3
JUN 11.3 13.2 10.6 10.6
JUL 12.0 13.7 10.8 10.8
AUG 11.4 12.9 10.7 104
SEP 11.3 13.6 11.6 115
OCT 8.4 8.6 7.9 7.4
NOV 10.8 10.0 8.7 8.7
DEC 11.1 12 9.9 9.9




(c). Athabasca 2 (ID: 3060321)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 9.5 12.4 9.3 9.3
FEB 1.7 9.8 7.2 7.2
MAR 8.0 9.9 6.0 6.2
APR 6.3 7.2 4.9 4.9
MAY 9.3 10.9 8.0 8.0
JUN 12.8 14.4 11.0 10.8
JUL 14.1 16.1 13.2 13.2
AUG 12.4 13.8 10.5 10.5
SEP 10.3 12.7 9.0 9.0
OCT 7.1 8.4 4.9 4.9
NOV 7.6 9.7 6.8 6.8
DEC 9.6 12.3 9.3 9.2
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(d). Cold Lake A (ID: 3081680)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 10.5 10.3 7.2 7.0
FEB 8.2 8.3 5.6 5.7
MAR 7.7 8.0 5.8 5.6
APR 6.7 7.1 5.7 5.8
MAY 9.3 10.9 9.1 8.8
JUN 12.6 14.3 13.0 12.8
JUL 13.8 15.8 14.7 14.5
AUG 11.4 13.4 11.7 115
SEP 10.1 11.8 9.8 9.5
OCT 6.9 7.7 5.6 5.6
NOV 9.1 9.6 5.6 5.5
DEC 10.7 10.5 6.8 6.8
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(e). Edmonton Int'l A (ID: 3012205)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 10.8 13.1 10.3 104
FEB 7.8 9.8 7.9 7.7
MAR 8.7 9.3 7.5 7.3
APR 6.7 7.8 6.3 6.3
MAY 9.5 111 9.4 9.1
JUN 12.7 151 13.0 13.1
JUL 13.2 14.7 13.8 14.0
AUG 11.6 13.8 12.8 12.8
SEP 9.6 11.6 9.8 9.8
OCT 5.6 7.1 5.0 4.9
NOV 8.0 9.8 7.5 7.3
DEC 9.7 10.9 9.3 9.2
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(f). Nordegg RS (ID: 3054845)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 6.1 9.5 7.4 7.5
FEB 4.6 7.3 5.6 5.5
MAR 6.5 8.4 6.6 6.6
APR 7.6 8.7 7.4 7.5
MAY 10.5 12.5 10.9 10.9
JUN 12.8 15.3 13.8 13.9
JUL 13.5 16.5 13.7 13.8
AUG 12.2 14.8 12.3 12.3
SEP 11.2 12.9 10.3 10.3
OCT 6.7 7.4 6.8 6.8
NOV 5.4 8.1 5.9 5.7
DEC 6.0 8.7 5.8 5.8




(9). Lethbridge A (ID: 3033880)

Month Observation ANUSPLIN | Hybrid 1.0| Hybrid 2.0
JAN 10.1 9.7 9.4 9.0
FEB 7.1 7.2 6.8 6.5
MAR 8.9 8.5 8.2 8.2
APR 1.7 8.3 7.9 7.8
MAY 9.6 10.5 9.9 9.9
JUN 9.1 10.0 9.4 9.2
JUL 1.7 8.2 7.7 7.6
AUG 7.4 8.2 7.7 1.7
SEP 7.4 8.0 7.4 7.4
OCT 5.4 55 5.1 5.0
NOV 6.4 6.5 6.2 6.0
DEC 9.3 9.3 9.0 9.1
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3.6 Conclusion

We have used the Hybrid 2.0 method to tireddaily precipitation data
over Alberta from January 1, 1901 to December BD22 The resolutions of the
two grids were 0.25° latitude by 0.5° longitude &nt° latitude by 0.2°
longitude, respectively. The interpolated data wemmed ABCIim2.0. The cross-
validations were used to do the error analysihiefinterpolated monthly total
data and daily data for two grid resolutions, respely. The RMSE, MAE and
MBE values were calculated for both the monthlyadatd the daily data on the
two grids to compare Hybrid 2.0 and Hybrid 1.0. Toenparison showed that the
accuracy of the Hybrid 2.0 interpolation was higthem that of Hybrid 1.0
interpolation, especially in the high-elevationices and the regions with sparse
station distribution in the earlier period of tlastl century. The interpolation
accuracy of Hybrid 2.0, Hybrid 1.0 and ANUSPLIN waso compared. The
results revealed that Hybrid 2.0 had comparableracy as Hybrid 1.0 and both
of them are a little bit more accurate than ANUS¥Ir estimating the
precipitation frequency in each month. Hybrid 2€bdad more accurate results
than ANUSPLIN and Hybrid 1.0 in interpolating the@nthly total precipitation
amount. Further improvements in the current mettagjomay be aimed at
taking the elevation into account explicitly whedistributing the monthly total
to each individual day of the montfihe monthly total precipitation values of this

study can be used with some confidence across talber
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Chapter 4

Applications and Analysis of ABClim2.0 Data

4.1 Introduction

The gridded daily data -- ABCIlim 2.0 -- have numer@pplications, ranging
from soil quality models to crop models and to dyfmiumonitoring. Three
applications will be discussed here: trend analgESBClim 2.0 data, historical
flood monitoring by maps of the maximum number @figecutive wet days, and
historical drought monitoring by maps of the maximoumber of consecutive
dry days and by the Standardized PrecipitationXri(&®1) (Yin, 2005; Shen,
2005 (a); Shen, 2005 (b)).

Alberta is one of major agriculture provinces im@da. Therefore,
information on its precipitation trend is very impant. In practice, some
statistical methods such as linear regression, mgoaverage, and the Mann-
Kendal test are usually used to analyze the trémigeoclimate time series. We
will focus these three methods on the historicdranalysis of ABClim 2.0 data
here. The linear regression analysis provides ws/arall trend which is a clear
picture of decreasing or increasing or unchangesih the whole analysis period
However, the moving average will show us the detkitend, a clear picture of
curve which reveals the trend in each shorter denmt the overall trend in the

whole analysis period. The non-parametric Mann-Kdn1-K) test was used to
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test randomness against trend. The advantagesofioni-parametric test is that it
does not assume any special form for the distabutinction of the data while
this test’s power is nearly as high as that of petaic tests. Therefore, this test
was found to be an excellent tool for trend detecin different applications, such
as detecting the trend in climatological time sefoosens and Berger, 1986).

Besides the information on the precipitation trethé,information on the
historic flood monitoring and drought monitoringalkso important for agriculture
in Alberta. We will apply the maps of the maximuommber of consecutive wet
days and consecutive dry days and the SPI methitbek tABClim 2.0 data here.
A drought index value is typically a single numbtfar,more useful than raw data
for monitoring drought. Various indicators and citic indices have been
developed by water resource and climatologicalgssibnals for use in drought
planning. McKee et al. (1993) developed the Stathdad Precipitation Index
(SPI) for the purpose of defining and monitoringuiyht. The nature of the SPI
allows an analyst to determine the rarity of a digwr an anomalously wet event
at a particular time scale for any location inwWald that has a precipitation
record. The SPI is better than other indexes, agchtandardized Anomaly Index
(SAl), and Principal Component Index (PCI), in eeting the intensity and
duration of drought. The SPI can reflect differagpects of the condition of the
water resources at different time scales (Yin, 3005

The organization of this chapter is as foBo8ection 4.2 uses the

methods of linear regression, moving average, hadtann-Kendal test to

analyze the trend of ABClim 2.0 data in the peradd 901 — 2002 for some
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stations in Alberta. The maps of consecutive dysdand of consecutive wet days
in each decade from 1901 — 2002 are created frePABCIlim 2.0 data for

Alberta in Section 4.3 and Section 4.4, respedtiveééction 4.5 uses the SPI as
the drought index to detect the historic extremenév like drought and flood for
some stations in Alberta from the ABClim 2.0 d&the conclusions and

discussion are presented in section 4.6.

4.2 Trend Analysis of Precipitation Data

The time series of the Hybrid 2.0 sumnogalt(from May to August, i.e.,
MJJA) precipitation data has a trend. Three stesishethods are used to detect

the trends. The methods are as follows.

(1). Linear Regression Analysis
LetR denote the precipitation time series which hasstimaple size of,
andt, denote the corresponding time. The simplest linegiression equation

betweenR andt, is constructed as

R =a+bt+e,i=1,2;- n, (4.1)
wherea andb are the regression parameters for the above Istiang model,

& are the residuals. This simple linear regressiodehis based on the

assumption that the residual® independent and normally distributétie null
hypothesis of this linear regression based tresldskd"o . b=0 which states

that variableR is independent of and there is no significant linear relationship
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between the variable them. To test whether theedbopignificantly apart from
0, t-test is used and the test statistic is defamed
t= b e
<(b)

whereb is the estimated slope of the regression line %éﬁ) is the standard

error of B.According to the value of above test statistic,0ar reject or accept

the null hypothesis at some significance level Ok@l, 0.05, and 0.10.

(2). K-year Central Moving Average

Moving average is a basic method of the trend amatgchnique, which is
equivalent to a low-pass filter. The trend is rdgddy the smoothness of the
time series dat&-year central moving average is used to detecirémal in the

precipitation time series here and is expressddilasvs.

1 (k-1)/2
MA== > R, ,i=k+1)/2, .., n(k-1)/2, 4.
k j=—(k-1)/2

wherek is the moving lengthR denotes the precipitation time series, anis

the total number of years. Here we use 11-yearaembving average to

analyze the detailed trend of the ABClim 2.0 datéhie period of 1901-2002.

(3). Mann-Kendall Trend Test

Considering the time series with sample sizen, we define a statistic as
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k
S(:Zri’kzz’s,...’n’ (4
i=1

wherer; is the cumulative number of > x; (j =1,2;-- j - 1)
j: X J lJ:llZI".lI_li
0, otherwise,

i1
n=0and,=>y ,i=23:-n

j=1
Under the null hypothesis of no trend, the staBss, is distributed as a normal

distribution with expected valug (s, ) and varianc&/ar (s,) as follows:

) £(s)- k(k4—1),
< _k(k-1)(2k+5) (@
\Var(sK)— = .

The statisticss, is then standardized as

UE :L(Sk), k=12,3:-- n, (4.5

‘ «/Var(q()

whereUF, =0, soUF, has a standard normal distribution. The null higpeis of
no trend will be rejected at a significance leviehoif the absolute value dfiF,

is greater tharz%. That is, a statistically significant trend exisighe time series.
For example,z‘,/2 =1.96 whena =0.05, and z, = 2.58 whena =0.01.

In order to localize the beginning of trend, the same procedure applied

for the UF, statistic is also applied to the retrograde sexjes._,,---,X, to get
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UB, . The graphical representations of the seles and UB, are denoted as

UF andUB, respectively. In the case of a significant trethé, intersection of
these two curves localizes the time when the tetads (Feidas, 2007).

Figure 4.1 displays the positive and negative Mgd&ipitation trends at
four stations. The linear trend lines show a ngmigicant decreasing trend in
Edmonton (0.3%) and Calgary (4%) but a signifiaanteasing trend in Peace
Rive (38%) and High Level (28%). The 11-year movavgrage lines give more
details about the MJJA precipitation changing trdfat Edmonton, it is
characterized by two obvious decreasing periodsddrly 1910’s - the early
1920’s, and the early 1950’s to the early 1960fg) favo obvious increasing
periods (from the early 1920’s to the end of thé@$, and from the early 1960’s
to the end of the 1970’s). Calgary has a significkecreasing trend from 1906 to
the early 1920’s and a significant increasing tresnch the end of the 1930’s to
the early 1950’s, and from the end of the 1980th®middle of 1990’s. One
obvious decreasing period (from 1906 to the enth@f1920’s) and one
increasing period (from the early 1940'’s to the ehthe 1990’s) are
characterized for Peace River. A significant insne@ trend is located in the
period of the early 1940'’s to the end of the 1958i&] a decreasing trend is
located in the 1960's for High Level.

In order to identify the intersection of thigrves and thus enable the detection
of the beginning of the trend or the change, gregdhanalysis is applied to the

Mann-Kendall statistics time seried=, and UB, to create the curvaddF and

UB (Feidas, 2007). The plots for four stations inéklia are given in Fig. 4.2.
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The analysis of the full range of figures showsdkereasing or increasing trend
per station, as well as the approximate year winestbaupt MJJA precipitation
change occurred. In Fig. 4.2(a), UF and UB intarget976, and after 1976, the

curve UF increases to positive, indicating thatpgbegod of 1976 — 2000 was a

relatively wet period for Edmonton. HowevésF, ,| = 0.51< 1.9€. This result

means that no significant trend occurred in MJJécjmitation from 1901 to 2002
for Edmonton at the 0.05 significance level. Fig(B) locates the intersection of
UF and UB in 1987, and then UF increases to p@siffigure 4.2 (b) shows that

the period of 1987-1999 was a relatively wet pefadCalgary. As well,

UF,,| = 0.38< 1.9€ shows that no significant trend occurred in MJJA

precipitation from 1901 to 2002 for Calgary at hé5 significance level. In Fig.
4.2(c),UF,,, =1.97> 1.9t reflects a statistically significant increasingrtd in
MJJA precipitation from 1901 to 2002 for Peace Rasethe 0.05 significance
level. The intersection of UF and UB, located betwéhe interval (-1.96, 1.96),
reveals that this increasing trend was an abrugt@@ which started in 1977. In
Fig. 4.2(d),UF,,, =2.12> 1.9¢ reveals a statistically significant increasingitte
in MJJA precipitation from 1901 to 2002 for Highue# at the 0.05 significance
level. The location of the intersection of UF and Identifies this increasing
trend as an abrupt change which started in 1948 MHK test’s detection of the
trend in MJJA precipitation is summarized in Tablg for the stations
represented in Fig. 4.3. Table 4.1 displays whedhsatistically significant trend

at the 0.05 significance level occurred in theqebf 1901 — 2002 as well as the
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first year of the abrupt change for this trend.

hJ 1A Precipitation {mm)

kJJA Precipitation (mm)

EDMONTON INT'L A

300 400 500
] ] ]

200
]

1900 1920 1940 1960 1980 2000

R=-0.009t+283.257 Decreasing: 0.9mmi0.3%)
Average: 282.8 mm Standard Deviation: 72.2mm

PEACERIVER A

300 400
] ]

200
]

100
]

I I I I I I
1900 1920 1940 1960 1980 2000

R=0.597t+158.947 Increasing: 60 3mm(33%)
Average: 189.7 mm Standard Devistion: 75 .4 mm

hJJA Precipitation {mm)

kJJA Precipitation {mm)

CALGARY INT'L A

G600
]

400
]

200
]

1900 1920 1940 1980 15980 2000

R=-0.097t+265.500 Decreasing: 9.8mm(4%)
Average: 260.5 mm Standard Deviation: 50.5 mm

HIGH LEVEL A

400
]

300
|

200
]

100
]

I I I I I I
1900 1920 1940 1980 1580 2000

R=0.5611+204.519 Increasing: 56.7 mmi25%)
Average: 2334 mm Standard Devistion: 651 mm

Figure 4.1. Observed values, trend line and 11-yemaiing average of MJJA

precipitation in some stations for the period 1902 (black line: observed

values, red line: linear trend, green line: 11-yearing average).
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M-l Test Statistic

1901 1811 1821 1931 1841 1851 18B1T 0 1971 1531 18 2002

f-1 Test Statistic

1901 1811 19T 1931 1841 1851 18B1T 0 1971 1931 18 2002
"Il T T T T T

M-l Test Statistic

1901 1811 182 1831 1841 1851 158B1T 0 1971 1831 18 2002

o

-2
1901 1911 1921 193 1941 1951 1981 1971 1931 1991 2002
year

M-l Test Statistic

Figure 4.2. Mann-Kendall test of MJJA precipitatatrfour stations in Alberta for
the period 1901-2002: (a) Edmonton Int’l A, (b) €&l Int’l A, (c) Peace

River A, (d) High Level A (red line: UF, blue lin&lB).
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Figure 4.3. The stations to which the Mann-Kentkdt was applied to detect the

MJJA precipitation trend for the period 1901-2002.
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Table 4.1. Significant trend analysis at the 95@fisicance level by the M-K test

for 1901-2002 MJJA precipitation.

Stations MJJA precipitation trend
HIGH LEVEL A 1949 +
FORT CHIPEWYAN A 1949 +
FORT VERMILION CDA 1982 +
FORT MCMURRAY A 1959 +
PEACE RIVER A 1977 +
BEAVERLODGE CDA 0
GRANDE PRAIRIE A 0
COLD LAKE A 0
WHITECOURT A o
LLOYDMINSTER A 0
EDMONTON INT'L 0
RED DEER A 0
CALGARY INTL A 0
MEDICINE HAT A 0
LETHBRIDGE CDA 0

Note: 1). ‘0’ means no significant trend.
2). ‘+’ means increasing trend whichmsadorupt change.
3). The year means the beginning yedin@fncreasing trend.
4). The data of each station used hetteei®A\BCIlim 2.0 data of the grid
point nearest to this station.
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4.3 Historical Drought Monitoring: Maps of the

Maximum Number of Consecutive Dry Days in 1951-2000

To calculate the maximum number of conseeutity days in a certain
time period, a decade is chosen here (Shen @085 (a)). A severe drought
event is very likely to happen if the number iswiarge. The maximum number
of wet and dry days depends on the chosen criterthis study, the criteria of
0.5 mm is used; that is, if the daily precipitatebmount is less than 0.5 mm, that
day will be considered a dry day for the reasontt@ small amount of
precipitation like 0.5 mm does not relieve the djfausituations during the
continuous dry days (Shen et al., 2005 (a)). Thesis does not use a rigorous
estimate. We calculate the maximum number of dggdar every grid point in
each decade period; that is, each grid point lmasreber for each decade. Five
maps are generated for the ten decades: 1951-1960,1970, ..., 1991-2000
(Figs. 4.4 — 4.8). These maps help reveal theilmtsibf historical severe drought
events. More than 100 days without effective priégifon would certainly have a
significant impact on the local agriculture andmgtt@ng else related to the water
supply. Figure 4.4 reveals that severe droughttsveappened mainly in a small
region of southern Alberta. By comparing the cqroesling maps of
Saskatchewan and Manitoba in (Shen et al., 2005NM&@nitoba had more severe

drought events than Alberta and Saskatchewan daéég — 2000.
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Max Number of Consecutive Dry
Days in 1951-1960

Figure 4.4. Maximum number of consecutive dry dayesr Alberta during 1951-

1960.
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Max NMumber of Consecutive Dry
Days in 19611970

Figure 4.5 Maximum number of consecutive dry dayer dlberta during 1961-

1970.
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Max Mumber of Consecutive Dry
Days in 19711980

Figure 4.6. Maximum number of consecutive dry dawsr Alberta during 1971-

1980.
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Max Number of Consecutive Dry
Days in 198119490

Figure 4.7. Maximum number of consecutive dry dayesr Alberta during 1981-

1990.
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Max Mumber of Consecutive Dry
Days in 1991-2000

Figure 4.8. Maximum number of consecutive dry dayesr Alberta during 1991-

2000.
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4.4 Historical Flood Monitoring: Maps of the Maximum

Number of Consecutive Wet Days in 1951-2000

This section studies the maximum number of wet day951 - 2002. As
the station instrument’s common resolution is O enday, 0.2 mm is used as
the wet-day criterion for the calculation here (Skéal., 2005 (a)). We calculate
the maximum number of days with a daily precipgtatgreater or equal to 0.2
mm for each decade time window and for every gaish{p Each grid point thus
has a number for every decade. Ten maps are geddoathe ten decades:
1951-1960, 1961-1970, ..., 1991-2000 (Figs. 4.9 3)4Comparing Figs. 4.9 —
4.13 and Figs. 4.4 — 4.8, we find that the maxirmumbers of consecutive wet
days are much smaller than those of dry days. régyd.4 — 4.8 demonstrate that
the maximum number of consecutive wet days isiveltlarger in the area
along the Rocky Mountains and in part of centrddgkta than that in other areas
like southern Alberta and northern Alberta. The panson to the corresponding
maps of Saskatchewan and Manitoba in (Shen €G3 (a)) shows that Alberta
had larger numbers of consecutive wet days thakaSdswwan and Manitoba

during the period of 1951 -2000.
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Max Number of Consecutive Wet
Days in 1951-1960

Figure 4.9. Maximum number of consecutive wet dayer Alberta during

1951-1960.
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Max Number of Consecutive Wet
Days in 19611970

PEACE RIVER
i

Figure 4.10. Maximum number of consecutive wet dayexr Alberta during

1961-1970.
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Max Number of Consecutive Wet
Days in 19711980

Figure 4.11. Maximum number of consecutive wet dayexr Alberta during

1971-1980.
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Max Number of Consecutive Wet
Days in 198119490

™
FORT MeNUTRRAY
]‘E_/w?!?ﬁ

Figure 4.12. Maximum number of consecutive wet dayex Alberta during

1981-1990.
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Max Number of Consecutive Wet
Days in 1991-2000

Figure 4.13. Maximum number of consecutive wet dayexr Alberta during

1991-2000.
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4.5 Drought Monitoring: Standardized Precipitation

Index Analysis

Precipitation distribution is usually a skewed dlgition, not a normal
distribution, particularly in a short time scaldom (1966) found that the gamma
distribution fits climatological precipitation timseries well. The gamma
distribution is used to construct a "Standardizeztiitation Index" (SPI); i.e., a
transformation of precipitation amounts that apprates a standard normal
distribution. The gamma probability density functis

1
BT (a)

f(x|a,B)= x| (x> 0), (4.6

wherea >0 is the shape parametegs,> 0 is the scale parametex, is the
precipitation amount, anB(a) is the gamma function which has the following

form

M(a)= f y e Vdy. (4.7

In the computation of SPI, the parametersand S in (4.6) need to be estimated
for each station, each time scale of interest,eswh month of the year. The
maximum likelihood estimate af and S can be obtained by an iterative
algorithm. We employ the following simple approxima of the maximum

likelihood estimator proposed by Thom (1966):

1+./1+ 4A/ 3
aA 7

a= (4.8
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Iy
1
Q>| x|

where

and n is the length of the precipitation time seriesu3ithe cumulative

probability of an observed precipitation eventtfoe given month and time scale

for the station can be calculated as follows:

X 1
f ,B)du = ————
[ fula,B)du )

0, forx<O.

'[)Xu‘;"le’“/[’du , forx> 0,

F(x)=

Let X be a random variable denoting the amount of pitatipn at a specified
location over a specified period of time. Thera igrobability g > 0 of no
precipitation. The Gamma cumulative distributiondtion F is used to model
the conditional distribution oX given thatX is positive. Let® be the

cumulative distribution function for the standarmal distribution. A simple

calculation shows that the conditional distributi@ﬁl(F (X)) given X >0 is

standard normal. This result assumes only thas a continuous cumulative
distribution function. The SPI is obtained usingiailar transformation for the

unconditional distribution oiX ; i.e.,

H (%) ={q+(1—q)F (x), forx= 0, 413

0, forx< 0.

The unconditional distribution has a discontinatyx =0, so it is not possible to
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obtain a transformation yielding exact normalitixom (1966) introduced a
transformation that approximates a standard noried.detailed transformation
and approximation was provided by Abramowitz areb8h (1965) on Page 933

as following:

~(t-s2e ) when O<H (x)< 0.

1+d;t+d t?+d g3
Pl = , (4.14)
(t-poet ) when0.5<H () < 1,

L+dit+d,t? +dt

where

In(]/H (x)z), when 6<H (x)< 0.5,
{= (4.15)

\/In(]/(l— H (x))z) , when0.5 H (x) < !

¢, =2.515517
¢, =0.802853,
¢, =0.010328,
d, =1.432788,
d, =0.189269
d, =0.001308

McKee et al. (1993) defined the criteria for a 'lagbt event”, which, occurs
any time the SPI value is continuously negative raghes -1.0 or less. The
event ends when the SPI value becomes positivé @acight event, therefore,
has a duration defined by its beginning and end,amintensity for each month
that the event continues. The drought and floodltegetermined by the SPI
value are displayed in Table 4.2. The ABClim2.0adat the nearest grid point of
each station (Edmonton Int'l A, Calgary Int'l A, ¢h Level A, and Peace River

A) are used here to compute the SPI values antedteafigures 4.14 — 4.21.
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Figures 4.14, 4.16, 4.18, and 4.20 show that tHes&Res for the time scale of 3
months and 6 months have larger fluctuations oftipesor negative but smaller
fluctuations for 12-month and 24-month time scaldse SPI value for different
time scales has different sensitivity to the prigatppn amount. As the time scale
becomes smaller, the SPI value has a larger chawmga,in the fluctuation of
positive or negative for the changes in one morhegipitation amount. In
contrast, for the larger time scales, the SPI vedésponds more slowly to one
month’s precipitation variation. Only many periagfscontinuous precipitation
can make the SPI value fluctuate. Thus, thereeawerf but longer periods with
negative and positive SPI value. The SPI charatiesifor the different time
scales are highlighted by the results presenté&igures 4.14, 4.16, 4.18, and
4.20. These results agree with the observationstegh by McKee et al. (1993).
Thus, it is reasonable to use SPI for the largee tscales for monitoring the long-
term water status (McKee et al., 1993 and Seilat.e2002).

Figures 4.15, 4.17, 4.19 and 4.21 demotesthee comparison of the SPI
values with the precipitation for the period of MayAugust in Edmonton,
Calgary, Peace River and High Level, respectiviety. Edmonton, the SPI can
capture 19 drought events, which are in 1917, 19992, 1929, 1931, 1939,
1945, 1948, 1950, 1957, 1958, 1961, 1963, 19678,18869, 1984, 1992 and
2002. As well, the drought events of 1950, 1967 200R are extreme dry, as the
SPI values for these years are less than -2.0c&@Pt¢apture two extremely wet
events as well, which were in 1901 and 1954. Thene 494 mm and 451.5 mm

precipitation in total for the period of May to Aust in those two years,
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respectively (Fig 4.15).

Table 4.2. Classification scales for the SPI values

SPI Values Drought and Flood Level
2.0+ extremely wet

1.5t01.99 very wet

1.0to 1.49 moderately wet

-.99 to .99 near normal

-1.0t0 -1.49 moderately dry
-1.5t0-1.99 severely dry

-2.0 and less extremely dry
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At Calgary, 15 droughts are captured by SPI andltbeghts of 1910, 1918,
1920, 1922, 1929, 1933, 1936, 1967 and 1979 amrsevents, as the
corresponding SPI values are less than -1.50. PhalSo captures some of the
extremely wet events of 1902 and 1951, with MJJécmitation of 615.7 mm

and 458.3 mm, respectively (Fig 4.17). Figure 4efresents some of the severe
droughts of 1901, 1905, 1915, 1948 and 198! (< —1.50) and the very wet
events of 1957, 1960, 1962, 1973, 1984, 1987 afd 1P| >1.50) at High

Level. The drought event of 1901 was extremely dsyits MJJA precipitation
was only 56.7 mm, and the corresponding SPI valug.87. The wet events of
1957, 1962 and 1973 are extremely wet, as theiA\ddcipitations were over
400 mm, and the corresponding SPI values are gribate 2.0. For Peace River,
the SPI captures some of the historic severe ditaagints of 1912, 1922, 1938,
1940, 1945, 1958, 1967 and 1969 and the historicewents of 1913, 1957, 1964,
1973, 1988, 1996, 1997 and 2000, among which gaerextremely droughts in
1958 (the MJJA precipitation was 27.3 mm and itsegponding SPI is even less
than -3.0) and 1967 (the MJJA precipitation wa$68m and its corresponding
SPlis less than -2.0), as well as extremely weh&s/in 1964 and 2000 (the
MJJA precipitation was over 400 mm, and the cowadmg SPI values are

larger than 2.0 in these two years).

4.6 Conclusions

A trend analysis of the MJJA total precipitatiomé series for the period of

1901 to 2002 at some stations in Alberta like Edioorand Calgary was been
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carried out by using the linear regression and ngpaverage methods. In this
study, the linear regression analysis showed thslight decreasing trend for

Edmonton and Calgary and an obvious increasingl ttenPeace River and High

Level in the MJJA total precipitation time seriesrh 1901 to 2002. The detailed
increasing or decreasing trend in each shorter pareod was given by the 11-
year moving average. The graph of the moving aweedgp showed the relatively
dry and relatively wet periods, respectively. Imstbtudy, we also detected the
trend in the MJJA total precipitation for the whaderiod from 1901 to 2002 at

some stations in Alberta by using the Mann-Kentdt at the 5% significance

level. Significant upward trends were found at Hlgével and Peace River, and
no significant trends were found at Edmonton antg&s. The results of the

Mann-Kendall test were consistent with those of lthear regression. However,

the Mann-Kendall test is still just a statisticattimod for processing data although
it has been applied in many cases and been foubd &m excellent tool for trend

detection. Theoretical research work is neededrderoto learn the physical

meaning of the temporal and spatial patterns otlingatic data.

The maps of the maximum consecutive drysdayeach decade were
generated over Alberta to give the spatial distidyuof the severe droughts in
every decade. Southern Alberta had the largest aunfbmaximum consecutive
dry days and the smallest number of maximum coniseecwet days. Both results
are consistent with each other and show that southiberta is drier than other

areas in Alberta.
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In this chapter, we also used SPI to aghesklybrid 2.0 data and then
monitor the past drought conditions at some statiorAlberta. Most of the
severely dry or wet events were captured by theaSgdssment. The advantage of
using SPI is that its calculation is simple and gasy to obtain the information
needed in the calculation. One superior charatiens SPI is that it can be
computed at multi-time scales and, thereby, meeh#eds of different water
resource assessments and drought monitoring servibes, SPI provides a
uniform drought indicator for various departments areas like water-resources

assessment and different time scales for drougmioring services.
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Chapter 5
Discussions on EOF Modes and the Sensitivity

of Data Errors

5.1 Introduction

Generally, a reduced set of EOFs is abbeszribe most of the variance in a
data set, in particular those sets with the largegnvalues. The EOF method
will fail to represent important characteristicstioé low-frequency variability if
too few EOFs are selected. As well, if too manyHs@re retained, the statistical
significance will be compromised due to the noidee ability to represent a
physical signal by a reduced set of EOFs, anddegve the signal’s physical
significance is the main advantage of using EORyarsin practice, where such
a reduction can significantly diminish the sizelod algebraic calculations
involved.

Due to the fundamental characteristic of EOF amslyse problem in using
EOFs is how to distinguish the EOFs which reprepégsically significant
modes from those purely noisy EOFs and then taréta significant EOFs only.
In general, three groups of methods are used fectagg the significant EOFs
depending on whether they focus on the eigenvathegrincipal components or

the EOFs. The first group contains the methodsdasehe amount of the data
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variance explained, or on the size of the eigeremlilorth’s rule of thumb
(North et al. 1982) belongs to this group. The sdogroup includes the methods
based on statistical hypotheses for separatingsand noise eigenvalues. The
most often used of these methods is “Rule N” (lredsrfer and Barnett, 1977;
Overland and Preisendorfer, 1982; Preisendorféd8LHowever, due to its
statistical nature, this selection rule could vailen the sample size is small. The
third group includes the spatial map methods basetie examination of the
EOF patterns that should resemble some predefingdeosignal mode patterns.

In our EOF-based linear interpolation, taedom measurement erry

for a given locatiorr; and timet are included. The error varian(:Ejz> is

required in Eq. (2.48) for computing the optimaligtes. Because the exact value

of the random measurement erE)jr is not available, the estimated error variance

is used in our study. It is thus necessary toitéise optimal weights are sensitive
to the exact size of the error variance.

In this chapter, the Rule N and North’s rule ofrttiuare tested for selecting
the significant EOFs, and the method for choodiegaptimal set of EOF based
on the EOF reconstruction is discussed. We alddhesensitivity of the EOF-
based linear reconstruction to the size of therefmaance. The organization of
this chapter is as follows. In Section 5.2, we dléscthe rules for selecting the
significant EOFs and apply them to the monthlyltptacipitation data in the
period of 1961-2000. In Section 5.3, the optimaldd=OFs in the EOF

reconstruction is selected for the same data sktiere period. In Section 5.4, we
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test the sensitivity of the EOF-based linear rettanton to the size of the error

variance. Our conclusions and discussion are pregem Section 5.5.

5.2 Significance Test of EOF Modes

As we discussed above, several methods can beasgbzhtify the
significant EOFs. The Rule N and the North’s ruiéhmimb will be discussed

here.

5.2.1 Rule N Test

The Rule N technique for EOF mode selacoa dominant-variance rule
which selects eigenvalues for which the geophysicadal is above the level of
noise. The technique is based on a Monte Carlorarpet which simulated the
sampling data from the standard normal distributidme procedure of this
significance test is as follows. First, we geneeafating-point, pseudo-random
N x P data matrixR with a standard normal distribution by a randomegator.
Second, the covariance matkx= RTR/N and its eigenvalued's are computed

and sorted in descending order. Third, the abowesteps are repeated one

hundred times. Fourth, we leff denote thejth (j =1,2,-- ,P) eigenvalue in the

rth (r =1,2,--,100, Monte Carlo experiment. We compute the normalized

eigenvalues produced by théh Monte Carlo experiment as

. /Zd, L j=1, (5.1)
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which are sorted in ascending order; that is, ifed | , we have
Ui <U’<-.-<U®Fifth, we compute the eigenvaluds (j =1,2;-- P) of the

covariance matrix of the real data and sort theatescending order:

A, >A,>--->A,. Also, the normalized eigenvalues are computed as

P
T=A/>A,i=12; P (5.2)

i=1
Finally, for eachj =1,2,.-- ,P, the valueT; is compared with the valudfs. This

latter value provides an estimate of the 95th peileeof the distribution of the jth

eigenvalue when the data are white noise (no sighlaé Rule N gives us a

numberM, which is the largest integen such thafl,, >U>’. It means that the
first M_ eigenvalues are selected for which the geophysigahl is above the
level of noise, and the correspondif EOF modes may contain physical
meaning which can be interpreted. We thus retaiy thie eigenvalues for which
the ratioT, /U° > 1.

Overland and Preisendorfer (1982) presented anaihdlé5 values for
different values ofN and P which showed that the valuesldf5 become

smaller as the values ™ and P become larger. Thus, if the length of the time

series and the number of stations are smalleyahges ofU ?5 will be larger so

that fewer eigenvalues will be retained. In thisegasome eigenvalues may not be

retained for which the rati®, /U 195 Is not large enough to have physical meaning,
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but they do contribute to the significant perceetafjthe total variance. The data
record should therefore be reasonably long in aR BQalysis.

Next, we apply the Rule N test to the monthly pgoeation over Alberta for the
period of 1961 - 2000. The Hybrid 1.0 data on ti#5&by-0.5 degrees latitude
and longitude grid and the 0.1-by-0.2 degreesuld¢itand longitude grid are used
to this application, respectively. That is, we hd®eyears’ data on 808 and 4862

grid points, respectively. Tables 5.1 and 5.2 dorttze normalized eigenvalues of

the above two data sets. Rule N is satisfied wathes oij /U 1.95 >1.0.

Therefore, for the resolution of the 0.25-by-0.gmes latitude and longitude
grids, only the first 6 modes in January (reprasgni6% of the total variance),
March (69%), April (72%), May (76%), June (77%)lyd(¥ 2%), August (75%),
October (72%) and November (77%); the first 5 maddsebruary (72%) and
September (77%); and the first 7 modes in Decerf#®) can be interpreted as
signals. For the resolution of the 0.1-by-0.2 degtatitude and longitude grids,
only the first 8 modes in January (82%) and Apf8%o); the first 7 modes in
March (73%), May (79%), August (78%), October (7603 December (76%);
and the first 6 modes in February (76%), June (7 24y (73%), September
(81%) and November (77%) can be interpreted assgWe can see that in this
EOF analysis, the number of EOF modes which pasRtie N test satisfy the
hoc rule of thumb, that is, explain over 70% of tbi&l variance for the analyzed
data set.

In applying Rule N to EOF analysis, some eigenvaiay not pass the Rule

N test but do represent a significant percentagbenfotal variance. Another
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Table 5.1. Normalized EOF eigenvalues for 1961-2090rid 1.0 data set on the

0.25-by-0.5 degrees latitude and longitude gridsA®y P=808 (Here

T, andU ?5 are multiplied by 100.). The boldface values ie thble indicate

the smallest values de/U > >1.0.

Month =1 =2 =3 4 |5 j6 j=7 8 9
i 4084 1443 7.68 533 .004 369 321 283 2.08
JAN | u®
i 383 367 357 347 4B. 331 324 318 311
T/ 1066 393 215 154 118141 099 089 067
FEB | 1 4331 508 563 463381 308 269 226 1095
U° 383 367 357 347 408 331 324 318 311
/U°1131 411 158 133 112 093 083 071 0.63
MAR 1T 3001 1687 686 550 045 416 317 281 261
V" 383 367 357 347 4B, 331 324 318 311
/U s07 460 192 161 14426 098 088 084
APR | 7 2693 17.30 967 879 58. 3.68  3.090 285 235
U° 383 367 357 347 84 331 324 318 311
/708 471 271 253 164111 095 090 076
MAY | 1 3480 2020 695 555 914 354 2583 245 201
V" 383 367 357 347 408 331 324 318 811
/000 550 195 160 144107 087 077 065
JUN |7 2047 1828 1346 6.89514 364 275 251 178
VY 283 367 357 347340 331 324 318  3.11
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95
TV 7 69

4.98 377 199 15110 085 079 057
uL |7 2229 1991 12.85 7.69506 464 267 253 241

95

Y 383 367 357 347340 331 324 318 311

95

TV 582 543 360 221 914140 082 080 077
AUG |7 3747 1459 878 603430 344 295 261 1.97

95

Yi' 383 367 357 347 340 331 324 318 311

95

TV 978 308 246 174 261 104 091 082 063
sep |1 4142 1748 713 618 473 331 265 233 177

95

Y 3.83 3.67 357 347 340 331 324 318 311

T-/u95

i/Y7 1081 476 20 178 139 10 082 073 060
ocT | 1.

j 3236 1533 833 686 559 401 290 2.66 2.23

95

Y 383 367 357 347 340 331 324 318 3.11

95

TV 45 418 233 198 164 121 090 084 072
Nov |1 4129 1555 7.26 460 431 360 277 202 1.90

95

Yi 3.83 367 357 347 340 331 324 318 3.11

95

TV 1078 424 2038 133 27 109 085 064 061
bEC | 3245 17.75 7.03 591 526 377 357 268 229

95

Yi 3.83 367 357 347340 331 324 318 3.11

95

TV ea7 484 197 170 5.5 114 110 084 074
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Table 5.2. Normalized EOF eigenvalues for 1961-2090rid 1.0 data set on the
0.1-by-0.2 degrees latitude and longitude gridsd®y=4862 (Here

T, andU lt% are multiplied by 100.). The boldface values ie thble indicate

the smallest values df /U > >1.0.

Month =1 j=2 j=3 j=4 j=5 =6 =7 =8 j=¢

J 4131 1430 7.71 5.264.13 3.64 3.12 2.82 2.05

JAN 95
Yi' 304 209 295 292 288286 283 281 2.

Tj Ju9®
1711359 4.78 2.61 1.80 1.43 1.27 110 1.01 0.73
N

i 4367 1517 559 456377 310 272 221 1.90
FEB | u¥®
i 304 299 295 292288 286 283 281 279

T; Ju§®
1/71 1437 5.07 1.89 1.56 1.31 1.08 096 0.79 0.68

MAR | 1 3127 1692 6586 561497 413 320 277 2.63

95

Vi 3.04 2.99 2.95 2.92 2.88 2.86 283 281 279

Tj Ju9®
1/7110.29 5.66 2.33 1.92 1.731.44 113 099 0.94
APR | 1.
] 27.28 17.19 9.56 8.81 5.56 3.63 3.12 284 2.29
95
Vi 3.04 2.99 2.95 2.92 2.88 2.86 283 281 279
T; Ju$s
1/718.97 575 3.24 3.02 1.93 1.27 110101 0.82
MAY | 1 3513 2040 6.88 551495 349 289 238 204

95

Yi' 304 299 2.95 2.92 2.88 2.86 283 281 279

T; Ju$s
1771 11.56 6.82 2.33 1.89 1.72 1.22 1.02 0.85 0.73

JUN |1 2084 1825 1344 6584 .165 360 271 253 175

95
j 3.04 299 2.95 2.92 2.88 2.86 283 281 2.79

T; Ju$s
1/719.82 6.10 4.56 2.34 1.791.26 096 090 0.63

u
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point worth noting is that some EOF modes may gas&ule N test but
represent a very low percentage of the total vadgam the latter case, these

modes do not need to be analyzed, for the signarisweak.

5.2.2 North’s Rule of Thumb
North et al. (1982) presented a “rule of thumb dmpwing that the standard

error in the estimation of the eigenvalugscan be computed as

AN, = A, \/% (5.3)

and the standard error of the corresponding BQHs then computed as

N,
A=A

J

oy ==Ly, 5.4)

if the space betweea, and its closest neighbor is small and those betwiee

and other eigenvalues are very large, whérelenotes the number of
independent samples. North’s rule of thumb is wexgful to decide whether an
EOF is likely to be subject to large sampling flations and to determine the
maximum number of EOFs that are well separated &aah other and are to be
retained in an EOF analysis. North’s rule of thustddes that if the standard error

oA, of A, is comparable or larger than the space betweeeigeavaluel, and
its closest neighbor, then the estimation edgy of the corresponding EOF will

be comparable to the size of the neighboring EOQfat 1, only the EOF for

which the standard error of the corresponding eigkr is less than the

148



difference between the eigenvalue and its closgstealue will be retained in
the EOF analysis.

Here, we use the same data sets as iilnB8¢6t2.1) to test North’s rule of
thumb for deciding on the number of EOFs to keeg. %=1 presents a schematic
diagram of the first ten eigenvalues derived frowm Hybrid 1.0 data set with the
resolution of the 0.25-by-0.5 degrees latitude landitude grids. If no overlap is

found between the confidence intervd|st A, of successive eigenvalues, then

the corresponding EOF modes are not degeneratete(don, 1963). An overlap
with successive mode is found from the third mateJainuary, February, March,
April, May, August, September, October, Novembeat Brecember
(JFMAMASOND), from the second mode for June andnftbe first mode for
July. Therefore, the two leading patterns are segtlarated and potentially
meaningful to keep for JFMAMASOND, which explairughly 55%, 58%, 48%,
44%, 55%, 52%, 59%, 48%, 57%, and 50% of the t@abnce, respectively,
and the first leading patterns are significantJiane, which represents 29% of the
total variance. All modes are degenerated for Bylorth’s rule of thumb. Fig.
5.2 shows a schematic diagram of the first tenreigkeies derived from the
Hybrid 1.0 data set with the resolution of the Byt0.2 degrees latitude and
longitude grids. Figure 5.2 reveals that the saomabrer of leading patterns are
well separated and therefore significant, JFMAMASDMNS in Fig. 5.1, and that
these patterns represent roughly 55%, 58%, 48%, 86%, 53%, 59%, 48%,
57%, and 51% of the total variance, respective/wall, the first leading
patterns are significant for June, which represg@ of the total variance, and
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all EOF modes are non-significant for July. As igngicant modes will be

retained for July by this rule, we will not use KOs rule of thumb as the method

for selecting the significant modes in our EOF lbdg®ear reconstruction.

However, the Rule N test and North’s rule of thumilh be combined in the

following section to define the lower threshold the truncation level in our

EOF-based linear reconstruction.
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Figure 5.1. Schematic diagram of the first ten eigéues derived from the

Hybrid 1.0 data set on the 0.25-by-0.5 degreetutgiand longitude grids:

N=40, P=808.
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5.3 Selection of the Optimal Set of EOFs

In the EOF-based linear reconstruction réuiced numberN]l ) of EOFs is
retained in order that the difference between dvemstructed data and the
observed data is minimized and that the computasioaduced. In this section,
our purpose is to find the optimal valueMf so that the signal of the lower

orders (£ M) can be used in the reconstruction while the noiigbe higher
orders (> M) can be ignored. A criterion based on the anabyfsike size of the

eigenvalues and the interpolation errors (RMSEMAGE) between the observed
data and the data reconstructed by the reducexf E€Fs will be used to decide
whether a reduced set of EOFs is optimal, thabifnd the optimal set of EOFs.
First, the North et al. (1982) error is combinedwthe Monte Carlo test to decide
on the lower threshold for the truncation level; $& . Next, we choose a set of
withheld stations that have complete daily obsémvatiata over the studied
period and have been reasonably sampled in theedtadea. Then we discard the
selected stations from the data set and interptilate values by using a reduced
set of EOF modes. Lastly, we compare the interpdlatlues to the data we put
aside and calculate the average interpolation éordhese stations. Of course,
the found optimal number of EOFs is the one thatimmizes the interpolation
errors, which are the RMSE and MAE between thepaiated fields at these
stations and the observed data there. We firsyapplEOF-based linear

interpolation method with th!  EOFs retained and calculate the average of both

the RMSE and MAE values for the withheld statid®scond, W +1)th EOF is
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now taken into account in the interpolation methad used to interpolate the
values on these stations. Third, we calculate Wieeagge RMSE and MAE values
again and compare them with the last ones. If HlRMSE and MAE values
start to increase at the first time, the procedtops; otherwise, we continue with
more and more EOFs and repeat the above three ¥¥@psthis cross-validation
technique, we can thus find the optimal number, ayof EOFs and an RMSE
and MAE estimation of the interpolation procedNete that the number of
modes in our reconstruction is varied from montmtnth.

In this study, the EOFs are calculated fram1961 — 2000 dataset, and the
interpolated period is also 1961 -1990. Twenty-twithheld stations across
Alberta are selected to calculate the average RV#BEes, and their locations are
presented in Figure 5.3. Figure 5.4 shows the p&ge of variance explained by
the 20 leading EOF modes derived from the 196100 2ybrid 1.0 dataset on
the 0.25-by-0.5 degrees latitude and longitudesgtid Figure 5.4, the EOF
modes error bars were estimated by using North €1282)’s rule of thumb test,
and the thick line represents the significancellet&ained by using the Monte
Carlo test (Li et al. 2000). Both tests have 95%fickence. The Monte Carlo test
allows us to distinguish the explained varianceantgd from the EOF analysis by
testing it against a white noise null hypothestse Significances of the EOF
modes estimated by using North’s rule of thumbbaged on comparing the
separation among the neighboring eigenvalues Wwelséampling error (Taschetto
and Wainer, 2008). By considering the EOF modesvfach the North’s rule of

thumb error bars are above the Monte Carlo tesslin Figure 5.4, we determine
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the lower threshold for the truncation level, 9dy, for each month (Table 5.3).
By comparing the average RMSE and MAE values ofritexpolation and
retaining one more EOF mode for each step stafttong the M EOF modes, we
fixed the optimal number of EOFs in the interpaatfor each month as shown in
Table 5.3, which reveals a different truncatiorelder each month: more EOF
modes are retained for the EOF-based linear rewxanisin for the summer and
autumn months than for the winter and spring morlso, the fixedM EOF

modes in Table 5.3 explain enough variances (09%)Jor each month.

Figure 5.3. The locations of the 22 stations witthlaeross Alberta for this

current study.
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Figure. 5.4. Percentage of explained variance@B0F modes derived from the
Hybrid 1.0 data set on the 0.25-by-0.5 degreetutigiand longitude grids
(N=40, P=808). Error bars estimated by using Nettal.’s (1982) rule of
thumb. The thick line represents the significaresel obtained by using the

Monte Carlo test.
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Table 5.3. The determined lower threshold for thadation level (1)

and the optimal numbeM ) of EOFs for each montiM =M ).

Month M M
JAN 5 15
FEB 5 17
MAR 6 18
APR 6 18
MAY 5 27
JUN 6 31
JUL 6 32
AUG 5 28
SEP 5 31
OCT 6 26
NOV 5 26
DEC 5 15

5.4 Test of Sensitivity to Data Errors
In this study, the random measurement ekpifor a given locatiorr; and

time t are included in our EOF-based linear interpolatidme error variance

<E]2> is required in Eq. (2.48) to compute the optimealghts. Because the exact
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value of random measurement ertor is not available, the estimated error

variance is used in our study. It is thus necesatgst if the optimal weights are
sensitive to the exact size of the error variaitds.obvious that Eqgn. (2.48) and
(2.49) are a linear system which can be re-wristen

A X, =b, 5.%)

wherem=1,2,.-- M., is the modes number,

_(C11+<E12>)¢Ir121(r1) e G (L (r) 1
A, = (5.6)
Contln(n(ry) - (CNN +<E§ >)(/I;(rN) 1
i 1 1 1 0_

IS a symmetric matrix,

xm = [Mm)'... ’V\me) ,A]' , anmm =|:Amwri (1 ).’.. 'Aml//ri (\1 )A:Ir | the prlme
denotes the transpose of a vector, and A is trearalberta in this study.
First, we test the sensitivity of the optimal weggto the exclusion and

inclusion of the random measurement erfeor Without loss of generality, in the
computation of the optimal weights for July 200aasexample (Eqn. (2.48) and
(2.49)), we exclude the error variance, that ||S<Ee,2> =0 in the matrix (5.6).
Then form=1 as an example without loss of generality, the ¢@rmnumber of
matrix A,, k(A,)=[A,[| A is very large, and its determinant is close toze

that is, the linear system (5.5) used to compweoiitimal weights is ill-

conditioned when we exclude the random measureerestE; . The optimal
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weights are thus highly sensitive to the valuethefcoefficient matrixA,,: when

we make a slight change in the coefficient matix for example, when we let
<E]2> =0.001, the change in the optimal weights is quite sigaiit as follows.

Let X,, be the solution of the original system AfX  =b,,and consider the
coefficient matrix A, is changed toA,, + AA,, and the solution changes frok,
to X,,+AX,. Meyer (2000) proved that with a small charlg®, of A, the
relative change inX ,and the relative change iy, has the following

relationship:

x|
[Xal

A
A

<k(A,) (5.7)

Thus, the optimal weights are quite sensitive todhange of the coefficient

matrix A, when the linear system (5.5) is ill-conditionedn&4 we choose the
value of the error varianc<eEjZ> in the range of a small number, like 0.001, to a

reasonable size, like 10, the linear system (56bmes well conditioned, and its
optimal weight solution becomes non-sensitive @odimall change of the
coefficient matrix A ; that is, it is non-sensitive to the exact sizéhef error

variance< Ef> . However, when the value éEf> goes to infinity, the linear

system (5.5) goes to a form like
o - 0 0] x 0

=", (5.8)
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whose solution obviously goes to zero. The detabeample for July 2000 and

the mode numbem=1 is shown in Figure 5.5. This figure shows the gjesnof
the reconstructed anomaly data with changing theevef error variancé Ef> in
the weights equations. The changes of anomalyrdatavith that of weight
values, that is, big (little) changes of anomaltadaome from big (little) changes
of weight values. By comparing the graphs(Eﬂ = Oand<Ej2> =0.00], itis
clear to see there is a big change of reconstrustechaly data, that is, a big

change of weight values, although a very small ghaof error variancéEj2> :

However, the second figure panel reveals the totallersed results when the

value of error variancéEj2> changes from 0.001 to 10: a big change of error

variance value results very little change of therestructed anomaly data or the
weight solution. The third figure panel shows teeanstructed anomaly data or
the weight solution goes to zero when the valutheferror variance is very large.
All above results of this figure are as expecteddimcide with our previous

analysis in this section.

5.5 Conclusions

In this chapter, we tested the North’s rule of thusnd Rule N on the
explained variance of each mode. By combining tloetd Carlo test and North’s
rule of thumb error bars, we identified the lowareshold for the truncation level
in EOF analysis. The criterion based on the amalytthe size of the

interpolation errors between the observed datal@data reconstructed by the
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reduced set of EOFs on the stations we put asitteeimterpolation was used to
determine the optimal set of EOFs for each moniie fEsult showed that more
EOFs were taken into the EOF-based linear intetipoldor summer and autumn
than for winter and spring. However, the mode s&lranethod varies from
study to study.

Without loss of generality, July 2000 and finst mode were used as an

example to test the sensitivity of the weight soluto the exact value of the error

variance< Ef> in equations (2.48) and (2.49). The result shothatithe weight
solution was non-sensitive to the value of erro'ram:e<Ej2> in the range of

0.001 to 1.0, but went to zero éEf> went to infinity.
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Chapter 6

Conclusions

In order to overcome the problem of th&nethod which underestimates
the precipitation in Alberta’s high-elevation reggand northern Alberta because
of the sparse precipitation station distributiornthia lower elevation regions in the
earlier period of last century, the EOF-interpa@atmethod in our Hybrid 2.0
method was used to reconstruct the monthly prextipit on the regular grids
over Alberta. The comparison of the results ofEi@-based linear interpolation
and the IDW method was compared by withholding esg#itions for cross-
validation purposes. The criterion to select thassfvalidation stations is that
each station has nearly complete observationsistiidied period and some
stations are located in high-elevation area whioisdo evaluate whether EOF-
based linear interpolation overcome the particptablem of Hybrid 1.0 as we
stated before. It is happy that the cross-validatesults at the high-elevation
stations showed that the EOF-based linear intetipalanethod improved the
accuracy of reconstruction of monthly total pretpon in the high-elevation
regions greatly over the period of 1901 — 2002Aierta.

We have developed the Hybrid 2.0 metho@das the Hybrid 1.0 method
developed by Shen et al. (2001) to grid the daigcipitation data over Alberta

from January 1, 1901 to December 31, 2002. Thergsdlution was 0.25°
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latitude by 0.5° longitude and 0.1° latitude by°ddhgitude, respectively. The
interpolated data were named ABClim 2.0. The ird&fon accuracy of the
Hybrid 2.0, Hybrid 1.0, and ANUSPLIN methods in frecipitation frequency
and monthly total precipitation was also compareer the period of 1961 —
1990. We selected seven withheld stations thankeady complete observed data
in the studied period and that were evenly distadwver Alberta. The predicted
errors between the interpolated values and therobdelata for these stations
were compared for the monthly total precipitatiomoaint and daily precipitation
frequency. The results showed that the both Hybidand Hybrid 2.0 obtained
the comparable average number of precipitation é@ysach month but more
accurate than ANUSPLIN at some withheld statiomsfone month and less
accurate than ANUSPLIN at other withheld locatifmrssome month in
estimating the precipitation frequency by comparanih the observed
precipitation frequency. Hybrid 2.0 also had mareusate results than both
ANUSPLIN and Hybrid 1.0 in interpolating the monthbtal precipitation
amount.

The trend analysis of the MJJA total precipitattone series for the period
of 1901 - 2002 at some stations like Edmonton aalg&y, carried out by using
linear regression, the moving average method, lmadtann-Kendall test, showed
that the significant upward trends were found ahHLevel and Peace River and
that no significant trends were found at Edmontot Galgary. SPI1 was also used
to assess the Hybrid 2.0 data and then monitgodlsedrought conditions at some

stations in Alberta.
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North’s rule of thumb and Rule N were tested ongkjglained variance of
each mode. A criterion based on the analysis oéxpdained variance of each
mode and the size of the interpolation errors betwbe observed data and the
data reconstructed by the reduced set of EOFseowithheld stations was used
to determine the optimal set of EOFs for each mohitle result showed that more
EOFs were retained in the EOF-based linear intatol for the summer and

autumn months than for the winter and spring manths test of the sensitivity

of the weight solution to the exact value of th@er/ariance< Ef> in the

equations (2.48) and (2.49) showed that the weighition was non-sensitive to

the value of error varianc<eEf> in the range of 0.001 to 1.0, but the weight

solution went to zero a<sEJZ> went to infinity.

The monthly total precipitation values obtainedhis study can also be used
with some confidence across Alberta. Based the thett EOFs can be rotated
without perturbing the total fit and the rotated E&Dften are in better agreement
with physical patterns than the orthogonal EORrg rotated EOFs will be used to
represent the true patterns when we analyze thogpgegion patterns in the
regional area. Future improvement in our currenthmdology could be aimed at
taking the elevation into account when redistribgiihe monthly total to each

individual day of the month.
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