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SHARP Edges: Recovering Cortical Phase Contrast
Through Harmonic Extension
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Purpose: To recover local phase contrast at the edges of the

brain (e.g., cortex), where it is otherwise unavailable with the
conventional form of the technique sophisticated harmonic

artifact reduction for phase data (SHARP).
Methods: A harmonic potential field, such as the magnetic
“background” field, is an analytic field and can thus be repre-

sented by a convergent power series. Using SHARP to obtain
an initial estimate of the harmonic background field over a
reduced inner portion of the brain, a three-dimensional Taylor

expansion was performed to extend field coverage to the brain
edges. The method, called Extended-SHARP, was quantita-

tively assessed through a numerical field-forward simulation
and qualitatively demonstrated in vivo.
Results: Using a typical spherical kernel (6 mm radius),

Extended-SHARP recovered on average 26% more in vivo
brain volume than SHARP. When applied to the numerical

model, local field contrast around an otherwise lost edge
source was recovered, with the resulting error comparable to
that of conventional SHARP.

Conclusion: The lost field values near the edges of the brain
can be recovered through an easily implemented adaptation to

conventional SHARP. Magn Reson Med 000:000–000, 2014.
VC 2014 Wiley Periodicals, Inc.
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INTRODUCTION

Susceptibility-related MRI phase contrast has long found
clinical application in the form of the well-established
susceptibility-weighted imaging (SWI) technique (1–5).
Recently, efforts in this field have been increasingly
directed toward quantitative susceptibility mapping
(QSM), which seeks to collapse the blooming field distor-
tions (a nonlocal and indirect effect) into the underlying

material susceptibility itself (6–11). QSM may benefit our
understanding of an array of neurodegenerative disorders
for which paramagnetic iron is thought to play a role (12),
hence, there exists considerable interest in improving the
techniques for processing the requisite phase data.

Although the complete set of mechanisms at work in
the generation of in vivo phase contrast may not yet be
fully understood, it may be stated (albeit, somewhat sim-
plistically) that the magnetic field perturbation and,
equivalently, the MR phase scale with change in apparent
susceptibility. Whereas intertissue variations in apparent
susceptibility (inducing local field) deviate only slightly
from the bulk susceptibility of water at body temperature,
the difference between tissue and air is comparatively dra-
matic (13), inducing a background field which tends to
obscure the small-scale field variation of interest.

Two novel approaches to eliminating the background

field have recently been published: sophisticated har-

monic artifact reduction for phase data (SHARP) (14) and

projection onto dipole fields (PDF) (7,15). Unlike tradi-

tional high-pass filtering (2), which was based on the

empirical observation that the measured phase is to some

extent differentially composed of low and high spatial fre-

quencies (contributed by the background and the local

fields, respectively), SHARP and PDF look to the underly-

ing physics for an approach which is less heuristic and

less dependent on the particular form of the data. Recog-

nizing the measured field as a superposition of local and

background fields, SHARP uses the spherical mean value

theorem to extract the harmonic background field. On the

other hand, PDF makes use of the approximate orthogon-

ality between local and background fields, which, through

the Hilbert projection theorem, designates a particular

susceptibility distribution, in turn used to model the back-

ground field through a field-forward calculation (16,17).
Each method has its own advantages and disadvan-

tages. Of particular importance is that both methods

necessitate a definition (i.e., binary input image) of the

brain boundary, and both tend to produce invalid results

in its vicinity, thereby limiting their application to an

internal subsection of tissue. This shared pitfall is a con-

siderable obstacle to several clinical applications as it

precludes analysis of features such as pial vessels, corti-

cal dysplasia, subdural hematoma, and cortical lesions

in pathologies such as multiple sclerosis.
To recover local field across the edges of the brain,

this study presents an extension to conventional SHARP
whereby another fundamental property of the back-
ground field is used: namely, its analyticity (18,19). The
method, extended-SHARP (E-SHARP), is quantitatively
assessed through a numerical field-forward experiment
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and qualitatively demonstrated on in vivo human brain
data acquired at 4.7 T.

THEORY

Physical principles behind SHARP have been addressed
in previous publications (14,20). Beginning with the
unwrapped phase and dividing by gB0TE (where g is the
proton gyromagnetic ratio, B0 the strength of the applied
field, and TE the echo time) yields an estimate of the rel-
ative field perturbation BDðrÞ along the direction of the
applied field. This quantity can be understood as a
superposition of fields owing to different sources:

BDðrÞ¼B localðrÞþB bkgrðrÞþnðrÞ [1]

Here, n includes anything present in the measurement
which is unrelated to susceptibility (e.g., flow effects (2),
noise (21), receiver offsets (22), chemical shift (23), con-
tributions from macromolecule proton exchange (24–26),
etc.). Blocal and Bbkgr are, respectively, the fields due to
magnetic susceptibility variation occurring inside and
outside of the volume of interest (VOI, i.e., brain). Start-
ing from Maxwell’s equations, it can be shown (20) that,
in the absence of noise and susceptibility variation, the
static magnetic induction B is harmonic (i.e., satisfies
Laplace’s equation: r2B ¼ 0). In other words, Bbkgr is har-
monic within the VOI.

To eliminate Bbkgr, SHARP invokes the spherical mean
value (SMV) property: the mean of a harmonic function
calculated over a spherically symmetric surface is equal
to the value of the function at the center of the sphere
(27). However, the SMV cannot be used to estimate the
background field wherever the sphere overlaps the edge
of the data support. Hence, in conventional SHARP, vox-
els in this region of overlap are wholly discarded (i.e.,
set to zero before the deconvolution stage). We refer to
these discarded voxels as edge points (EP). The collec-
tion of voxels retained subsequent to the application of
SHARP will be referred to as the reduced VOI.

Fortunately, because the background field is harmonic,
it is also, necessarily, analytic (18). This means that
within a neighborhood of location r0, for which Bbkgrðr0

þdÞ is everywhere harmonic, the background field can
be expressed as a convergent power series. Practically
speaking, given an SMV estimate of Bbkgrðr0Þ (i.e., that
provided by conventional SHARP), because Bbkgrðr0 þ dÞ
is entirely harmonic within the region circumscribed by
the SHARP kernel with radius R ¼ jr0 þ dj a three-
dimensional (3D) Taylor expansion can be performed to
extend the field coverage to the hitherto lost EP voxels:

BEP ¼ BIP þ dx dy dz
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Here, BIP denotes the background field at an internal
point (IP) within the reduced VOI; BEP denotes the back-
ground field of an EP voxel; Bi

IP denotes the first-order
derivative in direction i ði ¼ x; y; zÞ of the background
field evaluated at an IP voxel and Bij

IP denotes the second-
order derivatives accordingly; di represents the EP-to-IP
Euclidean distance in the i direction. Once the back-
ground field has been determined over the entire VOI, it
can be subtracted from the measured field perturbation,
ideally leaving only the local field due to tissue suscepti-
bility. We refer to this process as Extended-SHARP.

METHODS

E-SHARP Processing

Essential points of the processing scheme are illustrated
in Figure 1. For both in vivo and numerical data, the
total field (masked, unwrapped, and scaled phase) was
SMV filtered (radius¼ 6 mm), eroded by the radius of the
spherical kernel, and finally deconvolved, without regu-
larization, to yield a local post-SMV field estimate. The
local field estimate was then subtracted from the total
field to provide an estimate of the background field over

FIG. 1. Simplified work flow. Magnitude data is passed to FSL’s
brain extraction tool (35), the output of which (mask) is used to

constrain the unwrapping to the tissue of interest. The SMV kernel
is applied to the unwrapped phase and deconvolved without regu-

larization to produce the initial local phase estimate (local phase
post-SMV). The outline indicates the edge of the mask (VOI) and
the edge region lost in conventional SHARP. This local estimate is

subtracted from the unwrapped total phase to produce an esti-
mate of the background phase over the reduced VOI (not shown).

The Taylor expansion (Eq. [2]) is used to recover the edge voxels
(extended background). The result is subtracted out from the
unwrapped total and SHARP-regularized to produce the final local

phase post-TSVD.
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the reduced brain volume. The hitherto lost EP voxels
were paired with their nearest (in the Euclidean sense)
IP neighbors for which first and second order spatial
derivatives of the background field could be estimated
by means of traditional 3-point central differences. For
example, for the first derivative in the x-direction:

BIP
x ðx0; y0; z0Þ ¼

BIP ðx þ 1; y0; z0Þ � BIP ðx � 1; y0; z0Þ
2Dx

[3]

where BIPðx þ 1; y0; z0Þ and BIPðx � 1; y0; z0Þ are the back-
ground field measurements, respectively, one voxel
ahead of, and one voxel behind ðx0; y0; z0Þ in the x direc-
tion; Dx is the voxel spacing in the x direction. Partial
derivatives in y and z were calculated similarly, as were
all second order derivatives – determined simply by
applying the same 3-point difference scheme to each of
the first order partials.

Using these derivatives and the IP-to-EP distances, the
background field estimate was extended by means of a
second order 3D Taylor expansion (Eq. [2]). The postex-
pansion background (extended background in Fig. 1)
was then subtracted from the total field and the trun-
cated singular value decomposition (TSVD) regulariza-
tion of the original SHARP technique was applied to the
result (threshold parameter lTSVD¼ 0.05) (14,28). Specifi-
cally, regularization consisted of taking Fourier trans-
forms of the spherical kernel and of the local field
estimate; setting to zero the local field Fourier coeffi-
cients wherever the magnitude of the corresponding ker-
nel coefficient was less than lTSVD; and finally taking
the inverse Fourier transform of this thresholded form to
yield the local field over the extended VOI. In the con-
text of SHARP and E-SHARP, TSVD can be regarded as
somewhat analogous to regularizing the deconvolution
procedure (Eq. [9] in (14)) with a penalty on the L2 norm
of the local field (29). In this way, TSVD offers a conven-
ient means of suppressing undesirable low-frequency
components remaining in the local field estimate (30).

In Vivo Experiments

Whole-head 3D multiple gradient echo data were
acquired from five volunteers at 4.7 T (Varian, Palo Alto,
CA) with the approval of the University of Alberta
Research Ethics Board. Acquisition parameters were:
field of view¼256 � 160 � 160 mm3; spatial reso-
lution¼1.0 � 1.0 � 2.0 mm3; bandwidth¼90.1 kHz; rep-
etition time (TR)¼ 40 ms; TE¼ 3/7/11/15/19 ms with
unipolar readout; flip angle¼10�. All datasets were proc-
essed in MATLAB (version 2012a, The MathWorks,
Natick, MA) on a 16-processor computer (Quad-Core
Xeon E5620, Intel, Santa Clara, CA) with 46 GB RAM.
Images from individual receiver elements (four-channel
array) were combined (22) and unwrapped (31), followed
by a voxel-wise, magnitude-weighted, least-squares
regression of phase to echo time to arrive at the final
field maps (32–34).

To obtain a binary brain mask for each dataset, magni-
tude data from the first echo were passed to FSL’s brain
extraction tool (BET) (35). Phase discontinuities (jumps
to high intensities) were often observed around the outer

edges of the mask even after unwrapping. Whether due
to shortcomings of Prelude, peculiarities inherent to the
data, or the inclusion of nonbrain voxels by an overly
generous BET mask, these values were, in any case,
deemed unreliable. To define effective brain VOIs that
excluded the edge outliers, FSL masks were eroded by
between two to four voxels.

Finally, after phase processing, susceptibility maps
were formed using the total variation inversion described
in (36,37), with the regularization parameter ð5� 10�3Þ
determined in (29).

Numerical Simulation

A numerical brain model was created by assigning a water-
like susceptibility of �9.4 ppm to an in vivo brain mask,
while assigning an air-like value of 0 to the region outside
the mask. This arrangement was to represent the suscepti-
bility interfaces responsible for the harmonic background
field. Although lacking susceptibility structures (e.g., veins
and skull) typically associated with a more realistic field
map, the simplistic model should suffice insofar as all
fields owing to susceptibility sources outside of the brain
are in fact harmonic within it, irrespective of the exact dis-
tribution of sources. Two internal susceptibility inclusions
(susceptibility¼�9.0 ppm; radii¼ 2 mm), simulating
small spherical hemorrhages, were placed within the brain
substrate: one at the center of the brain (IP-region), with
the other at the edge (EP-region), such that it would be dis-
carded post-SHARP. The susceptibility model was con-
volved with the unit dipole field to simulate the magnetic
field (16,17), and scaled to phase by the multiplicative fac-
tor gB0TE ðTE ¼ 19 msÞ to which zero-mean Gaussian
noise was added (standard deviation¼p/4 rad). Model
phase quantities are shown in Figure 2a–c. To resemble
the common in vivo case, the noisy total phase was
masked by the brain VOI before beginning phase
processing.

Accuracy of the processing scheme was assessed by
means of the relative error between the noiseless model
background phase wmodel and the background phase esti-
mates west given by SHARP and E-SHARP using zeroth,
first, and second order expansions:

||Mðwest � wmodel Þ||2=||Mwmodel ||2: [4]

Error terms were ultimately calculated over specific
VOIs: for SHARP, the masking operator M was strictly
the reduced VOI (IP). For the E-SHARP error calculation,
unless otherwise stated, M encompassed the brain VOI
(IPþEP), however, as the brain itself does not generally
abut air in bulk, M was eroded by a single voxel so as
not to contain the outermost voxels that defined the air-
tissue interface (where the Laplacian of the background
field would be nonzero).

RESULTS

Simulation results are shown for a central slice in Figure
2d–i. The model background field (Fig. 2b) can be seen
to be smooth and slowly varying away from transitions
in susceptibility and is, therefore, well represented by
the second order expansion. Error in the field estimation
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(Fig. 2i) is greatest in the immediate vicinity of the back-
ground source, where the field gradient is steepest. The
effect of expansion order on the resulting background
phase is illustrated in Figure 3. While relative error was
24% for the zeroth order expansion background phase
estimate across the brain VOI (IPþEP), it was reduced to
18%, and further to 16%, for first and second order
expansions respectively. Across the reduced VOI alone

(not including the EP voxels in M of Eq. [3]), the relative
error of E-SHARP (second order expansion) was slightly
higher than that of SHARP (15% versus 13%). The corre-
sponding E-SHARP error over the EP voxels alone was
18%.

Example results from a representative in vivo dataset
are exhibited in Figure 4. Compared with conventional
SHARP, E-SHARP recovered on average 26% more brain
volume (values for all five subjects: 27.6%, 27.3%,
27.1%, 25.1%, 25.4%). This additional territory arises
from the extension of the reduced VOI of SHARP by the
radius of the kernel in all directions, thus revealing cor-
tex and cortical veins (38,39) which were otherwise inac-
cessible. E-SHARP processing time was on average
3.4 min (range: 1.8–4.3 min).

Susceptibility maps derived from the two methods
were similar across the reduced VOI. Representative
examples are displayed in Figure 5, with differences
shown in the rightmost column. While the SHARP sus-
ceptibility map (Fig. 5, left column) exhibited only a
reduced portion of the sagittal sinus (middle row) and
frontal white matter (top row), the region of susceptibil-
ity coverage in these regions was greatly enhanced by E-
SHARP (middle column).

DISCUSSION

This study demonstrated that by exploiting the analytic-
ity of the harmonic background field, susceptibility and
field maps of comparable quality to those made by con-
ventional SHARP can be achieved with markedly greater
spatial support (recovering, on average, 26% more brain
volume). Practical considerations concerning the tech-
nique are discussed in the following.

First, for the Taylor series to actually equate to the
dipole field, it would require, in theory, an infinite num-
ber of terms (i.e., derivatives). However, as the back-
ground field across the brain is characterized
predominantly by the low-order terms, even the trun-
cated form, as observed, can provide satisfactory results
in most regions. Furthermore, because the SMV calcula-
tion is by definition indifferent to zero-mean Gaussian
noise (phase noise in tissue may typically be of this form
(21)), the extracted background field is necessarily more
or less noise free. This fact, combined with the slow-
varying nature of the background field, generally make it

FIG. 2. Numerical simulation. A central transverse slice is shown.
The top row corresponds to model phase quantities: local (a),

masked background (b), and noisy total (c). d,e: The background
estimate over the reduced VOI and the full postexpansion form,
from SHARP and E-SHARP, respectively. g,h: The local phase

estimates courtesy of SHARP and E-SHARP, respectively. i: The
error (absolute difference of (h) and (a)). All images are scaled to

the same relative intensities, with the exception of (f), which
depicts the internal (IP; black) and edge (EP; white) geometries
involved.

FIG. 3. Effect of order of expansion on the estimated background phase (quantity shown) of the simulated data. Relative error over the
reduced VOI was 0.13 for the SHARP background estimate. The corresponding errors were 0.24, 0.18, and 0.16 for zeroth, first, and

second order expansions, respectively. As expected, by including higher order terms the discontinuities around the edge (arrow) are
smoothed and at second order they are scarcely discernible.
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a fairly safe quantity to subject to otherwise problematic
finite-difference calculations.

In terms of series convergence, the second matter of
note is the internal point (IP) about which the expansion
is performed: in general, the greater the distance d
between IP and EP, the more the field will vary between
them and, accordingly, the more additional terms in the
expansion will be required to compensate. In short, it is
beneficial to assign IPs that are as near as possible to the
EPs (truncation error being nil only in the limit of
d! 0). However, the nature of finite-differences is such
that a difference between points is required to estimate
the derivative: using the 3-point central difference
scheme, the first order derivative at x0 requires field val-
ues at xþ1 and x�1. Given that the input to the expansion
(the SMV-estimated background phase) has finite spatial
support (the reduced VOI), we cannot calculate a first
derivative directly at the edge of support, but rather one
voxel removed from it; likewise, the nearest point to the
edge of support at which we can calculate a second
derivative is two voxels removed from it. In this way, by
increasing the order of the expansion, so too must d be
increased, which in some sense confounds convergence.
Nevertheless, for the numerical simulation, the lowest
relative error was observed for the second order expan-
sion (16%). Thus, for the particular model field studied,

the inclusion of higher order terms proved to be of
greater benefit than the adoption of IPs that were slightly
more proximal to the EPs.

Third, the quoted results depend intimately on the
adopted parameters. For instance, as the error calcula-
tions incorporated the entire EP region, calculated errors
were governed, not only by the order of expansion, but
also by its particular geometry. A key factor in the deter-
mination of this geometry was the size of spherical ker-
nel – a parameter that merits further study in its own
right. So too does the regularization parameter (28).
Indeed, before regularization, the post-SMV local field
estimate over the reduced VOI is identical between
SHARP and E-SHARP and it is only subsequent to
SHARP-style TSVD that there is a subtle (Fig. 3) but,
nevertheless, calculable difference (2% more error with
E-SHARP) in this internal region. Ultimately, this may
simply suggest that optimal SHARP parameters may not
translate into optimal E-SHARP parameters. A more com-
plete treatment of the interplay between these parame-
ters, however, is beyond the scope of this work, for
which the aim has been simply to demonstrate that by
means of a slight modification to conventional SHARP
one can arrive at a local field map with substantially
expanded spatial support (e.g., Fig. 4).

Finally, although E-SHARP revealed extensive new ter-
ritory, a portion of the edge remained missing due to the
na€ıve correction applied to the initial brain mask. The
sagittal view of the susceptibility maps (Fig. 5, middle
row) evinces this issue. Because the removal of errone-
ous phase outliers was achieved at the expense of retain-
ing the full brain VOI, parts of the edge region were

FIG. 4. In vivo results: field processing. From left to right, the col-

umns correspond to the conventional SHARP local field, E-SHARP
local field (second order expansion), and total field, respectively.
Arrows in the top row point to cortical veins, visible in the total field

but lost in conventional SHARP (the black ribbon in the left column
demarcates the EP region recovered by E-SHARP).

FIG. 5. In vivo results: QSM. Columns correspond to the suscepti-

bility maps formed using SHARP (left) for the phase processing
and E-SHARP (center). Again, the black ribbon in the left column
demarcates the EP region recovered by E-SHARP. The difference

is shown in the rightmost column, with the arrow in the middle
row pointing to the artificial truncation of the sagittal sinus due to

the na€ıve initial correction applied to the brain mask.
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erroneously truncated (e.g., the sagittal sinus; arrow in Fig.
5, right column). To solve this issue and retain the brain
VOI to its fullest, a means of automatic detection and exclu-
sion of problematic phase data will ultimately be required.

CONCLUSIONS

Extended-SHARP—an easily implemented adaptation to
the postprocessing technique SHARP—can be used to
determine the subset of missing field map values around
the edges of the brain. Results suggest a new way of
processing MR phase that may bring us one step closer
to a reliable technique for whole-brain in vivo suscepti-
bility assessment.
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