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Abstract

In reinforcement learning (RL), agents learn to maximize a reward signal using nothing but

observations from the environment as input to their decision making processes. Whether

the agent is simple, consisting of only a policy that maps observations to actions, or

complex, containing auxiliary components like value functions and world models, the

agent’s sole dependence on observations remains invariant. With this fact in mind, the

importance of representation becomes clear: changes to the representation of observations

affect every part of an agent. Good representations can help an agent learn better policies

faster, and bad representations can have the opposite effect.

In this work, we advocate for the use of a form a discrete representations in RL.

Through a series of three distinct problem settings in pixel-based Minigrid environments,

we incrementally build up to the continual RL setting, where an agent must continually

adapt in order to change to best maximize reward. We compare models learned over dis-

crete representation spaces to those learned over continuous representation spaces in each

setting, identifying different benefits of discrete representations in each. When learning a

model of the world, discrete representations enable more accurate modeling of the world.

In episodic RL, policies learned over discrete representations learn faster. And in contin-

ual RL, agents learning from discrete representations are quicker to adapt to changes in

the environment. In summary, we find that discrete representations enable learning faster

and learning better solutions.
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Chapter 1

Introduction

This work is motivated by the long-standing quest to design an autonomous agent that

can learn to achieve goals in its environment without any prior knowledge or human

intervention. With an absence of external assistance, the agent’s only option is to learn

from the world it resides in. This idea is formalized in the field of reinforcement learning

(RL) as an agent that receives an observation from the environment, chooses an action

based on that observation, and then receives a scalar reward from the environment –

the purpose of the agent to maximize the reward [48]. Given that the observation is

the agent’s sole input when choosing an action (unless one counts the history of reward-

influenced policy updates), the representation of the observation plays an indisputably

important role in RL. A good representation can facilitate the learning process, while a

bad one can break it [11].

The idea of agents making decisions based solely on observations is common in multiple

models of autonomous agents. Sutton [47] identifies a common model of intelligent agents

(the Common Model) that is shared, or markedly similar, in the fields of psychology,

artificial-intelligence, economics, control theory, and neuroscience. LeCun [33] proposes

the JEPA model of an autonomous agent that includes many of the same components.

In all of these models, observations are the root input to an agent’s decision making

process, and to nearly every other component that comprises such models. The policy

uses observations to choose actions, the value function estimates how “good” a state is

based on the current observation, and the world model predicts future observations from

the current observation. We point this out not as a novel observation, but to stress the

importance of the representation of observations. Changes to observations are the most

wide-reaching in the sense that they affect every part of the agent. Perhaps for this
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reason, both the Common Model and JEPA share a “perception” module that transforms

observations before they reach other components of the agent.

In this thesis, we examine the understudied yet highly effective technique of repre-

senting observations as vectors of discrete values (discrete representations) – a method

that stands in stark contrast to the conventional deep learning paradigm that operates on

learning continuous representations. Despite the numerous uses of learned, discrete repre-

sentations, the mechanisms by which they improve performance are not well understood,

and the only clear demonstration of their usefulness in RL comes from a single result from

Hafner et al. [20]. In this work, we dive deeper into the subject and investigate the effects

of discrete representations in RL.

The successes of discrete representations in RL date back to at least as early as tile cod-

ing methods, which map observations to multiple one-hot vectors via a hand-engineered

representation function [48, p. 217-222]. Prior to the proliferation of deep neural networks

(DNNs), tile coding was appealing because it provided a way for models to generalize over

states with similar properties. Even within the current deep learning paradigm, tile coding

seems to improve the learning process by reducing interference between the hidden units

of a neural network [17]. Continuous alternatives exist – notably, radial basis functions

could be viewed as a generalization of tile coding that produce values in the interval [0, 1]

instead of only values of 0 and 1. However, despite the ability of RBFs to represent more

total values, tile coding has been shown to generally perform better when the representa-

tions contain more than two dimensions [3, 32], which is almost always the case for any

complex environment. Discrete representational methods outperforming their continuous

counterparts, or at least performing comparably with simpler models, is a trend that can

be observed throughout a number of works.

A similar comparison can be seen between the work of Mnih et al. [40] and Liang

et al. [35]. Mnih et al. train a DNN to play Atari games, relying on the neural network

to learn its own useful representation, or features, from pixels. In contrast, Liang et al.

construct a function for producing binary feature vectors that represent the presence of

various patterns of pixels, invariant to position and translation. From this representation,

a linear function approximator is able to perform nearly as well as a DNN trained from

pixels.

While hand-coded functions for producing discrete representations often benefit per-

formance, they either require environment-specific engineering, like in the case of tile

coding, or produce many features that may not be useful, like in the representation func-
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tion constructed by Liang et al. (which produces millions of features). To circumvent this

trade-off, discrete representation-based approaches have recently moved towards learning

representation functions, and are finding success in complex, pixel-based domains. van den

Oord et al. [54], for example, propose the vector quantized variational autoencoder (VQ-

VAE) as a self-supervised method for learning discrete representations. Following the

previous trend, VQ-VAEs perform comparably to their continuous counterparts, varia-

tional autoencoders [29], and do so while representing observations at a fraction of the

size. When applied to DeepMind Lab [8], VQ-VAEs are able to learn representations that

capture the core features of observations, like the placement and structure of walls, with

as little as 27 bits.

Similar representation learning techniques have also been successfully applied in the

domain of RL. Hafner et al. [20] train an agent on Atari, testing both learned, discrete and

continuous representations. They find that agents learning from discrete representations

achieve a higher average reward, and carry on the technique to a follow-up work [21]

where they find success in a wider variety of domains, including the Proprio Control Suite

[53], DeepMind Lab, Crafter [19], and Minecraft [18]. Works like those from Robine et al.

[44] and Micheli et al. [39] further build on these successes, using discrete representations

to learn world models and policies in the RL setting. Work from Wang et al. [57] find

that successful representations are often sparse and orthogonal, suggesting that these

properties may underpin the success of discrete representation.

To understand whether these discrete representations are beneficial, we must first

answer the question: what purpose should these representations fulfill? The answer to

this question itself further depends on the problem setting. We already partially define

the problem setting as that of RL, but we further specify that the agent is in a world

that is vastly larger than itself [30, 51]. In this scenario, the agent cannot hope to

perfectly model the world, or even a sizeable portion of it. From the agent’s perspective,

the world is forever changing, and the agent is forced to continually adapt if it is to

best maximize its reward [49]. An agent that adapts quickly, requiring less interactions

with the environment, will better achieve this goal. Accordingly, we aim to learn

representations that allow for quick adaptation, and themselves adapt quickly.

These are not the only trait of a good representation, but it is the criterion we focus on

in this work.
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1.1 Thesis Statement

In the setting where an agent learns in a world far larger than itself, it does not have

the modeling capacity to perfectly represent the world. An ideal agent will still learn to

represent as much of the world as possible, but that alone is not enough to succeed. The

agent must also learn to quickly adapt when it encounters new challenges. Throughout

our experiments in pixel-based Minigrid [13] environments, we find that models learned

from discrete representations fit these desiderata. Specifically, we claim that when lim-

ited in training data, model capacity, or computation, models learned over

discrete representations often find better solutions, and do so faster, than

their continuous counterparts.

Depending on the setting and constraints, the exact benefits of discrete representations

manifest in different ways. If our goal is to perfectly model the world, discrete represen-

tations allow us to do so with fewer parameters (in the world model). Or conversely, if

we wish to learn a world model with capacity insufficient to model the full world, we find

that discrete representations allow for more accurately modeling a larger portion of the

world.

Despite the increase in modeling capacity, attempts to perfectly model the full world in

complex environments (like the real world) remain futile. An ideal agent will quickly adapt

to cover its deficiencies with minimal environment interaction and computation. When

learning to maximize reward in a changing environment, we find that agents trained with

discrete representations more quickly adapt to unpredictable changes and achieve higher

reward with less interactions and less policy updates than fully continuous agents. Stated

concisely, agents with discrete representations obtain better results with limited training

data and computation.

1.2 Approach

We aim to understand the benefits of learned, discrete representations in model learning

and RL through a set of experiments conducted in three settings:

1. World model learning.

2. Episodic reinforcement learning.
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3. Continual reinforcement learning.

In each setting, we compare function approximators learned on top of discrete rep-

resentations to those learned on top of continuous representations. The representation

functions themselves are also learned, using vanilla autoencoders [6] to learn continuous

representation functions and vector-quantized variational autoencoders (VQ-VAEs) [54]

to learn discrete ones.

We first examine the effects of learning a world model over a discrete representation

space in Section 3, opting to keep the problem simple by using a static dataset in this first

set of experiments. We use this setting to confirm that discrete representations increase

the accuracy of world models, and to understand the mechanisms that contribute to that

superior performance. This includes examining the importance of one-hot encoding as a

method of representing discrete information, and understanding the relationship between

the size of the function being learned and the usefulness of discrete representations. Per-

forming these supervised learning experiments in the context of dynamics learning also

hints that increased world model accuracy may be a contributing factor in the success of

Hafner et al. [20].

We transition to reinforcement learning in Section 4, examining whether the previ-

ously observed advantages of discrete representations persist amidst shifting input and

target distributions inherent to the new problem setting. Upon finding success in the

standard RL task, we extend our investigation to continual RL, where the environment

changes over time. We again find that discrete representations prevail over their contin-

uous counterparts. Though the benefits manifest in a new form, we rely on our previous

supervised learning experiments to draw a unified understanding of the results in each of

the settings we explore.
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Chapter 2

Background

In this chapter, we introduce the reinforcement learning problem in Section 2.1, policy

gradient methods as a solution method in Section 2.2, and the concept of world models

along with their role in reinforcement learning in Section 2.6. We discuss the importance

of representation learning in this problem setting in Section 2.3, and present autoencoders

and FTA as potential solutions in Sections 2.4 and 2.5. Along with a formalization of the

autoencoder framework, we introduce a specific type of autoencoder that produces the

discrete representations we use in the majority of our work.

Throughout this thesis, scalars and functions are indicated by lowercase letters (e.g.,

s, f), random variables by uppercase letters (e.g., S, A), vectors by bold lowercase letters

(e.g., e, θ), matrices by bold uppercase letters (e.g., E, Z), and sets by uppercase letters

with a calligraphic font (e.g., D, S).

2.1 Reinforcement Learning

Reinforcement learning (RL) is a problem setting that formalizes the notion of an agent

attempting to achieve some goal in a sequential decision making process. The sequential

decision making process is further formalized as a Markov decision process (MDP), which

is described by a 5-tuple, (S,A, µ, p, r). The state space of an MDP, S, is the set of all

possible states in the environment, the initial state distribution, µ, is the distribution over

starting states, and the action space, A, is the set of all possible actions that can be taken

from any state. In each episode, the agent starts at state S0 ∼ µ, takes an action At ∈ A,

transitions to a new state St+1 ∈ S, and receives reward Rt+1 ∈ R for each time step
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t = 0, 1, ..., T . The probability of transitioning between states is given by the transition

function p : S ×A×S → [0, 1], and the reward for each transition by r : S ×A×S → R.
The agent’s goal is to maximize the expectation of the cumulative discounted reward, also

called the return:

Gt
·=

T∑︂
k=0

γkRt+k+1 . (2.1)

γ ∈ [0, 1] is a discount factor that determines the importance of future rewards. The

agent maximizes the return by learning the parameters for a policy π : S × A → [0, 1]

that determines the probability of taking each action.

This work is motivated specifically by the continual RL setting, where an agent must

learn continually in order to maximize reward. This could be because the environment

is changing, or the environment may be static, but changing from the perspective of the

agent who is limited in capacity and cannot learn a model of the full world. In complex,

interesting environments like the real world, this is often the case. The agent must adapt

quickly to be successful in the continual RL setting, and cannot settle for a single solution.

As we continue to cover other background related to RL, we often discuss agents

making decisions based on observations as opposed to states. States are full specifications

of the environment at a given time step, whereas observations are the information the

agent receives about the state at a given time step. In the partially observable setting,

these two items are distinct because the agent may receive observations that only partially

describe the state of the environment. When discussing our own work, we often use them

interchangeably, as we only deal will environments where the observation contains all the

necessary information to best maximize reward.

2.2 Policy Gradient

We use neural networks to learn policies, and train them with policy gradient methods.

This is a category of methods that directly parameterize the policy and backpropagate

the loss through the policy to learn. One of the most common policy gradient objectives

is given by the maximization of

Eπ
[︂
log πθ(At|St)(Gt − vπ(St))

]︂
, (2.2)
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where θ are the parameters of the policy, and vπ(St) is the value of state St [48, p. 229] .

The value of a state is the expected return from that state when following some policy π,

vπ(s) ·= Eπ[Gt|St = s]. The objective function works by increasing the likelihood of taking

action At when the return is higher than expected (as indicated by the value function),

and decreasing the likelihood when the return is lower than expected. Because the action

itself is sampled from the policy, this objective has the effect of encouraging actions that

lead to higher returns, and discouraging actions that lead to lower returns.

Typically, the above objective is optimized by collecting batches of agent-environment

interactions, performing a gradient update, and then repeating with newly collected data.

The same data cannot be used for multiple updates because the objective is an expecta-

tion over the behavior of the current policy, and performing an update changes the policy,

invalidating the past data. We use proximal policy optimization (PPO) in our experi-

ments, which changes the objective in a way that allows for multiple gradient updates on

the same batch of data, increasing sample efficiency and empirical performance [46].

Through several steps, we can transform the previous policy gradient objective into the

PPO objective. We first recognize that the right-hand term of the given policy gradient

objective is the advantage function

aπ(s, a) ·= Eπ [Gt − vπ(St)|St = s, At = a] , (2.3)

the difference between the value of state s, and the expected return if the agent takes

action a from state s and then behaves according to π. Rewriting the policy gradient

objective with a shorthand for the advantage (not to be confused with an action), we get:

Eπ
[︂
log πθ(At|St)aπt

]︂
. (2.4)

To ameliorate the issue of policy updates invalidating previous training data, PPO

disincentivizes large changes to the policy. The change in policy is estimated with a

ratio between previous and current action probabilities, rt(θ) = πθ(at|st)
πθold (at|st)

. πθold is the

policy before any updates with the current batch of data, and πθ is the most recent

policy. Large changes are disincentivized by clipping the loss for ratios outside of the

range [1− ϵ, 1+ ϵ], where ϵ is a hyperparameter of the method. The full objective is given

by the maximization of

Eπ [min(rt(θ)a
π
t , clip(rt(θ), 1− ϵ, 1 + ϵ)aπt )] . (2.5)
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The minimum over the clipped ratio removes the incentive for actions to become signifi-

cantly more or less probable.

2.3 Representation Learning

As discussed in the introduction, the representation of observations fed to an agent is

of significant importance. A good representation can expedite the learning process by

facilitating generalization and backpropagation, whereas a bad representation can slow

learning to a halt. While designers of RL systems may directly modify the environment’s

observations, environment-specific modifications do not scale. A more general solution is

for the agent itself to learn a representation function that transforms observations S into

latent states Z: f : S → Z. Rather than learning a policy (or other component, like a

value function or world model) over the observation space, the agent then learns a policy

over the latent space: π : Z ×A → [0, 1].

Fundamentally, deep neural networks learn representations; each layer transforms its

preceding layer’s output into a new representation of the observation. Although each layer

within a policy’s neural network forms its own representation, there can be advantages in

defining a separate representation function f external to the policy network [7, 10, 14, 31].

By decoupling the policy from the representation function, we introduce the option of

training f with an objective distinct from that of the policy (i.e. reward maximization).

Such additional objectives aimed at facilitating the learning of useful representations are

known as auxiliary objectives [16, 36, 57].

Auxiliary objectives have proven to be notably effective in approaches that align closely

with our work. For instance, Hafner et al. [20] propose a successful model-based RL

(MBRL) algorithm for Atari [9, 37] games that incorporates an observation reconstruction

objective. Without this auxiliary objective, the agent fails to learn entirely. Similarly,

Ye et al. [58] enhance an existing MBRL algorithm [45] by introducing an observation

self-consistency objective, thereby significantly improving the method’s sample efficiency

on Atari games.
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Figure 2.1: Depiction of a vanilla autoencoder with a continuous latent space. The input
x is encoded with fθ to produce a latent state z, which is decoded by gϕ to produce the
reconstruction x̂. The model is trained to minimize the distance between the input and
reconstruction with the reconstruction loss Lae.

2.4 Autoencoders

In this work, we opt to learn representations with autoencoders, neural networks with the

objective of reconstructing their own inputs. Autoencoders can be decomposed into an

encoder, fθ, that projects the input into a latent space, and a decoder, gϕ, that attempts

to reverse the transformation. Where x ∈ Rn is an observation input to the encoder, the

corresponding latent state is given by z = fθ(x) ∈ Rk, and the goal is to learn parameters

θ and ϕ such that gϕ(fθ(x)) = x. We achieve this by minimizing the squared error

between the input and the reconstruction over observations sampled from some dataset,

D:

Lae = Ex∼D

[︂
||x− gϕ(fθ(x))||22

]︂
. (2.6)

Because the latent space of an autoencoder is constrained (generally by size, and some-

times by regularization), the model is encouraged to learn properties of the input distri-

bution that are the most useful for reconstruction. We refer to this type of autoencoder,

where the latent states are represented by vectors of real-valued numbers, as a vanilla

autoencoder. An overview of the model is depicted in Figure 2.1.

To learn discrete representations, we use an autoencoder variant called a vector quan-

tized variational autoencoder (VQ-VAE) [54]. VQ-VAEs also use an encoder, a decoder,

and have the same objective of reconstructing the input, but include an additional quan-
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Figure 2.2: Depiction of the VQ-VAE architecture. The input x is encoded with encoder
fθ to produce latent vectors {z1, z2, . . . , zk} ∈ Rd. In the first green circle, each latent
vector is compared to every embedding vector to produce codebook c, a vector of in-
dices indicating the most similar embedding vectors (example values are depicted). In
the second green circle, the indices are transformed into their corresponding embedding
vectors to produce quantized vectors {z′1, z′2, . . . , z′k} ∈ Rd. The quantized vectors are
then decoded by gϕ to produce the reconstruction x̂. Our work uses one-hot encodings
of the codebook c as discrete representations.

tization step that is applied to the latent state between the encoder and decoder layers.

After passing the input through the encoder, the resultant latent state z is split into k

latent vectors of dimension d: {z1, z2, . . . , zk} ∈ Rd. Each latent vector is quantized, or

“snapped”, to one of l possible values specified by a set of embedding vectors. The quan-

tization function uses l embedding vectors of dimension d, {e1, e2, . . . , el} ∈ Rd, which

are learned parameters of the VQ-VAE.

The quantization happens in two phases. First, each latent vector is compared to

every embedding vector using the L2 norm, and indices of the most similar embedding

vectors are returned:

ci = argmin
j

∥zi − ej∥2, for all i = 1, 2, ..., k. (2.7)

The resultant vector of integers c is called the codebook, and indicates which embedding

vectors are the most similar to each latent vector. In the second phase, the indices in the
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codebook are used to retrieve their corresponding embeddings, producing the quantized

latent vectors:

z′i = eci , for all i = 1, 2, ..., k. (2.8)

The quantized vectors {z′1, z′2, . . . , z′k} ∈ Rd are the final output of the quantization

function, and are concatenated before being passed to the decoder. The full architecture

is depicted in Figure 2.2.

Because the quantization process is not differentiable, a commitmen loss is added to

pulls pairs of latent states and their matching embeddings towards each other. If latent

vectors are always near an existing embedding, then there will be minimal difference

between all zi and z′i, and we can use the straight-through gradients trick [12] to pass

gradients directly back from z′ to z with no changes. Combining the reconstruction and

commitment losses, the full objective is given by the minimization of

Lvqvae = Ex∼D

[︄
||x− gϕ(qe(fθ(x)))||22 + β

k∑︂
i=1

∥zi − ezi∥22

]︄
, (2.9)

where qe is the quantization function, β is a hyperparameter that weights the commitment

loss, and ezi is the closest embedding vector to zi. In practice, the speed at which the

encoder weights and embedding vectors change are modified separately by weighting the

gradients of both modules individually.

The discrete representations we use for downstream tasks RL tasks are different from

the quantized vectors that are passed to the decoder. We instead use one-hot encodings

of the values in the codebook:

oij =

⎧⎨⎩1 if j = ci,

0 otherwise
for j = 1, 2, . . . , l. (2.10)

The result is a series of one-hot vectors {o1,o2, . . . ,ok} ∈ Rl that represent a single state,

which we refer to as a discrete representation.

2.5 Fuzzy Tiling Activations

Fuzzy tiling activations (FTA) [42] are a form of activation function for neural networks

that produce sparse outputs. When applied to a hidden layer of an a neural network,
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the intermediate representations produced by FTA have been shown to help learn better

solutions and encourage generalization in RL [38, 42, 57]. We use FTA representations

as a baseline in part of our work because the outputs they produce are similar to the

one-hot, discrete representations produced by VQ-VAEs, and because of their strong,

empirical performance.

We explain how FTA works by first explaining tiling activations, and then progressing

to FTA. Tiling activations are a simpler version of FTA that convert single scalars into

one-hot vectors. Given lower bound l ∈ R and upper bound u ∈ R on inputs to the

activation function, tiling activations construct a k-dimensional tiling vector that specifies

k bins, each of size δ = (u− l)/k:

c ·= (l, l + δ, l + 2δ, . . . , u− 2δ, u− δ). (2.11)

A tiling activation maps each input to a bin, producing a one-hot vector. The tiling

activation function is given by

ϕ(z) ·= 1− I+(max(c− 1z,0) + max(1(z − δ)− c,0)), (2.12)

where I+ is an indicator function that returns 1 for positive inputs and 0 otherwise, and

1 and 0 are k-dimensional vectors of all ones and zeros. Both the indicator function and

max are applied element-wise and return vectors. When used as the activation function

for the layer of a neural network, the tiling activation is applied element-wise. Note that

the function maps scalars to vectors, so a tiling activation applied to a j-dimensional

hidden layer would produce a (jk)-dimensional output.

Tiling activations offer a way to obtain discrete representations, but come at the cost

of having almost entirely zero-valued gradients. FTA extends the idea of tiling activations,

but mitigates the zero-valued gradient problem by generating sparse, instead of fully one-

hot, vectors. To obtain the new FTA definition, only the indicator in Equation 2.12

function needs to be changed:

Iη,+(x)
·= I+(η − x)x+ I+(x− η). (2.13)

η is a new hyperparameter that controls the level of sparsity (or “fuzziness”) of the

produced representations. This new indicator function outputs x if x < η and 1 otherwise.

When η = 0, the two functions are equivalent and FTA produces one-hot vectors. As the

value of η increases, the surrounding bins also activate. Higher values of η lead to more
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bins activating, with bins closer to the center taking on higher values.

2.6 World Models

World models (or simply “models”, when unambiguous) are models of an environment’s

dynamics that are often learned and used to facilitate efficiently learning a policy [21, 45,

48]. Depending on the use case, world models may attempt to learn the environment’s

transition dynamics p, the reward function r, the starting state distribution S0, or a

combination of any of these. In model-based RL (MBRL), world models are used to update

the agent’s policy (or perhaps other auxiliary components) is a step called planning.

The simplest example of a planning step with a policy gradient method is perhaps the

application of a gradient update based on transitions sampled from the world model

instead of from the real environment. Being able to sample from a learned model for

updates generally reduces the amount of interaction required in the real environment,

resulting in more sample efficient algorithms [5, 25, 26, 50].

Training world models of deterministic environments is straightforward, as each state-

action pair leads to a single outcome. However, training world models of stochastic

environments is more difficult because multiple outcomes are possible, meaning there is

no single “correct” answer. Models of stochastic environments are broadly categorized

into three classes depending on how they handle stochasticity: expectation models, sample

models, and distribution models.

Expectation models are the simplest and easiest to learn, predicting the probability-

weighted average over all possible outcomes. Under constraints, some types of planning

are possible with expectation models [55], but they lose information about the probability

of different transitions and can produce states that do not truly exist. Sample models

produce outcomes with probability equal to that of outcomes in the environment, essen-

tially making them proxies for the real environment. Distribution models capture the

environment dynamics by learning a probability distribution over all possible outcomes.

Both sample and distribution models are sufficient for most planning based methods, as

both can capture the full dynamics of an environment.

14



2.6.1 Learning a Stochastic World Model

We use a variant of the method proposed by Antonoglou et al. [4] to learn sample models

for stochastic environments. The method works similarly to a distribution model, first

learning a distribution over possible outcomes during training, and then sampling from

that distribution during evaluation. The problem faced by most distribution models is

how to represent a distribution over a complex state space (or latent space in our case).

Antonoglou et al. circumvent this problem by learning an encoder e that discretizes each

state-action pair, mapping it to a single, k-dimensional one-hot vector we call the outcome

vector. Each of the possible k values represents a different outcome of the transition.

The high-level idea is that while directly learning a distribution over full latent states

is intractable, learning a categorical distribution over a limited, discrete set of outcomes

(the outcome distribution) is possible. Whenever we wish to use the world model, we

can sample from the outcome distribution and include the one-hot outcome vector as

an additional input to the world model, indicating which of the k outcomes it should

produce.

The training process for the sample model includes two objectives, which we explain

for the example case of a world model that predicts state-action-state transitions. The

first objective is to learn a function ψ that predicts the outcome distribution of state-

action pairs, which is given by the minimization of the categorical cross-entropy between

the predicted and ground-truth distributions:

E(s,a,s′)∼D

[︄
−

k∑︂
i=1

e(s′)i logψ(s, a)i

]︄
. (2.14)

ψ(s, a) is the predicted outcome distribution and e(s′) is the ground-truth next outcome

vector. The second objective is then predicting the correct, next state with the world

model, which is given by the minimization of

E(s,a,s′)∼D

[︂
l(s′, w(s, a, e(s′)))

]︂
, (2.15)

where w is the world model, and l is a distance function comparing the predicted and

ground-truth states. Both the world model and encoder are trained according to this

latter objective.

We use this method in our work to learn sample models that predict state-action-state
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transitions w : S ×A → S (the encoder e is encapsulated by w in this notation), learning

a model of the transition function p. We isolate model learning from the greater MBRL

framework, and focus on learning accurate models. We do not make any claims about

the efficacy of our methods for MBRL, as accuracy is only a proxy for downstream RL

performance. As a trade off, however, we are able to more precisely examine how changes

in state representation affect the process of learning a world model.
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Chapter 3

World Model Learning with Discrete

Representations

In this section, we examine the benefits of using discrete representations in the setting of

learning a world model from a static dataset. We first learn a representation function that

converts pixel-based observations to continuous or discrete representations, which we also

refer to as the latent space. A world model is learned on top of the latent space, predicting

transitions from one latent state to another. Starting on this supervised learning task that

is void of non-stationarities allows us to better isolate the differences between discrete

and continuous representations before introducing the difficulties presented by the full

reinforcement learning problem.

3.1 Experimental Design

We begin by describing the setup for our experiments, including the environment specifi-

cations, world model training process, and evaluation methodology. Both the discrete and

continuous world models are trained in a similar fashion, but the discrete world models

require some extra steps to keep the representations discrete. We perform a hyperparam-

eter sweep for both models, and evaluate the best models by analyzing the accuracy of

their produced trajectories.
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(a) Empty (b) Crossing (c) Door Key

Figure 3.1: Minigrid environments used in our experiments. The agent receives lower-
resolution RGB arrays representing pixels as observations. We refer to these as the (a)
empty, (b) crossing, and (c) door key environments.

3.1.1 Environments

Throughout this work, we use the empty, crossing, and door key Minigrid [13] environ-

ments, as displayed in Figure 3.1. In each environment, the agent controls a red arrow

that points in the direction the agent is facing. The agent can freely move throughout

the black, tiled area using the left, right, and forward actions. The agent in the door

key environment also has access to pickup and use actions so that it may pickup the key

and use it to unlock the door to traverse to the right side of the room.

The empty environment is deterministic, whereas the crossing and door key environ-

ments are stochastic. Taking an action in a stochastic environment has a 90% chance

to enact the intended action, and a 10% chance to take a random, different action. The

added stochasticity increases the difficulty of learning a world model by increasing the

effective number of transitions that must be learned for each state-action pair. The in-

crease in difficulty widens the performance between different methods, which makes the

results easier to interpret.

The environment is episodic, with episodes terminating when the agent reaches the

green square, or when the episode reaches a maximum length. The former yield a reward

[0.1, 1] depending on the length of the episode (shorter episodes yield higher rewards), and

the latter yields no reward. The formula for the reward upon reaching the green square

is given by 1 − 0.9 t
T
, where t is the current step and T is the maximum episode length

(dependent on the experiment). Observations are provided as arrays of pixels (RGB

values) that are sized according to the dimensions of the environment. The environment
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Environment
Name

Image
Dimensions

Actions Stochastic
# of

Unique
States

Empty 48× 48× 3 left, right, forward no 64
Crossing 54× 54× 3 left, right, forward yes 172

Door Key 64× 64× 3
left, right, forward,

pickup, use
yes 292

Table 3.1: Specifications for all Minigrid environments.

is technically partially observable because the agent does not have access to the time step,

but in theory, this detail should not stop it from learning an optimal policy. The use of

pixels obscures the simple, tabular nature of Minigrid environments, guaranteeing room

for improving the representation. Further environment details are displayed in Table 3.1.

3.1.2 Training

We train autoencoders and world models on a static dataset of episodes collected with

random walks. In each episode, the environment terminates when the agent reaches the

green square or after 10,000 steps, until a total of one million transition tuples (s, a, r, s′)

are collected into dataset D. In our experiments, observations are 3-dimensional RGB

arrays, so we use convolutional and deconvolutional neural networks [34] for both the

encoder and decoder architectures. The details of the architecture are given in Section

3.1.3.

The continuous model uses a vanilla autoencoder trained according to Equation 2.6,

and the discrete model a VQ-VAE trained according to Equation 2.9. The VQ-VAE

embedding gradient updates are weighted by a value of 0.25, as done in the original

work by van den Oord et al. [54]. Both autoencoders are trained with states sampled

from dataset D using the Adam optimizer [28] with hyperparameter values of β1 = 0.9,

β2 = 0.999, and a step size of 2 × 10−4. Training continues until near-convergence, at

which point the model weights are frozen and the world model training phase begins.

World models learned over continuous representations, which we refer to as continuous

world models, take a latent state z, and an action a as input to predict the next latent

state ẑ′ = wψ(z, a) with an MLP wψ. The world model consists of three layers of 64

hidden units (32 in the crossing environment), and rectified linear units (ReLUs) [2] for

activations. In deterministic environments, the loss is given by the squared error between
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Figure 3.2: Depiction of a continuous world model training with n steps of hallucinated
replay. After encoding the initial observation xt into latent state zt, the world model
rolls out a trajectory of predicted latent states, ẑt+1, ẑt+2, . . . , ẑt+n. Actions from a real
trajectory are used in the training process, but are excluded in the depiction to avoid
clutter. The loss at each time step is calculated by comparing the hallucinated latent
state ẑt+i to the ground-truth, zt+i. This method is called hallucinated replay because
the entire trajectory after the first latent state is hallucinated by the world model.

the predicted next latent state and the ground-truth next latent state:

Lcmodel = Es,a,s′∼D

[︂
||ẑ′ − z′||22

⃓⃓⃓
z′ = fθ(s

′), ẑ′ = wψ(fθ(s), a)
]︂
. (3.1)

Discrete world models use the same architecture, but concatenate the multiple one-

hot vectors produced by VQ-VAEs z1, z2, ..., zK into a single latent state vector z before

applying the world model. The output of the model ẑ′ is split back into multiple latent

vectors ẑ′1, ẑ
′
2, ..., ẑ

′
K , each corresponding to the logits of a one-hot vector. In determin-

istic environments, we use a categorical cross-entropy loss instead of the squared error

because the discrete world model output represents a categorical distribution.1 The loss

is given by the mean of the cross-entropy between each of the predicted next latent vectors

and the ground-truth next latent vectors:

Ldmodel = Es,a,s′∼D

[︄
− 1

K

K∑︂
i=1

L∑︂
j=1

z′ij log ẑ
′
ij

⃓⃓⃓⃓
⃓ z′ = fθ(s

′), ẑ′ = wψ(fθ(s), a)

]︄
. (3.2)

In the above equation, zi refers to the i-th latent vector of the latent state, and zij to the

1We also experimented with a squared error loss for the discrete world model and found it made little
difference in the final world model accuracy.
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Figure 3.3: Depiction of a single step of discrete world model training and the subsequent
discretization of the latent state. The observation xt is encoded to produce latent state
zt, which is passed to the world model to sample the logits ẑt+1 for a following state.
The predicted next state logits ẑt+1 are compared to the ground truth state zt+1, which
is constructed from the corresponding ground-truth observation: zt+1 = fθ(xt+1). Before
the world model can be reapplied, the latent state logits must be discretized with an
argmax operator and converted to the one-hot format.

j-th element of that vector.

All world models are trained with 4 steps of hallucinated replay as described by Talvitie

[52] and depicted in Figure 3.2. Training continuous world models with hallucinated replay

is as simple as feeding outputs of the model back in as new inputs. Training with the

discrete world model, however, requires an extra step. Because the discrete model takes

one-hot vectors as inputs but outputs vectors of logits, the logits must be converted back

into one-hot vectors before being used. Each vector of logits is converted based on the

index of the maximum value:

oi =

⎧⎨⎩1 if i = argmax(logits)

0 otherwise.
(3.3)

This conversion is applied prior to all recurrent applications of a discrete world model

in both the training and later evaluation protocol. Figure 3.3 depicts a single step of

training a discrete world model and the subsequent latent one-hot conversion.
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As discussed in Section 2.6.1, training world models in stochastic environments is more

difficult because there is no single “correct” answer for next state predictions. Recogniz-

ing this challenge, we opt to learn sample models in stochastic environments using the

method proposed by Antonoglou et al. [4]. We learn a distribution over possible outcomes

according to Equation 2.14, and both the continuous and discrete world model objective

functions are augmented according to Equation 2.15. Table A.1 provides the relevant

hyperparameters.

3.1.3 Autoencoder Architecture

The vanilla autoencoder and the VQ-VAE use the same encoder and decoder architecture,

only differing in the layer that produces the latent state. The decoder is a mirror of the

encoder, reversing each of the shape transformation, so we describe only the encoder

architecture. The encoder starts with three convolutional layers with square filters of

sizes {8, 6, 4}, channel of sizes {64, 128, 64}, strides of {2, 2, 2} (or {2, 1, 2} for the crossing

environment), and uniform padding of {1, 0, 0}. Each convolutional layer is followed by

a ReLU activation. The downscaling convolutions are followed by an adaptive pooling

layer that transforms features into a shape of (K ×K × 64), and finally a residual block

[22] consisting of a convolutional layer, batch norm [24], ReLU, convolutional layer, and

another batch norm. These general layers are followed by layers specific to the type of

autoencoder.

The vanilla autoencoder flattens the convolutional output and projects it to a latent

space of size D with a linear layer. We use a value of K = 8 and sweep over values of

D = {16, 64, 256, 1024} for each environment. We use D = 64 for the empty environment,

D = 256 for crossing, and D = 1024 for door key, though we note that we do not observe

a statistically significant difference in performance for values of D ≥ 64.

The VQ-VAE directly quantizes the output of the general layers, so the only other

parameters added are the embedding vectors. The number of vectors that make up a

latent state is given by K2, and we let L be the number of embedding vectors, resulting

in discrete representations of shape (K2, L). We sweep over values of K = {3, 6, 9} and

L = {16, 64, 256, 1024} for each environment. We use K = 6 and L = 1024 (for a total

size of 6,144) for all environments except for crossing, which uses a value of K = 9 (for a

total size of 9,216).

When designing the experiments, we considered how to construct a fair comparison
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between the continuous and discrete methods despite the fact that each have different

ideal sizes of the latent state, which makes one model bigger than the other. This is

a particularly difficult question because it is unclear if we should focus on the size of a

representation in bits, or the size of the representation in the number of values used to

represent it in a deep learning system. A discrete representation is orders of magnitude

smaller than a continuous representation if represented in bits (9× log2 1024 = 90 bits in

the crossing environment), but takes an order of magnitude more values to represent as

one-hot vectors being passed to a neural network (9× 1024 = 9216 values in the crossing

environment). Ultimately, we found that answering this question was unnecessary, as

the performance of both methods was limited no matter how large we made the size of

the representations. In the crossing environment, for example, the performance of the

continuous model would not increase even if we increased the size of the latent state from

256 to 9,216 values to match that of the discrete latent state.

3.1.4 Evaluation

The goal of the evaluation is to measure how the representation of the latent space af-

fects the ability to learn an accurate world model. Unfortunately, this is not as simple

as comparing a predicted latent state to the ground-truth latent state. In stochastic en-

vironments, there may be many correct transitions, and an accurate sample model will

produce each of the possible outcomes with the correct frequency. To account for this,

we look at the state distributions induced over many episodes to measure the accuracy of

world models.

To evaluate representations in a specific environment, we start by choosing a target

policy. One of the major benefits of using a world model instead of replaying past data

is that a world model has the potential to simulate trajectories outside of those normally

experienced by an agent. To reflect this use case, we choose some target policies that

differ from the data collection policy. For the empty environment, we use a random

target policy, for crossing, a target policy that moves to explore the right side of the

environment, and for door key, a target policy that navigates directly to the goal. In each

environment, we simulate the target policy for 10,000 episodes, cutting off each episode

early, or freezing the environment at the terminal state to reach exactly 30 interaction

steps.

We compare the ground-truth distributions at each step with those induced by re-
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cursively applying a learned world model. An accurate model will induce a distribution

similar to the ground-truth over the state space at each step, while an inaccurate model

will induce a different state distribution. We measure these differences qualitatively by

visualizing the distributions, and quantitatively by measuring a numerical difference be-

tween the ground-truth and predicted distributions. Figure 3.5 contains a visualization

that helps build an intuition of how state distributions may differ, and is discussed further

in the experiments section.

Because we learn world models over the latent space, we cannot directly visualize

their outputs. At each step, we convert the latent state into a real environment state by

passing it through the decoder and matching the output to the closest real environment

state: s = argmins′∈S ∥gϕ(z) − s′∥, where gϕ(z) is the decoder applied to latent state z.

Averaging over the states from 10,000 separate runs at each step yields an image depicting

how the agent is spread throughout the environment.

We measure the quantitative difference between two state distributions with the KL

divergence. Our Minigrid environments all have less than 300 unique states, so we use

the formula for the KL divergence between two categorical distributions:

KL(p ∥ q) ·=
∑︂
x∈X

p(x) log

(︃
p(x)

q(x)

)︃
, (3.4)

where p is the ground-truth state distribution, and q is the state distribution induced by

the world model. Because the KL divergence is a measure of the difference between two

distributions, methods with a lower KL divergence are better.

We also include two additional, simple baselines in our comparisons: the uniform base-

line and the delayed state baseline. The uniform baseline predicts a uniform distribution

over all states. It is strong when the agent’s target policy leads it to spread out, like in

a random walk. The delayed state baseline predicts the ground-truth state distribution

delayed by one step, which is information the other methods do not have access to. It

is a strong baseline because of that, and especially so when agent does not move much,

like when the agent has already reached the goal (because the agent is frozen until the

30-step termination mark).
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Figure 3.4: The KL divergence between the ground-truth state distribution and the world
model induced state distribution. Lower values are better, indicating a closer imitation
of the real environment dynamics. Each line depicts the evaluation of an individual run,
which includes training an autoencoder and a world model. Between 16 and 30 runs are
plotted per method.

3.2 Results

With our methodology defined, we run a number of experiments aimed at characterizing

the effects of using discrete representations in this model learning setting. We begin with a

straightforward comparison between the accuracy of the continuous and discrete methods,

and then follow up with experiments to better understand the difference in performance.

We change the size of the transition model to test how both methods behave under model

capacity constraints, and run another experiment to confirm the discrete representation

of the latent state is actually responsible for the observed performance increase. We

conclude the section with a discussion of the findings before advancing to the episodic RL

setting.

3.2.1 Model Rollouts

We roll out the trained world models for 30 steps and evaluate their accuracy, plotting the

results in Figure 3.4. In the empty environment, there is virtually no difference between

the performance of the continuous and discrete world models, as both predict transitions

with near-perfect accuracy. As the complexity progressively increases in the crossing and

then in the door key environment, the gap in accuracy widens, with the discrete world

model performing better after just a few steps.

We examine visualizations of trajectories to better understand the patterns observed

in Figure 3.4, showing two visualizations that most clearly represent these patterns in
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Figures 3.5 and 3.6. The trajectories predicted by the continuous model in the crossing

environment rarely make it across the gap in the wall, which manifests as a steady increase

in the KL divergence starting around step 14. The performance of the continuous model

in the door key environment suffers much earlier as the agent fails to swiftly pickup

the key, and again as the agent struggles to pass through the door. Notably, these two

actions occur infrequently in the training data because the training data is generated with

random walks, and because they can only happen once per episode even when they do

occur. Stated concisely, discrete representations are allowing the world model to more

accurately predict transitions that occur less frequently in the training data.
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Figure 3.5: Comparison of rollouts predicted by different world models in the crossing
environment. Each row visualizes the state distributions throughout rollouts predicted by
different world models, with the x-axis giving the step in the rollout. The ground-truth
row depicts the state distribution over rollouts as a policy that explores the right side of
the environment is enacted in the true environment. Predicted observations are averaged
over 10,000 rollouts. Being closer to the ground-truth indicates a higher accuracy.
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Figure 3.6: Comparison of rollouts predicted by different world models in the door key
environment. Each row visualizes the state distributions throughout rollouts predicted by
different world models, with the x-axis giving the step in the rollout. The ground-truth
row depicts the state distribution over rollouts as a policy that navigates to the goal
state is enacted in the true environment. Predicted observations are averaged over 10,000
rollouts. Being closer to the ground-truth indicates a higher accuracy.

27



Continuous

Discrete

Delayed State

Uniform

Figure 3.7: The KL divergence between the ground-truth state distribution and the world
model induced state distribution, averaged over 30 steps. Lower values are better, indi-
cating a closer imitation of the real environment dynamics. The x-axis gives the number
of hidden units per layer for all three layers of the world model. Each point shows the
mean KL divergence and 95% confidence interval of 14 to 20 runs.

3.2.2 Scaling the World Model

Despite sweeping over the size of the latent vector for the hyperparameter sweep, we

were unable to find an encoder architecture that enabled the continuous world model to

adequately learn transitions underrepresented in the training data. Either the discrete

representations allow learning something that is not learnable with the con-

tinuous representations, or the fixed size of the world model is limiting the

continuous model’s performance. We vary the size of the world model, rather than

the encoder, to test the latter hypothesis. For each size of the world model, we tune

the size of the latent vectors for both the vanilla autoencoder and the VQ-VAE using the

same sweep process described in Section 3.1.3. We plot the performance of each transition

model in Figure 3.7, averaging the KL divergence over 30-step trajectories. Note that the

naive baselines in the new setup seem much stronger for two reasons: the continuous and

discrete methods suffer from significant error accumulation towards the later half of the

rollouts, and they also contain outliers that significantly affect their average performances.

In contrast, the delayed state baseline is near perfect at the end of trajectories due to

privileged information that only it receives, and neither baseline has outliers given how

they are defined.

In the plot, an interesting pattern emerges: the performance of the continuous and

discrete methods are indistinguishable beyond a certain size for the world model. Only

when the environment dynamics cannot be modeled near-perfectly, due to the limited
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capacity of the world model, are the discrete representations beneficial. As the size of

the world model shrinks, the performance of the continuous model degrades at a faster

rate, showing that the discrete world model is able to model more of the world with less

capacity. This gap is notable because we are interested in the setting where the world is

much larger than the agent. In this setting, discrete representations are better because

they allow an agent to learn more despite its limited capacity.

3.2.3 Representation Matters

Our experiments have demonstrated a clear advantage of using discrete representations

when the size of the transition model is limited, but is the improvement actually at-

tributable to the one-hot representation of the data? It is possible that the discrete world

model performs better because the VQ-VAE learns more information, or information that

better facilitates world modeling, and not because of the one-hot structure of the latent

states. In our next experiment, that is the question we ask: do the benefits of the

discrete world models originate from the representation of the latent states, or

from the informational content of the latent states? We test this by constructing

informationally equivalent continuous and discrete representations and testing them in

the world model learning setting.

The discrete representations we use are unchanged – we use the same VQ-VAE one-

hot encoding formula. We also use VQ-VAEs to produce continuous representations in

this experiment, but with latent states that are comprised of multiple quantized vectors

instead of one-hot encoded vectors. Referring back to Section 2.4, recall that there are

two different ways of representing the same latent state. Given a single latent vector, its

corresponding one-hot vector gives the index of the closest embedding, and the quantized

vector is that embedding itself; both vectors contain the same semantic content, but have

different representations. If we set the dimensionality of the embedding vectors equal to

the number of embedding vectors, then both one-hot and quantized representations also

take the same shape.

We exploit this representational dichotomy to probe at the importance of the repre-

sentation in the world modeling setting. If the representation of the latent space does

matter, then we would expect these two semantically equivalent representations to per-

form differently. If the representation does not matter, then we would expect them to

perform similarly. To prepare this experiment, we set the number of embedding vectors
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Figure 3.8: The KL divergence between the ground truth state distribution and the world
model induced state distribution. Lower values are better, indicating a closer imitation
of the real environment dynamics. Both methods use the same VQ-VAE architecture,
but represent the information in different ways. The one-hot method is the same as the
previously used discrete method, and the quantized representations are continuous vectors
with the same semantic meaning. Each line depicts the evaluation of an individual run,
with 30 runs per method.

and the dimensionality of the embeddings to 64 so that both types of representations take

the same shape for a fair comparison. The world model learned with quantized represen-

tations functions similarly to the discrete world model described in Section 3.1.2, except

the cross-entropy loss is replaced with an MSE loss. All outputs of the world model are

re-quantized using the VQ-VAE’s embedding space. This functionality is equivalent to

how the outputs of discrete world models are “snapped” to the nearest one-hot vectors

with an argmax function.

In Figure 3.8 we compare the accuracy of world models learned on top of one-hot en-

coded vectors to those learned on top of quantized vectors. The quantized representations

perform poorly in both environments, failing nearly entirely at picking up the key in the

door key environment. Despite the semantic equivalence of the representations and nearly

equivalent training procedure, the world model with one-hot encodings is more accurate,

demonstrating the importance of the representation of the latent space.
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3.3 Discussion

In every experiment in this section, the discrete world model performs at least as well as

its continuous counterpart. Under some conditions, the discrete world model performs

better by more accurately modeling transitions that occur less frequently in the training

data. It performs better in the model rollout experiments as the environment becomes

more complex, and it performs better in the scaling experiment when the size of the world

model is limited. Synthesizing these observations, we see that the discrete world model

is more accurate when the resources of the agent are insufficient to near perfectly model

the environment. Hence, discrete representations enable us to accurately model more of

the world with less resources.

Our motivation for investigating representation learning is to find a representation that

allows an agent to succeed in a world much larger than itself. In this context, the ability

to model more of the world is useful. Modeling parts of the world that were previously

out of reach means that the agent can perform that much better. However, increasing the

agent’s capacity alone is not enough if we assume the world is significantly larger than

the agent. The agent’s model of the world will still be imperfect, so quick adaptation

remains a necessity. We address this concern in the next section as we delve into the full

reinforcement learning setting.
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Chapter 4

Policy Learning with Discrete

Representations

In the previous chapter, we demonstrated advantages of using discrete representations

when dealing with a stationary, i.i.d. dataset. As we progress to the full reinforcement

learning problem, we face new challenges, like that of learning from non-stationary dis-

tributions. Our first experiments of this section aim to understand the effects of using

discrete representations in the standard, episodic RL setting. Identifying a clear benefit,

we progress to the continual RL setting with continually changing environments [1] as a

proxy for environments that are too big for the agent to perfectly model.

4.1 Experimental Design

We train all RL agents in this section with the clipping version of proximal policy opti-

mization (PPO) [46], and bootstrap returns using the value function if the final state in

a batch is not a terminal state. Instead of observations, the policy and value functions

intake learned representations. Separate networks are used for the policy and value func-

tions, but both share the same architecture – an MLP with two hidden layers of 256 units

and ReLU activations. We perform a grid search over the most sensitive hyperparameters

for the continuous model, sweeping over clipping values ϵ ∈ {0.1, 0.2, 0.3}, and the number

of training epochs per batch n ∈ {10, 20, 30, 40}. We use the same final hyperparameters

for training the discrete model, which are provided in table A.2. We use dimensions for

the latent spaces of both encoders that consistently achieve a low reconstruction loss. The
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vanilla autoencoder uses a 256-dimensional latent space, and the VQ-VAE uses 36 latent

vectors and 256 embedding vectors (which forms a latent space of shape 36 × 256). All

other autoencoder hyperparameters and architectural details remain unchanged.

The training loop consists of three steps: collecting data, training the actor-critic

model, and training the autoencoder. This setup differs from previous experiments pri-

marily in the manner that data collection and training of all of the models happen in

tandem instead of in separate phases. In each iteration of the loop, the policy is rolled

out to collect 256 transition tuples, which are stored in a first-in, first-out buffer. The pol-

icy and value functions are trained on the most recent 256 transition tuples for 10 epochs

using PPO. The PPO gradient updates only affect the policy and value function weights,

with backpropagation stopping at the encoder outputs. The autoencoder is trained for

eight epochs using the same loss functions as described in Section 3.1.2. For each epoch,

a new, random set of 256 observations is sampled from the transition buffer.

Agents are trained in the crossing and door key environments shown in Figure 3.1,

but with shortened episode lengths. The maximum episode length is set to 400 in the

crossing environment and 1,000 in the door key environment.

4.2 Experiments

In this section, we compare RL agents trained over discrete representations to those

trained over continuous representations. We begin with the episodic RL setting, and

learn that discrete representations can help learn a good policy faster, but only if the

representations are given enough time to learn prior to RL updates. We transition the

continual RL setting, where the environment periodically changes. We find that the

discrete representations help agents quickly adapt to changes in the environment, making

them ideal for continual learning.

4.2.1 Episodic RL

We train RL agents with continuous and discrete representations in the crossing and

door key environments, plotting the results in Figure 4.1. The continuous model is faster

to achieve better performance in the crossing environment, but there is no statistically

significant difference in the door key environment. Though discrete representations ini-

tially seem to convey no benefit in this vanilla RL setting, inspecting the autoencoder
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Continuous

Discrete

Figure 4.1: Episode length binned into 100 buckets and averaged over 30 runs with a 95%
confidence interval. Both methods are trained with PPO; only the type of autoencoder
differs [46]. Shorter episode lengths are better, as they indicate the agent is finding the
goal faster.

Continuous

Discrete

Figure 4.2: Reconstruction loss of the autoencoder binned into 100 buckets for each of the
30 runs per method. The autoencoder is trained on observations randomly sampled from
a buffer that grows as the RL training progresses. Lower is better, indicating a better
reconstruction of the input observation

learning curves in Figure 4.2 reveals an important detail: the vanilla autoencoder learns

faster than the VQ-VAE. If the speed of the RL learning updates is our primary concern

(whether it actually is will be discussed later), then the learning speed of the autoencoder

is a confounding factor. We can remove this confounding factor by delaying PPO updates

until both autoencoders are trained to around the same loss.

We rerun the same RL experiment, but delay the first PPO update by a fixed number

of steps, until the autoencoders in most runs have converged. We plot the results in

Figure 4.3. Instead of the previously ambiguous results, we now see the discrete model
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Discrete

Figure 4.3: Episode length binned into 100 buckets and averaged over 30 runs with a 95%
confidence interval. Both methods are trained with PPO; only the type of autoencoder
differs [46]. Only the autoencoder is trained up to the dotted, black line, at which point
PPO updates also begin. Shorter episode lengths are better, as they indicate the agent
is finding the goal faster.

decisively outperforming the continuous model. Though the gap between both methods

looks small, the discrete model achieves the same performance as the continuous model

in a fraction of the time.

4.2.2 Continual RL

In the previous section, we showed that an agent was able to more quickly learn to navigate

to the goal when using discrete representations, but this benefit only arose when we

allowed the VQ-VAE extra time to learn, prior to RL training. In a Minigrid environment,

this cost is bearable; the environment is static and simple, making representation learning

a relatively quick and easy process. In the big world setting, where the agent cannot

perfectly model the world, and the world is always changing from the agent’s perspective,

is this approach still beneficial?

To answer this question, we modify the crossing and door key environments from the

previous experimental setup. Every fixed amount of steps, and on the very first step of

each run, the starting state of the environment is randomized. All of the same items and

walls remain, but their positions are randomized, only the positions of the goal and outer

walls staying constant. The crossing environment changes every 40,000 steps, and door

key environment every 100,000 steps. Example environment initializations are shown in

Figure 4.4. By only changing the environment after a long delay, we create specific points
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Figure 4.4: The top row depicts random initializations of the crossing environment, and
the bottom that of the door key environment. Each time the environment changes, the
positions of all internal walls and objects are randomized, with the exception of the agent
position in the crossing environment and the goal in both environments.

in the learning process where we can clearly observe the difference between how discrete

and continuous methods adapt to change.

We rerun the previous RL experiment (shown in Figure 4.3), using the same training

procedure with the same delay before the first PPO update, but periodically change the

environment. We plot the results in Figure 4.5, where we observe a spike in the episode

length each time the environment changes, indicating that the agents’ previous policies

are no longer sufficient to solve the new environments. Both agents are able to adapt

and improve their policies before the environment changes again, but on average, the

discrete agent adapts faster and achieves better performance 10 out of 10 times in both

the changing crossing and changing door key environments.

While the slower, initial learning speed of the VQ-VAE hinders its ability to max-

imize reward at the beginning of the training process, it does not seem to hinder its

ability to adapt after an initial representation has already been learned. Inspecting the

reconstruction loss of both autoencoders, plotted in Figure 4.6, we see that the VQ-VAE’s

reconstruction loss increases much less when the environment changes. The shorter spikes

suggest that the VQ-VAE representations generalize better, allowing them to adapt faster

when the environment changes.

With these results, we return to the initial question: can discrete representations

be beneficial in RL even if the initial representation is learned slower? We argue in

the affirmative. If we consider continually learning RL agents in the big world setting,

where the goal of the agent is to maximize reward over its lifetime by quickly adapting

36



Continuous

Discrete

Figure 4.5: Episode length averaged over 30 runs with a 95% confidence interval. The
average episode length is plotted every 2,500 steps in the crossing environment and every
10,000 steps in the door key environment. Black, dotted lines indicate a change to the
environment. Both methods are trained with PPO after an initial delay, which allows the
autoencoder to get a head start on learning representations. Only the type of autoencoder
differs between methods. The plot only depicts the performance starting from the first
PPO update. Refer to Figure A.1 for the full figure. A faster drop in episode length is
better, indicating faster adaptation to the changed environment.

to unpredictable scenarios, then the cost of learning an initial representation is easily

amortized by a lifetime of faster adaptation.
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Figure 4.6: Reconstruction loss of both encoders averaged over 30 runs with a 95% confi-
dence interval. The average reconstruction loss is plotted every 2,500 steps in the crossing
environment and every 10,000 steps in the door key environment. An autoencoder and
policy are trained in tandem for each run. Lower peaks mean the representation gener-
alizes better, and a quicker decrease means the autoencoder is learning faster. Overall, a
lower average reconstruction loss is better.

4.3 Baseline Comparison

The continual RL agents using representations produced by VQ-VAEs have worked better

than their continuous counterparts in our experiments, but how do our results compare

to those of other methods? In our final experiment, we introduce two new methods to

better understand how our results fit into the bigger picture. We introduce a baseline

that uses only the PPO objective with no autoencoder reconstruction loss, and another

baseline that generates representations with FTA.

We refer to the former as the RL only baseline, as it has no auxiliary reconstruction

objective. It shares the same architecture as the continuous model, with the exception

that is does not have a decoder (because the decoder is only needed to calculate the

reconstruction loss). The RL only baseline trains end-to-end, backpropagating the PPO

gradients through the policy network, value network, and encoder. This is the simplest,

and perhaps the most common way of applying RL.

The FTA baseline is nearly identical to the vanilla AE (previously denoted as the

continuous) method, with the exception that FTA, as described in Section 2.5, is applied

to the representation layer. This creates a sparse representation, but the architecture and

training procedure are otherwise the same. FTA is known to be a strong baseline [38, 42,
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Figure 4.7: Episode length averaged over 30 runs with a 95% confidence interval. The
average episode length is plotted every 2,500 steps in the crossing environment and every
10,000 steps in the door key environment. Black, dotted lines indicate a change to the
environment. All methods are trained with PPO after an initial delay, which allows the
autoencoder to get a head start on learning representations on methods other than RL
Only. Only the type of autoencoder differs, except for RL Only, which has no recon-
struction loss. The plot only depicts the performance starting from the first PPO update.
Refer to Figure A.2 for the full figure. A faster drop in episode length is better, indicating
faster adaptation to the changed environment.

57], and it is similar to the discrete baseline in the way that it generates “fuzzy” one-hot

vectors. For this method, we set the input bounds to [−2, 2], and in each environment,

sweep over the latent dimension (prior to FTA) D ∈ {16, 64, 256, 1024}, the number of

bins k ∈ {8, 16, 32, 64}, and the sparsity hyperparameter η ∈ {0.125, 0.25, 0.5}. The final

hyperparameters in both environments are D = 256, k = 8, and η = 0.5, which sets the

size of each bin to 0.25.

We plot the results in Figure 4.7, which includes both the old and new methods. The

RL only method falls far behind all of the other methods, with a slight improvement

noticeable only towards the end of the crossing environment plot. These results fall in

line with what is expected given previous work [20, 27, 43, 58], that show learning from

autoencoder representations is more efficient than learning from raw pixel observations.

The FTA method produces better results that fall in between the vanilla AE and VQ-

VAE curves. If we measure performance as the cumulative reward (or average episode

length) per randomized environment configuration, we see that the VQ-VAE still performs

the best, having the best performance in nine out of ten configurations in the crossing

environment, and ten out of ten of the configurations in the door key environment. FTA

performs better than the vanilla AE in ten out of ten of the crossing configurations, and
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seven out of ten of the door key configurations. Though the performance of FTA does

not surpass that of the VQ-VAE, it partially bridges the gap between the vanilla AE and

the VQ-VAE. Given that FTA representations are sparse but not discrete, these results

raise the question of whether “discretness” is truly necessary. Perhaps the sparsity of the

VQ-VAE representations is what makes them so effective.

4.4 Discussion

In this section, we moved to the full RL problem, where the agent must learn in a world

that is no longer static. In this setting, agents learning from discrete representations

were quicker to learn how to navigate to the goal state. When tasked with learning in

a periodically changing environment, faster learning along with the better generalization

exhibited by discrete representations translated to faster adapting agents. In the face of

a large world that the agent cannot hope to fully model, sample efficient adaptation is

key. These experiments demonstrate that discrete representations learned by a VQ-VAE

can facilitate quick adaptation, making them a promising candidate in the search for

alternative ways of representing the current state of an environment.
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Chapter 5

Conclusion & Future Work

At the start of this work, we claimed that when limited in training data, model capacity, or

computation, models learned over discrete representations often find better solutions, and

do so faster, than their continuous counterparts. With experimental results that support

this claim, we now turn to integrate our findings and discuss an overall interpretation of

the results, the implications of our work, and future directions.

5.1 A Common Thread

In the model learning setting, discrete representations enabled learning more of the world

with a limited capacity. In the continual RL setting, discrete representations enabled

faster learning and adaptation. However, what remains ambiguous is why the application

of discrete representations results in distinct benefits across different contexts. Is there

a deeper understanding that would draw a connection between these distinct results?

Consolidating our findings in the past sections, we hypothesize that all of the improve-

ments observed from discrete representations can be explained via the same underlying

mechanism.

The goal in most machine learning tasks, including the settings in this work, can be

simplified into learning a model that maps a given input distribution to some other out-

put distribution. That is, the model is trying to best approximate the true, underlying

function that maps inputs to outputs, which we refer to as the target function. One way

to judge the difficulty of a learning task is by the size or complexity of the target func-

tion; more complex target functions correspond to more difficult tasks and less complex
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functions to easier tasks. Though our work lacks a precise tool for measuring this notion

of “complexity”, the idea is analogous to the VC-dimension in PAC learning. A more

complex concept class (space of target functions) will require a hypothesis space (model)

with a higher VC-dimension (capacity) to be sufficiently learned. We hypothesize that

target functions mapping discrete representations to things we tend to care about (like

the next state or the optimal action) are often less complex than those mapping from

raw, continuous inputs, and hence, are easier to learn.

If learning from discrete representations makes the target function less complex when

learning a model of a vast world, we would expect to more accurately model more of

the world. This is what we observe in Figures 3.4 and 3.7. As the difficulty of the

environment increases or the size of the world model shrinks, making perfect modeling

impossible, the discrete world model gets better and better. If the target function is less

complex when learning a policy, then we would expect to learn the policy faster because

learning smaller, less complex functions is an easier task. This is what we observe in

Figures 4.1 and 4.5. Learning a policy from discrete representations is faster, and when

the environment changes, the agent is again faster to learn a new, strong policy.

5.2 Future Work

Our work offers several contributions, but there is still much to be understood about using

discrete representations in RL. Much of potential future work can be categorized as further

understanding why discrete representations are effective. We propose the hypothesis that

target functions mapping from discrete representations are less complex, but is that truly

the case? And if so, why are they less complex? Although we show that the discrete

representation of information can be important in Figure 3.8, it is not clear that the

discreteness of the representations is what matters. It is possible, for example, that the

sparsity of the the VQ-VAE representations is what makes them effective [56]. There

are likely also other ways to learn useful, discrete representations that could be worth

exploring.

Our work also does little to suggest how far these results extend. The use of discrete

representations in models like DreamerV3 [21] and the success of VQ-VAEs in even the

domain of computer vision [15, 23, 41, 54], where inputs are complex, suggest that that

these results will scale up. Without a thorough study, however, we cannot be certain.

Future work could study the effectiveness of discrete representations in environments that
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are fully continuous, unlike Minigrid, which has a finite number of states and a state space

that is inherently represented (in the code) by a set of discrete values. If the performance

of discrete representation-based method do suffer in fully continuous environments, then

the combination of both continuous and discrete values within a single representation

could be another interesting direction to explore.

5.3 Conclusion

In this work, we explored the effects of learning from discrete representations in three

modules that are commonly found in models of intelligent agents: a world model, a value

function, and a policy. In both settings, the use of discrete representations benefited the

learning process. Discrete world models were able to better model more of the world with

less resources, and discrete agents learned to navigate to the goal and adapt to changes

in the environment faster. Synthesizing these observations, we offered a hypothesis that

explains these results as separate manifestations of a single phenomenon: functions we

tend to care about, like world models and optimal policies, are less complex, and hence,

easier to learn when learned from discrete representations.

Our contributions extend beyond understanding, and implicate discrete representa-

tions learned by VQ-VAEs as a promising candidate for the representation of observa-

tions in continual RL agents. If we care about agents working in worlds much larger than

themselves, we must accept that they will be incapable of perfectly modeling the world.

The agent will see the world as forever changing due to its limited capacity, which is the

case in complex environments like the real world [30, 51]. If we wish to address this issue

in the representation learning space, agents must learn representations that enable quick

adaptation, and are themselves quick to adapt [49]. Discrete representations learned by

VQ-VAEs do exactly that, and provide a path towards ever more efficient, continually

learning RL agents.
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Appendix A

Extra Results & Hyperparameters

A.1 Experiment Details

Hyperparameter Value
Bin count 32
Discretization projection 256, 256
Prediction projection 256, 256

Table A.1: Hyperparameters for all sample-based world models that account for stochas-
ticity using the same method as Antonoglou et al. [4]. Bin count is the number of discrete
classes into which outcomes can be discretrized. The projection hyperparameters give the
sizes of the hidden layers used to discretize states and predict the next discrete state.
ReLUs are used between all hidden layers.

Hyperparameter Value
Horizon (T) 256
Adam step size 256
(PPO) Num. epochs 10
(PPO) Minibatch size 64
Discount (γ) 0.99
(Autoencoder) Num. epochs 8

Table A.2: Hyperparameters for all RL training procedures used in Chapter 4. Hyper-
parameters for both PPO and other training details are included. Hyperparameters for
PPO are referred to by the same naming convention as in Schulman et al. [46].
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A.2 Supplemental Continual RL Figures

Continuous

Discrete

Figure A.1: Episode length averaged over 30 runs with a 95% confidence interval. The
average episode length is plotted every 2,500 steps in the crossing environment and every
10,000 steps in the door key environment. Black, dotted lines indicate a change to the
environment. Both methods are trained with PPO after an initial delay, which allows
the autoencoder to get a head start on learning representations. The PPO updates
start after 200K steps in the crossing environment, and after 500K steps in the door
key environment. A faster drop in episode length is better, indicating faster adaptation
to the changed environment.

Vanilla AE

VQ-VAE
FTA

RL Only

Figure A.2: Episode length averaged over 30 runs with a 95% confidence interval. The
average episode length is plotted every 2,500 steps in the crossing environment and every
10,000 steps in the door key environment. Black, dotted lines indicate a change to the
environment. All methods are trained with PPO after an initial delay, which allows the
autoencoder to get a head start on learning representations on methods other than RL
Only. The PPO updates start after 200K steps in the crossing environment, and after
500K steps in the door key environment. Only the type of autoencoder differs, except
for RL Only, which has no reconstruction loss. A faster drop in episode length is better,
indicating faster adaptation to the changed environment.
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