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ABSTRACT
Previously, the multisolute osmotic virial equation with the combining rules of Elliott et al. has been shown to make accurate predictions for
multisolute solutions with only single-solute osmotic virial coefficients as inputs. The original combining rules take the form of an arithmetic
average for the second-order mixed coefficients and a geometric average for the third-order mixed coefficients. Recently, we derived general-
ized combining rules from a first principles solution theory, where all mixed coefficients could be expressed as arithmetic averages of suitable
binary coefficients. In this work, we empirically extended the new model to account for electrolyte effects, including solute dissociation, and
demonstrated its usefulness for calculating the properties of multielectrolyte solutions. First, the osmotic virial coefficients of 31 common
salts in water were tabulated based on the available freezing point depression (FPD) data. This was achieved by polynomial fitting, where
the degree of the polynomial was determined using a special criterion that accounts for the confidence intervals of the coefficients. Then, the
multisolute model was used to predict the FPD of 11 ternary electrolyte solutions. Furthermore, models with the new combining rules and
the original combining rules of Elliott et al. were compared using both mole fraction and molality as concentration units. We find that the
mole-fraction-based model with the new combining rules performs the best and that the results agree well with independent experimental
measurements with an all-system root-mean-square error of 0.24 osmoles/kg (0.45 ○C) and close to zero mean bias for the entire dataset
(371 data points).

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0169047

I. INTRODUCTION

Thermodynamic properties of aqueous salt solutions play a
crucial role in many areas of natural, biological, and industrial pro-
cesses. For example, the characteristics of freezing of the most abun-
dant electrolyte solution on the planet—seawater—are controlled by
the salt concentration.1 Because the concentration and types of the
salts in seawater vary, one of the crucial aspects of an accurate ocean
model is the reliability of the thermodynamic method used to deter-
mine the phase behavior of multicomponent aqueous solutions.1,2

In another example, when water vapor condenses on the cloud con-
densation nuclei in the atmosphere, it dissolves some of the salts
from these particles and forms a droplet of an aqueous solution.
The path this droplet takes (e.g., whether it evaporates or grows) in
the later stages of cloud development is greatly impacted by the types
of solutes and their concentrations.3,4 Ultimately, the precipitative
properties of a cloud are often determined by the microphysical pro-
cesses that involve aqueous multisolute salt solutions.3 Furthermore,

as aqueous energy storage devices (e.g., aqueous Li-ion, Sn-ion, and
Na-ion batteries) evolve and become more practical for commercial
use, there is a growing need for a simple and reliable multielectrolyte
solution model.5–13 One of the main concerns about aqueous batter-
ies is their operability at extreme conditions, such as at temperatures
below −20 ○C.

There exist many solution theories for nonideal, concentrated
multisolute solutions, in-depth discussion of some of which can
be found in Refs. 14 and 15. Although maybe accurate, many of
these approaches rely on fitting to multisolute solution data, while
some require a lot of input model parameters. These characteris-
tics make these models not suitable for general modeling purposes
for many engineering applications because of the possibility of
many solutes, their different combinations, and a wide range of
concentrations. Furthermore, accurate solution theories are usually
complicated by nature; hence, their implementation as part of engi-
neering design can be challenging. The desirable qualities of any
predictive model are that it should require a minimum number of
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fitting parameters, be mathematically simple and computationally
cheap, and not rely on multisolute data.

Over the past fifteen years, a form of the osmotic virial equa-
tion for multisolute solutions (multisolute osmotic virial equation
or MSOVE) has been developed by Elliott et al. (the Elliott et al.
MSOVE or E-MSOVE) that requires only binary solution data
(i.e., each solute with the solvent) to predict the chemical potential
of a solution with a mixture of solutes.16–19 The original single-solute
osmotic virial equation is a polynomial equation derived from first
principles that expresses osmolality of a single-solute solution as a
function of the concentration of the solute.20–22 Later, Elliott et al.16

proposed combining rules for osmotic virial coefficients in the
regular solution theory framework, which enabled osmotic-virial-
equation predictions for multisolute solutions without the need for
fitting to multisolute data. By comparing predictions with experi-
mental data, our group has previously demonstrated the accuracy of
the molality-based form of the E-MSOVE for solutions of interest
in cryobiology, including aqueous mixtures of cryoprotectants and
aqueous mixtures of proteins.18,23 It was rigorously shown that the
molality-based form of the E-MSOVE can be applied to a “grouped
solute” representing all solutes when the properties of individ-
ual solutes cannot be enumerated,19 which allows the approach
to be applied to complicated intracellular solutions.24–27 Addition-
ally, a solute chemical potential equation that is consistent with the
molality-based E-MSOVE was derived.19,28,29 Furthermore, Pricket
et al.17 extended the E-MSOVE to solutions containing electrolytes
by introducing an additional single-solute fitting parameter to cap-
ture dissociation and other electrolyte effects and showed that this
equation could make predictions for aqueous solutions containing
NaCl plus another non-electrolyte solute as accurately as if the NaCl
contributions had been calculated by the Pitzer–Debye–Hückel
model—a more sophisticated electrolyte theory with more fitting
parameters. The E-MSOVE was shown to make accurate predictions
for many aqueous solutions containing NaCl and one or two other
non-electrolyte solutes.18,23 Liu et al.30 used the mole-fraction-based
E-MOSVE to make predictions of the freezing points of multi-
electrolyte solutions of interest to zinc–air batteries but without
comparison to experimental data. While the previous work suggests
that multielectrolyte solution osmolalities could be predicted with
the E-MSOVE, this proposition has not been tested.

Recently,31 we further explored the theoretical aspects of the
MSOVE and developed generalized combining rules for coefficients
of arbitrary order in a specific solution theory framework. All newly
derived combining rules take the form of an arithmetic-average of
suitable pure-term coefficients, which contrasts with the geometric-
average combining rule used for the cubic terms in the E-MSOVE
implementation. In the previous applications of the E-MSOVE
(mainly in cryobiology), most solutions were described sufficiently
well by only the first- and second-order terms, and predictions
using the geometric-average combining rule for the cubic-order
terms were accurate enough for the application. Here, we find that
some ternary salt solutions require a third-order combining rule
for accurate predictions and that there are enough accurate mul-
tielectrolyte solution data to compare different combining rules
quantitatively.

The main goal of this article is to demonstrate the viabil-
ity of the MSOVE with new combining rules (the new MSOVE)
for predicting thermodynamic properties of multicomponent salt

solutions. This paper is organized as follows: We start by introduc-
ing the necessary formalism, describing the models, and detailing the
fitting procedure. Then, we tabulate the mole-fraction- and molality-
based osmotic virial coefficients of 31 aqueous binary mixtures of
common salts by fitting to binary FPD data taken from the litera-
ture. Using the obtained mole-fraction-based binary coefficients in
the new MSOVE, we make predictions for 11 ternary combinations
(i.e., two salts plus water) of the listed salts for which experimental
data are available in the literature for comparison. We conclude by
comparing the prediction accuracy of the E-MSOVE and the new
MSOVE in molality and mole fraction concentration units.

II. METHODS
A. Virial expansion and the original combining rules

Osmolality is a measure of change in chemical potential of the
solvent in the presence of solutes, mathematically defined as16

π = −μ1 − μ○1
RTM1

, (1)

where π is the osmolality (with units of osmoles/kg), μ1 is the chemi-
cal potential of the solvent in solution (in this work, the only solvent
is water), μ○1 is the chemical potential of the pure solvent, R is the
universal gas constant, T is absolute temperature, and M1 is the
molar mass of the solvent. Osmolality can be related to other ther-
modynamic properties of the solution, such as its FPD and osmotic
pressure. Needed for the purposes of the present study, the follow-
ing expression establishes the relationship between the osmolality
and the FPD of a solution:18

π = T○m − Tm

RTm( M1
Δs○f,1
)
=

ΔTmΔs○f,1
RM1(T○m − ΔTm)

, (2)

where ΔTm represents the FPD, with Tm and T○m being the freez-
ing point of the solution, and the freezing point of the pure solvent,
respectively, and Δs○f,1 is the standard molar entropy change of fusion
of the solvent at the freezing point of the pure solvent. We emphasize
that since the reference state in Eq. (2) is pure water, Eq. (2) should
only be used for solutions where the concentration of the solute is
below the eutectic composition.

The single-solute osmotic virial equation is a polynomial equa-
tion for the osmolality of a binary solution expressed in terms of
the concentration of the solute.16 Originally developed in terms of
molarity (moles of solute per liter of solution) by McMillan and
Mayer20 and later modified to use molality (moles of solute per
kilogram of solvent) and mole fraction by Hill,21,22 this polynomial
expansion can be written as a function in different concentration
units with underlying self-consistent solution theories in different
sets of independent variables. For a single solute, one form of this
expansion in terms of the molality of the solute is given below, which
follows the solution theory of Landau and Lifshitz:32

π = mi + Bimi
2 + Cimi

3 + ⋅ ⋅ ⋅ , (3)

where Bi and Ci are the second and the third osmotic virial coeffi-
cients of solute i, respectively (conventionally, i starts from i = 2, and
subscript “1” is used to refer to the solvent). Physically, Bi and Ci cor-
respond to interactions between two and three solute molecules in
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the solution, respectively. mi represents the molality of solute i. This
expression was phenomenologically extended by Prickett et al.17 to
electrolyte solutions by modifying the osmolality equation as

π = kimi + Bi(kimi)2 + Ci(kimi)3 + ⋅ ⋅ ⋅ , (4)

where ki is a fitting parameter, conventionally referred to as the dis-
sociation constant of electrolyte i, although it empirically accounts
for various electrolyte effects (e.g., ionic dissociation, charge screen-
ing, etc.) and might not indicate the actual degree of dissociation
of the solute when obtained from fitting to data.17,33 For non-
electrolytes, ki = 1 can be used, recovering the original form of
the polynomial. Often, the polynomial can be truncated after the
second-order term, or sometimes after the third-order term, while
still accurately describing the behavior of the solution. For exam-
ple, Eq. (4) truncated to the second-order term, with only two fitting
parameters (ki and Bi), can describe the NaCl + H2O data as accu-
rately as the Pitzer–Debye–Hückel model, which is a sophisticated
model requiring six parameters.17

Suggested by Elliott et al.16 and Prickett et al.,17 combin-
ing rules for the osmotic virial coefficients can be used to predict
the osmolality of a solution with more than one solute. Truncated
to the third-order terms, for r − 1 solutes (together with the sol-
vent, there are r components), the molality-based E-MSOVE has the
following general form:16

π =
r

∑
i=2

kimi +
r

∑
i=2

r

∑
j=2

Bijkimikjmj +
r

∑
i=2

r

∑
j=2

r

∑
k=2

Cijk kimikjmjkkmk,

(5)

for which the following combining rules for the mixed osmotic virial
coefficients were proposed:16

Bij =
Bi + Bj

2
(6)

for the second-order term, which accounts for interactions between
two solutes i and j, and16

Cijk = (CiCjCk)1/3 (7)

for the third-order term, which accounts for interactions among
the three solutes i, j, and k. The importance of Eq. (5) (together
with the combining rules) is that it can be used to predict osmolal-
ity of a multisolute solution with parameters obtained from the fits
to binary solution data only (i.e., two-component solutions of each
solute with the solvent). However, care should be taken when extrap-
olating Eq. (5) beyond the regression range (i.e., the data range from
which the pure coefficients were obtained) because the combining
rules given by Eqs. (6) and (7) may not account for various effects,
such as the ionic strength dependence in the case of electrolyte
solutions.17,33

B. New combining rules for the third
and higher-order coefficients

In our recent work,31 we theoretically explored a generalized
multicomponent solution model and obtained combining rules for
any-order coefficients of the mole-fraction-based MSOVE in the
form of arithmetic-averages of suitable pure coefficients. That is,

with the mole-fraction-based formulation, we obtained an equiv-
alent of Eq. (6), but the equivalent of the third-order combining
rule in Eq. (7) is different; in that, it is also an arithmetic-average
of suitable third-order pure coefficients. The new model allows for
arbitrary-order polynomials to be combined in a similar fashion,
unlike the original combining rules, which are limited to quadratic
and cubic polynomials.

In the present work, we find that every binary electrolyte mix-
ture is described well by at most a cubic polynomial. Therefore, we
only need the second- and third-order mixed coefficients from the
new model, and they take the following forms:

B+i j =
B+i + B+j

2
(8)

and

C+ijk =
C+i + C+j + C+k

3
, (9)

respectively. Since the new model was derived with mole fractions
of the solutes as variables, we use the superscript “+” to distinguish
the mole-fraction-based coefficients from the molality-based coeffi-
cients. The corresponding mole-fraction-based MSOVE, truncated
to the third-order terms, takes the following form:

π+ =
r

∑
i=2

k+i xi +
r

∑
i=2

r

∑
j=2

B+i jk
+
i xik+j xj +

r

∑
i=2

r

∑
j=2

r

∑
k=2

C+ijkk+i xik+j xjk+k xk,

(10)

where xi is the mole fraction of species i in the solution and
π+ = πM1 is referred to as the osmole fraction of the solvent.18,33

Note that similar to the modification presented in Ref. 17 and used
in Eq. (5), we introduce the mole-fraction-based dissociation con-
stants, k+i ’s, empirically in Eq. (10) to account for the dissociation of
the salts. In our theoretical work,31 we only considered nondissoci-
ating solutes (i.e., k+i = 1 for all i). We will not attempt a justification
here; hence, like ki’s in Eq. (5), k+i ’s should be viewed as empirical
fitting parameters only.

Equation (10) has been previously used18 as the mole-fraction-
based counterpart of Eq. (5), however, not with the arithmetic-
average combining rule for C+ijk [i.e., Eq. (9)]. Note that the two
models truncated to the third-order terms and written for the
same concentration units only differ in the combining rule for the
third-order mixed coefficients.

For most calculations in this work, conversion from molality to
mole fraction or vice versa is needed. For component i in an aqueous
solution, the relationship between the mole fraction and the molality
is given as

xi =
M1mi

1 +M1∑r
i=2 mi

. (11)

The numerical values of the constants used for calculations in
this work are given in the supplementary material.

Throughout the text, we present the results in osmolality units
and refer to osmolalities obtained from the FPD data via Eq. (2)
as “experimental data” for brevity. Alternatively, we could invert
Eq. (2) and use it to convert osmolality (osmole fraction) calcu-
lated from Eq. (5) [Eq. (10)] to FPD and compare the predictions
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directly to the true experimental FPD data. Clearly, both methods
are equivalent for the purposes of evaluating the models.

C. Determination of the osmotic virial coefficients
As detailed by our group’s previous work,18 (multiple linear)

regression through the origin (RTO) is implemented on the binary
data in MATLAB (v. 2021a, Natick, MA, USA) to obtain the binary
osmotic virial coefficients. The method is essentially polynomial
fitting of a chosen degree with a matrix method, where the constant
term of the polynomial is set to zero. The general form of the matrix
regression model is expressed as

y = Fβ + ε, (12)

where y is the vector of calculated osmolalities (or osmole frac-
tions), F is the matrix of regressors, and ε is the vector of model
prediction errors. β is the vector of regression coefficients, and it is
calculated as

β = (FTF)−1
FT y. (13)

The estimated model variance is calculated as

σ2 = ∑
n
i=1 (yi − y i)2

n − p
, (14)

where yi represents the ith data point, yi is the model prediction at
that data point, n is the number of data points used in the fit, and
p is the degree of the polynomial.

With the covariance matrix being S = (FTF)−1
, the 95%

confidence intervals (CI) are calculated as

βi ± t a
2 ,n−p

√
σ2Sii, (15)

where βi is the ith element of β and t a
2 ,n−p is the ath percentile of

the Student’s t-distribution for n − p degrees of freedom. Sii is the ith
diagonal element of the covariance matrix.

As the metric to determine the degree of the polynomial fit, we
use the RTO-adjusted-R-squared value, defined as18

R2
RTO,adj = 1 − ∑

n
i=1 (yi − y i)2/(n − p)
∑n

i=1 (yi
2/n)

, (16)

combined with the relative width of the 95% CIs of the coefficients
as described directly below.

For each given dataset, the R2
RTO,adj and the 95% CIs of the coef-

ficients are linearly combined into a single criterion. The combined
criterion is deemed necessary because using only the value of R2

RTO,adj
to justify the degree of the polynomial may result in large CIs for
some datasets (i.e., overfitting). On the other hand, only using the
CIs of the coefficients (i.e., looking for the narrowest CIs) to deter-
mine the degree of polynomial is not desirable (i.e., underfitting)
because sometimes a much better fit (in terms of R2

RTO,adj) can be
obtained while still having reasonable CIs. The proposed formula
for the combined criterion is expressed as

ζ = 100ηR2
RTO,adj + (1 − η) ymax

y95+ ,max
, (17)

where ymax denotes the model prediction at the highest experimental
concentration and y95+ ,max denotes the model prediction at the high-
est experimental concentration corresponding to the upper bound
of the 95% CIs on the coefficients. As a continuous function of con-
centration, y95+ is constructed by taking all coefficients at the upper
bounds of their 95% CIs. Note that this method is different than the
typical way of calculating the 95% CI of a fit in statistical analysis,
which generally improves (i.e., gets more confident) with increasing
the degree of the polynomial and, therefore, is not suitable for our
purposes. In Eq. (17), η is an adjustable parameter between zero and
one that determines the balance between a purely confidence-based
fit (η = 0) and a purely R2

RTO,adj-based fit (η = 1). When performing
the fits, for each given binary mixture dataset, a series of polynomial
models are generated up to p = 5 at fixed η, out of which the one with
the highest ζ value is picked as the best fit.

The first term on the right-hand side of Eq. (17) is multiplied
by 100 to assign appropriate weights to each term. For example,

the changes of ΔR2
RTO,adj = 0.001 and Δ( ymax

y95+ ,max
) = 0.1 have the same

weights for the value of η = 0.5. In other words, ζ is made 100 times
more sensitive to a change in R2

RTO,adj compared to the change in
the relative width of the CI, ymax

y95+ ,max
. This is because, without scaling,

R2
RTO,adj is not particularly sensitive to the goodness of the fit, often

changing by less than 1% when increasing the degree of the poly-
nomial. Clearly, other choices can be made regarding the functional
form of the combined criterion. The idea is to reward for goodness
of the fit (in terms of R2

RTO,adj) while penalizing for large CIs of the
coefficients.

III. RESULTS
A. Tabulation of osmotic virial coefficients

Most of the binary FPD data were collected from the CRC
Handbook of Chemistry and Physics34 (CRC or CRC handbook
hereafter). The exceptions are as follows: the binary data for ZnCl2
and ZnBr2 (obtained from Haghighi et al.35) and MgCl2 (obtained
from Gibbard and Gossmann36) because the CRC does not list these
salts. Additionally, we also use the CaCl2 binary data of Oakes et al.37

instead of the CRC data because the Oakes et al.37 dataset has sig-
nificantly more data points (55 vs 27), and the fit confidence is
significantly higher (when comparing the same-degree fits). The data
in the CRC34 are given as FPD vs molality. The data in Gibbard and
Gossmann36 are given as FPD vs equivalent concentration, and the
data in Haghighi et al.35 are given as FPD vs mass percent of the
solutes. All datasets from Gibbard and Gossmann36 and Haghighi
et al.35 were converted to molality (then to mole fraction, where
needed) using suitable equations. These unit-conversion equations
are detailed in the supplementary material.

After iteratively adjusting η, we found that η = 0.3 gives a
good balance of accuracy and relatively narrow CIs for coefficients
of all binary-mixture polynomials needed in this study. When we
made the mole-fraction-based fitting significantly more sensitive to
R2

RTO,adj by increasing η from 0.3 up to 0.6, it did not affect the degree
of fits of most salts except for ZnBr2, ZnCl2, Na2S2O3, ZnSO4, and
MgSO4. With η = 0.6: (i) for ZnCl2, the fit confidence was unaccept-
ably low due to the lack of number of experimental data points;
(ii) for MgSO4 and ZnBr2, the fit confidences were considerably
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TABLE I. Mole-fraction-based binary fit coefficients and related data. The coefficients were obtained by fitting to data after converting molality to mole fraction and FPD to osmole
fraction. The data used for fitting are mainly from the CRC handbook34 except where indicated by a superscript letter, in which case the data are obtained from the work of (a)
Oakes et al.,37 (b) Gibbard and Gossmann,36 and (c) Haghighi et al.35

Salt k+ ± 95%CI B+ ± 95%CI C+ ± 95%CI n Data limit (mole fraction) R2
RTO,adj p

CaCl2a 3.0464 ± 0.1607 −0.8134 ± 0.7336 51.5453 ± 8.5203 55 0.0664 1.0000 3
FeCl3 3.3444 ± 0.4780 1.5734 ± 2.9214 79.9373 ± 36.7256 19 0.0497 0.9997 3
K2CO3 2.3384 ± 0.0513 0.2501 ± 0.3986 35.2213 ± 2.8489 21 0.08 1.0000 3
NaCl 1.8348 ± 0.0048 0.2853 ± 0.0533 14.8930 ± 0.2823 32 0.0843 1.0000 3
MgCl2b 2.5265 ± 0.0389 5.2909 ± 0.5892 84.8666 ± 6.1064 30 0.0352 1.0000 3
LiCl 1.5655 ± 0.0452 11.5691 ± 0.7648 13 0.0647 0.9999 2
KI 1.7730 ± 0.0078 1.5885 ± 0.0495 25 0.0675 1.0000 2
KBr 1.7547 ± 0.0077 1.0952 ± 0.0515 27 0.0665 1.0000 2
ZnBr2

c 0.7874 ± 0.0886 3.6988 ± 1.1404 5 0.2106 0.9998 2
SrCl2 2.1184 ± 0.0633 14.6683 ± 1.0209 18 0.0346 0.9999 2
NaNO3 1.6950 ± 0.0220 −0.9503 ± 0.1334 17 0.0761 0.9999 2
NH4Cl 1.7336 ± 0.0146 1.6858 ± 0.1298 14 0.0479 1.0000 2
ZnCl2c 1.4260 ± 0.2031 4 0.1213 0.9920 1
NaBr 1.8654 ± 0.0085 −0.0311 ± 0.2142 30.8505 ± 2.4431 18 0.0346 1.0000 3
CsCl 1.7036 ± 0.0067 30 0.0261 0.9999 1
KCl 1.8176 ± 0.0063 14 0.0348 1.0000 1
Na2S2O3 1.9556 ± 0.0368 16 0.0277 0.9988 1
MnSO4 0.9304 ± 0.0468 13.3605 ± 2.7310 20 0.0290 0.9995 2
(NH4)2SO4 2.0757 ± 0.0492 −2.4553 ± 0.5976 14 0.0253 0.9998 2
BaCl2 2.3985 ± 0.0378 4.7370 ± 0.5468 14 0.0162 0.9999 2
MgSO4 0.9363 ± 0.0801 13.2531 ± 4.8420 14 0.0277 0.9987 2
NaC2H3O2 1.8381 ± 0.0142 3.8493 ± 0.2510 10 0.0213 1.0000 2
AgNO3 1.7860 ± 0.0115 −5.9317 ± 0.2486 14 0.0198 1.0000 2
ZnSO4 1.0390 ± 0.0168 17 0.0208 0.9990 1
KNO3 1.7459 ± 0.0241 −6.1918 ± 0.5320 11 0.0194 1.0000 2
CuSO4 0.9377 ± 0.0111 15 0.0180 0.9995 1
Na2CO3 1.9626 ± 0.0666 7 0.0107 0.9987 1
Na2SO4 2.4642 ± 0.0627 −11.7675 ± 1.6586 7 0.0080 0.9999 2
K2SO4 2.4229 ± 0.0579 −10.3976 ± 2.2870 9 0.0054 0.9999 2
Na3PO4 3.5327 ± 0.1045 −22.6001 ± 3.7881 5 0.0028 1.0000 2
KMnO4 1.8128 ± 0.0327 4 0.0023 0.9999 1

lower, although they may be usable in some settings; and (iii) for
Na2S2O3 and ZnSO4, the fit confidences were still high, although the
data were sufficiently well described by the lower-degree fits as well.
Since none of these salts are used in this study to make predictions,
the value of η in a reasonable range does not affect the prediction
results, and we decided to pick a more conservative value of η = 0.3.
The only salt for which this value of η results in the fitted polynomial
having a different degree for the molality-based fit is ZnBr2, which
changes from being a linear function in the mole-fraction-based case
to a quadratic function in the molality-based case.

The resulting mole-fraction-based fit parameters are listed in
Table I, and the molality-based fit parameters are listed in Table II,
with each table containing additional columns for the number of
data points used for the fitting, the data limit for each dataset,
the value of R2

RTO,adj, and the degree of the polynomial fit. For the
method of estimation of uncertainties in the coefficients and the
graphical representations of the fits, see the supplementary material.

With η = 0.3, it is apparent that aqueous solutions of most salts
can be accurately modeled with only a linear and a quadratic term
with only six binaries requiring a cubic term. Naturally, in all cases,
the degree and/or the confidence of the fits can be improved by
including more high-quality experimental data points. Additionally,
since the fitted polynomials are forced to pass through the origin,
they have varying sensitivity to the accuracy of experimental data
at different concentrations. Therefore, it is important to have more
high-quality data points covering the entire concentration range to
obtain smaller CIs.

When it comes to the physical meaning of the coefficients, if we
assume that the empirical extension due to the electrolyte effects is
correct in its functional form (i.e., the modification by a multiplica-
tive constant from mi to kimi or from xi to k+i xi), the Bi’s and Ci’s
(or the B+i ’s and C+i ’s) can be interpreted as the second and third
osmotic virial coefficients of the salt (see Ref. 31) with the numeri-
cal values of these parameters fitted to experimental data also being
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TABLE II. Molality-based binary fit coefficients and related data. The coefficients were obtained by fitting to data after converting all concentration units to molality and FPD to
osmolality. The data used for fitting are mainly from the CRC handbook34 except where indicated by a superscript letter, in which case the data are obtained from the work of (a)
Oakes et al.,37 (b) Gibbard and Gossmann,36 and (c) Haghighi et al.35

Salt k ± 95%CI B ± 95%CI (kg/osmoles) C ± 95%CI(kg2/osmoles2) n Data limit (molality) R2
RTO,adj p

CaCl2a 2.8116 ± 0.1172 0.0209 ± 0.0107 0.0142 ± 0.0019 55 3.9465 1.0000 3
FeCl3 3.2165 ± 0.4169 0.0568 ± 0.0490 0.0218 ± 0.0093 19 2.9010 0.9997 3
K2CO3 2.2362 ± 0.0718 0.0236 ± 0.0101 0.0079 ± 0.0010 21 4.8240 1.0000 3
NaCl 1.8092 ± 0.0047 0.0046 ± 0.0009 0.0030 ± 0.0001 32 5.111 1.0000 3
MgCl2b 2.5045 ± 0.0354 0.1021 ± 0.0096 0.0220 ± 0.0016 30 2.0225 1.0000 3
LiCl 1.6571 ± 0.0265 0.1454 ± 0.0057 13 3.8400 1.0000 2
KI 1.7861 ± 0.0059 0.0143 ± 0.0006 25 4.0160 1.0000 2
KBr 1.7620 ± 0.0061 0.0071 ± 0.0007 27 3.9540 1.0000 2
ZnBr2

c 0.9796 ± 0.0593 5 14.8081 0.9976 1
SrCl2 2.1730 ± 0.0472 0.2214 ± 0.0116 18 1.9920 0.9999 2
NaNO3 1.6793 ± 0.0244 −0.0238 ± 0.0026 17 4.5750 0.9999 2
NH4Cl 1.7410 ± 0.0119 0.0167 ± 0.0018 14 2.7930 1.0000 2
ZnCl2c 1.2791 ± 0.1206 4 7.6619 0.9965 1
NaBr 1.8610 ± 0.0079 −0.0064 ± 0.0035 0.0083 ± 0.0007 18 1.9910 1.0000 3
CsCl 1.6714 ± 0.01 30 1.4850 0.9997 1
KCl 1.7685 ± 0.0042 14 2.0040 1.0000 1
Na2S2O3 1.9150 ± 0.0421 16 1.5810 0.9983 1
MnSO4 0.9367 ± 0.0439 0.2019 ± 0.0430 20 1.6560 0.9995 2
(NH4)2SO4 2.0690 ± 0.0496 −0.0498 ± 0.0107 14 1.4410 0.9998 2
BaCl2 2.4036 ± 0.0367 0.0740 ± 0.0093 14 0.9150 0.9999 2
MgSO4 0.9415 ± 0.0762 0.2019 ± 0.0777 14 1.5820 0.9988 2
NaC2H3O2 1.8427 ± 0.0130 0.0556 ± 0.0040 10 1.2060 1.0000 2
AgNO3 1.7798 ± 0.0125 −0.1118 ± 0.0048 14 1.1210 1.0000 2
ZnSO4 1.0225 ± 0.0159 17 1.1800 0.9991 1
KNO3 1.7392 ± 0.0256 −0.1165 ± 0.0101 11 1.0990 1.0000 2
CuSO4 0.9246 ± 0.0117 15 1.0200 0.9995 1
Na2CO3 1.9455 ± 0.0694 7 0.6020 0.9985 1
Na2SO4 2.4600 ± 0.0632 −0.2152 ± 0.0301 7 0.4490 0.9999 2
K2SO4 2.4210 ± 0.0581 −0.1920 ± 0.0412 9 0.3020 0.9999 2
Na3PO4 3.5306 ± 0.1027 −0.4095 ± 0.0670 5 0.1560 1.0000 2
KMnO4 1.8092 ± 0.0335 4 0.1280 0.9999 1

affected by the truncation of the polynomial. Although it is under-
stood that the values of the ki’s (or the k+i ’s) reflect the collective
effects of solute dissociation (i.e., stochiometric coefficients of the
salt), ion charge, ion size, etc., their interpretation is not straight for-
ward since various electrolyte effects are not explicitly accounted for
in the model.

Nevertheless, analyzing the numerical values of the k+i ’s in
Table I, they show clear dependence on the salt’s stochiometric coef-
ficients and the charge of the ions (the ki’s in Table II have similar
values):

(1) All 1:1 salts with monovalent ions (NaCl, LiCl, KI, KBr,
NaNO3, NH4Cl, NaBr, CsCl, KCl, NaC2H3O2, AgNO3,
KNO3, and KMnO4) have dissociation constants between
1.5 and 2, whereas for 1:1 salts with bivalent ions (MnSO4,
MgSO4, ZnSO4, and CuSO4), the dissociation constants are
close to unity.

(2) All 2:1 salts with monovalent cations and bivalent anions
[K2CO3, Na2S2O3, (NH4)2SO4, Na2CO3, Na2SO4, and
K2SO4] have dissociation constants between 2 and 2.5.

(3) The data for 1:2 salts with bivalent cations and monovalent
anions (CaCl2, MgCl2, ZnBr2, SrCl2, ZnCl2, and BaCl2) have
a large range in the values of the dissociation constants from
0.8 for ZnBr2 to 3.1 for CaCl2. If we exclude ZnBr2 and ZnCl2
from the analysis due to the limited number of experimental
data points to which the polynomials were fitted, this range
becomes 2–3.1.

(4) FeCl3 and Na3PO4—the only salts with trivalent ions in the
present study—have dissociations constants of about 3.5.

We were not able to find any other consistent features in the results
when we looked for patterns in the variation of the dissociation con-
stants with the ion size, hydration number, or overall ionic strength
of the solution. Tabulating and analyzing these parameters for more
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compounds (e.g., organic salts) while also including other types of
experimental data might provide insight in the future.

B. Predictions using the mole-fraction-based
new MSOVE

In this section, we compare the predictions of the mole-
fraction-based new MSOVE to experimental data from the
literature35–45 (total 371 data points) for 11 different ternary sys-
tems. The studied solutions are mostly mixtures of chloride salts, in
which case the anion is common between the two salts, except for
NaBr + KBr and NaCl + NaNO3 systems, which share a bromide
anion and a sodium cation, respectively. We choose to present the
results as the osmolality of the solvent by converting the reported
FPD data. The data and results in terms of the root-mean-square
error (RMSE) are summarized in Table III. RMSEs were calculated
using the following formula:

RMSE =
√
∑n

i=1 (yi − y i)2

n
. (18)

RMSEs were calculated for each subsystem separately as well
as for all data points (all-system RMSE, n = 371), which is shown
at the end of Table III. The data sources are indicated in the
second column of Table III with the number of data points
from each source shown in the third column. In all cases, there
are one or more isopleths, meaning the dataset can be con-
nected by a common feature, depending on the original authors’
choice. For example, nine data points from Vilcu and Stanciu41

for NaBr + KBr are all equimolal mixtures (mNaBr = mKBr), while
62 data points measured by Hall et al.45 for NaCl + KCl can be
combined into four isopleths, each at a certain constant value of the
weight ratio of the salts. The number of isopleths for each dataset and
the connecting feature of each isopleth are given in the fourth and
fifth columns of Table III, respectively. Additionally, across all data
sources, different units of concentration are used, which are shown
in the sixth column of Table III. The conversion of these units to
molality is discussed in the supplementary material. The reported
FPD values were converted to osmolality using Eq. (2). As men-
tioned before, the resulting numbers are referred to as experimental
data points.

TABLE III. Summary of ternary experimental data from the literature and RMSEs for each subsystem of prediction of the mole-fraction-based new MSOVE. The all-system
RMSE was calculated by considering all data points as one system (total 371 data points).

System Data source

Number
of data
points

Number
of

isopleths Connecting feature Original units

RMSE
[osmoles/kg

(○C)]

NaBr + KBr Vilcu et al.41 9 1 Equimolality FPD vs molality 0.018 (0.034)

LiCl + NaCl Gibbard et al.43 42 4 Equivalent fraction wrt Li+ FPD vs equivalent concentration 0.030 (0.056)
Vilcu et al.38 5 1 Equimolality FPD vs molality 0.020 (0.037)

NaCl +MgCl2
Gibbard et al.36 23 3 Equivalent fraction wrt Na+ FPD vs equivalent concentration 0.050 (0.093)
Haghighi et al.35 5 1 wt. % of NaCl FPD vs mass percent of MgCl2 0.391 (0.726)

Mun et al.40 12 3 Total molality FPD vs molality 0.077 (0.143)

NaCl + BaCl2 Gibbard et al.44 21 3 Equivalent fraction wrt Na+ FPD vs equivalent concentration 0.018 (0.034)

LiCl + KCl Vilcu et al.38 5 1 Equimolality FPD vs molality 0.224 (0.417)
LiCl + CsCl Vilcu et al.38 5 1 Equimolality FPD vs molality 0.216 (0.402)

NaCl + KCl
Hall et al.45 62 4 Weight ratio of salts FPD vs total salinity 0.108 (0.201)

Vilcu et al.38,41,42 13 1 Equimolality FPD vs molality 0.197 (0.366)
Haghighi et al.35 5 1 wt. % of KCl FPD vs mass percent of NaCl 0.242 (0.450)

NaCl + CaCl2
Gibbard et al.44 11 1 Equivalent fraction wrt Na+ FPD vs equivalent concentration 0.045 (0.084)
Oakes et al.37 94 5 Weight ratio of salts FPD vs total salinity 0.144 (0.268)

Haghighi et al.35 5 1 wt. % of CaCl2 FPD vs mass percent of NaCl 0.732 (1.356)

CaCl2 + KCl Haghighi et al.35 5 1 wt. % of KCl FPD vs mass percent of CaCl2 1.224 (2.260)

NaCl + NaNO3
Khitrova39 15 5 wt. % of NaCl in the initial binary FPD vs wt. % of salts 0.437 (0.811)
Khitrova39 22 5 wt. % of NaNO3 in the FPD vs wt. % of salts 0.366 (0.680)

initial binary

KCl +MgCl2 Mun et al.40 12 3 Total molality FPD vs mole % 0.211 (0.392)

Total 371 45 All-system RMSE 0.240 (0.446)
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FIG. 1. Comparison of experimental data (○) with the predictions of the mole-fraction-based new MSOVE for aqueous ternary electrolyte solutions from the following sources:
(a) Oakes et al.,37 (b) Hall et al.,45 (c) and (d) Mun et al.,40 (e) and (f) Khitrova,39 and (g)–(j) three papers by Gibbard et al.36,43,44 In the title of each panel, α indicates the
connecting feature of each isopleth in that panel. Note that the π axes are linear, but the ΔTm axes are slightly nonlinear due to the nonlinearity of Eq. (2).
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FIG. 2. Comparison of experimental data (○) from the given reference with the predictions of the mole-fraction-based new MSOVE for aqueous ternary electrolyte solutions
from the following sources: (a)–(e) three papers by Vilcu et al.38,41,42 and (f)–(i) Haghighi et al.35 In the title of each panel, α indicates the connecting feature of each isopleth
in that panel. Note that the π axes are linear, but the ΔTm axes are slightly nonlinear due to the nonlinearity of Eq. (2).

The fact that all data can be separated into isopleths allows us
to efficiently present the goodness of the predictions graphically in
2D. The results are given in Figs. 1 and 2 for each ternary
solution of each source plotted as osmolality vs mole frac-
tion. The data are grouped so that Fig. 1 contains compar-
isons with data from all references listed in Table III, except
for data from Haghighi et al.35 and Vilcu et al.,38,41,42 which
are given in Fig. 2. In Figs. 1 and 2, the open circles
(○) represent the experimental data (original FPD data con-
verted to osmolality). The solid lines of the matching color
correspond to the predictions of the mole-fraction-based new
MSOVE in the entire data range following the same isopleth

connecting feature, as defined in the title and in the legend of each
panel.

As evident by the small RMSE values listed in Table III, as
well as from Figs. 1 and 2, in most cases, the predictions of the
model agree well with the experimental data. Notable exceptions
with above-average RMSE values are (i) all datasets from
Haghighi et al.35 and (ii) both datasets from Khitrova39 (see the
supplementary material for a discussion). The all-system RMSE
value of 0.24 osmoles/kg (corresponding to FPD error of 0.45 ○C)
was calculated by summing the squares of errors for all data points,
dividing the results by the number of points (371) and taking the
square root of it [see Eq. (18)]. It is small, indicating that the model
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can predict the FPD of ternary electrolyte solutions well. A more
detailed analysis of the errors is given in Sec. IV.

When using the MSOVE with combining rules for predictions,
the apparent mismatch with experimental data or relatively large
residuals can occur from three main sources: (i) inherent errors due
to the simplifying assumptions of the model31 (e.g., the assumption
of noninteracting solutes), (ii) the multisolute experimental data not
being accurate, and/or (iii) the binary data used for fitting either
not being accurate or not having enough data points for high fit
confidence. Additionally, errors in both binary data and multisolute
data can add up to result in higher apparent discrepancy, or they
can cancel out to result in better apparent prediction, depending on
the relative signs of the deviations. The comparison of the binary
data from the sources from which the ternary data were obtained
and the fitted curves that were used for predictions is given in the
supplementary material.

IV. COMPARISON OF THE NEW AND ORIGINAL
COMBINING RULES

In this section, we compare the prediction accuracies of the
original and the new combining rules using the same dataset used
in Sec. III for validation. Previously, it has been argued that the
E-MSOVE can be derived both in terms of molality and mole frac-
tion, depending on the underlying assumptions of the theory.19

Here, merely for comparison purposes, we assume that the same
holds for the new MSOVE. As a result, we have four models that
can be compared in terms of their predictive accuracy: (i) molality-
based E-MSOVE [Eqs. (5)–(7)], (ii) mole-fraction-based E-MSOVE

[Eq. (10) with combining rules analogous to Eqs. (6) and (7)], (iii)
molality-based new MSOVE [Eq. (5) with combining rules analo-
gous to Eqs. (8) and (9)], and (iv) mole-fraction-based new MSOVE
[Eqs. (8)–(10)], which is the model tested in Sec. III.

The RMSEs of all four models are presented in Fig. 3, which are
grouped on a subsystem basis (see the third column of Table III).
Based on this figure alone, it seems that some data are better
predicted with the new MSOVE, and some data are better pre-
dicted with the E-MSOVE. However, comparing RMSEs is not
enough to assess the relative performance of the models conclusively
because biases may be present within each model. Furthermore,
the number of experimental data points varies significantly from
one subsystem to another. For example, the NaCl + KCl dataset
from Hall et al.45 contains 62 data points, whereas the dataset for
the same system from Haghighi et al.35 has only five data points.
The systems where the RMSEs are significantly higher for the new
MSOVE (both mole fraction and molality-based versions) are the
CaCl2 + KCl system from Haghighi et al.35 with five data points
and the KCl + MgCl2 system from Mun et al.40 with 12 data
points.

For a more thorough comparison, we additionally performed
residual analyses, the summaries of which are shown graphically in
Figs. 4 and 5 for the mole-fraction-based and the molality-based
models, respectively. In these figures, the top panels correspond
to the new MSOVE, and the bottom panels correspond to the
E-MSOVE. On the left panels, the predictions are plotted vs the mea-
surements, and on the right panels, the residuals are plotted vs the
total solute concentration. The histograms to the right of the plots
show the distributions of errors, given on a log scale.

FIG. 3. RMSE values of predictions for every ternary system (separated based on the source) obtained using four versions of the MSOVE. The letters in square brackets are
for the references given in blue in the legend. Note that the data from the same source are grouped so that they appear sequentially. The numbers in parentheses in red at
the end of each x-axis label are the numbers of experimental data points for each system.

J. Chem. Phys. 159, 244502 (2023); doi: 10.1063/5.0169047 159, 244502-10

Published under an exclusive license by AIP Publishing

 04 M
arch 2024 15:14:51

https://pubs.aip.org/aip/jcp


The Journal
of Chemical Physics ARTICLE pubs.aip.org/aip/jcp

FIG. 4. Graphical representation of the performance and residuals of the mole-fraction-based models. The top panels are for the mole-fraction-based new MSOVE, and the
bottom panels are for the mole-fraction-based E-MSOVE. In the left panels, the predictions are plotted against the measurements with solid black lines representing perfect
prediction. In the panels on the right, the residuals are plotted against the total salt concentration for each model with a histogram to the right of the panel showing the
frequency distribution of the errors. Note that the histograms are given on a log scale.

To quantitatively compare the models, we calculate all-system
mean absolute error (MAE) and all-system mean bias (MB). They
are defined as

MAE = ∑
n
i=1 ∣yi − yi∣

n
(19)

and

MB = ∑
n
i=1 (yi − yi)

n
, (20)

respectively. A numerical summary of the performance of these
four models in terms of RMSEs, MAEs, and MBs is presented in
Table IV.

Based on Figs. 4 and 5 and Table IV, it is seen that the mole-
fraction-based new MSOVE performs better in terms of RMSEs and
MAEs, but more importantly, the MB is close to zero, as evident
by the distribution of the errors. Both versions of the E-MSOVE
have negative biases, meaning that they tend to underpredict on
average. Note that although the absolute values of the MBs for
the E-MSOVE predictions may still look small, they are signifi-
cant because most of the experimental data points lie in the first

half of the data spread (lower concentration region), where the
deviations are not as pronounced. The tendency of the E-MSOVE
to underpredict is the direct result of using the geometric-average
combining rule for the third-order mixed coefficients. When this
combining rule is used, if one of the pure coefficients is equal to zero
(e.g., when combining a second-degree fit with a third-degree fit),
the entire term (which is positive since all third-order pure coeffi-
cients are positive in this study; see Tables I and II) is eliminated,
whereas for the arithmetic-average combining rule this is not the
case. In general, the arithmetic mean of nonnegative numbers is
never smaller than their geometric mean (AM–GM inequality), so
one would expect relative underprediction from the E-MSOVE even
in the case of combining two third-order fits. However, the result-
ing discrepancy between the predictions of the models for NaCl
+ CaCl2 and NaCl + MgCl2 mixtures—the only cases where both
salts have nonzero cubic coefficients—was negligible (see Fig. 3). As
an example, taking the pure cubic osmotic virial coefficient values
from Table I for NaCl and CaCl2, a quick calculation shows that
the arithmetic average vs geometric average combining rule only
results in 0.1 osmoles/kg difference at a high salt concentration of
x2 = x3 = 0.05.
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FIG. 5. Graphical representation of the performance and residuals of the molality-based models. The top panels are for the molality-based new MSOVE, and the bottom
panels are for the molality-based E-MSOVE. In the left panels, the predictions are plotted against the measurements with solid black lines representing perfect prediction. In
the panels on the right, the residuals are plotted against the total salt concentration for each model with a histogram to the right of the panel showing the frequency distribution
of the errors. Note that the histograms are given on a log scale.

TABLE IV. Numerical summary of the performance of the models in terms of all-system RMSEs, MAEs, and MBs. All
measures were calculated by considering all data points as one system (total of 371 data points).

Model RMSE (osmoles/kg) MAE (osmoles/kg) MB (osmoles/kg)

Mole-fraction-based new MSOVE 0.2403 0.1176 0.0145
Mole-fraction-based E-MSOVE 0.4597 0.2429 −0.2204
Molality-based new MSOVE 0.2760 0.1336 0.0519
Molality-based E-MSOVE 0.3639 0.1831 −0.1585

V. CONCLUSION
In this paper, we demonstrated that the mole-fraction-based

MSOVE with arithmetic-average combining rules, recently devel-
oped by us,31 can accurately predict the FPD of concentrated, ternary
salt solutions of water. To do this, we first empirically extended
our model to account for salt dissociation by including an extra fit-
ting parameter (the dissociation constant) for each salt in the virial
expansion. Then, we fitted polynomials to single-salt–water binary

FPD data found in the literature, which are the only required inputs
to the model. To determine the degree of each fitted polynomial,
we proposed a unified criterion that allows the balance between the
RTO-adjusted-R-squared value and the CIs of the fitted coefficients
to be set with a single user-adjustable parameter. Using the pro-
posed fitting criterion, we tabulated both the mole-fraction-based
and the molality-based osmotic virial coefficients of 31 salts in water
(plus the dissociation constants). Next, using the tabulated coeffi-
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cients, we predicted osmolalities of 11 different aqueous solutions
containing two salts. Comparison with experimental data from
various sources showed that the model can predict the FPD of
ternary electrolyte solutions accurately. Finally, we compared two
different combining rules and concentration units and found that
the mole-fraction-based model with arithmetic-average combining
rules works the best for aqueous electrolytes.

We note that this article serves as a proof-of-concept since it
only predicts a small set of a specific type of multisolute data from
the experimental literature (i.e., FPD of water). The MSOVE with
the arithmetic-average combining rules is a virial expansion for the
concentration dependence of the chemical potential of the solvent;
therefore, it can be used to predict a plethora of other related ther-
modynamic properties of multicomponent solutions (e.g., activity,
fugacity, osmotic pressure, vapor pressure, etc.) for which a lot of
experimental data are available in the literature for comparison.
Additionally, the model’s predictive capability can be tested for more
complex solutions containing many species and/or different types of
species (e.g., salts and proteins in the same solution).

The main benefit of the method of combining rules is that equi-
librium properties of multicomponent solutions can be predicted
with a minimum number of fitting parameters obtained from binary
data only. The model is simple, accurate, and computationally inex-
pensive. However, reliable binary data are required to determine the
binary polynomials to high accuracies since the errors may propa-
gate and result in poor predictions, which would be exacerbated with
increasing number of solutes. When no or limited data are available,
the binary coefficients can be alternatively calculated using a more
sophisticated model or inferred from molecular dynamics simula-
tions. These coefficients can be used in suitable combining rules to
obtain the mixed coefficients. Then, the MSOVE can be constructed
based on these parameters and used to make predictions.

We are not aware of any model that is as simple and is able
to predict the properties of multicomponent electrolyte solutions
as accurately from binary data alone. Although the MSOVE and
its combining rules for nonelectrolyte solutions can be derived rig-
orously from the theory, its extension to electrolyte solutions is
purely empirical. Consequently, the good agreement between the
model predictions and the experimental measurements is somewhat
surprising.

SUPPLEMENTARY MATERIAL

See the supplementary material for the discussion of binary
data reported in the references used for ternary data, graphical
representations of binary fits, discussion of data sources and unit
conversions, estimation of uncertainties in MSOVE coefficients, and
numerical values of constants used in calculations.
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A. Discussion of binary data reported in the references used for ternary data 

In Figure S1, we plot some of the binary fits and compare them with the binary data found 

in the sources that were used to collect the ternary solution data. Note that none of the data 

points shown in Figure S1 were included in the binary data used for fitting in this work. 

The original binary data used to generate the fit polynomials, hence, used in predictions in 

the RESULTS section, are from Gibbard and GossmannS1 for MgCl2, from Oakes et al.S2 

for CaCl2, and from the CRCS3 for the rest. The ZnBr2 and ZnCl2 binary data from Haghighi 

et al.S4 are not required for predictions because there are no ternary solution data involving 

these salts. We focus on the fits that were used for the prediction of ternary data reported 

by Haghighi et al.S4 and Khitrova,S5 where the predictions have relatively high, above 

average RMSE values (see Table 3 and Figure 6). When the fitted curves (Figure S1, panels 

b, c, and d) are compared the reported binary data, we notice relatively large deviations for 

the mentioned references. Therefore, at least some of the error in the predictions for these 

data sets can be attributed to the systematic mismatch of the experimental data used for 

binary fitting and the ternary solution data from these references. Since there were not 

enough binary data points in most of the ternary solution references to obtain a high-

confidence fit and make predictions based on that fit, a direct comparison was not possible. 

Furthermore, in Figure S1a, we show the fitted curve and its extrapolation for KCl. Since 

some ternary data extended beyond the data limit of the binary fit, the extrapolation region 

was used in these cases to make the predictions. It is clear from the plot that the binary data 

from Vilcu et al.S6 and from Hall et al.S7 deviate significantly from the extrapolated curve. 

However, it is not possible to state with confidence which is closer to the true osmolality 

curve. When we included the binary data points from these references for KCl fitting, the 
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polynomial changed from linear to quadratic, and the prediction results were not better on 

average, so we decided not to include these points for fitting. The highest RMSE value 

(1.22 osmoles/kg) for the prediction of the model is for the CaCl2 + KCl system data from 

Haghighi et al.S4. Although the reported binary data for CaCl2 from this reference were 

poorly described with the binary curve (Figure S1, panel c), there were no KCl binary data 

for comparison. Nevertheless, it seems reasonable to assume that the prediction errors for 

ternary solutions that contain KCl can be, at least partially, attributed to the systematic 

mismatch between the results of the binary data source used for fitting (with its 

extrapolation) and the results of the ternary data source. 

One possible reason for the mismatch is the accuracy of the experimental methods and their 

various biases. Additionally, the measurement accuracies are important, although, they 

were not always reported (see the discussion of the data sources in section S3) and even 

when they were reported, some are questionable. For example, Vilcu et al.S6,S8,S9 reported 

a temperature measurement accuracy of േ 0.0002 °C for all their works. However, Gibbard 

and GrossmannS1 found as high as 0.5 °C discrepancy when comparing their data to the 

Vilcu et al.S6 data, especially at molalities higher than 1.6 m. This is an indication of either 

different biases of two experimental methods and/or inaccurate measurements. 
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Figure S1. Comparison of some of the mole-fraction-based binary fits (black lines), used in this work to make 
predictions, with reported binary data from the sources from which the ternary data were obtained. Dashed lines 
represent extrapolation of the fitted curves. None of these data points were used for fitting in this work. In 
particular, note that the binary data points from Haghighi et al.S4 and KhitrovaS5 are poorly described by the 
curves resulting from fitting to other data or their extrapolations (panels b, c, and d). Additionally, note the 
discrepancy between the experimental data available and the extrapolated polynomial for KCl which was used 
for the high-concentration prediction region (panel a). Because of the high number of data points in the NaCl plot 
(panel b), black arrows are used to indicate the points that have the highest deviation from the curve. 
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B: Graphical representations of binary fits 

Visual representations of the binary data fits are given in Figure S2 (mole-fraction-based 

fits) and Figure S3 (molality-based fits). Binary fits were performed using multiple linear 

regression through the origin as described in the main text. The combined criterion 

described in the main text was used to determine the degree of the polynomials. The data 

are from Gibbard and GossmanS1 for MgCl2, Oakes et al.S2 for CaCl2, Haghighi et al.S4 for 

ZnBr2 and ZnCl2, and from the CRCS3 for the rest. See the main text for more details. 
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Figure S2. Mole-fraction-based fits to binary solution data plotted as osmole fraction versus mole fraction. 
Markers indicate the experimental data points, and solid lines of the same color indicate the best fit based on the 
mixed criterion described in the main text. The shaded region of the same color indicates the area where all 
coefficients are within their 𝟗𝟓% CIs. The polynomial degree of each fit is given in the legend with the 𝑹𝑹𝑻𝑶,𝒂𝒅𝒋

𝟐  
values in parentheses. 
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Figure S3. Molality-based fits to binary solution data plotted as osmolality versus molality. Markers indicate the 
experimental data points, and solid lines of the same color indicate the best fit based on the mixed criterion 
described in the main text. The shaded region of the same color indicates the area where all coefficients are within 
their 𝟗𝟓% CIs. The polynomial degree of each fit is given in the legend with the 𝑹𝑹𝑻𝑶,𝒂𝒅𝒋

𝟐  values in parentheses. 
The units of osmolality are 𝐨𝐬𝐦𝐨𝐥𝐞𝐬/𝐤𝐠, and the units of molality are ሺ𝐦𝐨𝐥𝐞𝐬 𝐨𝐟 𝐬𝐨𝐥𝐮𝐭𝐞ሻ/ሺ𝐤𝐠 𝐨𝐟 𝐬𝐨𝐥𝐯𝐞𝐧𝐭ሻ on 
these plots. 

C: Data sources and unit conversions 

Data for ternary solutions were obtained from multiple sources. Because of the different 

concentration units used, summaries for data sets from each source and the appropriate unit 
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conversions are given separately below. Works from the same author(s) are grouped 

together. 

Gibbard et al.  

In a series of three papers,S1,S15,S16 Gibbard et al. reported freezing point depression 

measurements for aqueous mixtures of: i) NaCl + MgCl2,S1 ii) LiCl + NaCl,S10 and iii) 

NaCl + CaCl2 and NaCl + BaCl2.S11 In all three works, the reported accuracies were 

േ0.001 °C for temperature measurements and േ0.1% for molality measurements. 

In all three works, units of “equivalent concentration”, 𝑚′, and “equivalent fraction”, 𝑥
ᇱ, 

were used. These units are represented as  

 𝑚′ ൌ
1
2

 𝑚𝑧

#  ௧௬௦

ୀଵ

 (S1) 

 𝑥
ᇱ ൌ

𝑚𝑧
𝑚′

 (S2) 

where 𝑧 is the charge of the ion species labeled with 𝑖 and  𝑚 is molality. For NaCl and 

LiCl, equation (S1) becomes (in the following equations, ൈ is used as a multiplication 

symbol in some places for clarity): 

 𝑚ᇱ ൌ
1
2
𝑚𝑧 ൌ

1
2
ሾሺ𝑚 ൈ 1ሻ  ሺ𝑚 ൈ 1ሻሿ ൌ 𝑚 (S3) 

That is, for 1:1 salts, the equivalent concentration equals molality. However, for 1:2 salts 

(MgCl2, BaCl2, CaCl2), the following is obtained: 
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𝑚ᇱ ൌ
1
2
𝑚𝑧 ൌ

1
2
ሾሺ𝑚ୡୟ୲୧୭୬ ൈ 2ሻ  ሺ𝑚ୟ୬୧୭୬ ൈ 1ሻሿ

ൌ
1
2
ሾሺ𝑚ୡୟ୲୧୭୬ ൈ 2ሻ  ሺ2 ൈ𝑚ୡୟ୲୧୭୬ ൈ 1ሻሿ ൌ 2𝑚 

(S4) 

In the case of 1:2 salt mixtures (i.e., NaCl + BaCl2, NaCl + CaCl2, and NaCl + MgCl2), 𝑥
ᇱ, 

chosen to be the equivalent fraction with regards to the sodium ion (𝑥
ᇱ ൌ 𝑥ୟశ), needs to 

be converted to the actual molality of both salts with the following conversion equations: 

 
𝑚ᇱ ൌ

1
2
ൣሺ𝑚ୟశሻ ൈ 1  ሺ𝑚େ୪షሻ ൈ 1  ൫𝑚మశ൯ ൈ 2  2 ൈ ሺ𝑚େ୪షሻ

ൈ 1൧ ൌ 𝑚ୟେ୪  2𝑚େ୪మ 

(S5)	

 𝑥
ᇱ ൌ 𝑥ୟశ ൌ

𝑚ୟశ

𝑚ୟେ୪  2𝑚େ୪మ
 (S6) 

Isolating 𝑚ୟେ୪, we have 

 𝑚ୟେ୪ ൌ
2𝑥ୟశ

1 െ 𝑥ୟశ
𝑚େ୪మ  (S7) 

and substituting into 𝑚ᇱ, we get 

 𝑚ୟେ୪ ൌ 𝑥ୟశ𝑚
ᇱ (S8) 

 𝑚େ୪మ ൌ
1 െ 𝑥ୟశ

2
𝑚ᇱ (S9) 

Similarly, for 1:1 salt mixtures (i.e., LiCl + NaCl), using the same algebraic method, the 

following are obtained: 
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 𝑚ୟେ୪ ൌ ሺ1 െ 𝑥୧శሻ𝑚
ᇱ (S10) 

 𝑚୧େ୪ ൌ 𝑥୧శ𝑚
ᇱ (S11) 

Furthermore, as noted in the main text, the binary MgCl2 data were also collected from the 

work of Gibbard and GossmannS1 to obtain the osmotic virial coefficients because this 

mixture is not found in the CRCS3. 

Haghighi et al. 

Haghighi et al.S4, measured the freezing point depression of four aqueous ternary mixtures: 

NaCl + KCl, NaCl + CaCl2, KCl + CaCl2, NaCl + MgCl2. The reported temperature 

measurement accuracy is േ 0.1 °C. Additionally, the reported binary data for ZnCl2 and 

ZnBr2 from Haghighi et al.S4 were used to obtain the osmotic virial coefficients because 

these salts are not found in the CRC.S3 NaCl, CaCl2, MgCl2 single-solute data were only 

used in the prediction plots for comparison. All four ternary data sets and all data points in 

every set were included for prediction accuracy evaluation. Haghighi et al.S4 reported their 

measurements as mass percent in the solution, and the isopleths are the constant-mass-

percent curves of the second salt (see the ordering of the salts above). The formulae below 

were used to convert the weight percentages to molalities: 

 𝑚ଶ ൌ
𝑤ଶ

𝑀ଶሺ100 െ𝑤ଶ െ 𝑤ଷሻ
  (S12) 

 𝑚ଷ ൌ
𝑤ଷ

𝑀ଷሺ100 െ𝑤ଶ െ 𝑤ଷሻ
  (S13) 
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where 𝑚ଶ and 𝑚ଷ are the molalities, 𝑀ଶ and 𝑀ଷ are the molar masses, and 𝑤ଶ and 𝑤ଷ are 

the weight percentages of solutes 2  and 3, respectively, in the solution (subscript “1” is 

reserved for the solvent). Note that 𝑤ଷ ൌ 3% is constant for all ternary data sets from this 

reference. 

Hall et al. 

Hall et al.S7 measured the freezing point depression of ternary aqueous solutions of NaCl 

+ KCl, including binary limits. All data points from this study were included in this work 

for comparison with MSOVE predictions. The results of Hall et al.S7 were reported as 

freezing point depression versus weight ratio and total salinity. As reported by the authors, 

the measurement uncertainties of temperature and salinity are about േ0.05 °C and േ0.02% 

(mass percent), respectively. The weight ratios and total salinities were converted to 

molalities using the conversion equations given below: 

 𝑚ୟେ୪ ൌ
𝑤ഥ𝑠

𝑀ୟେ୪ሺ100 െ 𝑠ሻ
 (S14) 

 𝑚େ୪ ൌ
ሺ1 െ𝑤ഥሻ𝑠

𝑀େ୪ሺ100 െ 𝑠ሻ
 (S15) 

where 𝑤ഥ ൌ 𝑤ୟେ୪/ሺ𝑤ୟେ୪  𝑤େୟେ୪మሻ and 𝑠 are the weight ratio and total salinity, 

respectively. 

Khitrova 

KhitrovaS5 reported ternary solution data for NaNO3 + NaCl in terms of freezing 

temperature of solution versus mass percent of each component in the mixture and the 
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initial concentration of one of the salts in mass percent. They also reported other phase-

transition data for this system, which we do not use in this work. No measurement 

accuracies were reported. The concentration units were converted to molality using the 

same equations as for Haghighi et al.S4 [equations (S12) and (S13)]. All data points for 

freezing point depression of solution were included in this work for comparison with 

MSOVE predictions.  

Mun et al. 

The work of Mun et al.S12 contains NaCl + MgCl2 and KCl + MgCl2 ternary data as freezing 

temperature of solution versus mole percent of the salts added and total molality of 

solution. No measurement accuracy was reported. To convert the total molality to the 

molality of each salt, we multiplied the total molality by the reported mole percent of each 

salt. All ternary data points from this reference were included in this work for comparison 

with MSOVE predictions. 

Oakes et al. 

Oakes et al.S2 reported freezing point depression of aqueous NaCl + CaCl2 solutions using 

a similar experimental method to Hall et al.S7 The accuracy of the temperature 

measurements was generally better than േ0.02 °C, and the accuracy of the solution 

concentration measurements was similar to that of Hall et al.S7 Additionally, we used 

binary CaCl2 data from this reference for fitting. Following the methodology of the authors, 

we excluded five data points from their results in our work. Four of these points were from 

the binary data for CaCl2. The same conversion equations were used as for the data from 

Hall et al.S7 [equations (S14) and (S15)], where the second equation was written for CaCl2. 
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Vilcu et al.  

In a series of three papers by Vilcu et al.,S6,S8,S9 the authors reported freezing point 

depression measurements of equimolal aqueous ternary solutions of: i) NaCl + KCl;S8 ii) 

NaCl + KCl and NaBr + KBr;S9 and iii) LiCl + NaCl, LiCl + KCl, LiCl + CsCl, and NaCl 

+ KCl.S6 Data were reported as freezing point depression versus total molality. All data 

points from these works were included for comparison with MSOVE predictions. Note that 

no measurement accuracy was reported for the determination of concentration and the 

reported temperature measurement accuracy was േ 0.0002 °C. However, as noted, 

Gibbard and GossmannS1 found as high as 0.5 °C discrepancy when comparing the 

measurements to their data. Furthermore, when comparing these three works by Vilcu et 

al.,S6,S8,S9 we found inconsistencies and round-off errors in the reported data. 

D: Estimation of uncertainties in MSOVE coefficients 

When fitting to binary data for electrolytes, we obtained the coefficients of the polynomial 

(for example, for a molality-based fit; the same holds for the mole-fraction-based fits) as 

𝑘, 𝑘
ଶ𝐵, 𝑘

ଷ𝐶, etc. To obtain the uncertainties (here, uncertainty means a 95% CI; see the 

main text) in the coefficients of the virial equation (i.e., 𝐵’s, 𝐶’s, etc.), the uncertainties 

must be appropriately propagated upon dividing by a suitable non-negative integer power 

of 𝑘. We used standard deviation-based error propagation, that is, if 𝑧 ൌ 𝑓ሺ𝑢, 𝑣ሻ is a 

function of two independent variables 𝑢 and 𝑣 with uncorrelated uncertainties Δ𝑢 and Δ𝑣, 

respectively, then the uncertainty Δ𝑧 of the dependent variable 𝑧 can be estimated from the 

following formula:S13 
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 ሺΔ𝑧ሻଶ ൌ ൬
𝜕𝑧
𝜕𝑢
൰
ଶ

ሺΔ𝑢ሻଶ  ൬
𝜕𝑧
𝜕𝑣
൰
ଶ

ሺΔ𝑣ሻଶ (S16) 

Substituting 𝑧 ൌ 𝑢/𝑣 (where ℎ is a nonnegative integer) and simplifying, we have 

 Δ𝑧
𝑧
ൌ ඨ൬

Δ𝑢
𝑢
൰
ଶ

 ℎଶ ൬
Δ𝑣
𝑣
൰
ଶ

 (S17) 

E: Numerical values of constants 

The numerical values of the required constants for calculations in this work are listed in 

Table S1.S14 The molar masses of the salts were used for converting from the reported 

concentration units to molality and mole fraction. 

Table S1. The numerical values of the required constants for calculations.S14 

constant value units 

𝑀ୌమ 18.015 ൈ 10ିଷ kg/mole 

𝑀ୟେ୪ 58.443 ൈ 10ିଷ kg/mole 

𝑀େ୪ 74.551 ൈ 10ିଷ kg/mole 

𝑀େ୪మ  95.211 ൈ 10ିଷ kg/mole 

𝑀େୟେ୪మ  110.984 ൈ 10ିଷ kg/mole 

𝑀୬େ୪మ  136.315 ൈ 10ିଷ kg/mole 

𝑀୬୰మ 225.217 ൈ 10ିଷ kg/mole 

𝑀ୟయ 84.995 ൈ 10ିଷ kg/mole 

𝑅 8.3145 J/ሺmole ൈ Kሻ 

∆𝑠,ଵ
∘  (for water) 21.9723 J/ሺmole ൈ Kሻ 

𝑇  (for water) 273.15 K 
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