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ABSTRACT

This thesis examines consumer behavior towardsfis&d in three different
papers, focusing on two food concerns: geneticathdified (GM) food and

bovine spongiform encephalopathy (BSE). The fiegiqy investigates the roles of
different measures of trust on consumers’ statedicel for functional

GM/nonGM canola oil products. These analyses stmatvdonsumers’ choices

for GM/nonGM canola oil are influenced by both gettieed trust and trust in
food institutions. In general, trusting people kass likely to be in the group of
respondents that can be characterized as beingahtirusting people also tend

to place a lower discount on the presence of a Gibate.

The second paper focuses on the modeling of conrsupimices of foods
with potential health and risk attributes. The gs&l extends the linear
compensatory utility model by allowing for use tifidute cutoffs in decision
making. We find evidence that attribute cutoffs @sexmonly used by decision
makers. Further, incorporating attribute cutoff®ithe modeling of consumers’
choices significantly improved the model fit. Tipgper also examines a potential
problem of endogeneity that may be associated iegpondents’ self-reported
cutoffs. Model estimates based on self-reportedftsutliffer substantially from
those based on predicted cutoffs (where theseamedlon respondents’
demographic characteristics); potential reasonisidiecthe possibility that self-

reported cutoffs may be endogenous.



The third paper reports the impacts of habit anstton consumers’
responses to a series of three BSE incidents iadzarWWe observe that
households’ reactions to the first two BSE eveali®ived a similar pattern:
households reduced their beef expenditure shallesving the BSE
announcements, but these subsequently recoveretiniivibat habit persistence
reduced some households’ initial negative reactiortbe first BSE incident, but
that these households modified their beef consumgtabits following recurring
BSE incidents. Assessing the impacts of trust ars@bolds’ reactions to these
BSE incidents, we find that trust tended to oftbet negative effects of recurring

BSE cases.
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CHAPTER 1. Introduction

1.1. Background

Food safety and quality have become topical issussciety during the past
decade. This may be driven by several factors.n@rohe hand, past and ongoing
food safety incidents, as with bacterial contamamtanimal diseases, and issues
associated with release of genetically modified (Gdbdd appear to have fuelled
growing public concerns about the safety of fooodpicts. Meanwhile,
consumers’ expectations for food safety and quabim to be higher than ever
before. Consumers may consider many factors td mepmrtance to food safety
and quality, such as previous food safety evertt&tiner a food is produced
locally, or organically, or whether genetic engimeg has been involved in food
production. On the supply side, the food systembeas going through
substantial structural changes. Current food sugipims can involve many
agents and networks, including farmers, processissibutors, and retailers. It
has been argued that the extended food supplyshathincreasing global trade
in food ingredients and finished food products hiagghtened the vulnerability
of the current food system to food risks (Marsdeal e 2010). Consequently food
safety, an issue of public health, is now a mapous on the political agenda

worldwide.

Increasing consumer demand for food safety andtgueds led to
movements by both policy makers and the food ingiubt the public sector,
efforts have been made by governments on the ratamd international levels to
improve food governance. For instance, the Europgaon (EU) has developed
a food chain approach. This approach enforces g@mnsive set of standards
throughout the food chain, from farm to fork, tonimize the potential risks of
eating food (Aginam and Hansen, 2008). In the fimoldistry, increasingly
traceability is becoming an issue in ensuring quals food moves through

integrated supply chains (Pouliot and Sumner, 20@8)eover, a growing

1



number of food companies have responded to isgleged to food safety and
guality by implementing private food safety stamt$ain order to maintain and
gain market shares and to meet growing consumelsrétnson and Reardon,
2005).

There is evidence that consumer confidence in &adety has been declining
in a number of countries due to multiple publicizedd safety incidents (e.g.,
Consumer Reports National Research Center, 2008gtion et al., 2008). For
example, according to the NPD group, a leading etadsearch company, only
63% of the U.S. consumers agreed with the statethahfood sold in
supermarkets were safe in 2008 compared to 68%04 INPD Group, 2009). It
has been argued that some consumer responsesitagk® have been
characterized as irrational and inconsistent wsthrgific findings (Verbeke et al.,
2007). People tend to overestimate risks over wthiely have no control and
underestimate risks related to their personal bhera{Slovic, 1991). Considering
that consumers’ food safety perceptions may noagdvbe well informed, some
scholars suggest to provide consumers with mowenmtion on food safety and
quality (e.g., Caswell and Mojduszka, 1996). Othkosvever, argue that
consumers may have difficulty processing compledfsafety information
(Smith and Riethmuller, 2000). Since consumersigiee making on food safety
and quality are crucial for the management of foskks, there is need to improve
current understanding of how and why consumerd tedood safety issues,
what can be done to maintain or rebuild public mwarice in food supplies, and
how to promote health through improving food satatg quality.

Economic analyses on consumers and food safetyla/énvo main focuses
(Bocker, 2002). One concentrates on the impacgiblicized food safety
incidents on consumer demand (B6cker, 2002). Exasngl studies in this area
include the impacts of BSE events on meat demauoddB and Young, 1996;
Peterson and Chen, 2005; Jin and Koo, 2003), thesirce of media coverage of
biotechnology on consumers’ choices for biotechdfoe.g., Kalaitzandonakes et



al. 2004), and consumer responses to food reealls Marsh et al., 2004).
Previous literature, however, has mainly analyazmtsamers’ reactions to food
scares at the aggregate level. There is growimgast in taking preference
heterogeneity into consideration by examining miencel household data.

A second focus of food safety literature, accordm@ocker (2002), is
related to cost-benefit analysis of food safetytatpons. In general, two
approaches have been employed to measure theofdhed safety (Roberts and
Marks, 1995). Some studies employ the cost-ofsén@pproach. Examples are
Scharff et al (2008), Todd (1989), and Frenzer.€RA05). The cost of illness
approach estimates the social cost of foodborreades by aggregating medical
costs and productivity losses associated with foau diseases (Roberts and
Marks, 1995). This approach is simple and concteiedoes not measure
society’s willingness to pay to reduce food risRelperts and Marks, 1995;
Hammit and Haninger, 2007). To fill this gap, reccstudies tend to use the
willingness-to-pay approach to assess consumermtkfoaincreased food safety
(e.g., Roberts, 2007; Hammit and Haninger, 200W)th@ cost side, some
previous studies focus on the impacts of implenmgiew food safety
regulations on food production as well as their exstrative costs (Antle, 1999).
Economic research has been applied to assess plaetsrof new regulations,
such as the Hazard Analysis Critical Control Po{rt&CCP) and traceability, on
the food industry (e.g., Antle, 2000; Banterlelet2006).

It has been argued that conventional literaturaeel to food safety is
somewhat limited in approach given the difficulty Eonsumers to assess risks
associated with food products and their dependendsstitutions to guarantee
food safety (Lobb, 2005). Due to lack of knowledgensumers tend to rely on
trust in institutions and individuals involved imetfood industry to judge food
products (Lang and Hallman, 2005). Despite wideeagmrecognition of the
importance of incorporating trust into the analysfisonsumer behavior under

risk (Lobb, 2005), there is a limited body of sesllinking trust to consumer



behavior in the context of food safety. Furtheth@aligh multiple and recurring
food safety incidents are not new phenomena, hegetimfluence consumers’

food purchasing behaviors over time remains largaxplored.

1.2. Thesis objectives

Food safety incidents and their consequencesriiigsthe need to understand
why and how individuals react to food risks. laigeneral objective of this study
to contribute to a better understanding of consuseéavior towards food risks.
We focus on two areas of food concerns, involvimguse of modern agricultural
biotechnology to produce genetically modified (Giypd and bovine spongiform
encephalopathy (BSE), disease of bovine animalkssdimvolve different types
of food risk situations: GM food is associated wi#bues and concerns that are
brought about by technology innovation while consesibout BSE reflect
potential risks for human health associated witlagmal disease. Despite their
differences, both GM food and BSE have caused coa@mong many people
and have been the subject of a number of studehttve drawn from a range of
disciplines. It is expected that increased knowdedigconsumers’ decision
making on GM food and BSE may contribute to a bettelerstanding of the
nature of consumer behavior towards food riskstarsbcietal decision making
regarding two broad categories of food risks, ris&sociated with technology

innovation and risks associated with animal disgase

There is increasing interest in links between pesigbod consumption and
their health (Sir6 et al., 2008). Recognition thating right can improve health,
together with new scientific discoveries, has spdrkterest in potential markets
for functional foods. Functional foods are consadeto be “any modified food or
food ingredient that may provide a health beneditdnd the traditional nutrients
it contains” (Hasler, 2002, p. 3773). The marketfémctional foods has been
growing rapidly (Verbeke, 2005). Modern agriculiuratechnology has the
potential to improve particular food characteristi€here is growing interest in

improving food quality through biotechnology. Hoveeyapplying biotechnology



to food production remains a controversial topisaciety at large. It is a widely
held assumption that lack of trust may partly expfaublic concerns about GM
foods (Gaskell et al., 2004). However, studyingrtiie of trust in decision
making is challenging as there is no general agee¢on how to define and
measure trust. In the first paper, correlationsvben different measures of trust
as well as the influences of these measures dfdrusonsumers’ stated choices
are examined in the context of food with a headlated attribute (omega-3) that
may be associated with food fortification or geaatodification.

It is the objective of Paper 2 to improve underdiag of consumers’
decision making processes in the context of how th@ose among food
products with potential health and risk charactiess Stated choice experiments
have been widely employed to study how consumadetoff different attributes
relating to food safety and quality (e.g., Lourearad Umberger, 2007). In a stated
choice experiment, respondents are typically asdumevaluate all attributes of
product alternatives and to trade off betweenlaites when they choose among
alternatives (Hensher et al., 2005). However, spragious literature on decision
making suggests that noncompensatory decisioregtegt are commonly used by
decision makers (Elrod et al., 2004; Swait, 2001)hese cases, estimating
discrete choice models assuming all attributes Inrefueenced the choice will
generate biased estimates (Hensher et al., 200E)issue is of particular
importance in the case of GM food because thema sede indications that some
individuals who strongly wish to avoid GM contenaynuse noncompensatory
decision strategies when making their choices. Almer of noncompensatory
decision strategies involve the use of attribut®fts. Using cutoffs, at an initial
screening stage consumers simplify their decisiaking by excluding
alternatives that do not surpass attribute cutafits then choose only from the
remaining alternatives (Huber and Klein, 1991).d?dpallows use of attribute
cutoffs in decision making and incorporates attebcutoffs into the modeling of

consumers’ choices for GM/nonGM foods. Moreover,examine the potential



endogeneity of attribute cutoffs by using instrutaémariables in model

estimation.

In Paper 3, attention is focused on how consungjusatheir consumption
patterns over time in response to multiple andmawoy food safety incidents.
Consumers’ responses to BSE outbreaks have bessively studied in many
nations (e.g., Burton and Young, 1996; Maynard.e2808). However, the
recurrence associated with BSE incidents has reddittle attention. Nor has the
role of consumption habits and trust in shapingscomers’ reactions to multiple
and recurring BSE cases been examined. Papers3Hadiit persistence and trust
to recurring BSE incidents in Canada by examinimgdynamics of beef
expenditure shares of selected Canadian househeldse and after these BSE

incidents.

1.3. Thesis overview

In Chapters 2 and 3, consumers’ stated preferaareesxamined in the context of
functional GM/nonGM canola oil products. In ChafgiPaper 1), the
interrelationships between different measuresudttand the roles of these trust
measures on consumers’ food choices are analyz&thdpter 3 (Paper 2),
consumers’ stated choices for GM/nonGM canola mtlpcts allowing use of
attribute cutoffs in decision making are modeled assessed. In Chapter 4
(Paper 3), revealed preference data are employstdidy Canadian households’
responses to the first three BSE incidents in Camaudl the impacts of habit and
trust on consumers’ reactions. The overall conolusiand some potential

extensions of this thesis research are outlinéthiaipter 5.
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CHAPTER 2. The roles of generalized trust and trusin the food
system on consumers’ food choices

2.1. Introduction

Trust plays an important role in individual’s decis making in situations
involving risk and uncertainty (Lewis and Weigdr®85). According to Luhmann
(1979), the role of trust is to reduce complex8y.providing internal security,
trust allows a risk-taking decision to be made simaple way, and is considered a
functional strategy to reduce complexity under (iskwis and Weigert, 1985). A
negative relationship between trust and perceiigdhas been documented by
literature on responses to risk (e.g., Sjoberg12&degrist and Cvetkovich, 2000),
although the range of these correlations varieglyi(5joéberg and Herber, 2008).
There is growing interest in understanding the abdleust in studies of consumer

behavior towards food risks.

In spite of growing interest in the role of trustere is no general agreement
from various trust-related studies on how to interphe concept of trust. Some
authors conceive of trust as a generalized expegtahich an individual
develops through various personal experiences &chwemains stable over
one’s lifetime (e.g., Rotter, 1967; Couch and Jpt897). In contrast, others
argue that trust is situation-specific and situsialifferences have greater
impacts on behavior than does personality diffezsr{e.g., Driscoll, 1978;
Mischel, 1968). In the economic literature, muchkmoas focused on the study
of generalized trust and institutional trust. Gafized trust, according to Uslaner
(2008, p104), “is based on the world view that ‘tqmsople can be trusted’ .
Institutional trust, as another type of trust, e&efs one’s confidence in institutions
(Luhmann, 1979). Most studies on trust and fooksrere directed towards the
impacts of trust in institutions, including truatinformation sources, on
consumers’ reactions (e.g., Lobb et al., 2007)taust in the regulatory system

(e.g., Lang and Hallman, 2005). To date, littleeggsh has examined
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incorporating generalized trust into studies ofstoners’ behavior towards food
risks. Nor has the relationship between generalizest and trust in institutions
involved in the food system been examined. Thidysinvestigates these issues
in the context of food with health-related attrsi{omega-3 content) that may be

associated with fortification or genetically modii (GM) ingredients.

We choose to study generalized trust and institatitrust in the context of
GM food for several reasons. First, there is ongaiebate and skepticism
surrounding GM food. On the one hand, the biotetdgyindustry emphasizes
the potential of biotechnology to improve nutrite@mponents of food. On the
other hand, international environmental NGOs amhestare concerned about
safety and other impacts of GM food (OECD, 200®nsiimers face conflicting
information from different sources and the consegas for health and the
environment of agricultural biotechnology continse$e contested in public
debate. Trust comes into play in situations invavcontested interests and
controversy about expertise (Clarke, 1999). Giveceutainties associated with
GM food, we expect that an individual’'s generalizesst, which partly reflects

his/her world view, will affect his/her responseGM food.

Further, most consumers have little knowledge of f8btl and cannot rely
on personal experience to evaluate this but ameétbto substitute trust for
knowledge” (Lang and Hallman, 2005, p1242). Modend supply chains
involve many agents and networks in a complex sysiée long length of time
and the large numbers of actors involved in foastpction and marketing can
make it difficult to assure the safety of food pwot$. It is possible that at least
some consumers’ confidence in the food systemakrdieg in the light of recent
high profile food safety incidents that have beedent worldwide (De Jonge et
al., 2004). This might also affect consumers’ ataepe of GM food. In the light
of these influences, we expect that both genexlizest and trust in the food

system will influence consumers’ purchasing decision GM food. We also
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postulate that people who are less trusting in ggmgll also exhibit lower levels

of trust in institutions

2.2. Literature review

2.2.1 The varieties of trust
Uslaner (2002) has provided an in-depth discussidhe meaning of trust.

Uslaner maintains that there are two types of tmstalistic trust, which remains
stable over time and does not depend on persopaliexces, and strategic trust,
which is based on experience and is fragile (Us|&2@)2). It is held that
“Moralistic trust is a value that rests on an ojsiins view of the world and one’s
ability to control it” (Uslaner, 2008, p. 103). @thscholars hold a similar view,
that trust has a moral foundation (e.g., Mansbrid§89; Yamigishi and
Yamigishi, 1994). Mansbridge (1999) uses the tailtndistic trust’, while
Yamigishi and Yamigishi (1994) refer to ‘generaidt’. Unlike moralistic trust,
“strategic trust reflects our expectations abowt people will behave” (Uslaner,
2002, p. 23).

Generalized trust, which measures a person’sfliblé ‘most people can be
trusted’, is mainly seen to be moralistic trustléoer, 2002). Uslaner also holds
that although generalized trust is somewhat aftebteexperience, its major
foundation is one’s moral values (Uslaner, 2002prting this view, the
examination by Uslaner (2001) of two panel surv@lys 1972-74-79 American
National Election Study and the 1965-1973-1982 iathild Socialization
study), concluded that generalized trust was stae time. In another study
Glaeser et al. (2000) found that current trustiagdvior was positively related to
past trusting behavior, suggesting the existeneerefatively stable component
of trust. However, the concept of trust appliedniost economic studies refers to
strategic trust (Soroka et al., 2007). Soroka.e&807)examined the correlation
between generalized trust and trust in the cortkatlost wallet. These
researchers found weak linkages between generdhzstdand specific trust
(viewed as trust in a specific situation) (Sorokale 2007). Soroka et al. (2007)
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also concluded that generalized trust is closdted to cultural learning, while

specific trust is more related to personal expegsn

A substantial body of the literature on trust digtiishes between
interpersonal trust and trust in institutions (Newt2007). Even so, Uslaner
(2008) holds that institutional trust is also stat trust, since people evaluate
institutions based on their past experiences. fitpwrtance of institutional trust
in societal risk management has been widely ackedygdd in the risk literature
(Poortinga and Pidgeon, 2003). Trust in institutiblas been found to be
negatively related to perceived risks in sevena@urnstances, such as the
acceptance of gene technology (Siegrist, 2000)sapgort of nuclear power (e.qg.,
Siegrist et al., 2000). Lewis and Weigert (1983260) argue that “the primary
function of trust is sociological”. According to Wes and Weigert (1985), trust as
a social experience has cognitive, emotional améweral dimensions. Modern
society has a complicated structure and socialaot®ns often take place
between people who do not know each other well (E@and Weigert, 1985). As
a result, it is argued that social order is lardgeged on system trust, rather than
personal trust (Lewis and Weigert, 1985). The refesthip between generalized
trust and institutional/political trust has alsehe=xamined in the political
science literature, demonstrating evidence thaetiwo types of trust are related
(e.g., Hall, 1999). Regarding the explanation efebrrelation between
generalized trust and institutional trust, someuargpat generalized trust predicts
institutional trust, while others suggest the reeerausality (Rothstein and Stolle,
2002).

2.2.2 The measurement of trust

The attitudinal question “Generally speaking, woybdl say that most people can
be trusted or that you can’t be too careful in iheglvith people?” has been
widely used to measure generalized trust in ecoaditerature (e.g., Glaeser et
al., 2000). Surprisingly, the meaning of this gimshas received little attention.

Glaeser et al. (2000) view this as an interestimgvlgue question. Uslaner (2002)
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argues that this question measures generalizetdialissince no context is
imposed on it. Smith (1997), however, finds answethe generalized trust
guestion to be sensitive to questionnaire conté&tes, which can bias people’s
judgment of this question. The importance of tindtrangers as a measure of
generalized trust has been emphasized by numbechofars, including Uslaner
(2002), Eisenberg (2002) and Glaeser et al. (2@i8enberg argues that trust
between strangers is important for all social refeg and is close to Uslaner’s
‘moralistic trust’ (Eisenberg 2007; Uslaner, 2003)aeser et al. (2000) examined
the explanatory power of attitudinal questionsroisttin predicting trusting and
trustworthy behaviors in standard trust gam&sey found that attitudinal
measures of trust predicted trustworthy behavithrerathan trusting behavior
(Glaeser et al., 2000). Trust in strangers wasidensd to reflect generalized
trust well by both Uslaner (2001) and Glaeser ef2400). Glaeser et al. (2000)
noted that behavioral measures of generalized anestare in the existing

literature although it would be desirable to hasme such indicators.

Institutional trust is of particular importance givthe prominence of
organizations and institutions in modern sociegn@ and Hallman, 2005). The
main function of trust, as suggested by Luhman9).9s to reduce complexity
and to facilitate modern society to handle uncetyaiSome scholars argue that in
modern society trust is no longer bestowed andseete earned by institutions
(e.g., Giddens, 1990). Although the importancensfitutional trust has been well
recognized, the measurement of trust in institgi@mains a challenging task.
Institutional theories suggest that trust in ingidns is based on people’s
judgment of institutional performance (Mishler eRdse, 2001). Satisfactory
performance generates trust in institutions whiiustworthy performances
cause skepticism and distrust (Mishler and Rose1 20 he World Values
Survey (WVS) and the General Social Survey (GSS)sme institutional trust as

a one-dimension concept by asking respondentsitotheir confidence in certain

! See Glaeser et al. (2000) for the design of gastes. Trusting behavior refers to how much
money the senders choose to send to the receivaistworthiness is measured by the amount of
money returned by the receivers.
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institutions on a scale, from “ a great deal offa®nce” to “hardly any
confidence at all”. However, some scholars argaétiiust is a multidimensional
concept (e.g., Frewer et al., 1996; Siegrist e28I05). For example, Frewer et al.
(1996) studied consumer trust in different inforimatsources in the context of
food risks. These researchers concluded that tetorlaaffected trust, one related
to accuracy and caring and the other related toriisn (Frewer et al., 1996).
Peters et al. (1997) suggested that ‘knowledgesapdrtise’, ‘openness and
honesty’ and ‘concern and care’ are three dimessodtrust in environmental
risk communication. Lang and Hallman (2005) meas$tmest in institutions
based on four dimensions: competence, transparpuablic interest and honesty.
Although the measurements of trust vary among eogbistudies, it seems that
competency, honesty and public interest are thé oomsmon factors used in

empirical studies.

2.2.3 Trust and GM food

The importance of trust in determining consumegactions to GM food has been
widely acknowledged (Costa-Font et al., 2008). &&analyses have
investigated who consumers trust for informatiorGivi food (e.g., Huffman,
2003) and how consumers’ trust in different insitts influences their
acceptance of and willingness to pay for GM foad.(eChristoph et al., 2006;
Hossain and Onyango, 2004). A number of studiesddrust in institutions to be
an important factor determining consumers’ acceygar GM food (e.g.,
Govindasamy et al., 2004, Siegrist, 2000). UsingédhStates survey data,
Hossain and Onyango (2004) found consumers’ aceceptaf GM food with
enhanced nutrients to be significantly affectedHmyr trust in scientists’ expertise
on biotechnology and in government’s will to takeecof the public interest.
Others, however, argue that there is no strongexion between trust and risk
perception of GM food. For example, Poortinga amf&n (2005) contend that
whether people accept GM food or not is largeledained by their general view
towards GM food rather than their trust in the goweent’s ability to regulate

GM food. Christoph et al. (2006) related trust tmsumers’ attitudes towards and
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willingness to pay for GM food. These authors cadeld that while trust in
scientists, government regulations and the foodstrg significantly affected
consumers’ stated attitudes towards GM food, the® no evidence that they
also affected consumers’ purchasing decisionsxlabiéed in a choice
experiment (Christoph et al., 2006). However, odmolars have concluded that
people who are less trusting in government, firma scientists are less likely to
purchase GM food (Soregaroli et al., 2003; Onya2@03). The current study
adds to the limited literature on how trust mayeffconsumers’ purchasing
behavior regarding GM food. Moreover, we incorpergeneralized trust into the
study of consumer decision-making on GM food byneixéng the correlation
between generalized trust and trust in the footegyss well as the impacts of
both generalized trust and trust in the food systemonsumers’ choices for GM
food.

2.3. Data

Data for this study were collected through a Canaidi internet-based survey
that was conducted in the form of a marketing assest involving stated
choices of canola oils with selected attributesidla oil was identified as the
product focus since this is commonly consumed hya@&an households and
allows avoidance of biases associated with prodaf@miliarity. Furthermore,
canola is Canada’s major oilseed crop and canblessibeen widely used as an

ingredient in food products.

Following development of an initial draft questiame focused on the
guestions of interest, this was assessed by twesfgmups of members of the
public conducted in February 2009 recruited throtihghPopulation Research
Laboratory (PRL) at the University of Alberta. Theeruited sample consisted of
people who were 18 years or older; did more th&b 60household grocery
shopping; and bought canola oil from time to tiffilee purpose of the focus
group discussion was to consider the attributess@dnola oil product and to gain

opinions and comments on the form and presentafitime draft questionnaire.

17



Four attributes were considered as important faaéfecting consumers’ choices
of a canola oil product. These are price, countryrigin, omega-3 content and
GM/non-GM derivation. Following revision of the fial draft, a professional
marketing company was contracted to provide sanfplgsretests of the
guestionnaire and to draw a final sample of 1,@3pondents from the
company’s Canada-wide consumer panel that wouled&sonably representative
of the Canadian grocery shopping population. Tottesvalidity of the survey
design and the levels of the attributes which desedralternative products, two
pre-tests of the revised draft survey were condlictdune and July 2009. Levels
of prices were adjusted based on analysis of teedre-test data set. The final

survey was formally implemented during July to AsigR009.

The questionnaire is attached in Appendix A. Theey contains five
sections. The first of these queries different meaments of generalized trust.
These include attitudinal questions adopted froenGI$S and questions that had
been designed by Glaeser et al. (2000) which medsust in strangers and past
trusting behaviors. A second section questionsoredgnts’ preferences for the
various food attributes. This component of the symwill be discussed in detalil
in the next chapter. The third section of the sysienulates market purchases
using a stated choice experiment. The attributddarels of each attribute are
presented in table 2.1. The survey uses a fradtiantorial design which
considers both main effects and two-way interastioetween attributes. Each
choice set consists of three options: two candlproducts and a ‘no purchase’
option. The experimental design generated a té#Bahoice sets. These were
blocked into 8 segments with 6 choice questiorsaith segment. The fourth
section of the survey queries trust in four ingittas involved in the food system
(government, farmers, manufacturers and retailar)e context of food safety.
These rating questions on trust included six gadaeeach institution that were
designed by De Jonge (2008). This approach measus®on three dimensions:
competency, honesty and public interest and has teemonstrated to be valid by

De Jonge (2008). In addition to collecting inforroaton respondents’ health

18



beliefs and behaviors, risk perceptions and denpdggacharacteristics were also

obtained in the last sections of the questionnaire.

Internet-based surveys drawn from a marketing plaznet several
advantages compared with mail or telephone sur¥eygeneral, internet surveys
are more cost-effective and more efficient in teohdata collection and
processing. In this study, respondents viewed mstthat depicted canola oils
and their labels, and the computer technology headiabled randomized choice
guestions, as required by the experimental desigth the survey was applied on
a national basis. It would be difficult to applyealistic choice experiment
through telephone survey and mail surveys tendhte thow response rates. The
disadvantage of use of an internet survey drawm fanarketing panel is that
this excludes people who have no access to intddogtever, this limitation is
tempered by the popularity of internet usage ant@agadians. According to
Statistics Canada (2008), 73% of the Canadian ptipalused internet in 2007.
A recent Ipsos Reid survey indicated that about 8%anadians had internet

access at home in 2009 (Ipsos Canada, 2009).

The recruitment for and application of the finahay were carried out by a
marketing company that has a representative Camadiassumer panel composed
of 80,000 households with over 150,000 individu@iso rounds of invitations
were sent to the panelists by the company’s Oritirogect team. A total of 2,857
panelists participated in the survey with full cdetpn of 1,009 surveys. Tables
2.2a-c allow comparison of the demographic charistites of the sample that
completed the survey with the Canadian populafi@ale 2.2a shows the
distributions of different age groups for the saenghd the Canadian population.
The sample consists of people who are at leaseaByld and can be compared
with Statistics Canada’s Census year data (for 6AGhe Canadian population
18 years and over. Relative to age, the sampleltly biased towards older
people compared with the general adult populafitve. proportion of people with

some college education and above in the sampigh&ihthan is the case for the

19



Canadian population aged 20 years and%iiére geographic distribution of
survey respondents is similar to that of the Caaragiopulation. Comparing
income levels between the sample and the Canadjulation: the sampled
respondents have an average household income gf8615, slightly lower than
the average household income of $69,548 suggegtde[2006 Canadian
Census (Statistics Canada, 2006 Census (d)). Regagender distribution, there
are more females than males in the sample, 58.4%1¥d1.6%. However, given
that the survey focuses on food consumption andemat®nd to do more of the
household grocery shopping, this is considereceteelatively realistic. Overall,
the sample is judged to match observable charatitsriof the Canadian

population reasonably well.

2.4. Testing correlations between different trust raasures

The correlation between the two types of trustegalized trust and trust in
institutions in the context of food safety, is exaed to test the hypothesis that
people who have less trust in people in general etibit lower levels of trust in
institutions. The empirical measure of generalizadt that is employed mainly
relies on the attitudinal question “Generally spegkwould you say that most
people can be trusted or that you can’t be toofghiredealing with people?” (we
term this “the trust question”) However, althougistquestion is widely cited, it

is difficult to interpret, as are respondents’ aesso this question (Glaeser et al.,
2000). In consideration of this concern, followiGtpeser et al. (2000), the survey
includes not only this question, but also two otipeeried attitudinal questions
from the GSS to measure people’s confidence inrqteeple. These are “Do you
think most people would try to take advantage af yahey got a chance, or
would they try to be fair?” (“fair question”), arfWould you say that most of the
time people try to be helpful, or that they are tlygsist looking out for
themselves?” (“help question”). Answers to thesedhGSS attitudinal questions

are summarized in figure 2.1. Figure 2.1 showstti@majority of the survey

2 We compare a measure of education levels of tmplsawith that for Canadian population of 20
years age and over, in the nearest census yeato ¢hek of national data on the education levels
for the population 18 years and over in the stuslyoul.
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respondents (576 out of 1,009) express the bélegfdne ‘can’t be too careful in
dealing with people’. Meanwhile, almost the sammber of people stated that
most people would try to be fair and helpful. Irdaigdn to these GSS questions,
we also applied several questions developed bysétas al. (2000) to measure
people’s trust in strangers and their previougimmgsehaviors. Trust in strangers
has been suggested as a good proxy for generaticgdUslaner, 2001) and
guestions about one’s past trusting behaviors sed in the literature as
behavioral measures of generalized trust (e.ge<elaet al., 2000). Respondents’
answers to questions on trust in strangers andnpasing behaviors are given in
tables 2.3 and 2.4 respectively. As can be setbie 2.3, only a small
proportion of respondents indicated disagreemetit thie statement “You can’t
trust strangers anymore” (3.9% strongly disagree2h9% somewhat disagree).
Table 2.4 shows how often people lend money oropeigpossessions to friends.
In general, people lend personal possessionsetodsi more often than they lend
money. About 10% of respondents stated that thegya lend personal
possessions to friends when they ask, while onlys&# they always lend money

to friends.

The correlations between these different measurgsreralized trust,
measured by Spearman’s correlation coefficientsesihe data are ordinal form,
are shown in table 2.5. We find that these differeeasurements of generalized
trust are all correlated to at least some degrkereTis a strong association
between two past trusting behaviors, lending mared/lending possessions. We
also observe that a relatively strong correlatixiste between having trust in
strangers and generalized trust as measured llgrdbeeGSS questions (trust, fair,

and help).

Recent high profile incidents of food scares amirtbonsequences have
sparked interest among scholars in assessing censutmust in the food system.
However, there is no consensus on how to measuseitrthe food system. The

current food system has a complex structure, wimeblves many institutions
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and individuals. In this study, we focus on fouclsagents: the government,
farmers, food manufacturers and food retailerssérae frequently cited in the
risk literature as important actors in the foodteyg with the government as a
regulator of food safety, farmers and manufactuasrfood producers, and
retailers as the sellers of food products to corssmVe measure consumers’
trust in these four groups from a viewpoint of thcemensions: their competency,
honesty and actions in the public interest. FollgvDe Jonge (2008), trust in
each group was measured by responses to six statethat relate to the three
dimensions. Respondents were asked to indicateageements/disagreements
with each statement using a Likert scale (1="stlpagree’ to 5='strongly
disagree’). The overall trust score for each ingth was calculated by adding up
rating scores across all six items for each respoindrigure 2.2 compares survey
respondents’ expressions of trust in differentifngons in the food system based
on the means of the trust scores for each ingiityiveraged across survey
respondents. By their construction, a smaller nunrzBcates a higher level of
trust. In general, the average scores for respasdenst in different agents in the
food system do not differ very much. The mean scoeey from 16.1 (trust in
farmers) to 19.38 (trust in retailers), indicatthgt farmers are the most trusted
among the four agents examined in this study wihtlailers are the least trusted.
Table 2.6 presents the correlations between tnudiffierent institutions in the
food system; these indicate that the measuresisif itn different agents are
correlated, which is not surprising since the agjan¢ all involved in the same
system and consumers’ trust in each agent maycteftesome extent, their trust
in the food system overall.

We proceed to relate generalized trust to trudifferent institutions and
trust in the food system overallTable 2.7 shows that the correlations between
generalized trust (measured by the trust questity) and trust in institutions are

significantly positive, which suggests that people tend to trust others also

% Trust in the food system overall is measured Wiraglup individual’s rating scores for trust in
government, farmers, manufacturers and retailers.
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express more trust in the food system. To furtlsess the relationship between
generalized trust and trust in institutions expeddsy respondents, we divide the
sample into two groups, based on answers to thergkzed trust question. One
group consists of people who believe that “mosipeeoan be trusted” while the
other group includes people who chose the resp@asé be too careful in
dealing with people”. Comparison of responses betwhese two groups
suggests that people who are less trusting in @eare higher in their rating
scores for trust in food institutions and the d#feces in the rating scores
between the trusting group and the less trustingmare statistically significant,
suggesting that people who are less trusting irigdmlso exhibit lower levels of

trust in institutions and in the food system (se®d 2.8).

2.5. Trust and consumers’ food purchasing behaviors

We proceed to integrate the survey questions @ with consumers’ stated food
purchasing behavior in the context of GM/non-GMdaarvils. It has been
documented that individual consumers differ considly in their acceptance of
GM foods (e.g., Hu et al., 2004). Some refuse teipase GM food products
while others are not at all concerned about GM f(Ridgrist et al., 2005). Given
uncertainties surrounding gene technology, it @&somable to postulate that
differences in trust may account for some of theapersonal differences in
consumers’ reactions to GM food. We expect thategaized trust plays a role in
consumers’ decision making on GM food given thatagelized trust is “a value
that rests on an optimistic view of the world ame’'s ability to control it”
(Uslaner, 2008, p103). Thus, consumers’ respoms€t food may be shaped by
whether or not they hold an optimistic view of therld. However, GM-derived
food has been categorized by critics as food prisdihat may have uncertain
health effects. Thus, it can also be expecteddabéumers’ purchases of GM
food may be influenced by whether or not they tthetfood system to guarantee
the safety of their food product purchases. Wetlteste hypotheses in the
framework of random utility theory using both latetass (LC) models and

conditional logit (CL) econometric models. We comrmoe the analysis using LC
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models to investigate how trust affects consunmaebership of market
segments which are composed of individuals tha¢ lsawilar behaviors, and
proceed to examine further the relationship betwaest and the GM attribute in
the stated choices made by survey respondentg terstandard approach of CL

modeling of interacting various measures of trugih whe GM attribute.

2.5.1 Econometric models and results

2.5.1.1 Econometric models

In this study, survey respondents faced choicesgrddferent canola oil
products. Each choice set consisted of three alti®as, two canola oils and a ‘no
purchase’ option. The model postulates that indiaidn) obtains a certain level

of utility (U,;) from choosing oil j. According to random utilitiyeory,U ;is

modeled adJ , =V,; + €, whereV,; is a function of the attributes of oil k() and

nj’
the attributes of the individuak(), and &, denotes a random component of the

utility function. The probability that individual chooses oil over oil j is:

R,=Prob U,>U Oi#j)
=Prob ¥/, +£,>V, +&, 0i £ j) 1)

Assuming that the error terms are independentntidally distributed (iid)

extreme values, and a linear relationship applete&enV,; andx;, the

conditional logit choice probability of individual choosing oil i takes the form:

ni Z - eﬁ‘xi
J
where fis a vector of parameters to be estimated. Rel&diviee conditional logit

(CL) model, the mixed logit model is more flexildad can accommodate a wide
range of taste variation among consumers (Trai@3R0As a special case of the
mixed logit model, the latent class (LC) model ases the existence of several

segments in the population where each segmentshawmn preferences. Assume
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there are m segments, Stakes m specific valueg,,--- 5,,. Denote the

probability of individual n in segment m g§s. Equation (2) becomes:
M m' Xi
anm — 3)
Z e

Following Boxall and Adamowicz (2002), considerttttee probability that
individual n belongs to segment m is determined gtent functionG,_ _~. The
factors that influence an individual’s membersmsegments are the individual’s
socioeconomic characteristicg () which are observable. We spect®mmas a
linear function ofZ, as follows:

Gm=A,'Z,+é&m (4)
where A is a vector of parameters agdg, is an error term. Following Boxall and

Adamowicz (2002), we assume that the error ternegjiration (4) follow an iid
extreme value distribution. Then the probabilityradividual n being in segment
m is:
e/]m‘zn
SmT v 7
Zm=leﬂ

With s, as the probability that individual n belongs tgreent m,

(5)

0<s,,<land qusnm =1. Substituting equation (5) into equation (3% th

probability of individual n choosing oil producisi given by:
M e'n'Zn P

P = Z (6)
mllzm 1eﬂm ][Z e ]

Instead of grouping consumers based on their oabkrcharacteristics, the

LC approach provides a way both to understand bgeégereous preferences based
on consumers’ choices and to relate the identlietg@rogeneous preferences to
observable consumer characteristics. In the contfe®iM/nonGM food choices,
there is evidence that consumers tend to splitsaggments with distinctive
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perceptions of GM food (Hu et al., 2004). We expbkat some consumer
segments are more disapproving of GM food thanrsthed that the respondents
in the ‘anti-GM’ segment are less trusting in termi®oth measures of

generalized trust and trust in the food system.

2.5.1.2 Results from estimating LC models

One question associated with the estimation of ariaddel is how to determine
the number of latent segments among the samplexigwers. Statistical methods
provide no guide on this and the possible range@humber of segments is
potentially from 1 to the number of the respondeAtsommon approach to
determine the number of segments is to estimatentite! iteratively by setting
the number of segments as 1, 2, ..., N. The estimatiocedure stops when there
are no significant improvements in the model fisdxhon the selected statistic
criteria. Following Gupta and Chintagunta (1994ya8 (1994), Boxall and
Adamowicz (2002) and Hu et al. (2004), we deterntimeenumber of segments
based on the following criteria: the Log likelihofid.), o?, the Akaike
Information Criterion (AIC), and the Bayesian Infaation Criterion (BIC).
Models that vary only in the inclusion of differentasures of trust were
estimated via maximum likelihood methods using NUD®&ersion 4 (Greene,
2007). Table 2.9presents statistics on the model fit when the segmumber

equals 1, 2, 3, and 4 respectively.

Table 2.9 clearly shows that the model improvethasumber of segments
increases, which suggests the existence of heteedgen preferences.
Regarding the optimal number of segments, the teelaxiteria statistics suggest
that 4 segments are optimal. The log likelihoodhestes increase when an

additional segment is added. Téis the highest with 4 segments. Moreover, the

model with 4 segments has a minimum AIC and BlCwEleer, there is a

* We estimated several models which differ onlyhie trust variable since we have a variety of
trust measures in our survey. In general these Is@ilee consistent results, although there are
slight differences between parameters in differeatiels. The statistics presented in Table 2.9 are
from the model in which trust is measured by tindtrangers.
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convergence problem for the smallest segment icdke of a 4-segment model.
Therefore, we select the 3-segment model as thé appsopriate. Supporting this
decision, table 2.9 indicates that the gain fromiiregla 4' segment to the model
is much smaller than from the addition of"asegment.

We present the results from estimating the LC neuoretwo steps. First, we
examine the preferences of respondents in theréiffesegments. We then
analyze how individuals’ socioeconomic charactesstin particular trust, affect
an individual's segment membership. Since truanisibstract and hard-to-
measure concept we adopted a variety of trust mes$tom different sources to
examine the predictive power of these different sneas on consumers’ choices.
Estimation of models that vary only in the inclusif different measures of trust
all suggest the existence of three segments withiasi characteristics. As a
representative example, we present the resultsgmhent characteristics from the
model in which trust is measured by trust in steaagTable 2.10 shows the
coefficients for different segments and the stagdimviations of these
coefficients. In general, both the 1-segment aséd@nent models tell a similar
story. Consumers are averse to not purchase amjecaih as the alternative
specific constant of the “no purchase” option igateze and significant in all the
models. The coefficients for the label descriptdrsenhanced omega-3” and
“contains omega-3” are positive and significanggesting that consumers prefer
omega-3 oil content to conventional canola oilgth@d been defined as having
lower omega-3 content, see table 2.1). Regardinghathbel description is more
attractive, it seems that the majority of consunvatse “contains omega-3" more
than they value “enhanced omega-3”. Not surpriginge found that, overall,
consumers do not like canola oils with GM ingretsesind are willing to pay a
premium for canola oil labeled as “non-GM”. Canols produced in Canada are
more valued by the Canadian consumers than thoseiped in the US.

Considering preferences of consumers in differegh®ents, one striking

feature of segment 1 is that the coefficient onGié attribute is negative and its
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absolute value is the largest among all the thegengents. We therefore label
segment 1 as “anti-GM consumers”. Compared withmsggs 1 and 3,
respondents in segment 2 place more value on oR\efiae coefficients of both
“enhanced omega 3” and “contains omega 3” are tangdis segment than in the
others. Consequently we label segment 2 as “pragarieconsumers”.
Consumers’ preferences in th& Segment are characterized by a strong effect of
price in their choice decisions: the absolute valighe coefficient on price is
much larger in segment 3 than in segments 1 amtds, this group is termed
“price sensitive consumers”. Another characteriaisociated with segment 3 is
that members of this group attach a large negaauee (-6.473) to the “no
purchase” option, i.e., they view not purchasirgaaola oil as an appreciable
utility loss.

In order to test the hypothesis that less trustmgsumers are more averse to
the GM-derived food product, we relate individua&gment membership to
his/her socioeconomic characteristics, which inelgdnder, age, region of
residency, education, income and trust (see Appehdifor the definitions of
these variables). The results of the 3-segment hindieate the existence of an
anti-GM segment and we expect that consumers whtrasting are less likely to
be in the anti-GM segment. We tested this hyposhiesihe context of both
generalized trust and trust in the food systemdryimg equation (4) through the
inclusion of different measures of trust. TablelZptovides information on the
predictive power of generalized trust on an indintls segment membership.
Following the example of Glaeser et al. (2000),tested four different measures
of generalized trust: 1) generalized trust basertkspondents’ answers to the
standard trust question; 2) generalized trust whielasures one’s confidence in
other people including trust, help and fair; 3) g@@thized trust which is measured
by trust in strangers; and 4) generalized trusttbas an individual's past
trusting behavior (the frequency of lending pers@uassessions to others).
Models (1)-(4), reported in table 2.11, examineséhdur different measures of

generalized trust; these models vary only in theasures of generalized trust.
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Regarding model estimation, the coefficients foe ohthe 3 segments are set at 0
automatically by the program for identification pases. We omit model
estimates for the base segment, for which all degficients are set at 0, and
present the coefficients for the membership vaeslidr the two other segments

in each of the 4 models (see table 2.11).

In general the findings are consistent between msddg-(4) (table 2.11).
Males are less likely to be in the anti-GM grougrttare females. Older people
exhibit more dislike for the GM product. Consumiershe price sensitive
segment exhibit higher levels of education andesalents of regions other than
Quebec. Pro-omega 3 consumers tend to have a lewarof education and be
residents of Quebec. We examined the role of génedarust using four
different measures. We found that generalized tvased on respondents’
answers to the standard trust question of “Genesakaking, would you say that
most people can be trusted or that you can’t be#oeful in dealing with
people?” has no predictive power on consumers’ segmembership (see Model
(1) in table 2.11). Nor does a trust index (coredtd by adding up answers to the
trust, help and fair questions) predict segment bership (Model (2)). However,
having trust in strangers and past trusting belgnedict consumers’
membership well. Model (3) suggests that those it strangers are less likely
to be in the anti-GM segment. Model (4) indicatest fpeople who report that
they always lend personal possessions to othetssgdikely to be in the anti-
GM segment. These findings are consistent with eorscraised by Glaeser et al.
(2000), which question the predictive power of gle@eralized trust measured by
the standard trust question on trusting behaviokéter, the finding that people
who trust strangers and who state that they al\eng personal possessions to
others are less averse to GM oils suggests tha th@ component of trust which

is stable over time and across situations.

Table 2.12 provides information on how respondetntst in the food system

affects their segment membership. We examineddlleeof trust in different
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institutions as well as trust in food system ouetalestimating models (1)-(4) we
investigate the role of trust in government, farsp@nanufacturers and retailers
respectively. Estimation of model (5) focused ownust in food system overall
affects segment membership. Responses to the sgmesies on trust in
institutions were measured using Likert scales.dvéated three dummy variables
for the trust of respondents in each institutioadshon respondents’ answers to
these questions. For example, trust in governnsarggresented by the three
dummy variables, “trust in government” 1-3, witlinticating the most trusting
responses and 3 the least trusting responses. M@gel5), with model (2) as an
exception, all suggest that consumers who exhilt in the cited food
institutions are less likely to be in the anti-Gkbgp compared with consumers
who do not trust the food system. Trust in farmei@n interesting case. It seems
that respondents view farmers differently from ofinstitutions since model (2)
shows that an individual's segment membership isaffected by their trust in

farmers.

2.5.2 Results from estimating CL models

This section reports on CL model versions in whaasures of trust are related
directly to the GM attribute. Unlike the LC apprbaby interacting different trust
measures with the GM attribute, CL models allovedirexamination of how the
measures of generalized trust and trust in foottui®ns affect respondents’
valuation of the GM attribute. We expect that tngt tend to offset negative
perceptions of GM food. Thus those who exhibitttinthers and in the system
of food institutions are expected to value the GMlaute more. The results of

the CL model estimations are presented in tablg.2.1

® Since the correlations between several differezdsnres of generalized trust and trust in food
institutions are not very high, we also estimateatiais which include both generalized trust and
trust in food institutions, for example, includitrgst in strangers and trust in farmers in the same
model. We found that including both generalizedttiand trust in one of the food institutions in
the same model has little impact on the charatiesief different consumer segments. However,
the inclusion of trust in food institutions in thedel does affect the significance of some
measures of generalized trust, specifically, tiustrangers and past trusting behavior, depending
on the specific food institution included.
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Table 2.13 presents results for nine model versidnish differ only in the
interactions between trust and the GM attriButde definitions of the variables
are given in Appendix 2.2. Models (1)-(9) provideiar findings. The
alternative specific constant of the “no purchasgtion (ASC3) is negative and
significant in each of the models, suggesting to@isumers are averse to the “no
purchase” option. Consumers value the health bisnafomega-3: the
coefficients on both “enhanced omega-3” and “cort@mega-3" are positive
and significant. Consistent with expectations arevipus empirical analyses,
overall consumers do not prefer GM-derived candlacanola oils labeled as
non-GM are preferred. Canadian consumers prefeedtiencanola oils over

canola oils produced in the U.S.

Preference heterogeneity is considered by intergttie characteristics of
individuals with the attributes of the product atigtives. We found respondents’
demographic characteristics to affect their vatuagiof the GM attribute and the
omega-3 attributes. Males tend to value GM oilsentban females. Age has a
negative impact on the valuation of the GM attréuReople residing in the
province of Quebec dislike GM oil more than do deapho reside in other
regions of Canada. We also found that respondeithsawniversity degree were
more averse to GM-derived canola oils than thosk lewer levels of education.
Regarding the omega-3 attribute, people with aensity degree place more
value on the health benefit of omega-3 than thasie less education. Older
people prefer canola oils labeled as “enhanced amé&gnore than those labeled

as “contains omega-3”.

To test hypotheses that both generalized trustraistiin food institutions
have positive effects on consumers’ valuation ef@&M attribute, we interacted
the different trust measures with the GM attribinemodel versions (1)-(4), the

interacted trust variable is a measure of gen@mdlimust, while trust in food

® The specification of model (4) is slightly diffesfrom the others because the explanatory power
of the trust variable in model (4) is sensitivedlie model specification. We present a specification
in which the trust variable has a significant efffea respondents’ choices of GM oils.
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institutions is the trust variable included in mbdersions (5)-(9). As suggested
by the results from the LC models, we found no enak that generalized trust,
measured by the standard trust question, “Genespéyking, would you say that
most people can be trusted or that you can’t be&oeful in dealing with
people?” and by an aggregated trust index (basedeosummation of recoded
numerical responses to the three GSS attitudiredtoqpns which we term: trust,
fair and help), affected respondents’ valuatiothef GM attribute. The
coefficients on these two interactions are notifiant (model versions (1) and
(2)). In model versions (3), we interact trust firasgers with the GM attribute;
the coefficient on this interaction is positive asignificant, suggesting that those
who trust strangers value the GM attribute mora thase who do not exhibit

trust in strangers.

The explanatory power of the measure of past trgdiehavior (the
frequency of lending personal possessions to gtlkargaluations of the GM
attribute is tested in model version (4). In mogsision (4), the coefficient on the
interaction between trusting behavior and the Givlaite is positive and
significant, suggesting that respondents who ditad personal possessions to
others value the GM attribute more than those wehd possessions to others less
frequently. However, this finding is not stable@gs the models. Model (4) is one
of the specifications in which trusting behaviofasnd to have a significant

impact on the valuation of the GM attribute.

In models (5)-(9) the variables expressing trughafour different
institutions involved in the food system, as walltaust in the food system overall,
are interacted with the GM attribute. The coeffitgeon all these interactions are
positive and significant, suggesting that trudiiod institutions offsets negative
perceptions of GM food. Respondents who trust fosttutions value the GM
attribute more than those have less trust in uigtids. The findings that trust in
government, farmers, manufacturers and retailéestafconsumers’ decision-

making on GM food suggest recognition that the fioming of the food system
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in its entirety is affected by the functioning betdifferent institutions involved in

this system.

2.6. Conclusions

This study examines the correlations between diffemeasures of trust as well
as the predictive power of different trust measmesonsumers’ food purchasing
behavior indicated by their stated choices. We firat people’s responses to
different measures of generalized trust are caagdldvieasures of institutional
trust, assessed for four food system agents instefrmespondents’ assessments
of the competency, honesty and public interestletdd by these agents, are also
correlated. Further, comparison of responses gblpesho believe that “most
people can be trusted” relative to those who cllos@esponse “can’t be too
careful in dealing with people” suggests that peapho are less trusting in others
also exhibit lower levels of trust in institutioimsthe food system. Integrating
attitudinal measures of trust with consumers’ febdices using LC and CL
econometric models, we found that trust in stramged trust in food institutions
predict consumer preferences well in the contex@iffood, while a widely used
measure of generalized trust, which is based arsop’s view of whether “most
people can be trusted,” does not predict theseceboln terms of trusting
behaviors, our results suggest that those whoatelithat they always lend
personal possessions to others are less averdd fodsl and tend to value the

GM attribute more (or discount it less).

The finding of strong correlations between différeast measures and
correlations between trusting behaviors suggesthieae is a stable component of
trust. However, how well this component is capturgdhe standard question,
“Generally speaking, would you say that most pecple be trusted or that you
can't be too careful in dealing with people?” isancern. In this study, we found
no evidence that this measure of generalized pmesticts consumers’ food
choices. However, we did observe that the meadugereeralized trust is

positively correlated with trust in food institutis. This raises the question of
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“What exactly does the generalized trust questieasure? ”. From their study,
Glaeser et al. (2000) concluded that the generhtizest measure predicts, and
consequently measures, trustworthy behavior rdttar trusting behavior. The
explanation provided by Sapienza et al. (2007has trust contains two
components: one is belief-based and the otheeiemnce-based. It is held that
generalized trust measures the belief-based compohé&ust, while trusting
behaviors measure the preference-based compongosb{Sapienza et al.,
2007). If the generalized trust question has ljtiedictive power on behavioral
propensities, as suggested by this study, thexeneed for a trust measure which
captures the preference component of trust. Trustrangers and past trusting
behaviors are of interest for this, since thesdarad to predict behaviors well,
both in the context of the food issues considerye lAnd in previous literature
(e.g., Glaeser et al., 2000). However, we must atkmowledge the possibility
that the lack of predictive power of the generdizrust question on consumers’
choices for GM oil may be due to generalized thasting little impact on
consumer behavior in the context of food. Futuvelisss testing the general

validity of the various trust measures in otherteats should be of interest.

This paper has several policy implications. Thelltssuggest that
consumers’ trust in food institutions influencesitldecision-making on GM food.
Moreover, consumers’ choices of GM food are affeédtg their trust in specific
institutions involved in the food system as weltlaair trust in the food system as
a whole. Respondents’ evaluations of differentiasbns in the food system tend
to be correlated suggesting that consumers daendtto separately judge
different major food institutions. Trust in the fttioning of the food system
evidently depends on the functioning of the varimssitutions involved in the
food system. It follows that to maintain and fostensumers’ trust in the food
system, the performance of all the componentsaifgizsstem should be
maintained. In this study, we explicitly modeleé tiole of the aggregate measure
of institutional trust, which we termed trust oMerButure studies that decompose

such trust measure into the specific trust compisnaincompetency, honesty and
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public interest may determine whether some of tlbesgponents matter more.
However, in the case of GM food, the finding thahgralized trust (measured by
trust in strangers and past trusting behavior) afeerts consumers’ choices of
GM food, suggests that that some concerns aboutéfited food are related to

individual's world views and may be beyond the cohof the food system.
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Table 2.1 Attributes, attribute levels and the miébns of the attributes and levels
used in the experiment on stated choices of caritsla

Attribute Attribute levef Definition®
Any regular canola oil has some level of omegaty facids.
Contains Omega-3| Manufacturers may choose to state this on the Ebétontains
omega-3 fatty acids".
While ordinary canola oil has a certain level ofema-3 fatty
Omega-3 acids, the type and level of omega-3 fatty acidsaimola oil can
content Enhanced Omeqa-4 e increased and enhanced through genetically
ga- modifying/engineering (GM/GE)anola plants. Enhanced
omega-3 fatty acids can also be achieved withautife of
GM/GE by fortification.
No label indicated
GM/GE is a modern agricultural biotechnology whietolves
Contains GM/GE | the transfer of genetic material from one orgarisranother.
GM Through GM/GE, it is easier to introduce new traitthout
) i changing other traits in the plant or animal. GM/@8&0 makes
ingredients | \ o GM/GE it possible to introduce traits from other specgsnething not
possible with traditional breeding methods.
No label indicated
Country of Product of Canada | This means that the canola oil is Canadian grovehpaacessed.
ountry o ) . .
L This means that the canola oil is imported fromUlgewhere it
origin Product of US was grown and processed.
$2.50/litre
Price $5.00/litre
$7.50/litre

% This column indicates product labels used in th@iashexperiment.
® This column gives the definitions of the attributel their levels.
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Table 2.2a Distributions of age of the study sanfpi®9) and the Canadian
population (2006), expressed in percentages

Age group Sample (18+ Population (18+)
24 and below 0.06 0.12
25-34 0.15 0.16
35-44 0.21 0.19
45-54 0.22 0.20
55-64 0.17 0.15
65 and over 0.19 0.18

Source of Canadian Population data: Statistics €ar2006 Census (a)

Table 2.2b Distributions of education levels foe #tudy sample (2009) and the

Canadian population (2006), expressed in percestage

Sample Population (20+)
Some High School or less 6.94 15.66
High School Graduate 26.86 22.7
Some College or Technical School 25.27 13.29
College or Technical School Graduate 9.32 20.28
Some University 14.57 5.38
University degree and above 17.05 22.68

Source of Population data: Statistics Canada, Zd&us (b)

Table 2.2c Regional distributions of populatiortteé study sample (2009) and
the Canadian population (2006), expressed in p&gen

Sample Population
Alberta 10.7 10.41
British Columbia 12.49 13.01
Manitoba 5.15 3.63
New Brunswick 3.47 2.31
Newfoundland and Labrador 0.5 1.6
Nova Scotia 1.98 2.89
Ontario 33.6 38.47
Quebec 27.75 23.87
Saskatchewan 4.36 3.06

Source of Population data: Statistics Canada, Z#tus (c)
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Figure 2.1 Frequency of respondents’ answers &ethttitudinal questions:
“trust”, “fair”, and “help”
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themselves

Don't know

Note: Trust question: Generally speaking, wowdd gay that most people can be trusted
or that you can't be too careful in dealing witlopke?
Fair question: Would you think post pleowould try to take advantage of you if
they got a chance, or would they try to be fair?
Help question: Would you say that nafghe time people try to be helpful, or
that they are mostly just looking out for themssl¥e

Table 2.3 Frequency of respondents’ answers tgulestion on trust in strangers,

expressed in percentages

Strongly | Somewhat Neither agreee Somewh| Strongly
disagree| disagree | nor disagree | at agree agree
You can't trust
strangers anymore. 3.9 22.9 22.2 39.6 11.4

Table 2.4 Frequency of respondents’ answers tqgulestion on past trusting
behaviors, expressed in percentages

Always | Most of the time Sometimes Rarely Never
How often, if ever, do you
lend money to friends when 5.2 20.5 30.2 30.4 13.7
they ask?
How often, if ever, do you
lend personal possessions|to 10.3 34.2 33.5 18.1 3.9
friends when they ask?
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Table 2.5 Correlation coefficients between difféner@asures of generalized trust
expressed by survey respondénts

Generalized| Trust Trustin Money Possession
trust index strangers lending lending
Generalized trust 1.00 0.80 0.37 0.18 0.27
Trust index 1.00 0.46 0.14 0.28
Trust in strangers 1.00 0.16 0.23
Money lending 1.00 0.53
Possession lending 1.00

& Correlations are measured by Spearman’s rhopaiékations are significant at the 0.01 level of
significance.

® Generalized trust is measured by the GSS trustique$enerally speaking, would you say that
most people can be trusted or that you can’t be#oeful in dealing with people?” only.

‘ The trust index is constructed by adding up nucatresponses to three GSS attitudinal
guestions (trust, fair and help). The original aessito the three questions were recoded for
comparability with smaller numbers indicating highevels of trust.
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Figure 2.2 Mean scores of trust in different ingigns in the food system
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Note: Following De Jonge (2008), the overall tretre for each institution was
calculated by adding up rating scores acrossxltesins for each respondent. The means
of the trust scores for each institution are cal®md by averaging the overall trust scores
for each institution across survey respondents.

Table 2.6 Correlation coefficients between measafd&sist in different
institutions®

Trust in Trust in Trust in Trust in
government farmers manufacturers  retailers
Trust in government 1.00 0.32 0.57 0.44
Trust in farmers 1.00 0.49 0.49
Trust in
mgrslufacturers 1.00 0.55
Trust in retailers 1.00

% The correlations, measured by Spearman’s rho,lesigaificant at the 0.01 level of
significance.

Table 2.7 Correlation coefficients between geneealitrust and trust in
institutions’

Trust in Trust in Trust in Trust in Trust in
government farmers | manufacturers retailers| food system
Generalized trust 0.07* 0.13** 0.14** 0.14** 0.15**

% Correlations are measured by Spearman’s rho. *addnote significance levels of 0.05 and
0.01 respectively.

® Generalized trust is measured by the GSS trustiQue$enerally speaking, would you say that
most people can be trusted or that you can't be&weful in dealing with people?” only.
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Table 2.8 Comparison of rating scores for trushstitutions between the trusting
group and not trusting group

Most people can Can't. be too Mean .
be trusted care_ful in dealing difference tvalue | Sig.
with people
Trust in government 17.18 18.02 -0.84 -2.32 0.02
Trust in farmers 15.28 16.69 -1.41 -4.23 0
Trust in manufacturers 16.81 18.23 -1.42 -4.39 0
Trust in retailers 18.54 20.05 -1.51 -4.54 0
Trust in food system 67.82 72.99 -5.17 -4.88 0
Table 2.9 Test criteria to determine the optimahber of segments in the
estimation of the latent class model
Number of | Number of the| Log likelihood at Log likelihood 2a b c
segments | parameters (P) convergence (LL) evaluated at O (LLO P AlC BIC
1 7 -5145.132 -6650.999 0.226 1030426 10351.223
2 21 -4774.982 -6650.999 0.282 9591.964 9732.842
3 35 -4529.534 -6650.999 0.3119 9129.068 9363.865
4 49 -4412.164 -6650.999 0.337 8922.328 9251.043

Sample size is 6,054 choices from 1,009 respondhijts
2 p?is calculated from 1-LL/LLO

AlC (Akaike Information Criterion) is calculatedofm 2P-2LL.
°BIC (Bayesian Information Criterion) is calculatiedm -2LL+P*In(N)
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Table 2.10 Results of the 1-segment and 3-segmedéls of consumer

preferences for different canola oils

Segment 1 | Segment 2 | Segment 3
1-segment (Anti-GM (Pro-omega3 | (price sensitive
model consumers) | consumers) consumers)

ASC3*? -2.004 -0.775 -1.733 -6.473
(0.069) (0.172) (0.105) (0.204)
Enhanced omega 0.392 0.257 0.618 0.424
(0.049) (0.122) (0.055) (0.109)
Contains omega 3 0.430 0.511 0.587 0.489
(0.051) (0.123) (0.058) (0.109)
GM -0.829 -2.579 -0.558 -0.485
(0.051) (0.209) (0.058) (0.103)
NonGM 0.271 0.379 0.275 0.251
(0.048) (0.098) (0.061) (0.111)
Canada 0.657 1.619 0.617 0.545
(0.039) (0.112) (0.037) (0.090)
Price -0.455 -0.507 -0.118 -1.289
(0.011) (0.030) (0.011) (0.040)

& ASC3 means the alternative specific constant oftibegpurchase” option.

® This indicates that the coefficients are signifttadifferent from zero at the 5% significance
level. Other coefficients are significantly diffetefrom zero at the 1% significance level.
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Table 2.11 Results of segment membership modetsiakag the roles of different measures of geneealitrust

Model (1) Model (2) Model (3) Model (4)
Price Price Price
Anti-GM sensitive Anti-GM Pro-omega3 Anti-GM sensitive Anti-GM sensitive
consumers| consumers| consumers| consumers| consumers| Consumers| consumers| consumers
Constant 0.635*** 0.383* 0.334** -0.142 0.663*** pR4*** 0.633*** 0.492***
(0.198) (0.204) (0.169) (0.187) (0.186 (0.191 0.177) (0.184)
Male -0.412** 0.124 -0.575*** -0.090 -0.411** 0.097 -0.403** 0.105
(0.199) (0.199) (0.203) (0.208) (0.201 (0.199 0.201) (0.200)
Age 0.419*** 0.023 0.438*** -0.013 0.384*** 0.016 B84 rrx 0.017
(0.102) (0.103) (0.111) (0.112) (0.102 (0.103 0.102) (0.103)
QC -0.217 -0.431* 0.041 0.392* -0.186 -0.448* 851 -0.448**
(0.217) (0.228) (0.233) (0.236) (0.214 (0.225 0.205) (0.225)
High school and
below -0.251 -0.381* 0.150 0.367* -0.258 -0.400* .2&b -0.385*
(0.204) (0.209) (0.216) (0.221) (0.204 (0.209 0.205) (0.210)
Income 0.256 0.176 0.108 -0.169 0.262 0.198 0.213 .1600
(0.273) (0.283) (0.275) (0.300) (0.276 (0.283 0.2¢77) (0.285)
Generalized trust -0.249 -0.080
(0.201) (0.200)
Trust index 0.007 0.019
(0.044) (0.045)
Trust in strangers -0.374* -0.298
(0.218) (0.216)
Trusting behavior -0.524* -0.296
(0.316) (0.295)
Log likelihood -4477.691 -3971.801 -4529.534 -45DP3.
Pseudo R 0.319 0.321 0.319 0.319

Rk k% * represents significance levels of 1%, 58nd 10%, respectively.
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Table 2.12 Results of segment membership modelsiakgg the roles of trust in institutions

Model (1) Model (2) Model (3) Model (4) Model (5)b
Price Price Price Price Price
Anti-GM sensitive Anti-GM sensitive Anti-GM sensitive Anti-GM sensitive Anti-GM sensitive
consumers| consumers consumers | consumers| consumers| consumers consumers consumers | consumers | consumers
Constant 1.054%** 0.569** 0.870*** 0.526* 1.046%*** 0.569** -0.296 0.665* 1.111%** -0.265
(0.223) (0.238) (0.255) (0.274) (0.224) (0.239) 0.300) (0.399) (0.330) (0.467)
Male -0.408** 0.089 -0.428** 0.102 -0.408** 0.114 0.414* 0.096 -0.426** 0.115
(0.203) (0.200) (0.204) (0.203) (0.207) (0.203) 0.202) (0.202) (0.199) (0.199)
Age 0.3971%*=* 0.038 0.347%*=* 0.002 0.349%*=* 0.020 024*** 0.000 0.362*** 0.001
(0.104) (0.104) (0.104) (0.105) (0.106) (0.104) 0.007) (0.007) (0.102) (0.103)
QC -0.162 -0.428* -0.238 -0.464** -0.234 -0.480** 0.272 -0.503** -0.239 -0.383*
(0.217) (0.226) (0.218) (0.229) (0.221) (0.227) 0.247) (0.228) (0.215) (0.225)
High school | ;54 -0.355* -0.179 -0.356* -0.135 -0.342 -0.167 -0.346 -0.142 -0.386*
and below
(0.209) (0.211) (0.207) (0.212) (0.212) (0.213) 0.206) (0.212) (0.204) (0.210)
Income 0.294 0.216 0.259 0.209 0.238 0.158 0.267 1780. 0.274 0.235
(0.284) (0.287) (0.279) (0.287) (0.285) (0.287) 0.279) (0.288) (0.275) (0.283)
Trustin 1174 | 0.361
governmentl
(0.280) (0.273)
Trustin 0.611%* | -0.100
government2
(0.227) (0.238)
Trustin 0.425 -0.239
farmersl
(0.277) (0.290)
Trustin 10.350 0.046
farmers2
(0.252) (0.265)
Trustin -1.368* | -0.383
manufacturers]
(0.301) (0.283)
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Table 2.12 Continued

Trust in
manufacturers?

Trust in
retailers1

Trust in
retailers2

Trust in food
systeml

Trust in food
system?2

-0.512%
(0.225)

0.110
(0.236)

-0.860** -0.502*
(0.326) (0.319)

-0.449% -0.284
(0.212) (0.222)

-1.000%+ 0.424
(0.359) (0.476)

-0.557* -0.741
(0.321) (0.455)

Log likelihood

-4519.621

-4528.457

-4516.616

-4526.

-4520.107

Pseudo R

0.320

0.319

0.321

0.319

0.320

*x xx % represents significance levels of 1%, 58&nd 10%, respectively.
%In Model (4), age is the actual age of the respotsd@ot the normalized age). The price data armalized; (i.e., price is de-meaned and

then divided by standard deviation).

®In Model (5), the price data are normalized; (ipgice is de-meaned and then divided by standewvéton).
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Table 2.13 Results of the conditional logit modetamining the roles of different measures of tarstonsumers’
valuation of the GM attribute

Model (1) Model (2) Model(3) Model(4) Model(5 Mel{6) Model(7) Model(8) Model(9)
ASC3 -2.019%** | -2.058** | -2.021** | -2.004*** | -2.027** | -2.026*** | -2.036*** | -2.025*** | -2.024***
(0.070) (0.074) (0.069) (0.069) (0.069) (0.069 o) (0.069) (0.069)
Enhanced omega 3 0.373** 0.408*** 0.366*** 0.350*** 0.367*+* 0.365*** 0.365*** 0.367*** 0.372%*
(0.058) (0.062) (0.058) (0.055) (0.058) (0.058 083) (0.058) (0.058)
Contains omega 3 0.429*** 0.447*+* 0.426*** 0.433*** 0.426*** 0.424*** 0.420*** 0.424+* 0.426***
(0.052) (0.055) (0.052) (0.051) (0.052) (0.052 082) (0.052) (0.052)
GM -0.897** | -0.868*** | -0.896*** | -0.882*** | -1.192*** | -1.175%* | -1.335%* | -0.976** | -1.723***
(0.084) (0.091) (0.077) (0.079) (0.097) (0.116 100) (0.089) (0.177)
NonGM 0.277*** 0.262%** 0.273*** 0.270*** 0.275%** 0.273*** 0.276*** 0.273*** 0.274%***
(0.048) (0.051) (0.048) (0.048) (0.048) (0.048 04R) (0.048) (0.048)
Canada 0.657*** 0.678*** 0.665*** 0.664*** 0.664*** 0.665*** 0.664*+* 0.662*+* 0.664***
(0.039) (0.041) (0.039) (0.039) (0.039) (0.039 089) (0.039) (0.039)
Price -0.457** | -0.462*** | -0.459** | -0.456*** | -0.460*** | -0.460*** | -0.462** | -0.459*** | -0.460***
(0.012) (0.012) (0.012) (0.012) (0.012) (0.012 of) (0.012) (0.012)
Male*GM 0.350%** 0.417%** 0.342%+* 0.339*** 0.333*** 0.360*** 0.362*** 0.342%+* 0.358***
(0.086) (0.090) (0.085) (0.085) (0.086) (0.086 08B) (0.085) (0.086)
Age*contains omega 3 -0.109*** -0.103** -0.102** -0.101** -0.102** -0.D1** -0.102** -0.104**
(0.041) (0.044) (0.041) (0.041) (0.041) (0.041 .041) (0.041)
Age*GM -0.192%* | -0.154*** | -0.180*** -0.161** | -0.147*** -0.136*** | -0.163*** | -0.149***
(0.044) (0.049) (0.043) (0.044) (0.044) (0.044 .04a) (0.044)
QC*GM -0.261** -0.223** -0.292%* | -0.370*** | -0.295*** -0.254** -0.268*** | -0.275*** -0.229**
(0.104) (0.108) (0.102) (0.100) (0.102) (0.103 103) (0.102) (0.103)
Univ*GM -0.246** -0.212** -0.250** -0.212** -0.195** -0.186 -0.149 -0.196** -0.165*
(0.098) (0.103) (0.098) (0.097) (0.098) (0.098 0eR) (0.098) (0.098)
Univ*enhanced omega 3 0.129 0.106 0.142* 0.147* 0.138* 0.143* 0.139* 0Lt4 0.135
(0.083) (0.088) (0.083) (0.082) (0.083) (0.083 083) (0.083) (0.083)
Income*GM 0.099 0.097 0.094 0.083 0.111 0.104 0.103 0.097
(0.121) (0.129) (0.120) (0.121) (0.121) (0.121 .19D) (0.121)
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Table 2.13 Continued

Income*enhanced omega 3 -0.132 -0.150 -0.132 260.1 -0.136 -0.121 -0.133 -0.126
(0.110) (0.117) (0.109) (0.109) (0.109 (0.109) (0.109) (0.109)
Generalized trust *GM 0.099
(0.088)
Trust index*GM -0.096
(0.094)
Trust in strangers*GM 0.163*
(0.094)
Trusting behavior*GM 0.139*
(0.084)
Trust in government1*GM 0.641***
(0.116)
Trust in government2*GM 0.447***
(0.098)
Trust in farmers1*GM 0.326***
(0.121)
Trust in farmers2*GM 0.418***
(0.110)
Trust in manufacturers1*GM 0.854**
(0.123)
Trust in manufacturers2*GM 0.595**
(0.098)
Trust in retailers1l *GM 0.265*
(0.140)

48



Table 2.13 Continued

Trust in retailers2*GM

0.193**
(0.091)
Trust in food system1*GM 1.071%**
(0.180)
Trust in food system2*GM 0.832***
(0.169)
Log likelihood -5058.388| -4467.681 -5110.569 -5B29. | -5094.192| -5104.676 -5082.581 -5108.995 -50%®.3
R® 0.218 0.222 0.219 0.217 0.221 0.219 0.223 0.219 2210.

*rx ¥k * represents significance levels of 1%, 58&nd 10%, respectively.
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Appendix 2.1 Definitions of respondents’ socioeaoin demographic and
attitudinal variables used in the latent class n®de

Variables Definitions
Gender 1=male; O=female
Age the age of a respondent (normalized)

Region of residency
Education
Income

1=QC; O=other regions
1=High school and below; O=otherwise
1=income<$35,000; O=otherwise

Generalized trust

1="most people can be trusted"
O="can't be too careful in dealing with people"

Trust index

1=a respondent has strong confidenoghiers
O=otherwise (These two groups are divided by thdiame
of the overall trust score which is the sum of G&St, fair
and help.

Trust in strangers

1=one trusts strangers; O=oterw

Trusting behavior

1=one always lends personal possessions to others;
O=otherwise

Trust in government1-3
Trust in farmers1-3

Trust in manufacturersl1-3
Trust in retailers1-3

Trust in food system1-3

1 represents the most trusting group; 2 represbats
second trusting group; the base is the least tgigfioup
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Appendix 2.2 Definitions of respondents’ socioeaoin demographic and
attitudinal variables used in the conditional lagibdels

Variables Definitions
Gender 1=male; O=female
Age the age of a respondent (normalized)

Region of residency
Education
Income

1=QC; O=other regions
1=university degree and above; O=otherwis
1=income<$35,000; O=otherwise

Generalized trust

1="most people can be trusted"
O0="can't be too careful in dealing with people"

Trust index

1=a respondent has strong confidenoghiers
O=otherwise (These two groups are divided by thdiame
of the overall trust score which is the sum of G&St, fair
and help.

Trust in strangers

1=one trusts strangers; O=otkerw

Trusting behavior

1=one lends personal possessions to others frdguent
O=otherwise

Trust in government1-3
Trust in farmers1-3

Trust in manufacturersl-3
Trust in retailers1-3

Trust in food system1-3

1 represents the most trusting group; 2 represbkats
second trusting group; the base is the least tgigfioup
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CHAPTER 3. The influence of attribute cutoffs on camsumers’ choices
for a functional food with potential health and risk attributes

3.1. Introduction

Traditional economic theory assumes that consuarersational, utility-
maximizing decision makers, with complete informaatabout choice tasks.
Lancaster (1966) extended traditional consumenthiep assuming that
consumers obtain utility from the characteristita good rather than the good
per se. Further extending this concept, the licearpensatory choice model,
which assumes that consumers evaluate the attsilofiiternative products or
services and trade off between the attributes vihey choose among alternatives,
has been widely used in studying consumers’ chimétevior (e.g., McFadden,
1974). Some scholars, however, argue that consumgescognitive limits in
processing information (e.g., Simon, 1955; Tverakgl Kahneman, 1974) and
note evidence that choice heuristics are commaosdy in consumers’ decision-

making processes (Bettman et al., 1991; Payne, €t98).

Swait (2001) maintains that noncompensatory datisitategies are widely
used by decision makers. Using a honcompensataigide strategy, the
decision maker bases his/her assessment of anaditer on just some of the
attributes of the alternative instead of making&affs between all attributes of
an alternative (Elrod et al., 2004). Previous &tare has documented a variety of
noncompensatory decision rules, such as elimindtjeaspects(EBA) (Tversky,

1972), lexicographic decision stratedi@/right, 1975), and conjunctive and

" Using an elimination-by-aspects (EBA) decisiomtggy, decision makers evaluate alternatives
based on a set of aspects. One aspect is exantinddre and the alternatives that do not include
the aspect are rejected. The process continuesbllone alternative is left.

8 Using a lexicographic decision strategy, decisiwkers first rank the importance of attributes
and then evaluate alternatives starting from thetrimportant attribute. The alternative that
surpasses other alternatives on the most impaataitiute is chosen. Otherwise, the process
continues till one alternative is chosen.
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disjunctive decision rul@<Elrod et al., 2004). Recognizing the common fse o
noncompensatory decision strategies, some haveéigues the robustness of a
linear compensatory choice model in predicting comsr behavior under various
choice settings (e.g., Johnson and Meyer, 1984).

A number of noncompensatory decision strategiesluavthe use of attribute
cutoffs. For example, the conjunctive decisiontstyg implies that decision
makers discard an alternative if it does not meethreshold of any one of the
attributes (Elrod et al., 2004). A large body ¢dédature on decision making
suggests that attribute cutoffs are often usedomgumers to simplify their
choices (Huber and Klein, 1991; Bettman et al., 11 9%ersky, 1972). By
implementing cutoffs, decision makers exclude al&ves that do not exceed the
relevant attribute cutoffs from their choice sdta acreening stage and then
choose only from the alternatives remaining inrgduced choice set (Huber and
Klein, 1991). Where this is the case, taking atiigbcutoffs into consideration in
choice models is of importance in providing a momrecise specification of
consumers’ decision making processes and allovasgarchers to study

consumer’s choices in a more realistic manner (5&@01; Elrod et al., 2004).

A number of studies have employed linear compengaitdity models to
examine consumers’ preferences for foods derive fmodern agricultural
biotechnology, commonly referred to as geneticalbdified (GM) foods
(e.g.,Burton et al., 2001; Onyango et al., 200@)ak been recognized that
consumers differ considerably in their acceptarfceM foods (Hu et al., 2004;
Siegrist et al., 2005). Some people refuse to demsionsumption of food with
GM ingredients, while others have no concern ablugtissue (Siegrist et al.,
2005). A growing body of literature on consumptartisions regarding foods
with GM ingredients takes consumers’ preferencerogeneity into

consideration by using latent class (LC) modelsramdom parameters logit

° The conjunctive decision rule rejects the altéwestthat do not meet all the attribute thresholds,
while the disjunctive decision rule accepts theralatives that surpass at least one of the attribut
thresholds.
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(RPL) models (Hu et al., 2004; Christoph et alQ&00nyango et al., 2006).
However, so far, little work has been done to terogeneous consumer
preferences to the use of attribute cutoffs in glenimaking in studying
consumers’ choices for GM/nonGM food. It is readedo postulate that
consumers may encounter cutoff constraints whendheose between food
products with/without GM ingredients. This studganporates attribute cutoffs
into the modeling of consumer choices in the canté%ood with health-related
attributes (omega 3 content) that may be assocwitbdyenetic modification. As
well, we examine the problem of endogeneity thay beassociated with
attribute cutoffs (Swait, 2001) by linking cutoffs respondents’ demographic

characteristics.

3.2. Literature review

There is growing interest in understanding the gsses underlying consumers’
decision-making. Payne et al. (1988) pointed oat iidividuals tend to adjust
their decision strategies in response to varyirgjaehtasks and time pressures to
be effective in decision making. It remains a afradiing task to understand when
and why a decision strategy is chosen. Some algiie¢he selection of a decision
strategy is determined by the costs and benefiscested with particular
instances of decision making (e.g., Shugan, 198fy)example, based on studies
on a small group, Russo and Dosher (1983) founddiagsion makers selected
those decision strategies which minimized theit ¢efort) to make particular

choices.

Literature on decision making has documented a rumbfactors which
influence selection of decision strategies, inalgdine choice environment, the
characteristics of the decision maker, the compleofithe choice task and time
pressure (Swait and Adamowicz, 2001; Payne e1@88; Wright, 1974). Payne
et al. (1993) provide a comprehensive literatugesg on the influence of choice
environments on decision making. Facing a decissk, individuals tend to vary

in their abilities to process information and oftethibit cognitive limits in
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decision making (Heiner, 1983). De Palma et al9g)9ound evidence that an
individual’s ability to process information affediss/her judgment of the optimal
choice and selection of the decision strategies.iiifportance of the complexity
of a decision task in determining the selectiod&dision strategies has been
demonstrated in a number of studies (e.g., JohasdrMeyer, 1984; Tversky and
Shafir, 1992; Heiner, 1983). Johnson and Meyer4)18&8und that respondents
are more likely to use elimination strategies whkaice size increases. Tversky
and Shafir (1992) concluded that individuals temdefer their decision making
or to seek new options when they face strong auefbetween alternatives. It is a
common finding that the tendency for an individitatise simplified decision
strategies increases when the decision tasks becmreecomplex (Payne et al.,
1988; Wright, 1974).

An attribute cutoff is the minimum acceptable lethet an individual sets on
an attribute (Huber and Klein, 1991). Previougéitere suggests that attribute
cutoffs are frequently used by decision makers @giand Klein, 1991; Klein and
Bither, 1987). The tendency to use an attributeftiricreases as the choice task
becomes more complex (Payne, 1976), or when deamsakers are under time
pressure or exposed to more distractions (Wright4l However, eliciting
information on cutoff usage in decision making remaa challenge. Previous
literature identifies attribute cutoffs based oli-seported values (Swait, 2001),
process tracing methods (Klein and Bither, 198, @bserved choices (Elrod et
al., 2002). Regarding the elicitation of cutoffsrfr respondents, there is no
agreement on when and how to query respondents #bhsuSwait (2001)
identifies respondents’ cutoffs based on a singtef&related question, but
suggests that multiple questions may be usefiddaace measurement errors.
Process tracing approaches, which include verlmbpols and information
boards (information boards record respondents’cbefar information on choice
alternatives), provide methods by which researcherg attempt to follow
decision makers’ cognitive processes (Ford efl8B9). However, these

approaches may also interfere with respondentssecmaking (Elrod et al.,
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2002) and are not practical unless the researcbnducted in a laboratory setting
(Swait, 2001). Green et al. (1988) examines theistancy between respondents’
self-reported cutoffs and their subsequent choitlese authors find that while
respondents frequently violated their self-repotetbffs, they were less likely to

violate a cutoff associated with an important bttte (Green et al., 1988).

There is a considerable literature on the developrmemodels to
accommodate the use of cutoffs in decision makdogne studies assume that
decision making involves two stages and modelbatte cutoffs using a two-stage
decision model (Swait and Ben-Akiva, 1987; Robartd Lattin, 1991). It is
hypothesized that at the first stage, decision msagereen the alternatives and
eliminate from further consideration those thalt taimeet cutoff levels; at the
second stage, decision makers choose from the mergailternatives (Roberts
and Lattin, 1991). However, the two-stage choicelehcs very difficult to
estimate (Swait, 2001). In contrast, Swait (200tprporates attribute cutoffs
into the linear compensatory utility model. Thisaebpenalizes cutoff violations,
but does not reject alternatives that violate dutohstraints (Swait, 2001). Elrod
et al. (2004) propose an integrated model whiahwadlfor compensatory,
conjunctive and disjunctive decision strategiessThodel requires no
information on self-reported cutoffs. Instead, mfation on cutoffs is obtained

based on observed choices. Violations of cutofsnat allowed in this approach.

Although there is growing interest in incorporgticutoffs into choice
modeling, the issue of endogeneity of self-repodadffs has received little
attention. Swait (2001) argues that attribute datafe not exogenous to choices
but are jointly determined with choices. Therengpg&ical evidence that attribute
cutoffs are not fixed and that individuals adjumsit cutoffs during their decision
making (e.g., Klein and Bither, 1987; Huber andiKld991). Huber and Klein
(1991) conclude that individuals adjust their ctgafhen they have more
information about the attributes and decision tasksle Klein and Bither (1987)
observe different cutoffs to apply with differengeghe utility structures that
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different people may employ. Given endogeneity thay be associated with
respondents’ self-reported cutoffs, incorporatialf-eeported cutoffs directly into
the modeling of consumers’ choices may generatediastimates. This study
models consumers’ choices for canola oil productls potential health and risk
attributes, allowing the use of attribute cutoffgdecision making. Moreover, we
examine the potential endogeneity of cutoffs byrureenting respondents’ self-
reported cutoffs with predicted cutoffs. We predatpondents’ cutoffs based on
their demographic characteristics, since thesexargenous to their choices.

3.3. A utility model with compensatory cutoffs

Intuition and casual observation suggest that leem@ay not always adhere to
their self-stated cutoffs. Instead, they may vibese as statements of desired
cutoff levels which they are willing to modify. Ceequently, individuals may
suffer a utility penalty rather than completelyn@hate a desired alternative. We
follow this chain of reasoning in adopting the miodieveloped by Swait (2001),
which penalizes rather than rejects an alternahigeviolates cutoff constraints.
The model proposed by Swait (2001) extends thatinempensatory utility
model in two aspects: first, it allows for the wseattribute cutoffs in decision
making; second, it allows for violations of cutoffghe following is a brief
description of the model (for further details, S¥eait, 2001).

Suppose individuah faces a choice task of choosing one alternatwe fr

choice set C, which contains several alternatiZesh alternative is characterized
by K attributes,Z, = [Xi, p,]’ ; p denotes the price of alternativeand

X, represents the otheK(—1) attributes of alternative. Individual n obtains
utility U, (X, p) by consuming alternative. We also assume that individualis
subject to an income constraimd,,. The utility maximization problem for
individual n is:

max > U, (X, p)

ioc
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st. ».6,=14,0{08, Y g,p<M, 0iOC (1)

iac iac
where J, is a choice indicator. If individuah chooses alternativie, 9, =1;

otherwise,d, = 0

Model (1) represents a linear compensatory utifipdel. Considering that
individual n may have constraints for the acceptable range attabute, we

define a, and b, as the lower and upper bounds for Keattributes where

ac =[a,aa], b =[b 0], ~ew<a b <+ By incorporating

noncompensatory cutoffs into model (1), the optatian problem becomes:
max zdniun(xi’ pl)

ioc

st.>.6,=1 ¢,0{01, > &,p<M,, 0iOC

igc igc

JniaK < Jnizi < JnibK (2)

Model (2) requires that individual can only choose an alternative which
meets the attribute constraints. As suggested kgiet al. (1988), individuals
often violate their self-reported cutoffs. Allowimgcision makers to violate the

attribute constraints at a cost, the extended maétek the following form:

max ZJniUn(Xi, F)l)"'zzdni(/]kgik +ykhk)

idC idC k
s.t. %;o*m =1, g, 0{og}, ;m <M,, 0iOC 3)

where g, and h, denote the amounts of violationg, =a, —Z, and

h, =Z, —b,; A,and y, are parameters indicating utility penalties.

Model (3) can capture a variety of decision stri@e§Swait, 2001). For

example, when there are no violations of attrilmuteffs, i.e.,g, =h, = 0, this

model becomes a compensatory utility model (i.@deh (1)). Model (3) can also

accommodate a conjunctive decision strategy (irckvan alternative is
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eliminated for not meeting the cutoff constraintsamy one of its attributes) by

setting the appropriate utility penalty,( ), ) to — oo (Swait, 2001).

3.4. Data and descriptive analyses

Data employed for this study were collected throtighCanada-wide internet-
based stated choice survey described in Chapfed2scription of the
previously-noted features of the survey designdatd collection process is not
repeated here. In addition to the survey questiotsd in Chapter 2, respondents
were asked a series of short questions on theéedstaeferences for various food
attributes. These were directed at the attributgsl@yed in the previously-
described choice experiment with the goal of ehgitattribute cutoffs from
respondents. In that experiment, canola oil praglacté described by the four
attributes of country of origin, omega-3 contengitteristics, GM/nonGM
derivation and price. Cutoffs were queried priotie choice experiment, so that
self-reported cutoffs would not be affected by dtteibute levels appearing in the
choice experiment. Respondents were asked thevioldpset of four questions,
which correspond to the four attributes. The leadteries to each of the four
guestion sets are: (1) “When purchasing canolantiich of the following
statements best represents how the country ofnonfjuences your purchase
decision?” ; (2) “Which of the following statemenitsst describes your attitudes
toward buying foods with fortified ingredients?3)(“Which of the following
statements best describes your behavior when iesdmbuying foods that have
ingredients that are genetically modified or ges&ly engineered?®: (4) “When
you purchase a bottle of canola oil, say 1 litreige, is there always a maximum
price you will pay? If yes, which of the followinrgpresents the maximum price

you will pay for a one litre bottle of canola oil?”

Several alternative cutoff options are offereddach of the four attributes.

Options for the query on country of origin are: K1y decision depends on the

1% Regarding queries (2) and (3), definitions of fdodification and genetic
modification/engineering are offered. For thesanitédns, see the attached questionnaire
(Appendix A).
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specific canola oil; (2) | only purchase canola @itoduced in Canada; (3) | only
purchase canola oils produced in the U.S.; (4) makocare. Regarding the query
on food fortification, three options are offeretl) My decision depends on the
specific food with fortified ingredients; (2) | anot willing to purchase any food
with fortified ingredients; (3) | am indifferentwards foods with/without fortified
ingredients. Options corresponding to the querthenGM attribute are: (1) My
decision depends on the specific food with GM/Ggredients; (2) | am not
willing to purchase any food with GM/GE ingredierasd (3) | am indifferent
towards foods with/without GM/GE ingredients. Foe frice attribute,
respondents who indicated having a price cutofieweguested to choose one of
the four offered price ranges to indicate the maxmprice they would pay. The
applicability and presentation of the cutoff quess were initially assessed by a
focus group of members of the public recruited dmBnton. Initial analyses of
data from two pre-tests of the revised survey gaftether means to assess the
appropriateness of cutoffs before the implemematicthe final Canada-wide

survey.

Table 3.1 reports the numbers and correspondingeptages of respondents
who reported having attribute cutoffs. A large ujon of survey respondents,
336 out of 1,009, said that they only purchase leaoits produced in Canada. In
view of previous studies of Canadians’ attitudes,did not find it surprising that
almost 40% (38.95%) of respondents indicated tet aire not willing to
purchase food with GM ingredients. In generalppears that respondents were
generally willing to accept enhancement of foodieuats through fortification of
ingredients—only 84 respondents indicated that #reynot willing to purchase
food with fortified ingredients. The price cutoffeosen by respondents vary.
Some 40% of the respondents indicated that theyotibave a maximum price
for the purchase of a bottle of canola oil. Amohgse with price cutoffs, 11.6%
said they are not willing to pay more than $2.49@ne litre bottle of canola oil;
38.9% chose a maximum price in the range of $2%1t69; and 7.73% indicated
their maximum willingness to pay to be a pricelia tange of $5 to $7.49.
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Examining the demographic characteristics of coresusagments that have
different preferences for food attributes: froml¢éa®.2a the demographic
characteristics of respondents who indicate onltglpasing Canadian canola oil
can be compared with those who do not care whetheot a canola oil is
produced in Canada. As can be seen in table 3, people are more likely
only to purchase canola oil produced in Canada.aMeeage age of respondents
who chose “I only purchase canola oil produced am&ia” is 53.46, appreciably
higher than the average age of respondents whe @tier “My decision
depends on the specific canola oil” or “I do natetaTable 3.2a also shows that
the education level of respondents who state begt only purchase Canadian oil
is relatively lower than for other groups. Only 4% of this group have a
university degree or above. Regarding consumeegepgnces for food with
fortified ingredients, a very small proportion espondents (8.3%) indicate that
they are not willing to purchase food with fortdiengredients (table 3.2b).
Among these, the majority are men (59.5%), angtbeortion of people with a
university degree or above is much higher thariferother groups where
respondents do not have a cutoff for food withified ingredients (40.5% versus
17%). Table 3.2c indicates that among respondentsake not willing to
purchase GM food, 62.5% are women and 22% haveévarsity degree or above.
From table 3.2d, we can compare the demographiactaistics of respondents
who state that they have a maximum price for @ré bottle of canola oil and
those who do not. As can be seen, relative to pempb do not indicate a
maximum price for canola oil, people with a priegatf have a lower level of
income and education. The average income for relpua who have a price
cutoff is $63,811.8, while the average income &spondents who do not have a
price cutoff is $76,129.63. The percentage of peapth a university degree or
above is also lower for people who have a priceftutlative to those who do
not (17.8% versus 22%).

3.5. Incorporating self-reported cutoffs into the nodeling of consumers’
choices for a functional food
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There is growing interest in the future marketftorctional food which is
directed at increasing the nutritive charactersstitparticular foods. This has
been pursued by fortification, and may also beead by plant breeding,
including through the application of modern agriatal biotechnology
techniques. However, applying transgenic methodsatéchnology to food
production is a controversial topic in societyagke. This study examines
consumers’ preferences for canola oil products wkary in omega-3 content
(which is increasingly recognized as importantealth), and may be associated
with genetic modification. Details about the atirtid selection and experimental
design of the choice experiment were describechiap@er 2. That chapter
presents analyses of consumers’ choices using toomalilogit (CL) and latent
class (LC) models, while focusing on trust exprddsgrespondents. In the
current chapter, the previous analyses are exteogle@tcorporating attribute
cutoffs into the choice modeling. As suggestedhigysummary of initial
responses in table 3.1, appreciable proportiomesgdondents reported having
attribute cutoffs. We expect that taking theselaite constraints in decision
making into consideration in modeling will improtree model fit and explanation

of choice behavior.

In section 3 above we introduced a utility modelakhallows for
compensatory cutoffs in decision making (see m¢{@)l Here we proceed to
examine consumers’ choices based on that modehsatlame initially that the
respondents’ self-reported cutoffs are exogenotiseio choices. Dummy
variables are created indicating whether thereviatations of cutoffs. For
example, if a respondent stated that he/she onlyhpses canola oils produced in
Canada, a canola oil produced in the United Statats to a violation of the
Canada-related cutoff for this respondent. Applyimagdel (3) to consumers’

choices for canola oils, the utility function takés form:

U, = B Nopurchase¢,, i=“no purchase”

U, =(1-Nopurchase)@, Enhance+3,Contain+5, GM+ S, NonGM
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+ B, Canada+3, Price+f5,VCan+/, VFort+ 8, VGM+ S, VPricel 4)

+ [, VPrice2+(,,VPrice3)+e,, i#“no purchase”

where “Nopurchase” takes the value of 1 for the pnochase” option, otherwise
“Nopurchase” equals 0; “Enhance” takes the valug ibfa canola oil is labeled
“‘enhanced omega-3” and is 0 otherwise; “Containfadg| 1 if a canola oil is
labeled “contains omega-3” and otherwise equalh@.attribute of GM
derivation is coded into two separate dummy vaesbGM and NonGM,
indicating the presence and absence of GM ingrésliespectively; “no label” is
the omitted level for this attribute. “Canada” elgukif a canola oil is produced in
Canada, otherwise “Canada” equals 0; “U.S.” isaimétted level of this attribute.
Price denotes the price of a canola oil productah@ a dummy variable with a
value of 1 if a violation of the cutoff of only ptivasing Canadian oils occurs (a
U.S. product is considered a violation of this ¢)t@therwise VCan equals O.
VFort and VGM are defined in a similar manner, witRort indicating a

violation of the fortification cutoff; based on tdefinitions and information given
to respondents we define a canola oil with enhaonceelga-3 as a violation of this
cutoff. VGM denotes a violation of the GM cutoffganola oil containing GM
ingredients violates this cutoff. VPricel, VPrica2d VPrice3 are three dummy
variables indicating violations of three differgmice cutoffs, with VPricel
corresponding to a violation of the price cutoffsat49/litre, VPrice2 at

$4.99/litre, and VPrice3 at $7.49/litr@ s are parameters to be estimated; and

€, represents an error term.

In this study, survey respondents were asked tosghamong different
canola oils in a series of choice tasks. Each ehtaisk contains three alternatives:
two canola oil products and a “no purchase” optlat.U  denote the level of
utility individual n obtains from choosing oil i.yBassuming the error term has a
type | extreme value distribution, the logit chomrebability of individual n

choosing oil i ) takes the form:
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whereV,; represents the deterministic componentqf(equation (4)).

Table 3.3 compares the results of a standard donditlogit (CL) model
(equation (5)) with that of a CL model which allotes cutoff violations (we
label this “CL model with penalties”). These modeksre estimated with
maximum likelihood methods using NLOGIT Version@Gréene, 2007). As can
be seen in table 3.3, the analytic findings froesthmodels are similar. A
negative coefficient on “Nopurchase” suggests tloasumers are averse to not
purchasing a canola oil product. Omega-3 conteatdanola oil is valued by
consumers since the coefficients on both “enhaooeehga-3" and “contains
omega-3” are positive and significant. Findingated to the GM attribute are as
expected: in general, consumers do not like a eaniblvith GM ingredients and
are willing to pay a premium for a canola oil ladNonGM” relative to one
that is not labeled. We also find that Canadiarsaamers prefer canola oils

produced in Canada to those produced in the U.S.

The results from the CL model that includes utipgnalties when cutoffs are
violated, given in table 3.3, are based on theraption that some respondents
may be willing to sacrifice a utility loss rathéan eliminate an alternative when
there is a cutoff violation associated with thaemdativé. Consequently we
expected the coefficients for the variables reprtisg cutoff violations to be
negative. As expected, the results of the CL modsrporating utility penalties
suggest that violations of the cutoffs did resulttility losses to decision makers.
All the coefficients for the cutoff violation vatiges are negative and significant

except for that on the variable of VPrice3, whi@ndtes a violation of the price

1 A total of 6,054 choices are made. Of these, 1¢@ices involve violating at least one
attribute cutoff (171 choices involve multiple \atibns). The cutoff of only purchasing Canadian
oil was violated 416 times; the fortification cutefas violated 96 times; the no-GM cutoff was
violated 143 times; the price cutoff at $2.49 wadated 467 times; the price cutoff at $4.99 was
violated 638 times; the price cutoff at $7.49 wedated 58 times.
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cutoff at $7.49. It seems likely that this may arisom the feature that the
maximum price employed in the choice experime®7i$0, which is very close
to $7.49 and thus is unlikely to be consideredahv®lation of this particular
price cutoff. We observe that the coefficient onM @Gas the largest absolute
value, which indicates that the utility penalty@sated with violating the GM

cutoff is larger than that associated with violgtany other cutoff.

A comparison between the two CL models in tablesBggests that
incorporating the cutoffs into the CL model doefeetfthe model estimates. For
example, the results from the CL model without pggindicate that the
presence of GM ingredients in a canola oil redwtiisy by 0.829 units
compared with a canola oil without an explicit “GNW/NGM” label. However,
the results from the CL model with penalties fihdtta “GM” label only reduces
utility by 0.282 units, while violating the no-GMitoff results in a utility penalty
of 1.9321 units. Table 3.3 also shows that incapog attribute cutoffs into the
utility function significantly increased the model The log likelihood statistic
increased from -5145.132 to -4804.135, while theuds R increased from
0.2139 to 0.2656. A likelihood ratio (LR) testin€lusion of the cutoff violation
variables in the model clearly favors inclusiore ttR statistic is -2[-5145.132-(-
4804.135)] = 681.994. This is much greater tharotiepercent critical value of
16.81(the number of degrees of freedom is 6), sstggethat the utility function
without the cutoff violation variables be rejected.

There is a possibility that overestimation of ctigffects on decision making
may arise from not accounting for taste variatioroag the respondents (Swait,
2001). To assess this, we further test the modél @ampensatory attribute
cutoffs by controlling for unobservable prefereheterogeneity among the
survey respondents. We conduct this test by edtigpmatrandom parameters logit
(RPL) / mixed logit (ML) model, which allows for @ierence heterogeneity
across individuals (Hensher and Greene, 2003; T28i03). The mixed logit

probability of individual n choosing alternativesi
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Vi (B)
R = j(ﬁ(ﬁyjf (B)dB (6)

whereV,, (,8) is the deterministic component of ;; SBis a vector of parameters;

andf (,G)denotes a density function of parameters (Traif320

Table 3.4 presents the results from estimatindgriik model, as described
by equation (6). We allow for heterogeneous consyreferences for all the
attributes when estimating the RPL model. The dciefits for the attributes are
assumed to have a normal distribution. Since ecantiraory suggests that price
has a negative impact on utility, we assume thgatiee prices exhibit a
lognormal distribution. The statistics on the maditeduggest that the RPL model
reported in table 3.4 is superior to the CL mogetsented in table 3.3. Both the
log likelihood and pseudo Rincrease when taste variations are considerdukin t
model. However, comparison of the results reparddbles 3.3 and 3.4
suggests that in general the findings are not fighhsitive to the model
specification in that we identify the same patteficonsumer preference for all
the attributes. Specifically, from the results otlbtables, consumers value
omega-3 content in a canola oil product. Overh#ytdislike GM food and prefer
a canola oil that contains no GM ingredients. THeéaradian consumers also

prefer canola oils produced in Canada to thoseymediin the U.S.

Regarding the attribute cutoffs, we find that cansus suffer a utility loss
when they violate their self-reported attributeofist and that this holds even after
we consider unobservable preference heterogengipgsindividuals in the
model. As suggested by the estimates of the CL hwaitle utility penalties in
table 3.3, the results of the RPL model also intdithat a violation of the no-GM
cutoff results in the largest utility penalty. Agsible explanation for this is that
individuals consider the GM attribute to be a mianportant factor than the other
attributes in their decision making, so they suffe@re from violating the cutoff
associated with this attribute. However, whethetilgy penalty increases with
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the level of importance of an attribute remainsrd@resting topic to be further
investigated in future studies. The findings onhiee cutoffs changed slightly
when unobservable preference heterogeneity wasdswed. The estimates of the
CL model suggest that there is a utility penaltyoagated with violating the price
cutoff at $2.49, whereas the RPL model shows tigviolation of that price
cutoff variable (VPricel) had no impact on utiliBoth the CL model and the
RPL model indicated no evidence that a violatiothef highest price cutoff
($7.49), affects an individual's utility level. Hawer, as noted above, the highest
price level that appeared in the choice experinse#i7.50, very close to the price
cutoff at $7.49, suggesting that inclusion in thedel of a price cutoff at $7.49 is
redundant. Since both the CL model and the RPL hsdggest that violation of
the price cutoff at $7.49 has no impact on utilty consider only two price
cutoffs in the following analyses, one at the lese$2.49 and the other at the
level of $4.99.

3.6. Modeling consumer behavior under predicted cuiffs

Endogeneity associated with attribute cutoffs hesnlbdiscussed in several studies
(Klein and Bither, 1987; Huber and Klein, 1991; 8w2001). It has been found
that cutoffs are influenced by numbers of factetgh as an individual's
knowledge of the attributes (Huber and Klein, 19814 the choice context

(Swait, 2001). In this section, we examine potémintlogeneity of respondents’
self-reported cutoffs. A common approach to teséingogeneity is to use
instrumental variables (IV) in model estimation ahdn compare model

estimates with and without 1Vs. We create instrutador respondents’ self-
reported cutoffs by predicting cutoffs based ompoeslents’ demographic
characteristics. In modeling, we then replace #ereported cutoffs with

predicted cutoffs.

3.6.1. Linking cutoffs to demographic charactecistiising a binary logit model
Respondents’ demographic characteristics are exogerariables. One

possibility to examine the problem of endogeneftthe self-reported cutoffs is to
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predict cutoffs based on individuals’ demograpltiaracteristics. However, the
feasibility of this approach depends on how mugblamatory power an
individual’'s demographic characteristics have @1 her self-stated cutoffs. In
section 3.4, we identified that there are somealgds between respondents’
preferences for food attributes and their demogcagiaracteristics (see tables
3.2a-d). In this section we formally test the rielaships between respondents’

self-reported cutoffs and their demographic charastics.

Four types of cutoffs are identified from resporiden the survey,
corresponding to each of the four attributes engudioy the choice tasks (see
table 3.1). About one third of the respondentsdattid that they would only
purchase canola oils produced in Canada; 8% aftsgondents indicated that
they would not purchase food with fortified ingrenis; almost 40% of the
respondents identified that they were not willingpurchase a canola oil with GM
ingredients; and the majority of the respondentdgcate that they would pay no
more than one of the specified prices for a battleanola oil. Since these are all
discrete cutoffs, respondents’ answers to eacheo€titoff questions can be
grouped into two categories, having a cutoff andhaving a cutoff. Therefore, it
is appropriate to use a binary indicator to shovetlvlr an individual has a cutoff
for a particular attribute or not. This indicat@shtwo values, 0 and 1, with 1
indicating that an individual has a cutoff and @igating that an individual has no
cutoff. The creation of a binary indicator for eaxftthe attribute cutoffs allows us
to link individuals’ self-reported cutoffs to thelemographic characteristics using
a binary logit model.

In a binary logit model, the dependent variable iéva binary variable,
taking a value of either 1 or 0. Let y* be an urerbable variable and
y*= X'a + &, where X represents the factors influencing y* anid a vector of
parameters. We cannot observe y* directly, whaseeis Y=1 if y*>0;

otherwise Y=0. Assuming thathas a logistic distribution,
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B ex’a

Prob(y =1x) o

(7)

We define Y=1 if a respondent reports having affaiod Y=0 if a respondent
has no cutoff. We then examine how the respondéetsiographic characteristics
affect their answers to each of the cutoff questi@spectively based on equation
(7). The definitions of the variables used in tiveaby logit models are presented

in Appendix 3.1 and the results are presentedbles$a3.5a and 3.5b.

Table 3.5a reports the results from estimatingetmeary logit models.
Model (1) examines how demographic variables atteetfprobability that an
individual only purchases canola oils produced am&la. In this context we are
not particularly interested in the magnitude of itifuence that a demographic
variable has on the probability of only purchas@anadian oils and consequently
do not present the marginal effects of the demdgcayariables in the table.
According to the results of Model (1), the oldepple are, the more likely they
are only to purchase Canadian oils. Compared wi&handents from other
regions in Canada, respondents that reside in Qualedess likely to have a
cutoff only to purchase Canadian oils, while regjmnts that reside in the Prairie
provinces are more likely not to consider purchafseanola oils produced outside
of Canada. We also find that urban residents aslikely only to purchase

Canadian oils.

The results of Model (2) suggest that male respotsdare more likely to
have a cutoff for fortified ingredients in a foorbduct; respondents with higher
levels of education (a university degree and abterg] to dislike fortified
ingredients in a food product; and urban resporsderd less likely to have a
cutoff for fortified ingredients. Model (3) examméow demographic
characteristics influence the probability that sp@ndent has a cutoff for GM
ingredients in a food product. We find that malgoe@ndents and urban residents

are less likely to have a cutoff for GM food whilssidents of Quebec and those
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with more education (a university degree or ab@re)more likely to have a
cutoff for GM food.

The maximum prices indicated by respondents tacbe@able for the
purchase of a bottle of canola oil vary from $2i4@/to $7.49/litre. In the choice
experiment, the attribute of price has three lev&2s5/litre, $5.0/litre and
$7.50/litre. As discussed above, only two pricenffat at the levels of $2.49 and
$4.99, have impacts on utility. The price cutoffs@t49 is evidently redundant,
being very close to $7.50, the maximum level of@employed in the choice
experiment. Therefore, we created two binary véembepresenting the two
relevant levels of price cutoffs at $2.49 and $4 B results for Models (4)-(5)
presented in table 3.5 b investigate how demogcagdriables influence the
probability that a respondent has a price cutoffzad9/litre and $4.99/litre
respectively. In general, we find that, exceptifmome levels, socio-economic
and demographic variables tend to have limited otgan the price cutoffs. As
can be seen in table 3.5 b, the coefficients oarrecin Models (4) and (5) are
negative and significant, suggesting that the nedpots with more income are

less likely to specify price cutoffs at $2.49/litve $4.99/litre.

3.6.2. Incorporating predicted cutoffs into thditytifunction

The results in tables 3.5a and 3.5b suggest tmbgephic characteristics do
influence the probability that an individual haswaoff for an attribute. Thus it
should be possible to examine endogeneity of sglbted cutoffs by predicting
cutoffs based on respondents’ demographic charstoterand using the predicted
cutoffs as the instruments for the self-reporteits. In this section, we
construct two sets of instruments for the self-reggbattribute cutoffs based on
the respondents’ demographic characteristics améshmated binary logit
models, and compare the results for different nodstimated under self-

reported cutoffs and predicted cutoffs.
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The first set of instruments consist of the prestigbrobabilities of having a
cutoff. The predicted probabilities of having aaffitan be used as instruments
for the self-reported cutoffs if we assume thatrspondents who are more
likely to have a cutoff for an attribute sufferaader utility penalty when a
violation of a cutoff occurs. Given a respondex&snographic information and
the estimated binary logit models, we can calcutateprobability that a
respondent has a cutoff for a particular attribEta. example, the probability that
a respondent has a cutoff for the GM attribute lmacalculated by substituting
the respondent’s demographic information and tmarpaters in Model (3) (table
3.5a) into equation (7), where X represents theadgaphic variables and
a represents the parameters. We then incorporateréiécted probabilities of
having a cutoff into equation (5) and estimate an@idel. The results for the CL
model are presented in table 3.6 (see Model (2pdé(1) in table 3.6 is a CL
model in which the attribute cutoffs were reportgtthe respondents themselves.
We present the results for Model (1) in table ®6pgurposes of comparison of
results with Model (2). Model (2) differs from Mdd@) (table 3.6) in
incorporating cutoff effects based on their presticorobabilities, instead of the
respondents’ self-reported cutoffs. The cutoff &tamn variables in Model (2) are
labeled as VCana, VForta, VGMa, VPricela and VRacevith VCana denoting
the violation associated with the cutoff of onlyrghiasing Canadian oils, VForta
denoting the violation of the fortification cutoi¥,GMa indicating the violation of
the GM cutoff, and VPricela and VPrice2a indicatimg violations of the price
cutoffs at $2.49 and $4.99 respectively. For puepasd comparison, two RPL
models were also estimated, with one (Model (4abie 3.7) employing the
respondents’ self-reported cutoffs and the othesd#l (5) in table 3.7)
employing the predicted probabilities of havingudodf as instruments for the

self-reported cutoffs. These results for the RPIldet® are reported in table 3.7.

The results of Model (2) in table 3.6 and Modeli(b)able 3.7 show that
consumers are averse to not purchasing a cangtacoilict. They value omega-3

content in canola oils and prefer canola oils poediin Canada to those
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produced in the U.S. These findings are consistéhtthose from the models
which employed self-reported cutoffs, i.e. ModéliflLtable 3.6 and Model (4) in
table 3.7. However, the findings on the cutoff &t@n variables have changed as
a result of using the predicted probabilities atruments for the self-reported
cutoffs. Both Model (2) and Model (5) suggest ttaisumers’ utility is penalized
for violating the cutoff of only purchasing Canadiails and the no-GM cutoff.
However, violations of the fortification cutoff wefound to have no impact on
utility. This finding contradicts those from Moddl) and Model (4), which show
that there are utility penalties associated withlating the fortification cutoff.

This discrepancy suggests that the results frono@etwhich assumes the cutoffs
to be exogenous may be misleading. A possible refmgdhis is that

respondents’ self-reported cutoffs may be endog&nou

Regarding the impacts of violating the price cugpodel (2) (table 3.6)
indicates that consumers were penalized on ufdityiolating the price cutoff at
$2.49 but there was no utility penalty associatét wiolating the price cutoff at
$4.99. Model (5) in table 3.7, however, indicategpenalty for violating the price
cutoff at $2.49 but suggests that violating thegiutoff at $4.99 has a
significant and positive effect on utility. Thug, general, the results on the price
cutoffs are not stable across models. These untegéndings from Model (5)
may be caused by the instruments used for theejadirted price cutoffs at $2.49
and $4.99. The instruments for these two priceftaitmuld be correlated since
these were predicted based on respondents’ dentogtapd socioeconomic
information and income has a significant negathapact on having a price cutoff
at both $2.49 and $4.99. Considering that the ptediprobabilities of having
price cutoffs at $2.49 and $4.99 might be correlatee dropped the cutoff
violation variable associated with the price cuttffs4.99 (VPrice2a) and re-
estimated the CL model and the RPL model. Thesdtseare presented in tables
3.8 and 3.9. The CL model presented in table 3@ests that there is a penalty
associated with violating the price cutoff at $2wiSile the RPL model (table 3.9)

found no evidence of penalizing the violations @irige cutoff.
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An interesting feature of the results from Mod&s4dnd (5) is that the
coefficient on GM is not significant, but the caeiiént on VGMa, which denotes
a violation of the no-GM cutoff, has a large negatralue and is statistically
significant. These results suggest that the presehGM ingredients in a canola
oil product has no impact on their utility for tlo&ho are not concerned about
GM food. However, violating the no-GM cutoff resulh a large utility loss for
those who are concerned about GM food. The finthiagthe presence of GM
ingredients in a food product has no impact ontyis$ unexpected and
contradictory to the results from Models (1) angd {zhis may be due to the
estimation method. When we instrument the self-teplocutoff for the GM
attribute with the predicted probabilities of hayia no-GM cutoff, we change the
cutoff variable from a binary variable to a contis variable. The self-reported
cutoff is described as having a cutoff for GM irdjents or not having a cutoff,
while the predicted probabilities are the probébsi that the respondents have a
cutoff for the GM attribute. Employing the self-mgped cutoffs, the model only
punishes those who reported having a cutoff forlGMeattribute when a violation
occurs. However, using predicted probabilitiesrastruments, all the respondents
for whom predicted probabilities are greater thaufler a utility loss when a
violation occurs. It is likely that the negativepact of the GM attribute on utility
is also captured by the utility penalty variableégMa).

As mentioned earlier in this section, in using pnedicted cutoff
probabilities as the instruments for the self-répadicutoffs, we assume that
respondents who are more likely to have a cutofGfoattribute suffer a larger
utility penalty when a violation of a cutoff occutdowever, it could be the case
that a utility penalty may not occur until the pability of having a cutoff
surpasses a threshold. In other words, a violaifancutoff may have no impact
on the respondents who have a predicted probabilitiaving a cutoff under a
threshold, say 50%, but may cause a large utdiyg for those respondents with a
predicted probability even slightly above the thi@d. To assess this, we

constructed a second set of instruments for tHaegbdrted cutoffs which allow a
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utility penalty to take effect only when the preéit probability surpasses a
threshold.

Given information on the socioeconomic and demdgapharacteristics of
respondents and the estimated functions betweers$pendents’ self-reported
cutoffs and these characteristics, we can predietiner a respondent has a cutoff
for an attribute. These predicted cutoffs can lesles the alternative instruments
for the self-reported cutoffs. We initially adoptex threshold value of
probability of 0.5 in predicting cutoffs. If a rempdent has a predicted probability
greater than 0.5 of having a cutoff for an attréyihe model predicts that this
respondent has a cutoff for that attribute. Othsewthe model predicts that this
respondent does not have a cutoff for an attridd¢svever, a probability level of
0.5 may not be an appropriate threshold valuesifdiapendent variable in a
binary logit model consists of either too many 8som many 1s. In this study, we
identified that only 8.33% of the survey responddrave a self-reported cutoff
for fortified ingredients in food and only 11.6%Meaa price cutoff at $2.49 (see
table 3.1). As a result, it is not possible for thedel to predict any respondent to
have a fortification cutoff or a price cutoff at.82 if we set the threshold value at
0.5. Consequently, we adjusted the threshold val@e2 in predicting whether a
respondent has a cutoff for fortified ingredientsar a price over $2.49.

We estimate a CL model (Model (3) in table 3.6)dubsn the predictions of
whether a respondent has a cutoff for an attrimgead of using respondents’
self-reported cutoff$. The variables indicating the cutoff violationshitodel (3)
were adjusted accordingly and were labeled as VCdRbrtb, VGMb, VPricelb
and VPrice2b. VCanb has a value of 1 if a respondefates his/her predicted
(not self-reported) cutoff of only purchasing Caiaadoils; otherwise VCanb has
a value of 0; VFortb, VGMb, VPricelb and VPrice2brevdefined in a similar

manner, taking the value of 1 if a violation occhesed on the predicted cutoffs;

12 A corresponding RPL model was also estimatedti®imodel did not converge and therefore
are not reported.

79



otherwise these variables equal 0. As is the génasa from the previous
estimations, the results of Model (3) suggesttegpondents do not like GM food
and are willing to pay more for canola oils labeded‘contains omega-3” and
“enhanced omega-3” and for canola oils producgdanada. Regarding the
cutoff violation variables, from Model (3), violaty the cutoff of only purchasing
Canadian oils and the no-GM cutoff results in tytipenalties. Moreover, the
magnitude of the utility penalties suggested by Bd8) are much smaller than is
suggested by Models (1) (table 3.6) and (4) (t&bf¢, which are based on the
respondents’ self-reported cutoffs. We find no ewick that violating the
fortification cutoff and the price cutoffs resultedutility losses based on the
results of Model (3).

3.7. Conclusions

In this study, we incorporate attribute cutoffsitite modeling of consumers’
choices for functional canola oil which may be a@sasted with genetic
modification. We find empirical evidence that comsis tend to use attribute
cutoffs in their decision making regarding statedcpases of a food product.
However, our results show that some respondentetiadhere to their self-
stated cutoffs and take a utility penalty rathemteliminate an alternative when a
violation occurs. The results of both CL models &Rl models suggest that
incorporating attribute cutoffs into the compensgatdility function significantly

improved the model fit; differences in behavior alg implied.

By linking respondents’ self-stated cutoffs toitlteemographic
characteristics, we find evidence that respondel@siographic characteristics
explain some of the cutoff level selected for satigbutes. In general, we find
that demographic variables have less impact ore utoffs than on cutoffs
associated with the other attributes. We examim®geneity of respondents’
self-reported cutoffs by predicting cutoffs basedloe respondents’ demographic
characteristics and employing predicted cutoffsiodel estimation. Our results

suggest that using predicted cutoffs as the insnisifor the self-reported cutoffs
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affected some of the parameter estimates, reltdittee model without
instruments. In general, our results for cutoffatieg to the purchase of
Canadian oils only and the no-GM cutoff are stauess the different models
estimated. Model estimates that incorporate s@ibmed cutoffs and those that
incorporate predicted cutoffs all suggest thatatiohs of the cutoff of purchasing
Canadian oil only and the no-GM cutoff result iflityt penalties to consumers.
However, the magnitude of the utility penalty asatsd with violating these two
cutoffs is influenced by whether the self-reportetbffs or the predicted cutoffs
are employed in the model. Findings related tdfdhification cutoff and the

price cutoffs are not consistent between modelgutige self-reported cutoffs
and those under the predicted cutoffs. Althoughntioelels incorporating self-
reported cutoffs suggest that there is a utiligslassociated with violating the
fortification cutoff, we found no evidence of utylipenalty associated with
violating the fortification cutoff when we estimdtéhe model under the predicted
cutoffs. In this context we note that relativelwfeespondents actually indicated a
fortification cutoff. Findings on the violations tfe price cutoffs also vary
among models. One interesting feature of thesenfysdis that results from CL
models under both self-reported cutoffs and predicutoffs seem to suggest that
violations of the lower price cutoff led to morensistent evidence of utility loss.
This may be due to the fact that respondents wported a lower price cutoff are
more concerned about price. Consequently, violaipgce cutoff is more likely

to result in utility loss for these respondents.

Individual’'s demographic characteristics are exagesnvariables. Predicting
cutoffs based on respondents’ demographic charsiitercan provide a way to
examine potential endogeneity of cutoffs. Howewar,must acknowledge that
there are some drawbacks in pursuing this apprtmaektimation. First, there may
be an identification problem since respondents’ agnaphic characteristics may
affect not only cutoffs but also their choices,diceing cutoffs based on
demographic characteristics may cause a probladeafification between the

cutoffs and demographics. Furthermore, our worlgsats that demographic
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characteristics have limited predictive power om ¢htoffs. Thus the instruments
based on demographic characteristics could be Weadd instruments are
necessary for identifying and addressing the p@teandogeneity of self-reported
cutoffs. However, finding good instruments to poéautoffs remain a challenge.
Nevertheless, this study provides some suppothicontention that self
reported cutoffs may be endogenous and that rdssarshould consider using

approaches that recognize this.

In this study we examine the potential endogeresgociated with self-
reported attribute cutoffs by predicting cutoffsed on respondents’
demographic characteristics. However, it is possibat the use and violation of
attribute cutoffs by respondents are also affebiedhoice contexts, such as the
specific choice questions that respondents encouriéure study may extend the
current model by incorporating information on tipedafic choice questions
encountered by individual respondents. Moreovethim study we assume that
cutoffs are fixed over time. Previous literaturggests that decision makers learn
from their decision making and tend to adjust tieeioffs when they have more
information about their choice tasks (Klein andnBit 1987; Huber and Klein,
1991). Future studies may consider extensionsg@uinrent model by allowing

for heterogeneity in cutoffs and for adjustmentthiese over time.
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Table 3.1 Numbers and percentages of respondetitsutoffs (sample size:

1,009)
Numbers of respondents

Cutoff Statements with cutoffs %
| only purchase canola oil produced in Canada 336 3.33
I am‘notlwnllng. to purchase any food with 84 8.33
fortified ingredients
| am not willing ?q pu.rchase. any food with 387 3835
genetically modified ingredients
I\/.Iy.maX|mum price for 1 litre bottle of canola 117 116
oil is $2.49 or less
My maximum price for 1 litre bottle of canola
oil is $2.5~$4.99 393 38.95
My maximum price for 1 litre bottle of canola 78 773

oil is $5~$7.49
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Table 3.2a Influences of demographic charactesisticconsumers’ preferences for the country ofimw§ canola oil

Gender Age Income Education
Respondents High Post iversi
Male | Female Mean Std.dev  Mean Std.deschool or| secondary %r;“;%gs\'/tg
below degree
My decision depends o 1005 | 41,0006 58.10%47.90| 14.91 | 73716.57| 39893.8 29.60% |  47.70% 22.70%
the specific canola oil.
I only purchase canola 0 0 0 0 0 0
oil produced in Canada 33.30% 42.60% | 57.40%| 53.46| 13.90 | 68633.06| 38394.2| 33.90% 49.70% 16.40%
| do not care. 46.60% 40.90% 59.10%5.57| 14.67 | 66911.06 38240.3| 35.70% 43.90% 20.40%
Table 3.2b Influences of demographic charactessiitconsumers’ preferences for fortified ingretien food
Gender Age Income Education
Respondents High Post iversi
Male | Female| Mean Std.dgv  Mean Std.deschool or| secondary %T'\;Eros\'g
below degree

My decision depends on
the specific food with 52.70% 38.30% | 61.70%| 50.14 | 14.67 | 71449.85| 39857.39| 33.50% 48.60% 17.90%
fortified ingredients.
I am not willing to
purchase any food with 8.30% 59.50% | 40.50% | 51.14 | 13.54 | 67057.21| 34683.12| 22.60% | 36.90% 40.50%
fortified ingredients.
| am indifferent towards
foods with/without 38.90% 42.20% | 57.80%| 46.15| 15.08 | 65723.27| 37682.60| 36.90% 45.80% 17.30%
fortified ingredients.
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Table 3.2c Influences of demographic charactessin consumers’ preferences for GM/GE ingredientsod

Gender Age Income Education
High Post : .
Respondents Male Female| Mean Std.dey Mean Std.deschool or| secondary University
or above
below degree
My decision depends on
the specific food with 30.10% 39.10%| 60.90%| 49.40 15.85 | 69946.49| 40278.38| 35.20% 46.10% 18.70%
GM/GE ingredients.
I am not willing to
purchase any food with 38.40% 37.50% | 62.50% | 49.74 | 13.98 | 65876.86| 34590.78| 31.50% | 46.50% | 22.00%
GM/GE ingredients.
| am indifferent towards
foods with/without 31.50% 49.10%| 50.90%| 46.65 14.80 | 71431.74| 41592.87| 35.50% 47.20% 17.30%
GM/GE ingredients.
Table 3.2d Influences of demographic charactessiit consumers’ maximum price for canola oil
Gender Age Income Education
s High Post , :
Respondent Male | Female| Mean Std.dev Mean Std.deschool or| secondary University
or above
below degree
| have a maximum price
for a 1 litre bottle of 59.10% 40.90%| 59.10% | 47.97| 14.60 | 63811.80| 35217.69| 33.60% 48.60% 17.80%
canola oil.
| do not have a
maximum price for a 1 40.90% | 42.60%| 57.40% | 49.67| 15.21 | 76129.63| 42172.49| 34.40% 43.60% 22.00%
litre bottle of canola olil.
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Table 3.3 Results of conditional logit (CL) modelsh/without utility penalties

CL model without penalties

D

CL model with peresti

Attribute Coefficient  Standard error Coefficient ~ Standard error
Nopurchase -2.0037*** 0.069 -2.414%** 0.0787
Enhance 0.3922%** 0.0492 0.4732%** 0.0525
Contain 0.43*** 0.0513 0.4706*** 0.0537
GM -0.829*** 0.0513 -0.282*** 0.0588
NonGM 0.2709*** 0.0479 0.3039*** 0.0496
Canada 0.6574*** 0.0385 0.3967*** 0.0451
Price -0.4548*** 0.0115 -0.4367*** 0.0134
VCan -1.0224*** 0.0759
VFort -0.5797*** 0.1473
VGM -1.9321*** 0.1083
VPricel -0.735*** 0.0935
VPrice2 -0.5641*** 0.0683
VPrice3 0.0864 0.1654
Log likelihood -5145.132 -4804.135
Pseudo R 0.2139 0.2656

*** denotes a significance level of 1%.
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Table 3.4 Results of a random parameters logit jRRbdel with attribute cutoffs

Attribute Coefficient Standard error
Random parameter in utility functions

Nopurchase -4.0262*** 0.131
Enhance 0.701*** 0.0816
Contain 0.6588*** 0.0748
GM -0.6368*** 0.1357
NonGM 0.4479*** 0.0726
Canada 0.6003*** 0.0791
Nsprice® 0.6967*** 0.0376
Nonrandom parameters in utility functions

VCan -1.5961*** 0.1118
VFort -0.7175%** 0.23
VGM -3.2318*** 0.2511
VPricel -0.324 0.2736
VPrice2 -0.5093*** 0.1074
VPrice3 0.0007 0.2468
Derived standard deviation of parameter distrimgio
Sd-Nopurchase 1.3413*** 0.1329
Sd-Enhance 0.9841*** 0.1126
Sd-Contain 0.7106*** 0.1372
Sd-GM 2.046*** 0.1529
Sd-NonGM 0.5452*** 0.1612
Sd-Canada 1.1753*** 0.0904
Sd-Nsprice 0.4373*** 0.0275
Log likelihood -4369.062

Pseudo R 0.329

***ndicates a significanoeviel of 1%.
% Nsprice denotes negative normalized prices.
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Table 3.5a Impacts of demographic variables onadgnts’ answers to different

cutoff questions

Model (1)-Canadian oils only]  Model (2)-No foréfl ingredients| Model (3)-No GM ingredients
Coefficient Standard errar Coefficient Standamber Coefficient | Standard error
Constant -2.3506*** 0.3394 -2.9627*** 0.553 -0.38 .3076
Male 0.1984 0.145 0.763*** 0.2455 -0.3627** 0.1392
Age 0.0365*** 0.005 0.0096 0.0083 0.0049 0.0046
QC -0.4213** 0.1784 0.2338 0.2803 0.5574** 0.1601
Pra 0.4851*** 0.1768 -0.1616 0.3408 -0.2927 0.1804
Univ -0.0388 0.1611 0.8468*** 0.2533 0.3218** 0.9
Incm?® 0.0004 0.0026 -0.0028 0.0044 -0.0021 0.0025
Urban -0.328** 0.1645 -0.6683** 0.2632 -0.343** 641
Log likelihood -602.7724 -271.2302 -650.672
Pseudo R 0.06 0.06 0.03

*xx ** represents significance levels of 1% and S#spectively.

® The coefficients and standard errors presentelisrow are 1000 times the estimated
coefficients and standard errors.

Table 3.5b Impacts of demographic variables onaedents’ price cutoffs

Model (4)-Price cutoff at $2.49 Model (5)-Priagtaff at $4.99

Coefficient Standard errof Coefficient Standamder
Constant -1.3294*** 0.445 0.1844 0.3016
Male 0.4703** 0.2033 -0.1219 0.1351
Age 0.0025 0.0068 -0.007 0.0045
QcC -0.2196 0.2561 0.3252** 0.1602
Pra 0.056 0.2563 0.0311 0.1719
Univ 0.0182 0.2324 -0.1362 0.1492
Incm? -0.0131*** 0.0038 -0.0048** 0.0025
Urban -0.2984 0.2295 -0.0079 0.1585
Log likelihood -352.6311 -668.8105
Pseudo R 0.03 0.01

*xx % represent significance levels of 1% and 5%spectively.

% The estimated coefficient and standard error oarimeare very small due to the scale
effect (the values of income are very large retativthe values of other variables). The
presented coefficient and standard error on incarael000 times the estimated

coefficient and standard error.
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Table 3.6 Results of conditional logit (CL) modglsorporating self-reported and
predicted cutoffs

Model (1) Model (2) Model (3)
Attribute Coefficient  Std. errorf Coefficient  Std. error Caefint  Std. error
Nopurchase -2.409*** 0.0781| -2.5287*** 0.1373 -2.057*** 0.0708
Enhance 0.473*%** 0.0525| 0.3373*** 0.0746 0.3945*** 0.0498
Contain 0.4705*** 0.0537| 0.4347*** 0.0516 0.4284*** 0.0514
GM -0.2823*** 0.0588| 0.2311 0.1713 -0.7655*** 0.0533
NonGM 0.3044*** 0.0496| 0.2687*** 0.0481 0.2679*** 0.048
Canada 0.3969*** 0.0451| 0.2978*** 0.0927 0.6149*** 0.0404
Price -0.4349%** 0.013]| -0.4344*** 0.0216 -0.4556*** 0.0116
VCan -1.0222%** 0.0759
VFort -0.5798*** 0.1473
VGM -1.9321%** 0.1083
VPricel -0.7381*** 0.0933
VPrice2 -0.5699*** 0.0674
VCana -1.113%** 0.2564
VForta 0.6393 0.6733
VGMa -2.8117%** 0.4385
VPricela -1.6464** 0.6996
VPrice2a -0.2565 0.2036
VCanb -0.3765%** 0.1018
VFortb -0.1615 0.2027
VGMb -0.6111%** 0.1393
VPricelb 0.0002 0.1422
VPrice2b -0.0546 0.2307
Log likelihood -4804.27 -5110.538 -5127.355
Pseudo R 0.2657 0.2189 0.2163

*xx % represent significance levels of 1% and 5%spectively.
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Table 3.7 Results of random parameters logit (RRjlels under self-reported

and predicted cutoffs

Model (4) Model (5)
Attribute Coefficient ~ Std. error Coefficient  Stdrer
Random parameter in utility functions
Nopurchase -4.0637***  0.1306 -4.6777*** 0.2957
Enhance 0.7041*** 0.0833 0.5373*** 0.1251
Contain 0.6759*** 0.0749 0.6421*** 0.0749
GM -0.6349***  0.1345 0.2288 0.4391
NonGM 0.4414*** 0.0741 0.4647*** 0.0757
Canada 0.5603*** 0.0778 0.4255*** 0.1555
Nsprice® 0.7072*** 0.0364 0.8658*** 0.0526
Nonrandom parameters in utility functions
VCan -1.6573***  0.1126
VFort -0.7421**  0.2401
VGM -3.2705***  0.2536
VPricel -0.2523 0.2779
VPrice2 -0.5176***  0.1062
VCana -2.1755*** 0.4213
VForta 0.7793 1.185
VGMa -5.3391%** 1.109
VPricela -0.6277 2.0683
VPrice2a 0.7321** 0.339
Derived standard deviations of parameter distringi
Sd-Nopurchase| 1.382*** 0.1355 1.61%** 0.143
Sd-Enhance 1.0526*** 0.1127 1.0035*** 0.1282
Sd-Contain 0.6454*** 0.1285 0.618*** 0.1355
Sd-GM 2.0105***  0.1468 2.4183*** 0.1785
Sd-NonGM 0.6021*** 0.1497 0.6131*** 0.1608
Sd-Canada 1.211%** 0.0909 1.3424%** 0.1007
Sd-Nsprice 0.4422%** 0.0269 0.4148*** 0.0255
Log likelihood -4367.073 -4536.515
Pseudo R 0.329 0.3386

*** and ** indicate significance levels oP4 and 5% respectively.

&: Nsprice denotes negative normalized prices.
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Table 3.8 Results of a conditional logit (CL) mbuheluding only one price

CL model with penalties

Attribute Coefficient Standard error
Nopurchase -2.5751*** 0.1323
Enhance 0.3364*** 0.0746
Contain 0.4337*** 0.0515
GM 0.2335 0.1712
NonGM 0.2689*** 0.0481
Canada 0.3017*** 0.0925
Price -0.4575%** 0.0115
VCana -1.104*** 0.256
VForta 0.6517 0.6734
VGMa -2.88223*** 0.438
VPricela -1.689** 0.6983
Log likelihood -5111.332

Pseudo R 0.2188

**x ** represent significance levels of 1% and 5%spectively.
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Table 3.9 Results of a random parameters logit jRRbdel including only one
price cutoff

Attribute Coefficient Standard error
Random parameter in utility functions

Nopurchase -4.4886*** 0.2813
Enhance 0.5518*** 0.1235
Contain 0.6436*** 0.0743
GM 0.0793 0.4517
NonGM 0.4552%** 0.0755
Canada 0.4147*** 0.1579
Nsprice® 0.7801*** 0.0325
Nonrandom parameters in utility functions

VCana -2.1714*** 0.4246
VForta 0.7461 1.1782
VGMa -5.1094*** 1.1364
VPricela -0.7103 1.999
Derived standard deviation of parameter distrimgio
Sd-Nopurchase 1.6177*** 0.141
Sd-Enhance 0.9661*** 0.1245
Sd-Contain 0.5878*** 0.1472
Sd-GM 2.4664*** 0.1794
Sd-NonGM 0.6325*** 0.131
Sd-Canada 1.382*** 0.0931
Sd-Nsprice 0.4205*** 0.0267
Log likelihood -4532.448

Pseudo R 0.3431

*** indicates a significanceviel of 1%.
#: Nsprice denotes negative normalized prices.
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Appendix 3.1 Definitions of the variables presentethe binary logit models

Variables' Definitions
Vi Y1=1 if a respondent is only willing to purchasen@dian oils; otherwise
Y1=0
Y2=1 if a respondent is not willing to purchasedamith fortified
Y2 : ) _ : _
ingredients; otherwise Y2=0
Y3=1 if a respondent is not willing to purchasedanith GM ingredients;
Y3 : —
otherwise Y3=0
Y4 Y4=1 if a respondent has a maximum price for al®att canola oil at
$2.49; otherwise Y4=0
Y5 Y5=1 if a respondent has a maximum price for al®att canola oil at
$4.99; otherwise Y5=0
Gender Male=1; female=0
Age the actual age of a respondent

Region of residency
Education

Income

Urban

QC-=1 if Quebec, Pra=1 if theri& provinces; 0 if other regions
Univ=1 if a university degree and abd¥etherwise
Incm=the actual annual income of a household
Urban=1 if a respondent resides in an urlaa; atherwise urban=0

2Y1-Y5 denote the dependent variables of Model{%))n Tables 3.5a and 3.5b

respectively.
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CHAPTER 4. BSE and the dynamics of beef consumptionnfluences
of habit and trust

4.1. Introduction

Canada’s first detected case of bovine spongifaroeghalopathy (BSE) in a
domestically raised bovine animal was announcelflay 20, 20032

International borders to Canada’s bovine exportewosed immediately
following the BSE announcement. The Canadian bekfstry suffered major
financial costs due to the consequent declinesatitecprices (Roy and Klein,
2005). More than a year later two more BSE evemti®wonfirmed in Alberta.
One of these was announced on January 2, 2005etoad on January 11, 2005.
From 2003 until 2009, 16 cases in which a cow wWiesged by BSE were
reported in Canada (CFIA, 2009).

Consumers’ responses to domestic BSE outbreakshemreexplored in
many nations where this animal disease has occumeinational evidence
suggests that beef consumption fell dramaticaligrahe discovery of BSE in
most of these instances. For example, Japanesadiesffell by 70 percent in
response to the first of numbers of cases of BSEpan (Zielenziger, 2001). The
decline in beef purchases by European populatifieswidespread and
numerous incidents of BSE (and associated humahs)daad occurred in
Western Europe has also been documented, for egampbreat Britain (Burton
and Young, 1996) and Italy (Mazzocchi and Lobb,3)08&tudies of beef
consumption by U.S. consumers found negative, lhartdived, impacts of North
American BSE (e.g., Kuchler and Tegene, 2006). kéndixperience in other
countries, statistics on aggregate Canadian beapdearance suggest that
Canadian beef consumption increased in both 20026@605. According to

Statistics Canada (2004), per capita beef consompii Canada increased from

13 One earlier incident in which BSE was detectedy@cember 1993, involved a cow imported
from Britain; this caused little concern and reeeivVittle publicity.
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13.5 kilograms (kg) in 2002 to 14.2 kg in 2003, pebscent gain. Meanwhile,
consumer price indices show that retail beef priebdy 14 percent from May
through September 2003 and then rebounded in Sbpte2003 (Boame et al.,
2004). In 2005, a 3.6 percent increase in Canduakahconsumption was reported
(Statistics Canada, 2006) when price indexes fef declined slightly relative to
2004 (Agriculture and Agri-Food Canada, 2007).

Empirical studies on Canadian consumers’ respaiasgésmestic BSE
incidents have mainly focused on the 2003 BSE &mtidUsing aggregate
provincial data, Peng et al. (2004) identifiedgn#ficantly negative but small
impact of Canada’s first domestic BSE incident lo& ¢consumption of beef
products other than ground beef in Alberta. Mayredrdl. (2008) examined BSE
impacts on the retail sales of beef entrees in Bdibrta and Ontario and
concluded that while the 2003 BSE incident stopgmde Ontario consumers
from purchasing beef entrees in the short-termretiv@s no evidence that Alberta
consumers responded to the BSE event by reducimgpaaption. So far, to our
knowledge, no published work has focused on theatyos of consumer

responses to recurring BSE cases in Canada.

Recurring food safety incidents are not new phem@n®ther familiar
examples include multiple outbreaks of Listeridn&mella, Avian Influenza, and
E.coli. Surprisingly, empirical studies on the neence of food safety incidents
are rare. Even so, habit persistence in food copiomhas been recognized to
exist. It is plausible to postulate that recurriogd safety events may lead to
changes in purchasing patterns for certain foodymxts, including changes in
habits. There is empirical evidence that consuradpsst their meat consumption
habits during food safety shocks and graduallyrreta past consumption
patterns as their concerns diminish (Saghaian aediR2007Mazzocchi and
Lobb, 2005). However, previous literature has pittie attention to how those
adjustments were made, the specific role of consiempabits in shaping

individuals’ responses to food risks or how pregitsabits might be modified by
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food risks. Furthermore, trust has been suggestetine recent literature as an
important factor in analyzing consumer behavioramg food risks (Lobb, 2005).
The current study relates recurring food safetidieats to both habit persistence
and trust in the context of the series of the finsée incidents in Canada in which
a domestic cow was found to have BSE. To do thésemamine a sample of
Canadian households’ meat purchases and respantesinitial and two
subsequent BSE incidents in Canada, with parti@rgshasis on the roles of

habit persistence and trust on consumers’ reactions

4.2. Literature review

A comprehensive literature review on trust has h@esented in Chapter 2.
Therefore, this is not further discussed here. &aflocus is placed on reviewing
studies on BSE and habit. In the context of varyiational occurrence and as a
major food risk concern for consumers, BSE eveat®lattracted much attention
worldwide. Previous studies mainly focused on comsuvaluation of food risk
reduction (e.g., Dickinson and Bailey, 2002), tigacts of BSE events on meat
demand (e.g., Burton and Young, 1996), and conssimesponses to media
reports on BSE (e.g., Piggott and Marsh, 2004).dieg impacts of BSE
occurrence on beef demand and price have beenmmeafiby empirical studies in
Japan (Peterson and Chen, 2005), Europe (BurtoiYandg, 1996) and the U.S.
(Schlenker and Villas-Boas, 2009). Burton and Yo(296) showed that the
BSE outbreak in Great Britain reduced beef consionph that region in both

the short- and long-run. Jin and Koo (2003) idésdifa structural change in
Japanese meat consumption associated with the Bt®BEeak in that nation. A
recent study by Schlenker and Villas-Boas (2008ptbthat the announcement of
the first infected cow in the U.S. had negative acis on both beef sales and

cattle futures prices.

A common approach has been to estimate the effectand scare on
consumer preferences by use of a single constdtersbn the intercept of an

estimated demand function. However, in many cirdantes it appears more
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plausible to postulate that impacts on demand @d fafety events occur over
time. Thus there is growing interest in investiggtthe time period and extent
during which consumers have reacted to a BSE cakb&ome studies have
accounted for gradual changes in preferences loypocating a continuous shift
variable, such as a media index, into a demandifum¢e.g., Piggott and Marsh,
2004). Others have used a time transition fundioallow for gradual changes
between particular time periods (e.g., PetersonGireh, 2005). Using such
methods, Mangen and Burrell (2001) concluded tbasamers in the
Netherlands exhibited a 21-month preference dhiitrated by reductions in
beef purchases subsequent to a series of BSE-lmlkelih stories in Europe in
March 1996. Peterson and Chen (2005) similarlytifled a transition period of
two months for changes in meat consumption in Jagachler and Tegene (2006)
examined U.S. consumers’ retail purchases of beefuzts from 1998 through
2004 using Nielsen Homescan® data and concludeadrtbst variance in
purchases could be explained by trend and seaspmdluences. These authors
also concluded that the duration of BSE impact®/dh consumers was limited

to no more than two weeks (Kuchler and Tegene, 2006

Recent literature that pays attention to the dyearaf consumer preferences
in response to food safety concerns includes Add@4) who used the BSE scare
in France as a natural experiment to study howipusvwconsumption affected
consumer responses to this food risk. His studgesig that French consumers
with low and high levels of consumption of beefguwots were less affected than
those with intermediate-level consumption (Adda&)20Mazzocchi and Lobb
(2005) applied a stochastic approach to aggregdtean Italian household meat
demand to measure time-varying impacts of two mBE outbreaks (1996 and
2000) in Europe. These authors concluded thatfheences of the second wave
of BSE incidents on meat demand were much straihg@rthe impacts on
demand generated by the first wave of BSE outbr@dkzzocchi and Lobb,
2005). Recovery in beef consumption from the B8SE incidents took only a

few months while the second wave of BSE outbreakised an upward shift in
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chicken demand for 14 months (Mazzocchi and LobBB52. In general, however,
recurrence associated with food safety incidenssrbeeived relatively little
attention in the literature on the impacts of f@adlety events on demand. There
has been very little, if any, focus on habits iis tontext.

Habit formation has been examined in studies ofuorer behavior (e.g.,
Pollak, 1970; Browning and Collado, 2007). The tamay for habit persistence to
be exhibited in consumption of at least some g@wdksservices suggests non-
separability in preferences across time periodsastbeen argued that scholars
hold two different views regarding the theoretieaplanations of consumer habits
(Zhen and Wohlgenant, 2006). One group view hatsitsubsistence consumption
(e.g., Ryder and Heal, 1973; Pollak, 1970). Sclsalathis group argue that taste
is endogenous and an individual’s past consumpsiam important factor
determining current consumption patterns (Poll&k,d). Past consumption
affects an individual's subsistence consumptioncWiimn turn affects his current
utility level (Zhen and Wohlgenant, 2006). The atgeoup, however, consider
habits as learning-by-doing processes (e.g., $tagld Becker, 1977; Boyer,
1978). These authors postulate that it is consiemgpital, rather than taste,
that changes over time (e.g., Stigler and Beck&f7L Consumers appreciate
current consumption based on the knowledge theyigejfrom past

consumption (Zhen and Wohlgenant, 2006).

Regarding the modeling of habits, there are twodassOne relates to
consumer rationality. Some studies model habitsng®pic” (e.g., Pollak, 1970).
These models assume that consumers do not cotisgdirture effects of their
current consumption when making decisions. Otheraiever, favor rational
habitual consumption models (e.g., Zhen and Wolager2006). Zhen and
Wohlgenant (2006) developed a theoretical moddi vational habit formation to
examine consumers’ responses to food safety intsd&hey found significant
differences in the reaction patterns between myopitsumers and rational

consumers and concluded that consumers’ adjustrteeatéood safety incident
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depend not only on the degree of their habit ptenste but also on whether they
perceive the health impacts of a food safety intide be transitory or permanent
(Zhen and Wohlgenant, 2006). The other issue cosdane aggregation.

Heaton (1993) studied the interaction between thoeseparable preferences and
time aggregation based on aggregate consumptianodaturables, nondurables
and services. He concluded that it was importaattmunt for time non-
separabilities in preferences over short periodswé, while for longer periods of
time, preferences were observed to be more consistth a time-separable
structure of preferences (Heaton, 1993). HeatoA3)L8lso suggested that habit
effects tend to dominate substitution effects itadaygregated over longer
periods of time; his explanation of this is thatites time to develop a habit, so
that evidence for habit formation is more likelyli® found as the time period

increases.

Perhaps due to data availability limitations, nmerspirical studies on
consumption which allow for time non-separable @rences are based on
aggregate data. However, it has been argued tgee@ation can distort estimates
of preferences due to a number of factors unrel@gieferences (Dynan, 2000).
Microeconomic-level household data are less aftebietime averaging than
aggregate data (Dynan, 2000). There is growingesten testing time non-
separabilities in preferences using microeconoevelldata (e.g., Meghir and
Weber, 1996; Naik and Moore, 1996). Studies whicdm@ned habit formation in
the context of food consumption have had mixedifigs. Naik and Moore (1996)
found evidence of habit formation in householdgde@xpenditure, while

research by Dynan (2000) does not support thislgsior.

Although the empirical literature on habit formatibas often rejected
models without habit formation, it has been argtned it is important to
distinguish between state dependence and hetelibgenavoid overstatement of
habit effects (Naik and Moore, 1996; Keane, 198idwever, to distinguish
between state dependence and heterogeneity, pataeldh several periods of
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observations for each micro unit are required. gSpanish panel data on family
expenditure, Browning and Collado (2007) conclutted both state dependence
and heterogeneity should be considered in the sisaty demand behavior to
avoid seriously biased estimates. The current sadidg to the literature by
examining habit persistence in the context of &sef food safety incidents

using microeconomic-level household panel data.

4.3. Data

The study uses data from the Nielsen Homescan®l pdaneh consists of a
national sample of Canadian households. The avVaifsmnel data set follows the
purchases of meat by these households before terdlad first BSE incident in
Canada, covering the period from January 1, 20@etmember 31, 2007, during
which 11 cases of BSE were confirmed in Canada.dHt& set contains detailed
information on household purchase expenditures\ariaty of food products
categorized by universal product codes (UPCs) focgssed packaged food items
which include meat, and for other items without WP®hich is the case for fresh
meat purchases. This information includes detallestriptions of the different
meat products purchased by the household for hamsuenption, the
household’s expenditures to purchase the diffegpatified meat products, and
the dates on which these household purchases vwate.he data set also
reports information on household characteristiesluiding the region of residence,
household income, age and education level of thisdtwold head and the
composition of the household. A second data set fsethis study was collected
through a survey (see Appendix B) conducted bybigartment of Rural
Economy at the University of Alberta with the atsise of the Nielsen Company
in early 2007. This survey was applied to thoseskbolds that had been
members of the Nielsen Homescan® consumer pared 2002. The survey
provides information on these respondents’ risk@gtions regarding BSE and
responses to questions on trust expressed by tie=hold member responsible
for grocery purchases.
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We investigate household expenditures on diffenegeit purchases for the
time period from January 2002 to December 2005 dbas individual
household’s total monthly expenditures on freshtmpeachased at retail grocery
stores (meat without UPCs). This time period iesteld because it encompasses
the first three cases of BSE in Canada and iscseiffily long to assess the
impacts of habit persistence, allowing examinatbhow Canadian consumers
responded to the initial BSE event and enablingpmamson of reactions to the
series of two further BSE incidents. The size efplanel has varied, from a low
of 8,849 households in 2003 to a high of 9,635 kbakls in 2004. To avoid the
problem of missing values and reduce the volundatd to a more manageable
size, we selected from the complete data base timsseholds that stayed in the
panel over the time period from 2002 to 2005 arad purchased at least one meat
product (not necessarily a beef product) in eadh®#8 consecutive months
from January 2002 to December 2005. The final sarophsists of 644
household¥.

Tables 4.1a and 4.1b give descriptive statistiadh@household
characteristics for the selected sample, the fidldén Homescan® panel, and the
Canadian population; t-statistics suggest theresamnge relatively small but
significant differences between the selected sapdethe full Nielsen
Homescan® panel. The mean of the household siteirelected sample (2.63)
is slightly larger than the average household isizee full panel (2.51).
According to the Census of Population of Statisiemada, in 2006 the average
household size in Canada was 2.5 persons (Stat(Snada, 2006 Census (a)).
The average age of the household head in the sdlsample is 56.14, while for
the full Nielsen Homescan® panel this is 51.12. i@erpart statistics on the
average age of household heads of the Canadiargbiopuare not available. We
also compare the distribution of the levels of edien of household heads in the

4 The panel consists of 14,176 households. Amorgetheuseholds, only 6,012 stayed in the
panel from January 2002 till December 2005. 644obtihese 6,012 households purchased meat
products (not necessarily beef products) in eache®#8 consecutive months from January 2002
till December 2005.
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selected sample to that in the full Nielsen Home&cpanel and the Canadian
population aged 20 years and over (there is adéaskatistics on the education
levels of household heads for the population)pfiears that the selected sample
has a slightly lower level of education than eittier full panel or the adult
Canadian population (table 4.1b). The average hmldencome of the selected
sample has a value of $59,310.95. This is slighitihher than the average
household income of the whole panel ($57,486.7& 2006 Census by Statistics
Canada indicates an average household income b &0869,548, appreciably
higher than the selected sample mean of $59,3181fistics Canada, 2006
Census (b)). However, the methods to measure thplsahousehold income are
imprecise and likely to be downward biased. The620@nsus recorded exact
values of reported household income, while thed¢ielHomescan® panel data
recorded income in categories. Households thatteeleé70,000 and above are
assigned the value of $100,000, which is likelynalerestimate the average
household income of the selected sample. Desmitedfiferences, we judge that
the selected sample matches observable charaictensthe Canadian population
reasonably well. Nevertheless differences in unofadde characteristics may
remain. Basing the analyses on the selected sdrapléhe advantages of making
full use of the data from those households for Wiiere are purchase records in
every month during the time period considered ammiding the problem of

missing values in the dataset.

4.4. Descriptive analyses

In this study, we apply Engel curve analysis sitihig enables assessment of the
dynamics of beef expenditure shares following thadfsafety shocks associated
with the first three Canadian BSE incidents, whigfacilitated by the data

available. Expenditures on meat products were grauipto four categories: beef,

pork, poultry and other. In figure 4.1, monthlygaiindiced’ for the different

!5 The price indices are monthly Consumer Price ksli€PI) for fresh or frozen meat products in
Canada. These price data are published by StatiSdoada, CANSIM table 3260020-Consumer
Price Index (CPI), 2005 basket, monthly (2002=100)s CPI compares, in percentage terms,
prices in any given time period to prices in thicidl base period, which is 2002=100.
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meat groups, available from Statistics Canadagephed. These show that beef
prices fell after the 2003 announcement of the BISE event, which led to the
immediate closure of export markets for bovine alghand meat. A trough in
beef prices occurred in September 2003. The Niglgenescan® dataset
contains no information on meat prices. To take atdcount the impacts of price
variation over time, the reported household mepesgitures were deflated by
monthly regional price indices. These price indiaesaggregated monthly
regional consumer price indices for meat productsroad categories (i.e., beef,
pork, etc) published in the Statistics Canada CAM8atabas¥ . The regions for
which these are reported are the Maritimes, Quebetgrio,
Manitoba/Saskatchewan, Alberta and British Columbianthly shares of the
individual household’s deflated expenditures orheafdhe identified four meat
categories were constructed for each householdrefgted monthly deflated
expenditure shares for each of the four meat caesgaveraged over the selected

households are shown in figure 4.2.

Figure 4.2 shows the pattern of seasonality in ébolki’s beef and poultry
purchases. Poultry consumption peaks during thestoias season, while beef
consumption peaks during the summer months. Atstigtvnward trend in the
share of the expenditure on beef is seen in figuzeover the period examined.
However, figure 4.2 also suggests an increaseehdeenditure shares, which
reached a peak in August 2003, following the B8SE incident in May 2003.
This may be due to the combined effect of bothidex beef price and
seasonality, as the 2003 BSE discovery occurradjitr to the peak season of
beef consumption. Both the second and third BSEscascurred in the month of
January 2005, making it impossible to separatentipacts of these two cases
using monthly data. For the purposes of this stuaygroup the second two cases
together and refer to these as the “second BSE®£Vvefigures 4.1 and 4.2 do

not reveal patterns that might suggest how therseB&E events may have

1% These monthly regional price indices are alsdeetd from CANSIM table 3260020.
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affected prices and purchases of meat productm&dests of the influence of
these BSE incidents on beef demand, controllingréord and seasonality, are

discussed in the next section.

One attractive feature of panel data is that dvedl researchers to investigate
heterogeneity in micro units. Figure 4.3 indicates distributions of changes in
the values of monthly beef expenditure shares fhgmil to May in 2002 and
2003, recognizing that these two months are oféstdbecause the first BSE case
occurred in May 2003. One interesting feature digpd in figure 4.3 is that most
households were relatively consistent in their lmeefsumption, since for the
majority of the selected households, the monthdatimchanges in beef
expenditure shares were less than 20% of their engenditure. Figure 4.4
depicts the distributions of changes in the vahfdseef expenditure shares from
December 2002 to January 2003, and the changesbsm®mber 2004 to
January 2005. From figure 4.4, comparison can kaermnéthese distributions of
changes for the year preceding the second BSE ®watht those for the year in
which the second BSE events occurred. These figuggest generally similar
patterns of behavioral changes for the first ambsé BSE events. We had
expected negative impacts of BSE on beef consumtiat would shift the
distribution of changes in beef expenditure shatdsast somewhat towards the
left after the BSE announcements. This pattermishowever, evident in figures
4.3 0r4.4.

A possible explanation for the feature that moghefsampled households
tended to be relatively consistent in the pattdrtheir beef consumption
expenditures in the period following the three feadiety events is that beef
consumption is habit forming. If this is the calsabit persistence may affect a
household’s ability or incentives to adjust to B®&E events. We postulate that
habit persistence resulted in some householdshawiging their patterns of

consumption.
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4.5. Model specification and estimation methods

Formal tests of the impacts of the first two BSEmg in Canada on household’s
meat expenditures are reported in this section. Alhmst Ideal Demand System
(AIDS) approach has been widely used to investitieempacts of food safety
incidents on consumer demand (e.g., Piggott anagi&004; Burton and Young,
1996). However, this study uses Engel curve amatgsassess how multiple and
recurring BSE incidents shaped the patterns of @anahouseholds’ beef
consumption over time. Thus we focus on expenditassociated with beef
consumption over time, by analyzing the dynamicthefsampled Canadian

households’ beef expenditure shares.

There is a long history of use of Engel curvesralgze consumer demand.
Early studies include those by Working (1943) arddr (1963). One Engel
curve specification which underlines popular demaradiels, such as the AIDS,
is the Price-Independent Generalized LogarithmiG(®G) or Working-Leser
Engel Curve. The PIGLOG specification relates btidgares linearly to the
logarithm of total expenditure. The consistencyhid Engel curve specification
with utility theory has been demonstrated by Mualiér (1976). Some empirical
studies have rejected the PIGLOG specificatiorstane commodities and
favored quadratic Engel curves (Blundell and Dund®98). Nonetheless, both
parametric and nonparametric estimations of Engeles for food support the
PIGLOG specification (Blundell and Duncan, 1998nBsaet al., 1997).

The structure of the PIGLOG expenditure specifaais as following:

W, =a, + [ Inx, (1)
where @, denotes budget share of thin good for householtt, In %, is the
logarithm of the total expenditure for househbld andx, and B are parameters.

Following Pollak and Wales (1981), a translatingrapch is adopted to

incorporate non-price and non-income variables théomodel. Parameter, is

augmented to be a function of demographics, dumanyables associated with
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BSE occurrences, time trend and seasonal dummghblas. We include
demographic variables to capture some of the halddteterogeneities. Since
the impacts of BSE are the focus of this analygis,sets of dummy variables
associated with the first and second BSE eventalaceincluded in the model. As
demonstrated in figure 4.1, Canadian household éxqeénditure shares exhibit
seasonality and follow a declining trend during tinge period examined. Thus it
is plausible to consider the seasonality effectsteand effect in the analyses. We
introduce dynamics into the model by allowing tlierent beef expenditure
shares to depend on beef expenditure shares preki@us period. This enables
the habit formation hypothesis to be tested baseth® significance of the lagged

beef share in the budget share equations.

The extended model takes the form:

12 2 4
W, =B +B, In% +8, @y * B+ WD+ 37, +D > a;BSE+u +&, (2)

k=2 i=1j=1
where w,, denotes beef expenditure share for househealtitimet; Inx,, is the
logarithm of total meat expenditure for househblat timet; «,_, is the lagged
beef expenditure share;denotes the time trend),, are 11 monthly seasonal
dummy variables with January as the baggare demographic variables

including education of the household head, numbehitdren in a household and

a regional dummy variableBSE are two sets of dummy variables indicating the

specific month that followed the first BSE incidemtd second pair of BSE events

respectively; 4, captures unobservable individual characterisigsis a random

error term; andB;, B, B, s, Vi, O, @ are parameters to be estimated.

Models tested on panel data have been used it¢hatlire to examine many
dynamic relationships (e.g., Arellano and Bond,1t¥owning and Collada,
2007; Keane, 1997). One common feature of theseelm@slthe presence of a
lagged dependent variable on the right hand side&shmcomplicates their
estimation. The fixed effects and random effectsrag@ches are not appropriate in
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this setting because the lagged dependent vaimbtarelated with the
disturbance. For this reason, the approach thasttie first difference of the
equations and then estimates the differenced emsalias been widely used in
empirical analysis on dynamic panel data (Browrand Collado, 2007).
Although taking first differences removes heteraggnfrom the model, the
differenced equations still have the problem ofcgeiheity due to the lagged
dependent variable (Greene, 2003). The idea ofjuagged values of dependent
variables as instruments for the differenced equativas first suggested by
Anderson and Hsiao (1981). Based on this concepllaho and Bond (1991)
developed a generalized method of moments (GMMjgaore which improves
estimation efficiency by making use of all avaiabhoment conditions. Arellano
and Bover (1995) unify the literature and develgperneral framework for
efficient IV estimators. Although using instrumeiridevels for equations
expressed in first differences is a typical apphdacestimate dynamic panel data
models, Arellano and Bover (1995) argue that tlaeeepotential gains to

estimating equations in levels using instruments st differences.

Panel data have the advantage of enabling bettdysas of dynamic effects
(Kennedy, 2003). However, the estimation of a madkad is based on dynamic
panel data is complicated. Since the objectivénisf$tudy is to examine how
multiple BSE incidents affect sampled Canadian Bbaokis’ beef consumption
patterns over time, we adopted the GMM approacleldeed by Arellano and
Bond (1991) and Arellano and Bover (1995). Two sétsiodels were estimated:
Engel curves in differences with instruments irelevand Engel curves in levels
with instruments in differences. The results aespnted and discussed in the

following section.

4.6. Results and discussion

4.6.1 Impacts of BSE on beef purchases
We initially transformed equation (2) by takingstidifferences between

equations in levels (each level represents a spewxdnth). Taking first
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differences removed the unobservable householdictarstics {4,) from the

error term. Under the assumption that the errasat serially correlated, lagged
values of endogenous variables are valid instrugnemtthe equations in first
differences associated with later periods (Arelland Bond, 1991). Thus, we
instrumented the two endogenous terms in the éifieed equations (the

differenced lagged beef shal(eu(t_l —cq]t_z)and the differenced logarithm of total
meat expendituréln X —IN )(m-l)) with the values of beef share and logarithm of

total meat expenditure, lagged two periods and nrespectively. Other
explanatory variables in equation (2) are assurndxtexogenous. Demographic
variables are time-invariant and drop out in takimg first differences of the
equations. The estimation results of this modetioerare presented in table 4. 2
(see equations in differences). The coding of #méables is described in

Appendix 4.1.

In the Arellano-Bond approach, the validity of thetruments is conditional
on the assumption of lack of serial correlatiomiirors (Arellano and Bond, 1991).
Lagged values are used as instruments for endogesaoiables in our estimation
based on the assumption that the errors are natlgeorrelated. Therefore,
testing for autocorrelation between the errorseisessary to justify the validity of
these instrumental variables. We tested for sedaklation in the errors based on
equations in levels. Durbin-Watson statistics ssgge evidence of
autocorrelated errors in these equations in léels

Table 4.2 (equations in differences) shows thatdagged beef expenditure
share has a positive effect on current beef skdrigh provides evidence of habit
persistence. There are also significant seasofedtefon beef purchases. Beef
expenditure share increases during the summecatedi by the significant

positive coefficients for the monthly dummy varieblof May, June, August and

" We have 46 Durbin-Watson (DW) statistics for eatthe differenced equations. Each of the
46 DW statistics tests the autocorrelation betweenconsecutive levels. None of the DW
statistics is significant. DW statistics for eadhiitee equations are available upon request.
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September. Beef expenditure share drops in wipteticularly over the
Christmas season. The time trend has a signifivagative influence on beef
expenditure share, indicating that these shardmdexver the time period
considered in this study, which is consistent whit trend of declining

consumption of beef in Canada since the late 189Gdistics Canada, 2007).

The impact of BSE on beef expenditures is the fafukis model. It is
possible that BSE had both contemporaneous anédagffects on beef demand.
However, the length of the impacts is an empirggadstion. Piggott and Marsh
(2004) tested for length of impact up to three tprarafter food safety events, but
only found evidence of contemporaneous effectdofuig their procedure, we
locate the BSE impacts on expenditure shares byglsag over the time period
and iteratively estimating the model. We startadvestion by including only one
BSE dummy variable (which represents the montt@BSE occurrence) for
each of the two BSE events. We then iterativelyreded the model by
successively adding a further BSE dummy variabi¢He two BSE incidents
considered (i.e., we extended the time period eyranre month every time we
re-estimated the model). The impacts on beef experdhares vanished three
months after the BSE announcements. This pattesrfouand for both the first
and second BSE events. Consequently, four BSE emniny variables for each
of the first two BSE events indicating the specifionths following the BSE

announcements are included in the final model egions.

From table 4.2 it is seen that following the anrmament of the first BSE
case, made on May 20, 2003, there was an immetkaiative impact on beef
expenditure shares. The results show that the Rfairdg/ representing May 2003
(BSE11) has a significant and negative effect aef bgpenditure shares. One
month later, the BSE impact is still negative botilonger significant. In the
following two months, beef purchase expendituresdased. It appears that at the
time of the announcement of the first BSE cas&,atcerns may have been

dominant for many consumers, leading to an immedwduction in beef
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expenditures after the announcement of evidentieeoihitial Canadian BSE case.
However, it seems that concern about risk impaioténished gradually and

consumers resumed their previous consumption patees time passed.

Since the Homescan® data set contains no informatioprices, we
controlled for the effects of price on beef expamdis by deflating expenditures
by monthly regional price indices for the specifipes of meats in question (beef,
pork, poultry and other). These provincial-leveicp indices, which are
aggregated across different meat cuts, do revedteéind of price changes (see
figure 4.1), but are likely to contain less infoina than would actual prices
associated with specific purchases. Consequeanitypossible that increases in
the households’ beef purchase expenditures ingbensl and third months after
the initial BSE announcement may be due to priteces that are not captured by
the price indices used in deflation. However, @lso possible that the initial BSE
event caused some households to switch to higihe¥dobeef cuts in order to
obtain higher quality products than previously.sTtype of behavior could have
led to the increase in household beef expenditumees indicated by our data in
the second and third months following the first BSent. It is also possible that
the actions taken by the Canadian government poreting to the BSE cases,
and media information about these actions (whicluoted an initial focus by the
media on precautionary actions taken and subsegugphasis on the adverse
financial effects of the BSE incidents on the bedfistry) persuaded Canadian
consumers that eating beef was both low risk deedylito support the
beleaguered beef industry.

Following the announcements of the second and Bf8# cases in January
2005, a negative impact on beef expenditures waswident until two months
after this second pair of BSE events and this r@adasted only for a very short
period of time. Expenditures on beef purchasesas®d in April 2005, the third
month after the discovery of the second and thiBiE Bases (table 4.2: equations

in differences). The second two BSE events follosinailar pattern to the 2003
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case: consumers initially decreased beef purchbsethen resumed their earlier
consumption patterns, even temporarily reachinglaen level of expenditure.
These findings are generally consistent with ttezdture on consumers’
responses to a single food safety incident, whigjgests that consumers initially
reduce purchases and then gradually return to plasirconsumption patterns
(Saghaian and Reed, 200azzocchi and Lobb, 2005). However, the specific
patterns of consumer responses that we obsenad/ecto the first and the
second Canadian BSE cases are different. The megatpact on sampled
household expenditures was slower to take effdiwiing the second BSE
events, suggesting that consumers did not respotickthews of the second BSE
events as quickly as they had responded to thteBB& case. Even so, the
magnitudes of the negative impacts on beef expamd#thares are similar. A
possible reason for the slower response in redudtideef expenditure shares
following the second BSE events might be that t#ead events were seen as
less of a shock, compared to the first instanae @dmestic case of BSE. As well
fewer media reports followed the second and thisdEBnhcidents in Canada than

occurred following the initial event (Boyd, 2008).

The alternative approach to avoid estimation prollén estimating dynamic
Engel curves proposed by Arellano and Bover (1@35nates equations in
levels using lagged first differences of the endmyes variables as instruments.
Use of this estimation method allowed us to exartheesffects of household
demographics on expenditures and to compare tdajs with the results from
estimating equations in first differences. Laggest fifferences of beef
expenditure shares and the logarithms of total meaénditures were used as
instruments for the beef expenditure share antbtderithm of total meat
expenditure respectively to estimate the equaiiofevels. These results are also
presented in table 4.2 (equations in levels).

The findings from the two estimation methods anmeststent. The results

from estimating equations in levels (table 4.2)gagj that beef expenditure is
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habit forming. Again, beef expenditure shares iaseel during the summer
months and decreased in winter. We also obsereelanohg trend in the beef
expenditure share over the entire period (i.emfdanuary 2002 to December
2005). In each case, the same cycle is identiftad:sampled households reduced
their relative expenditures on beef after both BSEnts but this decline was
subsequently reversed. Again, the first BSE casefallbowed by an immediate
negative reaction in beef expenditure shares bgdhgpled households, while the
reduction in beef expenditure shares followinggeeond BSE events did not
occur until two months after the BSE announcemdirtam testing the model
(equation 2) in levels and assessing the impadieasehold demographics, it is
seen that these evidently play a role in deterrgibi@ef expenditure shares. It
seems that beef consumption is affected by theatidunclevel of households.
Households with lower levels of education have aidieef shares. Households
located in Quebec have higher beef expenditureestthan households in other

regions.

4.6.2 Impacts of habits on households’ respons8Sto events

The following analyses examine the dynamic relatiom between consumption
habits and BSE shocks. We tested two hypothesssinegard. The first
hypothesis is that households with higher beef edjpere shares reacted less to
the BSE events. There is evidence in table 4.2tbet consumption is habit
forming, in that higher past beef expenditure sh#ad to higher current beef
expenditure shares. Consequently we expect thatisehold’s response to a food
risk event depends not only on views of risk pebbsiealso on the household’s
desire, expressed through its habit, to adjugtdorisk event. We also
hypothesize that habit persistence in beef consompgxpressed through
expenditures on beef purchases, tends to offse¢ ebithe negative impacts of
the BSE events. The second hypothesis relateg teetiurrence involved in the
first three Canadian BSE events and is based oexghectation that effects of
habit persistence diminish following more than asky event. The rationale for

this hypothesis is that consumers may gradualér #iteir beef consumption
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habits over time following successive BSE caseat ) habit is expected to
have less impact on adjustments in purchasingrpatfellowing successive BSE
cases. To test these hypotheses, we interacteagiped dependent variable with
those BSE dummy variables which are significargqaation (2) (i.e., BSE11,
BSE13, BSE14, BSE23 and BSE24), and introduceck timésraction terms into
equation (2). The modified model is:
=By B %+ B, G+ B+ D HDa+ Y, A + D> 0, BSE
. (3)
+ Z’7ij BS'—T_Ta%t—l T U, Ey

2
i=1j=1

Table 4.3 presents the results from estimatingdtisation in differences and
in levels. Two interaction terms are found to lmdicant, including the
interaction between the BSE dummy variable indigaiMay 2003 (i.e., BSE11)
and lagged beef shares, and the interaction bettheeBSE dummy variable
representing March 2005 (i.e., BSE23) and lagged $leares. Those terms which
are not significant are excluded from the modefgéneral, the model estimates
are not sensitive to the inclusion of the inte@ttierms between lagged beef
share and the BSE dummy variables. The same geryetal of behavior is
identified for both the first and second BSE evehtaiseholds reduced their beef
expenditure shares following the BSE announcentauttthese recovered
subsequently. However, again, the patterns of ieaend the impacts of habit
persistence, are different for the first and the subsequent BSE incidents.
Following the first BSE incident, households’ begpenditure shares shifted
downward. A second feature seen in this case iptheeffect of BSE and habit
persistence. The positive coefficient on the irdBoa between the lagged beef
expenditure share and BSE11 suggests that haBisfmrce offset the negative
BSE effect and that households with higher beetagfures reduced
expenditures relatively less following the firsseaof BSE than was the case for
households with lower beef expenditures. Howeaative to the second cases
of BSE, the coefficient for the interaction betweke lagged beef expenditure

share and BSE23 is significant and negative, suggethat households with
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higher beef expenditure shares reduced their exjpeesl more than did
households with lower beef expenditure shares. ¥geaed that habit
persistence would tend to offset part of the negatnpacts of the BSE
announcements and while this is evidently the éasthe first BSE event, the
evidence from households’ adjustments to the seB&ttl events indicates the
opposite. This change in habit for households tiladt previously habitually
purchased beef may reflect households’ reactiotisee@cumulative effects of
more than one BSE incident. Following a series SERases, households that
consumed more beef might perceive a higher levakkf and revise their habits,
leading them to be more sensitive to subsequentiBS&ents than households
that consumed less beef. We also observe thabdwuae value of the coefficient
for the interaction between the lagged beef shadeBSE11 is slightly greater
than the absolute value of the coefficient forititeraction between the lagged
beef share and BSE23, which suggests diminisheddtaf habit persistence
following successive risk events. As reported blgat.3, the findings from
estimating equations in differences and in levedscansistent.

An interesting feature of the results in tablei4.8hat the magnitude of the
estimated parameters on the interaction betweelagjged beef share and BSE11
is much larger than that of the estimated parameterthe lagged beef share. For
example, the results from estimating equationdfferénces show that the
coefficient on the lagged beef share is about WWb@reas the coefficient on the
interaction between the lagged beef share and B&H108. Several factors may
contribute to the large positive effects of habitsbeef expenditures following
the first BSE announcement. It is possible thatskebiolds with higher beef
expenditures stocked more beef when beef pricggpebafter the first BSE
incident. It is also possible that the initial B®ieident caused households who
consume more beef products to switch to more expehgef cuts to ensure beef
quality. These factors are related to changestuabeef prices associated with

specific purchases and have positive effects ohdgenditure shares. However,
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we must acknowledge that the lack of price dataewdikvery difficult to

interpret the results on habit persistence pregisel

4.6.3 Impacts of trust on households’ respons&St6 events

Several studies have investigated how trust affemtsumers’ perceptions and
acceptance of food with risk attributes (e.g., 8fgh2001; Siegrist, 2000).
However, there is relatively little research thelates trust to consumers’
reactions to recurring food safety incidents. lis gection, we examine the role of
trust in shaping Canadian consumers’ reactionsdorring BSE incidents in

Canada.

Despite growing interest in understanding the adlerust, measuring trust is
challenging. The attitudinal question “Generallgaking, would you say that
most people can be trusted, or that you can’'t be#weful in dealing with
people?” has been widely used to measure truskeietonomic literature (e.g.,
Glaeser et al., 2000). In the 2007 survey of Nieldemescan® panel participants,
this question was applied and respondents weraldskehoose a response to this
guestion from the statements: “People can be ttliste “Can’t be too careful in
dealing with people”, or “Don’t know”. Householdsere also asked to respond to
guestions on the extent to which they trustedtunsbins (including government,

manufacturers, farmers and retailers).

Previous literature suggests that trust is negigtinegated to perceived risk
(e.q., Sjoberg, 2001; Siegrist and Cvetkovich, 3008erefore, we expect
households that do not exhibit trust to be morasises to the risks that might be
associated with the identified BSE incidents. Idesrto test this hypothesis, we
matched the 644 households selected from the H@mekata set with those in
the survey data set, and selected only those holasetinat had also participated
in the 2007 survey. As a result, the study sammiehis component of the

analyses consists of 437 households.
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We choose to apply the attitudinal trust measusie giestions people’s view
of whether most people can be trusted, rather tiiaimstitutional trust measure.
One reason for this is because literature on swggests that people’s responses
to the attitudinal question “Generally speakingudoyou say that most people
can be trusted, or that you can’t be too carefaléaling with people?” remain
stable over time (Uslaner, 2001). As mentioned abthe information on trust
was collected in 2007, four years after the firSEBincident in a Canadian cow
which was discovered in 2003. Consumers’ trusbodfsafety has recently been
found to be declining in a number of countriesaassult of numerous food
safety incidents (e.g., Houghton et al., 2008k fiossible that people’s trust in
food institutions may be changing over time. Theref we choose to measure
trust based on respondents’ responses to the bleadtandardized trust question
“Generally speaking, would you say that most pecple be trusted, or that you
can't be too careful in dealing with people?”. Maver, we see the attitudinal
trust measure to be exogenous to households’ ekpemdecisions, whereas this
may not be the case for the institutional trust snea

We examine how trust affects households’ reactiorBSE by incorporating
trust into equation (3). The extended model takéesform:
12 2 4
Wy =5y +B Inx + B, ey + B +zykat +z|5|2|ht +zzaij BSET
k=2

i=1 j=1

(4)

2 4 2 4
+Zl:_z;,’7ij BSEW,, +21121:¢ﬁ BSEtrust, + 4, + &,
1=l J= i=1 j=

wheretrust, is a dummy variable, taking the value of 1 if teepondent in

household h selected “ most people can be trusted’the value of 0 if the
respondent chose “ can’t be too careful in deahith people”. Among the 437
selected households, 201 responding householdeadthat “People can be
trusted”; 210 households answered “Can’t be toefahim dealing with people”;
and 26 households chose “Don’t know”. We droppesé households that chose
“Don’t know” from this test. Table 4.4 shows theud#is from estimating equation
(4) in differences and in levels.
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Analyzing the smaller sample, we identified the satycle of BSE impacts.
However, the impacts of habit persistence on haldshreactions to BSE
incidents are not identical between this smallen@a and the larger sample used
in the previous sections. Results from the smakenple show that only the
interaction between the lagged beef share and B&ignificant. The positive
coefficient on this interaction term suggests tietiit persistence offset the
negative impact of the first BSE case. Howeverardmg the second BSE events,
analyses based on the smaller sample find no esedigrat habit persistence

influenced households’ responses to the secondeBSHis.

We expect that trust tends to offset the negatiyeaicts of BSE. In order to
test this hypothesis, we interact the trust vaeatith the two significant BSE
dummy variables which have negative impacts on bepénditure shares, i.e.,
BSE11 and BSE23. The coefficient on the interactietween trust and BSE23 is
positive and significant, suggesting that trustitéa households’ reduction in
beef expenditure shares following the second BS&atsv Moreover, the
magnitude of the negative impact of the second B&hts on expenditure shares
for beef purchases (0.066) almost equals the madmivf the positive effect of
trust (0.067) on these expenditure shares, sugges$iat households that are
trusting barely reacted to the second BSE evertaieder, the coefficient on the
interaction between trust and BSE11 is not sigaiftcthus the results show no
evidence that trust influenced households’ respotséhe first BSE event. A
possible explanation for this pattern of resultdhat at the time of the first BSE
announcement, risk concerns dominated consumevrseVvy, the experience of
the first BSE incident, as reflected in associgieabs reports, indicated the health
risk of eating Canadian beef to be extremely loang2quently, it seems that
consumers who are trusting did not react to thers#8SE events while
consumers who are less trusting reduced theirdmrefumption after the

discovery of the second and third BSE cases.
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The results from estimating equations in levelsadse presented in table 4.4.
In general, these results are consistent withittterfgs from estimating equations
in differences. The pattern of households’ reastitinBSE incidents is the same.
Again, we find evidence that habit persistence tamst offset the negative
impacts of BSE. Moreover, the results from estingagquations in levels show
that demographic characteristics also influencesbbalds’ beef expenditure
shares. The number of children in the householdaheegative impact on
households’ beef expenditure shares. Consumerséhé&g tend to consume more

beef relative to consumers in other regions of @ana

4.7. Conclusions

There have been several analyses of the impa&SBfand other food safety
cases on consumption. However, few of these amatysesidered the interactions
between habits, trust and recurrent food safetgamts. Using Engel function
analyses, we examine the impact of the Canadian@@iteak on beef
consumption and assess the roles of consumptiatstaaia trust in shaping

consumers’ reactions following the first three B&&dents.

Our analyses focus on the dynamics of monthly bgpénditure shares of
selected Canadian households. The results sudgeshe dynamics of beef
expenditure shares were influenced by a numbeaatbfs, including habit, trust,
seasonality, time trend, food risk shocks and hiooisecharacteristics.
Households’ reactions to both the initial and twbsequent BSE cases followed
the same general pattern. Households reducedabeipurchase expenditures
following the announcement of the BSE occurrencent evidently as concern
diminished, their expenditures on beef consumpttmovered. Regarding the role
of consumption habits, we found evidence that hadusistence limited
households’ reductions of beef purchases followiegfirst BSE event. In the
case of the second BSE events, results from thedaample (644 households)
suggest that households with higher beef expered#iiares modified their beef
consumption habits following recurring BSE incidgnwhereas analyses based on
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the smaller sample (437 households) find no evideéhat habit influenced
households’ reactions to the second BSE eventsa3$essment of the impacts of
trust on consumers’ reaction patterns show that trad no apparent impact on
households’ reactions to the first BSE event, lbiget the negative impact of the

second pair of BSE cases.

Food scares seem to be proliferating in numbenedisas in media attention,
contributing to the need to improve current underding of consumer responses
to food safety incidents. The question of how comgtion patterns evolve over
time in the presence of a series of food scaregpected to be of interest for both
policy makers and the food industry. Analyzing bexgbenditure shares of
selected Canadian households, we find evidencalgftemporary impacts of the
first three BSE incidents on beef consumption ima&@a. Households in the
selected samples reduced their beef expendituresfalowing the BSE
announcements. However, their beef consumptiore@sad again fairly soon.
Examining the larger sample, we also observed ecelef cumulative effects of
more than one BSE incident, with households moudiifyheir beef consumption
habits as the number of BSE events increased. 8dwion patterns exhibited by
these households in the larger sample suggedi&ing-term impacts of
recurrent food safety events can differ from thershun effects. The finding that
trusting households did not react to the secondfsganadian BSE cases

suggests that maintaining trust may aid societalagament of food risks.

The data set used in this study contains detaitfedmation on household
meat purchases before and after the first BSEioaSanada, which enables us to
give consideration to several important factors thifuence consumer responses
to food safety events, including habit persistetieest, household heterogeneities
and the recurrence of food safety incidents. Howe~ve must acknowledge that
the lack of price data that correspond to individuspecific meat purchases in
the Homescan® data may have limited our analysisekample, there may have

been differences in the price changes for diffebsaf products following the
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BSE announcements. The use of provincial priceceslfor beef, aggregated
across all cuts, in our models considers the gémepact of prices but could not
consider variations in store-level price changeditierent beef cuts. We also
must acknowledge the possibility that there mighbbhavioral differences
between the analysis samples and the general gmpuldhe meat consumption
patterns exhibited by these selected householdd difter from that of the
Canadian population. Future studies may give furitig@ght on consumers’
responses to recurrent food safety incidents agidate the robustness of our

conclusions.
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Table 4.1a Summary statistics of household chaiatits: selected sample,

Nielsen Homescan® panel, and Canadian population

Mean (Standard Deviation)

Definition
Selected Sample Nielsen Homescan® Panel Population
1=Single member 2.63 2.51 2.5
2=Two members (1.14) (1.22)
Household Size 3=Three members
4=Four members
5=Five-Nine Plus members
26=18-34 56.14 51.12 —
Kggsem'd Head | /) 3544 (11.72) (13.07)
50=45-54
60=55-64
70=65+
Income 15,000=<$20,000 59310.95 57486.77 69,548
25,000=$20,000-$29,999 | (29884.91) (29578.55)
35,000=%$30,000-$39,999
45,000=%$40,000-$49,999
65,000=%$50,000-$69,999
100,000=$70,000+
Household Number — 644 14176 —
Source: Nielsen Homescan® Panel; Statistics Carz@f, Census (a) and (b).
Table 4.1b Household head education: the seleearagle, Nielsen Homescan®
panel, and Canadian population 20 years and over
Household Head Education . Percent (%)
Selected Sample| Nielsen Homescan® Panel Popul@iar
Not High School Graduate 18.2 15.1 15.7
High School Graduate 19.0 18.4 22.7
Some College or Tech. 16.1 13.8 13.3
College or Tech. Graduate 18.4 21.6 20.3
Some University 9.7 9.7 5.4
University Graduate 18.6 21.5 22.7

Source: Nielsen Homescan® Panel data; Statistiosdza 2006 Census (c).
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Figure 4.1 Monthly consumer price indices for m@aiducts in Canada, 2002-
2007
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Figure 4.2 Average monthly expenditure shares feathproducts from sampled
Canadian households in the Nielsen Homescan® p2d@2-2005
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Figure 4.3 Adjustments of beef expenditure shavkswing the 1st BSE incident
for sampled Canadian households in the Nielsen lHoar&® panel

Frequency

09 07 05 03 -01 0.1 03 05 07 0.9

Beef share change

mAfter BSE Before BSE

Note: Beef share change before tRBBE incident=beef share in May 2002-beef sharspiril
2002.

Beef share change after thi&BSE incident=beef share in May 2003-beef shavpiril 2003.
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Figure 4.4 Adjustments of beef expenditure shavébe 2nd BSE incidents for
sampled Canadian households in the Nielsen Hom@spanel

150

Frequency
F

|||||||||||-|||||||||||-||||‘|IIIIII-IIIII-I N
|||||||||||-|||||||||||-||||‘IIIIIII-IIIII-I}III-IIIII-IIIIILII

||||||||||I-||||||||||I-IIIJIIIIIII-IIIII-I}IIII

plm W B B = B N N = W
09 <07 <05 03 <01 01 03 05 07 09
Beef share change

Note: Beef share change before the 2nd BSE evestéshare in January 2003-beef share in
December 2002.

Beef share change after the 2nd BSE events=beef shdanuary 2005-beef share in December
2004.
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Table 4.2 Beef consumption Engel curve parametenates: equations in
differences and equations in levels

Equations in differences Equations in levels

w, 0.02997*** 0.02941***
-1 (0.00620) (0.00621)

In Xt 0.00263 0.00643
(0.00654) (0.00613)

FEB -0.00105 -0.00376
(0.00754) (0.00819)

MAR -0.00196 -0.00166
(0.00728) (0.00728)

APR -0.00935 -0.00878
(0.00758) (0.00758)

MAY 0.01654* 0.01710**
(0.00759) (0.00760)

JUN 0.02469*** 0.02521***
(0.00818) (0.00818)

JUL -0.00412 -0.00333
(0.00790) (0.00789)

AUG 0.02470*** 0.02508***
(0.00805) (0.00805)

SEP 0.01803** 0.01873*
(0.00752) (0.00752)
OoCT -0.02472*+* -0.02403***
(0.00742) (0.00743)

NOV -0.01685** -0.01645**
(0.00735) (0.00737)
DEC -0.04857*** -0.04801***
(0.00761) (0.00764)

BSE11 -0.01972** -0.02005**
(0.00928) (0.00931)

BSE12 -0.01045 -0.00996
(0.00969) (0.00970)

BSE13 0.04276*** 0.04254***
(0.01045) (0.01044)

BSE14 0.05770*** 0.05869***
(0.01007) (0.01008)

BSE21 -0.00797 -0.00791
(0.01048) (0.01051)

BSE22 0.00627 0.00986
(0.00986) (0.01034)

BSE23 -0.02040** -0.02058**
(0.01009) (0.01011)

BSE24 0.02319** 0.02303**
(0.00967) (0.00969)
T -0.00045*** -0.00048***
(0.00014) (0.00015)

NKID -0.01998
- (0.01495)

EDU 0.01578*
- (0.00922)

QC 0.08444***
- (0.00969)

CONSTANT 0.38673**
- (0.025502)

Note: See Appendix 4.1 for the definitions of tleiables.
* xx exex gignify, 10%, 5% and 1% levels of signifignce respectively.
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Table 4.3 Impacts of habit persistence on sampbeddholds’ responses to two
BSE events: equations in differences and equatiolevels

Equations in differences Equations in levels

@, 0.029034*** 0.02887**
-1 (0.00630) (0.00635)

In X, 0.00189 0.00625
(0.00655) (0.00613)

FEB -0.00110 -0.00376
(0.00754) (0.00819)

MAR -0.00197 -0.00164
(0.00728) (0.00728)

APR -0.00938 -0.00878
(0.00758) (0.00758)

MAY 0.01654** 0.01711*
(0.00759) (0.00760)

JUN 0.02464%+ 0.02522%+
(0.00818) (0.00818)

JUL -0.00416 -0.00331
(0.00790) (0.00789)

AUG 0.02463** 0.02508***
(0.00805) (0.00805)

SEP 0.01802** 0.01877*
(0.00752) (0.00752)
OCT -0.02468%*+ -0.02399%*+
(0.00742) (0.00743)

NOV -0.01686** -0.01643**
(0.00735) (0.00737)
DEC -0.04859%*+ -0.04799%*+
(0.00761) (0.00764)

BSE11 -0.05516%** -0.05165**
(0.01607) (0.01797)

BSE12 -0.01043 -0.00993
(0.00970) (0.00970)

BSE13 0.04285%= 0.04257*
(0.01045) (0.01044)

BSE14 0.05778** 0.05874*
(0.01007) (0.01008)

BSE21 -0.00809 -0.00794
(0.01048) (0.01051)

BSE22 0.00625 0.00986
(0.00986) (0.01034)

BSE23 0.01201 0.00894
(0.01857) (0.02048)

BSE24 0.02317** 0.02301**
(0.00967) (0.00969)
T -0.00045%** -0.00048***
(0.00014) (0.00015)

* 0.08110** 0.07231*
G-, * BSH1 (0.03129) (0.03664)
* -0.072847* -0.0663*
Gy ™ BSE23 (0.03531) (0.04033)
NKID -0.02074
- (0.01498)

EDU 0.01547*
- (0.00924)

QC 0.08525**+
- (0.00971)

CONSTANT 0.38774%
- (0.02551)
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Table 4.4 Impacts of trust on households’ respotseso BSE events: Equations

in differences versus equations in levels

Equations in difference

5

Equations in levels

Wy 0.02407*+ 0.02284*+*
(0.00770) (0.00773)
In X 0.01472% 0.02070%**
(0.00676) (0.00646)
FEB -0.00384 -0.00790
(0.00891) (0.00986)
MAR -0.00129 -0.00078
(0.00913) (0.00915)
APR -0.01074 -0.01050
(0.00912) (0.00913)
MAY 0.01170 0.01251
(0.00900) (0.00898)
JUN 0.01973* 0.02018**
(0.01010) (0.01013)
JUL -0.01263 -0.01169
(0.00952) (0.00953)
AUG 0.02385** 0.02445%*
(0.00967) (0.00968)
SEP 0.01436 0.01529
(0.00938) (0.00939)
oCT -0.03217*+ -0.03120***
(0.00899) (0.00900)
NOV -0.01760* -0.01659*
(0.00906) (0.00908)
DEC -0.05127*+ -0.05049*+
(0.00947) (0.00952)
BSE11 -0.07537*+ -0.08465*+
(0.02239) (0.02387)
BSE12 -0.01088 -0.01005
(0.01204) (0.01204)
BSE13 0.04548%* 0.04621 %+
(0.01321) (0.01320)
BSE14 0.04666*** 0.04868***
(0.01218) (0.01219)
BSE21 -0.01295 -0.01260
(0.01313) (0.01315)
BSE22 0.00624 0.01117
(0.01220) (0.01277)
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Table 5.2 Continued

Equations in differences

Equations in levels

BSE23 -0.06643*** -0.05344**
(0.01712) (0.01656)
BSE24 0.02917** 0.02953**
(0.01166) (0.01169)
T -0.00045** -0.00054%**
(0.00018) (0.00019)
Wy, * BSH1 0.11624%* 0.132971 %
(0.03625) (0.04211)
TRUST*BSE11 -0.02094 -0.01608
(0.02360) (0.02243)
TRUST*BSE23 0.06704*** 0.03916*
(0.02484) (0.02314)
NKID -0.03970*
(0.01600)
QC 0.09184***
(0.01212)
CONSTANT 0.35379**
(0.02690)

* xx +xx signify, 10%, 5% and 1% levels of signifiance respectively.
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Appendix 4.1 Definition of the variables

Variables

Definition

Whi

Inx.,

FEB-DEC
BSE11

BSE12

BSE13

BSE14

BSE21

BSE22

BSE23

BSE24

NKID
EDU

QC

Monthly beef expenditure share for
household h at time t-1

The logarithm of total meat expenditure for
household h at time t

Monthly seasonal dummy variables

A dummy variable indicating the month
when the 1st BSE incident occurred (1=May
2003; O=otherwise).

A dummy variable indicating one month after
the 1st BSE occurrence (1=June 2003;
O=otherwise).

A dummy variable indicating two months
after the 1st BSE occurrence (1=July 2003;
O=otherwise).

A dummy variable indicating three months
after the 1st BSE occurrence (1=August
2003; O=otherwise).

A dummy variable indicating the month
when the 2nd BSE incident occurred
(1=January 2005; O=otherwise).

A dummy variable indicating one month after
the 2nd BSE occurrence (1=February 2005;
O=otherwise).

A dummy variable indicating two months
after the 2nd BSE occurrence (1=March
2005; O=otherwise).

A dummy variable indicating three months
after the 2nd BSE occurrence (1=April 2005;
O=otherwise).

Time trend

Number of children in a household

The education level of the household head
(1=high school and below; O=otherwise).
Regional dummy variable (1=Quebec;
O=otherwise).
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CHAPTER 5. Conclusions and potential extensions

5.1. Conclusions and discussions

There is a high level of public interest in foodesy and the linkages between
food and health. Understanding the behavioral detents of consumers’
reactions to food safety incidents, their decisiaking regarding food purchases,
and how trade-offs may be made between risky aatiityecomponents of food,

is important to the design of several importampteass of food policy, including
risk management and risk communication associatddhealth and food safety.

It is the general objective of this thesis to acxaaourrent knowledge of consumer
behavior in the context of food risks. This is aopdished in three related
analyses, two of which examine different aspecitsookumers’ stated
preferences for food with health benefits from om&gcontent which may be
associated with GM/nonGM food ingredients. In thiedt paper, the demand
impacts of the initial series of three BSE incideint Canada are analyzed, based
on revealed preferences data on household foochditpees during these

incidents.

The first paper, presented in Chapter 2, focusesxamining the roles of
trust on consumers’ choices for a GM/nonGM food thay include health-
related attributes of omega-3 content. This papetributes to the literature by
incorporating generalized trust into the studiesasfsumers’ choices for a
selected food item. In this paper, we examine taticms between measures of
generalized trust and trust in the food systemyelkas the predictive power of
different measures of trust on consumers’ stateicels for GM/nonGM canola
oil products that may contain high levels of om&geentent. The different
measures of generalized trust that are considacdalde attitudinal questions
adopted from the General Social Survey (GSS) ahdwberal questions from
previous literature. Respondents’ trust in foutitnfons involved in the food

system (government, farmers, manufacturers andamsigin the context of food
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safety is also considered. Trust in each of the ifwstitutions is measured on the
three dimensions of competency, honesty and putikcest. Data on these
various measures were obtained from the nation-aideey “Linking Diet and
Health: Consumers’ Decisions on Functional Foodicivhs presented in

Appendix A.

The analyses show that generalized trust anditrdbe food system are
correlated; respondents who are less trustingharstalso exhibit lower levels of
trust in food institutions. Integrating differeneasurements of trust into models
of consumers’ food choices, we find that consumehsices for GM/nonGM oil
are influenced by both generalized trust and frugtod institutions. In general,
trusting people are less likely to be in the grofipespondents that can be
characterized as being anti-GM; trusting people tad to place a lower
discount on the presence of a GM attribute. Morgawe find that although
generalized trust, measured by trust in strangetgast trusting behavior,
explains consumers’ choices well, there is no ewidehat generalized trust, as
measured by the widely used attitudinal questi@erferally speaking, would
you say that most people can be trusted or thatgaoi be too careful in dealing
with people?”, has predictive power on consumeegesl choices in the context
of GM food. However, we acknowledge that the latkredictive power of this
measure of generalized trust on consumers’ stditeides of GM oils may be due
to generalized trust having little impact on consufmehavior in the context of
GM food.

In the second paper, Chapter 3, attention is fatosethe modeling of
consumers’ choices for foods with potential heahld risk attributes. In the
analysis the assumption that consumers evaluatieeadittributes of alternatives
and trade off between the attributes when they sh@mong alternatives is
relaxed by incorporating attribute cutoffs into thedeling of consumers’
decision making. We identified that a significanbortion of respondents

indicated having cutoffs for the GM attribute ahé tountry of origin attribute.
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Incorporating these into analysis of the data feostated choice experiment on
functional GM/nonGM canola oil provides empiricaigence that respondents
tend to violate their self-reported cutoffs andetakutility penalty, rather than
eliminate an alternative, when a cutoff violatiators. Our results suggest that
incorporating attribute cutoffs into the linear qoemsatory utility function
significantly improves the fit of the models testédthis analysis, we also
examine the potential endogeneity of attribute &siloy linking respondents’
self-reported cutoffs to their demographic chanasties. Instruments for the self-
reported cutoffs are created by predicting attebuutoffs based on respondents’
demographic characteristics. The predicted atteiloutoffs are then incorporated
into the modeling of respondents’ food choices. filie that model estimates
based on self-reported cutoffs differ substantifiltyn those based on predicted
cutoffs. A possible reason for this is that seffeed cutoffs may be endogenous.
Endogeneity of self-reported cutoffs has been hyggized by a number of
scholars (e.g., Swait, 2001; Klein and Bither, 198udber and Klein, 1991).
However, it is a challenge to test and addresgtid®geneity of cutoff due to the
difficulty in finding good instruments. The secopaper adds to the literature by
assessing the influence of cutoffs on consumersicels of a specific food with
functional food characteristics that may be assediavith genetic modification.
We examine the problem of potential endogeneitgtoibute cutoffs by using
respondents’ demographic characteristics as ingintsrin IV estimation.
However, demographic characteristics only havetéithexplanatory power on
having/not having cutoffs. Weakness in the instmisi®ased on demographic
characteristic may contribute to some componeth®farge difference between
model estimates based on self-reported cutoffstamsk based on predicted

cutoffs.

In Paper 3, we examine consumers’ responses tophewdind recurring food
safety incidents in the context of a series ofd BSE cases in Canada, with
particular emphasis on the roles of habit and irushaping consumers’ reactions

Unlike in Papers 1 and 2, which use responderdgégtchoice data, in Paper 3
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consumers’ revealed preferences are studied usiogmation on household’s
expenditures from a data set which followed megaeexitures by a panel of
Canadian households before and after the firsetimadents in which a cow was
found to have BSE. Examining the dynamics of mgnii@ef expenditure shares
of selected Canadian households for the time pérayd January 2002 until
December 2005, we find that households’ resporsteetfirst three BSE
incidents in Canada followed a similar generalgratthouseholds reduced their
beef expenditures following the BSE announcemeuts$hese expenditures
subsequently recovered. In the case of the firé BSident, we find that habit
persistence limited households’ reductions of lexgienditure shares. However,
relative to the second BSE events, analysis ofdlagively larger data set of 644
Canadian households indicates that households mddifeir meat consumption
habits following recurring BSE incidents, while &rsis of a smaller data set of
437 households finds no evidence that habit inttedrhouseholds’ reactions to
the second BSE events. The impacts of trust onuroess’ reactions to BSE are
also assessed in Chapter 4, based on the smdlt#rtsmuseholds’ expenditure
data. The results show that trust had no impadtauseholds’ reactions to the
first BSE incident but offset the negative impaafttshe second BSE events. In
Paper 3, we focus on meat-consuming householdsoid enissing values.
However, the behavioral patterns exhibited by #leded households may differ
from that of the Canadian population. Moreover, |tk of price data limits our
ability to precisely interpret the results. Nevelt#ss, the third study contributes
to advancing current understanding of how conswngtatterns evolve over time
in the presence of multiple and recurring food tsaifecidents, an interesting but

largely unexplored research topic.

Food consumption patterns have been changing mwer Food safety and
guality are believed to have become increasinglyartant in consumers’ food
choices. The analyses reported in Papers 1 andi2hviocus on consumers’
stated choices for functional GM/nonGM canola oddgucts, find that consumers

value health benefits associated with omega-3 obirtea functional food
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product. However, they tend to discount this vaifia functional food product if
GM ingredients are present. These findings sugbeashealth benefits may offset
negative perceptions associated with GM food, wimdlirn suggests the promise
for the potential market for functional GM food. Wever, in Paper 2 (Chapter 3),
we identify that some 40% of respondents reportadny a cutoff for the GM
attribute. Violating the no-GM cutoff tends to rédgn large utility penalties for
these consumers, even when the GM food providesnpat health benefits. This
suggests difficulties in the marketing of functibf@ds with GM ingredients to

those consumers who strongly desire avoidance offéid.

Although food scientists maintain that today, fa@dafer than it has ever
been (Verbeke et al., 2007), consumer trust in &afdty seems to be declining
globally (Kjeernes et al., 2007). Examining trustl @ensumer behavior in the
contexts of GM food and BSE, we find that trusseffthe negative effects of
food risks in both contexts. In the study of trastl consumers’ choices of GM
food, we find that consumers who are less trustingeneral also exhibit lower
levels of trust in the food system. Moreover, bgéimeralized trust and trust in
food institutions affect consumers’ stated chofoesGM food. Assessment of the
role of trust on consumers’ reactions to recurB3E incidents shows that trust
had an impact: following the second BSE incidemtsuseholds that are trusting
did not reduce their beef expenditure shares bgwsh as did less trusting
households. These findings indicate that socialiastitutional factors play an
important role in consumers’ decision making ondftlmat may involve
uncertainty or risk, and deserve more attenticiniare studies on reactions to

food risks.

We also test the predictive power of generalizadtton consumers’ food
purchasing behavior in the contexts of both GM faad BSE. Generalized trust
measured by the standardized trust question, “@épeapeaking, would you say
that most people can be trusted, or that you dantbo careful in dealing with

people?”, is found to have explanatory power onsaomers’ reactions to the
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occurrence of the first three Canadian BSE casashls measure did not have a
significant explanatory impact on consumers’ cheigethe identified GM food.
Given the wide use of this trust measure in thenenuc literature, it is of interest
to test the predictive power of this measure orsaarers’ behaviors. However,
our findings in this context, for the two differecdses of GM food and BSE are
not consistent. It is possible that this discregatauld be related to the nature of
the data employed in the studies. We employeddsiaeference data in the
context of the GM food but revealed preference tat&8SE. Another possibility
is that the discrepancy exists because GM foodB8te may be viewed as two
different types of food risks. Future studies Imiitrust and behavior may add
insights to the interrelationship that may exigi®en different measures of trust
and different types of food risks.

The dynamics of food consumption patterns have ubtally been shaped
both by economic factors (such as prices and ing@me non-economic factors
(including food safety and quality). This thesigdst includes assessments of the
impacts of some non-economic factors, includindthdzenefits and food risks,
on consumers’ food choices. Papers 1 and 2 shieddighow health and risk
factors affect consumers’ food choices in the cané functional GM/nonGM
canola oil products. Our results show that botHthdeenefits from omega-3
content and potential risks associated with GM fbade impacts on consumers’
decision making. For some consumers, food can ére @& a powerful tool to
improve health. Health and risk components of fpomucts appear to be of
growing importance in consumers’ food choices. Mdate, food safety
incidents also affect consumers’ food consumptiattgons. Our study of
consumers’ reactions to recurring BSE incidentS8amada shows that although
consumers’ beef consumption exhibits habit pensegehabitual beef
consumption patterns did change in response tormegBSE incidents.
Recurring food safety incidents may have longstagdnpacts on consumption

of particular foods.
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5.2. Potential extensions

Given the nature of the credence features of fe and benefits and
consumers’ dependence on various food institutiorassess and maintain the
safety and quality of food, it is of increasingardst to study interrelationships
between trust, food risk and consumer behavior gL @005). However, trust is
an abstract and multi-dimensional concept whichesaktudying consumer trust
in the food system challenging. From Paper 1, we &évidence that both
generalized trust and trust in food institutionfeetf consumers’ choice for
functional GM/nonGM canola oil products. Althougtoaeomic literature has
investigated factors influencing generalized tfesy., Bjgrnskov, 2006), the
determinants of consumer trust in food institutiog®ain to be explored. Based
on micro-level data, we find that individuals diffa their trust in the food system.
Further, macro-level studies suggest that constimstrin the food system varies
among countries. For example, Kjeernes et. al (2686Zuyment substantial
variations in consumer trust in food across Europmauntries. Future studies
examining the determinants of consumer trust irfdloe system, including both
micro-level determinants and macro-level determisiashould add insights to
differences in trust between individuals and pofioites.

An obvious potential extension of the current apadyis to assess the
impacts of respondents’ health status and hedithdgs on their choices for
functional GM/nonGM canola oil products. Anothetural extension of the
current study is to test further the robustnessunffindings, by applying these in
different contexts. Many major food scares havéedsd in terms of the nature
and type of risk. Some are caused by contaminatighinadequate sanitation
during food production and transportation. ExamplesE. coli and salmonella
outbreaks. Others are due to uncertainties assdorath technology innovation,
such as some controversies over GM food or foedliation. Consideration of
different types of food risks can highlight diffatedimensions of the societal
management of food risks. This thesis study focoséson GM food and BSE. It
is unclear whether the findings based on thesaypes of food risks apply in
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other contexts. Future studies comparing consumesponses to food risks with
different features should add to knowledge of tarire of individuals’ decision

making in the context of food risks.

This thesis study applies data on consumers’ sfafdrence and revealed
preferences in two different contexts of food rigk#1 food and BSE. Both stated
preference data and revealed preference data havewn advantages and
limitations. It is possible that the findings frahs thesis are influenced by not
only the feature of the data sets but also theauskexts. Future studies may also
consider research approaches that combine statéztgmce and revealed

preference data for particular food risk behaviors.
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APPENDIX A. Linking Diet and Health: Consumers’ Dedsions on
Functional Food

SCREENING

S1. Do you or anyone in your immediate householkviar any of the following types
of companiesPlease check all that apply

An advertising agency or public relations firm

A marketing research company

The media (TV, newspaper or radio)

Retailer, wholesaler, processor or distributoradldng oil
None of the above

[IF ‘'NONE OF THE ABOVE’, CONTINUE; OTHERS THANK AND
TERMINATE]

S2. How much of the grocery shopping would youtsay you do for your household?
(Select one)

All of it

More than half of it
About half of it
Less than half of it
None of it

[[F CODES 1 TO 3, “ALL OF IT”, “MORE THAN HALF OF I T” OR “ABOUT
HALF OF IT” CONTINUE; OTHERS THANK AND TERMINATE]

S3. Which, if any, of the following types of cooginil do you purchase either regularly
or occasionally?
(Select All That Apply)

Canola oll
Corn ail
Grape seed oll
Olive oll

Palm oil
Peanut oil
Safflower oil
Sesame oil
Sunflower oil

None of the above

[IF CODE 1, ‘CANOLA OIL’, CONTINUE; OTHERS THANK AN D
TERMINATE]
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We start the survey with questions about genesakis in society today and your
personal views of these.

Q1. We would like your opinions about spending on pubérvices. For each of
the publicly-provided services listed below, pleambcate if you personally think
funding for these services should be reduced sotisilg, reduced somewhat, not
changed, increased somewhat, or increased suladiyangelect one response for
each row

Reduced | Reduced Not Increased Increased
substantially somewhat| changed| somewhat substantially|

Education services

Police and security services

Health care services

Improving and maintaining the
natural environment

Providing for safe food and wate

Providing roads and highways

Q2. Some people say that people can get ahead byotheihard work; others
say that lucky breaks or help from people are rmpbrtant. Which do you think
is most important to getting aheafi@lect one response

Hard work is most important

Hard work, luck equally important

Luck or help from other people most important
Don’t know

Q3. Generally speaking, would you say that most peoph be trusted, or that
you can't be too careful in dealing with peop&&lect one response

Most people can be trusted
Cannot be too careful in dealing with people
Don’t know

Q4. Do you think most people would try to take advgetaf you if they got a
chance, or would they try to be fatfelect one response

Would take advantage of you
Would try to be fair
Don’t know
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Q5. Would you say that most of the time people tripgchelpful, or that they are
mostly just looking out for themselveS@lect one response

Try to be helpful
Just look out for themselves
Don’t know

Q6. Please indicate your level of agreement or disagest with the statement:
“You can't trust strangers anymore”. Select onepesse

Strongly disagree
Somewhat disagree
Neither agree nor disagree
Somewhat agree

Strongly agree

Q7. How often, if ever, do you lend money to friewdsen they ask8elect one
response

Always

Most of the time
Sometimes
Rarely

Never

Q8. How often, if ever, do you lend personal possessto friends when they ask?
Select one response

1. Always

2. Most of the time
3. Sometimes

4. Rarely

5. Never

CANOLA OIL PURCHASING

In the next few questions, we are interested irr yoeferences regarding canola
oil purchases.

Q9. When purchasing canola oil, which of the followstgtements best
represents how the country of origin influencesnymurchase decision8elect
one response

My decision depends on the specific canola oil.
| only purchase canola oils produced in Canada.
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| only purchase canola oils produced in the U.S.
| do not care

Q10. Which of the following statements best describasr\attitudes toward
buying foods with fortified ingredients3elect one response

Food fortification refers to the addition of one or more nutrienta food product, e.g.,
adding calcium to fruit juice or adding flax/fisisoto milk or to vegetable oil.

My decision depends on the specific food with fatl ingredients.
| am not willing to purchase any food with fortifiéngredients.
I am indifferent towards foods with/without forétl ingredients.

Q11. Which of the following behaviour when it comesdbiaying foods that have
ingredients that are genetically modified (GM) engtically engineered (GE)?
Select one response

Genetic modification/engineering(GM/GE)is a modern agricultural
biotechnology which involves the transfer of genatiaterial from one
organism to another. Through GM/GE, it is easiantmduce new traits
without changing other traits in the plant or anin@M/GE also makes it
possible to introduce traits from other speciemething not possible with
traditional breeding methods.

My decision depends on the specific food with GM/@&redients.
I am not willing to purchase any food with GM/Gfigjredients.
| am indifferent towards foods with/without GM/Giggredients.

Q12. Thinking about the canola oil that you normallypdoes it have
genetically modified ingredientsSelect one response

Yes
No
Don’t know

Q13a.When you purchase a bottle of canola oil, sayré in size, is there always
a maximum price you will payBelect one response

Yes
No

[IF YES, CONTINUE. OTHERS SKIP TO NEXT SECTION]
Q13b. Which of the following represents the maximpnce you will pay for one
litre bottle of canola oilBelect one response
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$2.49 per litre or less
$2.50~ $4.99 per litre
$5.00/litre ~ $7.49 per litre
$7.50 per litre or more

Awareness of links between diet and health, togetiith new scientific
discoveries, is leading to markets for functiomadds. Functional foods are novel
foods with enhanced health benefits. Functionati$ocan be developed by
different methods. In the following purchase sintiola questions, we are
interested in your choices of different canola wilth functional health benefits.

Please also keep in mind these definitions whewarisg the next questions

Omega-3 fatty acidsOmega-3 fatty acids are essential nutrients faithe
The human body cannot produce these on its owhegorhust come from
one’s diet or through supplements (e.qg., pills)dMal research has linked
omega-3 with numerous health benefits, such asnegleardiovascular
disease and lowering the danger of heart diseaksterke.

Canola oil that contains omeg-3 fatty acids: Any regular canola oil has some
level of omega-3 fatty acids. Manufacturers mayos@oto state this on the label
as: “contains omega-3.”

Canola oil with enhanced omeg-3 fatty acids: While ordinary canola oil has a
certain level of omega-3 fatty acids, the type @vel of omega-3 fatty acids in
canola oil can be increased and enhanced througttigally
modifying/engineering@M/GE) canola plants. Enhanced omega-3 fatty acids
can also be achieved without the use of GM/GHolyfication.

Product of Canade: This means that the canola oil is Canadian gramah
processed.

Product of US: This means that the canola oil is imported fromts where it
was grown and processed.

[PURCHASE SIMULATION]
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PLEASE TAKE TIME TO CAREFULLY READ THE FOLLOWING
INSTRUCTIONS BEFORE PROCEEDING

In this section you are presented with a seriesceharios with different purchase
decision options for canola oils. Each option idelsi a description of its different
features. For each decision simulation, you arecss indicate your own
preference. Specifically, you are asked which ol ywould CHOOSE to
purchase compared to other oils in the choiceAdigrnatively, you may choose
NOT TO PURCHASE either oil in any purchase scenario

IMPORTANT

+ CHOOSE one of the options on each page. Or you may chNGSE TO
PURCHASE either oil.

» Assume that the options on each page are the oely available
» Do not compare options on different pages

You may see a few options that seem counter-imtu{e.g., a lower price but a
higher quality in your personal opinion). Be assuiteat this is not an errdaut
part of the design of the survey. Simply chooseoghi®on that you most prefer,
based on its characteristics.
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Now suppose you are shopping for canola oil. Exantte options in each
scenario below. Please CHOOSE one---OR NONE--@ftfailable oil options.
Keep in mind that, in a real-life situation, youwid be paying for the product
that you choose. Make the decision that most gjasdlects what you would do

in an actual shopping situation.

EXAMPLE

IS T

Canola Qil
1 Litre

Canola Qil
1 Litre

Enhanced Omega-3

Contains GM/GE

Product of U.S.

Contains Omega-3

No GM/GE

Product of Canada

$3.50/litre $7.50/litre
O Choose Oil A
O Choose Oil B
O No purchase
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PLEASE TAKE TIME TO CAREFULLY READ THE FOLLOWING
INSTRUCTIONS BEFORE PROCEEDING.

In this section you are presented with a seriesceharios with different purchase
decision options for canola oils. Each option idelsi a description of its different
features. For each decision simulation, you arecss indicate your own
preference. Specifically, you are asked which oil would DISCARD (i.e.
removefrom consideration for purchase) compared to otiisrin the choice set.
Alternatively, you may choose to DISCARD BOTH ditsany purchase scenario.

IMPORTANT

* DISCARD one of the options on each page. Or you may chimose
DISCARD BOTH oils.

» Assume that the options on each page are the oely available

» Do not compare options on different pages

You may see a few options that seem counter-intu{E.g., a lower price but a
higher quality in your personal opinion). Be assuiteat this is not an errdut
part of the design of the survey. Simply discaeldption that you least prefer,
based on its characteristics.
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Now suppose you are shopping for canola oil. Exantte options in each
scenario below. Please DISCARD one---OR BOTH--hef &available oil options.
Make the decision that most closely reflects wimat would do in an actual

shopping situation.

EXAMPLE
I T
Canola QOil Canola QOil
1 Litre 1 Litre
Enhanced Omega-3 Contains Omega-3
Contains GM/GE No GM/GE
Product of U.S. Product of Canada
$3.50/litre $7.50/litre

O Discard Oil A
O Discard Oil B
O Discard both oils
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Ql4a Regarding the safety of foods in Canada, we wbkédto know whether
you trust individuals and organizations involvedhe food system. Please

indicate to what extent you agree or disagree ®atth of the following
statementsSelect one response for each row

(a) Government

Neither
Strongly | Somewhat agree nor| Somewhat Strongly| Don't
agree agree disagree | disagree | disagree| Know
The government has the competer
to control the safety of food.
The government has sufficient
knowledge to guarantee the safety|of
food.
The government is honest about th
safety of food.
The government is sufficiently open
about the safety of food.
The government takes good care ¢
the safety of food.
The government gives special
attention to the safety of food.
(b) Farmers
Neither
Strongly | Somewhat| agree norr Somewhat| Strongly | Don’t
agree agree disagree| disagree | disagree| Know

Farmers have the competence to
control the safety of food.

Farmers have sufficient knowledge
to guarantee the safety of food.

U

Farmers are honest about the safe
of food.

Farmers are sufficiently open about
the safety of food.

Farmers take good care of the saf
of food.

Farmers give special attention to the

safety of food.

158




(c) Manufacturers of food

Strongly
agree

Somewhat]
agree

Neither
agree nor
disagree

Somewhat
disagree

Strongly
disagree

Don’t
Know

Manufacturers have the competen
to control the safety of food.

Manufacturers have sufficient
knowledge to guarantee the safety
of food.

Manufacturers are honest about th
safety of food.

Manufacturers are sufficiently ope
about the safety of food.

-

Manufacturers take good care of t
safety of food.

Manufacturers give special attentic

to the safety of food.

(d) Food Retailers

Strongly
agree

Somewhat]
agree

Neither
agree nor
disagree

Somewhat
disagree

Strongly
disagree

Don’t
Know

Retailers have the competence to
control the safety of food.

Retailers have sufficient knowledg
to guarantee the safety of food.

Retailers are honest about the saf
of food.

Retailers are sufficiently open abo
the safety of food.

Retailers take good care of the
safety of food.

Retailers give special attention to

the safety of food.
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Q14b.We would also like to know whether you trust tlezernment regarding
inspecting and regulating the safety of foods V@1/GE ingredients. Please

indicate to what extent you agree or disagree ®atth of the following
statementsSelect one response for each row

Neither
Strongly | Somewhat agree nor| Somewhat Strongly| Don’t
agree agree disagree | disagree | disagree| Know

The government has the competer
to control the safety of GM/GE
food.

The government has sufficient

knowledge to guarantee the safety of

GM/GE food.

The government is honest about th
safety of GM/GE food.

The government is sufficiently ope
about the safety of GM/GE food.

=

The government takes good care ¢
the safety of GM/GE food.

The government gives special
attention to the safety of GM/GE
food.

Q1l4c.Please indicate which of the following you beli@re primarily
responsible for the safety of foods with GM/GE edjents Select all that apply.

Government
Farmers
Manufacturers
Retailers

Agricultural biotechnology companies
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Q15. Each item below is a belief statement about yaalth condition with
which you may agree or disagree. Beside each staieisna scale which ranges
from strongly disagree (1) to strongly agree (@&x. €ach item please select the
number that represents the extent to which youeagrelisagree with that
statement. The more you agree with a statemenhigfmer will be the number
you select. The more you disagree with a statentiemipwer will be the number
you select. Please make sure that you anEWV&RY ITEM and that you
SELECTONLY ONE number per row. This is a measure of your personal
beliefs; obviously, there are no right or wrongwers.

1 = STRONGLY DISAGREESD) 4 = SLIGHTLY AGREE(A)
2 = MODERATELY DISAGREE(MD) 5= MODERATELY AGREE(MA)
3 = SLIGHTLY DISAGREE(D) 6 = STRONGLY AGREESA)

SDMD D A MA SA
1 2 34/ 5 |6

If | get sick, it is my own behavior which deterraghow
soon | get well again.

No matter what | do, if | am going to get sick, illget sick.

Having regular contact with my physician is thetlvegy for
me to avoid illness.

Most things that affect my health happen to medwnjdent.

Whenever | don't feel well, | should consult a noatly
trained professional.

| am in control of my health.

My family has a lot to do with my becoming sickstaying
healthy.

When | get sick, | am to blame.

© 00 N o 01 | b~ W DN P

Luck plays a big part in determining how soon llwgcovet
from an illness.

10 Health professionals control my health.

11 My good health is largely a matter of good fortune.

12 The main thing which affects my health is what Iselj do.
13 If | take care of myself, | can avoid illness.

Whenever | recover from an iliness, it's usuallgdese
14 other people (for example, doctors, nurses, farfrignds)
have been taking good care of me.

15 No matter what | do, | 'm likely to get sick.
16 If it's meant to be, | will stay healthy.
17 If | take the right actions, | can stay healthy.

Regarding my health, | can only do what my docttistme

18 to do.
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Q1l16a.How would you describe your health in geneiaé®ect one response

Very good

Good

Neither good nor bad
Bad

Very bad

Don’t Know

Q16b. How important are food choices in preventing aicdlness and supporting
health? Select one response

Not important at all
Not very important
Somewhat important
Very important
Extremely important
Don’t know

Q17a.Are you currently taking omega-3 supplemengect one response
Yes

No

Q17b.Are you currently taking vitamin supplemengélect one response
Yes

No

Q17c. Areyou a vegetarian or vegan®elect one response

Yes

No
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Q18.Below is a list ofpossible food safety issuegor each, please indicate how
much ofa health risk you feel each of these is to you person&@kglect one

response for each row

High
risk

Moderate
risk

Slight
risk

Almost
no risk

Don't
know

Bacteria contamination of food

Pesticide residuals in foods

Use of hormones in food production

Use of antibiotics in food production

BSE (mad cow disease)

Use of food additives

Use of genetic modification /
engineering in food production

Drugs (i.e. medicines) made from plan
molecular farming though genetic
modification/engineering

~—+

Genetically modified/engineered crops
to increase nutritional qualities of food

Genetically modified/engineered crops
to produce industrial products like
plastics, fuel or industrial enzymes

Fat and cholesterol content of food

Q19a.How well informed would you say you are about deadly

modified/engineered foods? Would you saySe?ect one response

Very well informed
Somewhat informed
Not very informed
Not at all informed
Don’t know

Q19b. How well informed would you say you are about fiimeal foods? Would

you say...Select one response

Very well informed
Somewhat informed
Not very informed
Not at all informed
Don’'t know
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Q20. Has anyone in your immediate family (includingrausehold members,
children, parents, grandparents, aunts or unckes) diagnosed with any of the
following diseases3elect one response for each row

Yes No Don't know

Cancer
Heart disease
Diabetes

Q21 How often do you buy organic food produc&ect one response

Regularly
Occasionally
Never

Q22.0n average, how often do you exerciSefect one response

5 or more times per week
3-4 times per week

1-2 times per week

Less than 1 time per week

Q23. How often, if ever, do you seek health informatfoom sources such as
television, newspapers, the internet, edefect one response

Regularly
Occasionally
Never

Q24.Before buying food products, how often, if eves,ybu read the product
labels?Select one response

Regularly
Occasionally
Never

Q25. How often, if ever, do you smok&elect one response
Regularly

Occasionally

Never

The following questions are designed to tell us &tle about you. This

information will only be used to report comparisonsamong groups of people.
Your identity will not be linked to your responsesin any way.
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Q26. How many brothers and sisters do you hd®iease enter one number in the
box provided.

Q27. What is your weightPlease choose either Pounds or kilos and enter
number in chosen box

Pounds
Kilos

Q28.What is your heightPlease select one from the drop down menu
4ft 6 inches (137 cm)
4ft 7 inches (140 cm)
4 ft 8 inches (142 cm)
4 ft 9 inches (145 cm)
4 ft 10 inches (147 cm)
4 ft 11 inches (150 cm)
5 ft (152 cm)

5 ft 1 inch (155 cm)

5 ft 2 inches (157 cm)
5 ft 3 inches (160 cm)
5 ft 4 inches (162 cm)
5 ft 5 inches (165 cm)
5 ft 6 inches (167 cm)
5 ft 7 inches (170 cm)
5 ft 8 inches (172 cm)
5 ft 9 inches (175 cm)
5 ft 10 inches (177 cm)
5 ft 11 inches (180 cm)
6 ft (183 cm)

6 ft 1 inch (186 cm)

6 ft 2 inches (188 cm)
6 ft 3 inches (191 cm)
6 ft 4 inches (193 cm)
6 ft 5 inches (196 cm)
6 ft 6 inches (199 cm)
6 ft 7 inches (201 cm)

Q29. What is the highest level of education that yauehcompleted?
Select one response only

Never attended school

Grade school (grades 1 to 9)

Some high school

High school graduate

Post secondary trade or technical school certdidagree
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Some university or college

College diploma/degree

University undergraduate degree

Some post graduate university study

Post graduate university degree (e.g., MastePhdD.)
Decline to respond

Q30. For classification purposes, what is your totaisehold income before
taxes?Select one response

Less than $10,000
$10,000 - $19,999
$20,000 - $29,999
$30,000 - $39,999
$40,000 - $49,999
$50,000 - $59,999
$60,000 - $69,999
$70,000 - $79,999
$80,000 - $89,999
$90,000 - $99,999
More than $100,000
Decline to respond

Q31. Which of the following occupational descriptionsts your current
situation the best3elect one response

Working in private sector

Working in public/government sector

Working as self-employed (including farmensl dishermen)
Pensioner

Student

Unemployed

Full-time housewife/home worker

None of the above
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APPENDIX B. Trust Questions in the 2007 Neilsen Hoescad™ Panel
Survey'®

General Trust
A. Generally speaking, would you say that most fpeopn be trusted?

People can be trusted
Can't be too careful in dealing with people
Don’t know

B. How much do you trust each of the following goewf people?
(1=Cannot be trusted at all; 2=Somewhat untrustwo@=Slightly untrustworthy;
4=Somewhat trustworthy; 5=Can be trusted a lot; @¥Dknow)

People in your family

People in your neighborhood

People you work or go to school with
Doctors or nurses

Scientists

Consumer organizations
Environmental organizations

Media sources

Strangers

C. How often do you lend money to your friends?

Never
Infrequently
Moderately often
Frequently
Regularly

18 1n early 2007, 5,000 members of the Neilsen Hom@&cpanel who had been in the panel
since 2002 were provided, by the Neilsen Comparmsyreey developed by the Department of
Rural Economy, University of Alberta. There wer891) responses to the survey. We used, in
Chapter 4 of this thesis, only the responses tditstequestion “Generally speaking, would you
say that most people can be trusted?”.
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