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ABSTRACT

This thesis introduces a new line coding technique for communication systems which transmit
two-level signals. Due to its similarity to the established technique of self-synchronizing scrambling
and its additional ability to guide the scrambling process to produce a balanced eacoded bit stream,
this technique is called Guided Scrambling. Because it can be implemeated with simple
combinational and sequential logic circuits, this technique is a candidate for use in high bit rate
transmission systems such as light-inteasity modulated optical fiber systems.

The thesis begins with an overview of curreat line coding techaiques and their applicability to
high bit rate systems. The concept of Guided Scrambling is then presented, followed by derivation of
code parameters which ensure good line code characteristics. The performance of a number of
Guided Scrambling configurations is reported in terms of maximum coasecutive like encoded bits,
encoded stream disparity, decoder error extension, and power spectral deasity of the encoded signal.
Simulation results agree with theoretical expectations. Comparison of Guided Scrambling with
conventional line coding techniques indicates performance which is superior to curreat non-alphabetic
line codes and not much inferior to alphabetic techniques.
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CHAPTER 1
INTRODUCTION

Optical Fiber transmission systems operating today transmit binary, light-intensity modulated
bit scquences. To allow for simplified receiver and clock recovery design, the signals they transmit
should contain a largc number of transitions and a small low frequency content [1-2]. The
transformation of a source bit scquence into a sequence containing these characteristics and the
subscquent recovery of the original signal is called Line Coding.

Linc coding has been the object of much study [1-17). In particular, many line codes have
been developed for fiber transmission systems due to their range of applications and varying
requirements.

This thesis introduces a new line code developed specifically for high bit rate fiber systems.
Guided Scrambling is a balanced, non-alphabetic line coding technique which exhibits low error
extension and can be configured to yield balanced transmission with a high encoded stream transition
density. Its simple encoding and decoding procedures can be implemented with high speed digital
circuitry, making it a good candidate for implementation in high specd fiber systems.

Following a bricf overview of the thesis, this chapter introduces notation which will be used

throughout code development and analysis.

1.1 Thesis Overview

In a more complete introduction to the ficld of line coding, Chapter 2 dctails linc code
requirements and surveys the techniques presently used in optical fiber transmission systems.
Particular cmphasis is placcd on the applicability of these line coding techniques to high bit rate
applications. Following a ncw interpretation of self-synchronizing scrambling processcs, Chapter 3
reveals a property of this established line coding technique which can be exploited to improve
transmitted strcam characteristics. In doing so, the concept of Guided Scrambling is introduced.

Chapter 4 dcerives Guided Scrambling code parameters which ensure good line code
characteristics. The performance of a number of GS configurations is rcported in Chapter 5. Tables
of values for maximum consccutive like cncoded bits, encoded stream digital sum variation, error
extension and minimum cncoded strcam transition density are compared with corresponding values
tor conventional line coding techniques. The effect that Guided Scrambling has on the power spectral
density of the transmitted bit stream is reported, and simulation results which agree with theoretical
cxpectations  portray encoded stream characteristics which vary with source strcam logic onc
probability.

Chapter 6 concludes the thesis by summarizing the concept, configurations, and performance

of Guided Scrambling and offering suggestions for continucd analysis of this coding technique.



1.2 Notation

The explanation and analysis of Guided Scrambling is simplified whea standard notation is
introduced for bit stream representation and measures of line code performance. In Guided
Scrambling encoding and decoding procedures, bit streams are best represeated as polynomials.
Section 1.2.1 describes this polynomial representation and defines standard notation for commonly
occurring bit streams. Section 12.2 presents further notation used in the description and analysis of
Guided Scrambling codes.

121 Pol il R ion of aBit §

Polynomials provide a convenient form for bit stream representation. If the value of the
most significant or first bit in time is represented by a coeflicient associated with the variable of
highest degree, the value of the second bit is represented by the coefficient of second highest degree
and 50 on until the least significant bit or last bit is represented by the least significant coefficient, a
bit stream can be represented by the polynomial:

bx) = c,,_lf' + c'_27t"'z te X+ dextc,, (1.1)

where the bit sequence is of length j and the values of the cocfficicnts ¢ arc 0 or 1. For example, the
following bit sequence representations are equivalent:

bit stream = 10010100011 ,
b(x) =x+x+xX+x+1,

Since these notations are equivalent, it is often convenient to combine them in the following
shorthand notation:

b(x) = 10010100011 .

Coatrary to usual notation, this representation places the first bit in time on the left rather than on the
right.

Standard notation for commonly occurring bit sequences has been adopted during the
development of GS codes. The importance of the following sequences will become apparent during
code development.

d(x) scrambling polynomial, of degree d.

s(x) = source bit strcam.

a(x) = augmented source word. The subscript i denotes the decimal representation of
the binary value of the augmenting bits. For cxample, a source word augmented
with the bits 01 would be denoted a (x) whilc a word augmented with the bits 11
would be denoted a(x).

quoticnt which results from the division of a (x) by d(x).

q(x)



r(x)

rm(x)
tx(x)
(x)
rx(x)
u(x)

[

the bit scquence which relates g(x) to q,(x) through modulo-2 addition. When
the only quoticnts considered are g,(x) and q (x), the subscript from r (x) will be
omitted.

remainder of the division of a (x) by d(x).

transmitted bit strcam.

error pattera introduced during transmission.

reccived bit strcam.

dccoded bit strcam,

1.2.2 Guided Scrambling Notation
The following abbreviations, symbols, and o, .rators will be used during the development and

analysis of Guided Scrambling:

RDS

WRDS

WD

DSV

length of source word.

length of encoded word.

number of bits which augment cach source word.

the probability of a logic one in the source bit sequence. Alternatively, this can
be intcrpreted as the normalized source stream de level.

Running Digital Sum: the accumulated sum of bit sequence digit values from an
arbitrary time origin. Contrary to the conventional digit value assignment of
+0.5 for a mark and -0.5 for a space [20], analysis in this thesis has been
simplificd with thc assignment of the digit values +1 for a mark and -1 for a
spacc. RDS__ and RDS__ represent maximum and minimum valucs of stream
RDS respectively.

Word-end Running Digital Sum: RDS sampled at the end of a word. Maximum
and minimum values arc denoted WRDS __ and WRDS___ respectively.

Word Disparity: the digital sum difference over a word. Maximum and minimum
valucs are denotcd WD__ and WD__ respectively.

Digital Sum Variation: usually defined as the difference between maximum and
minimum valucs of RDS. To allow for comparison with previously published

valucs, the DSV for bit scquences considered in this thesis will be calculated as:
DSV = %:(RDS__-RDS_) . (1.2)
the center or midpoint of digital sum excursion. Its value is given by:
¢ = %(RDS__ +RDS_) . (13)

When subscripted, it also denotes a coefficient of a polynomial as given in
Equation (1.1).
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the transition opportunity preceding the bit of degree i. An opportunity for a
transition is assumed to cxist prior to the first bit of a bit stream and bctween
every pair of subsequent adjacent bits.

the number of transitions associated with a word, including the transition which
might precede its most significant bit.

the number of transitions which occur within a word. This excludes the transition
which might occur immediately preceding the word.

transition density: the number of transitions in a bit secquence divided by the
number of transition opportunitics. It has units of [transitions/bit] and is limited
in value t0 0.0 - 1.0.

the maximum number of consecutive like bits in a sequence.

the opcrator which denotes formation of a quotient sequence through modulo-2

division of its argument by its subscripted polynomial.



CHAPTER 2
LINE CODING FOR OPTICAL FIBER TRANSMISSION SYSTEMS

Linc coding dcnotes the modification of a source symbol sequence to allow for proper signal
rcception in the prescace of transmission impairments. More precisely, line coding refers to the
cncoding and decoding procedures which perform this transformation and its inverse. Figure 2.1
indicatcs the placement of line encoder and decoder in a digital communications system.

This chapter begins with a discussion of the reasons for past and continued use of two-level
signalling in fibcr transmission systems, and then outlines the required characteristics of these signals.
The chapter concludes with an overview of current line coding techniques which attempt to provide
such signalling, with an emphasis on the applicability of these linc codes to high bit rate transmission

systems.

2.1 Code Radix

With fcw exceptions, light-intensity modulated fiber transmission systems use binary
signalling. In the past, this choice for two level coding was dictated by the non-lincarity of lasers and
avalanche photodiodes (APDs) and the associated circuit complexity multi-level signals require.
Howecver, recent advances in laser technology have increased laser lincarity and the shift towards
transmission at longer wavelengths has resulted in wider use of the PIN diode receiver, a device which
allows for uniform spacing of signal and decision levels. But even with thesc technical advances and
the corresponding reduction in practical disadvantages for multi-level coding, it has been shown that
multi-level transmission in fiber systems offers little or no advantage over binary transmission {2].
Even in situations wherc a slight pcrformance advantage might be realized, the additional complexity
required for multi-level transmitter and recciver design cannot yet be justified. Accordingly, only two-
level signalling will be considered here.

- Sowsce Brvor Coatrol Line o
Bacoder Mehiplener Sacoder Bacoder
O ——
Awnlliary Signals
Channet
Awllisry Signals
Soures Sever Contrel Line
User Desos Demubiplonse Deossé Dessd Demodulsior

Figure 2.1: Block diagram of a Digital Commumications System



2.2 Line Code Requirements
In order that the optical recciver can correctly receive and decode the transmitted signal, this
signal must exhibit certain characteristics [1-4] which are considered below.

(1) Bit sequence independence: The line encoder must adequately encode any source message
sequence.

(2) Transmission of adequate timing information: The encoded bit stream must contain enough
level transitions to allow for proper operation of recciver timing extraction circuitry.
Transition density (average number of transitions per bit) and the maximum number of
consccutive like bits are indicative of the amount of timing information within a bit sequence.

(3) Small low frequency content: Ac coupled optical receivers are casicr to design and arc
capable of better performance than dc coupled receivers [18-19]. To allow for ac coupling,
the received signal must contain a constant dc component. Sequences which contain an cqual
number of marks and spaces arc called balanced sequences [20] and have a constant dc level.
These balanced scquences are characterized by bounds on their consecutive like bits and
accumulated digital sum variation. The tighter the bounds, the lower the short term de
fluctuation. Transmitted sequences which arc unbalanced exhibit a dc fluctuation which
causcs a received bit error rate penalty.

(4) High Efficiency: Since the implementation of terminal equipment becomes more difficult as
the rate of operation increases, the transmission ratc must be kept as low as possible. Code
efficicncy is a measure of the amount of information transmitted with respect to the number
of symbols uscd to transmit this information and is given by:

. _ #.of information symbols .
code cfficiency = o i ransmitted symbols 21

(5) Low error multiplication: The occurrence of a bit error during transmission should not result
in many errors in the decoded bit stream. This multiplication of errors during dccoding is
also called error extension.

(6) Low systematic jitter. Jitter, a clock reenvery timing noisc impairment inhcrent to digital

transmission systems, is pattern depcndant [21]. The scquence of transmittcd bits must
ensure that jitter is kept low.

Incorporation of the following featurcs increases the practicality of a line codc.

(7) Provision for emor detection/correction: Due to the desire for in-scrvice monitoring of
transmission systcm performasce and automatic protection switching upon degradation of
scrvice, provision should bc made to detect and possibly correct transmission Crrors.

Intcgration of error dctection or corrcction into the line code would incrcasc system

cfficicncy.



(8) Provision for framing: Although orientation of the payload within a symbol sequence can be
determined by methods independent of the line code, an increase in cfficiency results when
the payload position is extracted by the line decoder.

(9) Provision for ancillary channels: Low rate communication channels additional to payload
transmission arc required for in-service monitoring of intermediate repeater site equipment,
scrvice signalling between terminals, and voice channels for maintenance staff. Provision for
these channels within the redundancy of the line code offers a further increase in system
cficicncy.

(10)Low cosi: Line code requircments should be satisfied with minimum circuit complexity,

allowing benefits in terms of cost and complexity of transmission equipment to be realized.

3 : (
Many linc coding tcchniques which attempt to meet the requirements and offer the enhanced
fcaturcs described in the previous scction have been proposed [1-17). These codes can be divided into
thosc which arc unbalanced, or do not guarantee long term equality between the number of marks

and spacces transmitted, and thosc which are balanced.

Unbalanced codes can be subdivided into codes which augment the source bit strcam and
thosc which rely on statistical randomization rather than augmentation. A number of codes including
mB1C and DmBIM codes [5] fall into the first category, while the second division is commoaly

referred to as scrambling [6-7].

mBIC and DmBIM codes:

To form the encoded bit stream, mB1C and DmB1M codes inscrt a redundant bit following
cvery m information bits. In mB1C coding, this bit has a value complementary to the m™ information
bit. In DmBIM codes, augmentation with a mark bit is followed by a finite sum operation which
translatcs a mark to a changc of encoded strcam level and a space to the absence of a level change.
Both codes cnforce a maximum consecutive bit run length of (m + 1) and ensure at least one transition
cvery (m+1) bits. DmBIM codcs multiply one transmission error to two during decoding, while
mBI1C codcs cxhibit no error multiplication. Code rule violations allow both codes to estimate the
decoded error rate.

Even with their unbalanced form and corresponding penalty in reccived bit error rate, the
simplc encoding and decoding procedures of these codes have resulted in widespread use in high bit

ralc (ransmission sysicms.



Scrambling:

Scrambling denotes a probabilistic approach to line coding which ensures no limit to either
the maximum consecutive like bits or digital sum variation which can occur in the transmitted bit
stream. This bit stream randomization without augmentation is performed through ecither reset or
sclf-synchronizing scrambling.

Reset scrambling involves the modulo-2 addition of the source bit stream with a known
sequence. This known sequence is usually pscudo-random, producing an encoded stream which is as
random as possible. Pseudo-random sequences can be easily generated through continuous cycling of
a shift register implementing polynomial division. The divisor is usually chosen to be a primitive
irreducible polynomial since these poiynomials gencrate the longest pseudo-random sequences
possible with shift register implementation. A primitive irreducible polynomial of degree d will
generate a sequence which repeats only after (2°-1) symbols. A partial listing of these polynomials is
given in Table 2.1. A full listing of these polynomials can be found in Peterson and Weldon [22). A
circuit which generates a 127 bit pseudo-random sequence is given in Figure 2.2.

The original source strcam is recovered at the decoder through modulo-2 addition of the
received bit strcam with the same pscudo-random sequence. Although the correct sequence is
known, this modulo-2 addition will correctly cancel the encoding addition only if the scquence is
addcd at the correct time. The required synchronization can be achicved through resctting the shift
rcgistcr to a pre-detcrmined non-zcro value at a timc derived from the framing signal.
Implementation of a scven stage resct scrambiler is depicted in Figure 2.3.

Reset scrambling exhibits no error extension but also makes no provision for error
monitoring.

Polymomial
2 xlex ¢+ 9 x’ox‘#l‘
3 Cexet 10 el
4 x.+x+l n xnoxzol
s x4l 12 e exexed
3 Pex et D exlendexen
7 X ex 41 14 e extexe
] R .Y 15 exel

-

Table 2.1: Primitive Irreducible Polynomials
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Figure 2.3: Reset Scrambling with 7 stage PRBS gencration
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Figure 2.4: Shift Register Polynomial Division, with and without delay.
dix) =x’+ x’+ 1

The name self-synchronizing scrambling is misleading. Rather than being self-synchronizing,
the encoding and decoding procedures of this line code operate without synchronization. Instcad of
describing this technique with the usual time domain expressions [6], encoding can be viewed simply
as the continuous division of the source bit stream by a polynomial. To enhance strcam randomness,
the divisor chosen is usually » primitive irreducible polynomial, cnabling a single mark in the source
strcam to produce au encoded signal which is pscudo-random in maturc.  Shilt register
implementations for polynomial division, with and without processing delay, arc given in Figurc 2.4,

In the absence of transmission errors, continuous multiplication by the same polynomial at
the decoder accurately restores the original source bit strcam. An cxamplc of a shift register which
performs this multiplication is given in Figure 2.5. Sclf-synchronizing scrambling is usually
implemented with circuits similar to those in Figurcs 2.4(b) and 2.5 to cncode and decode without
delay. Since both the division and multiplication operations are continuous, there is no nced for
synchronization.

Figure 2.5: Shift Register Polynomial Multiplication.
d(x) = x' +x *+1



The focd-forward nature of decoder polymomial multiplication causes self-synchronizing

scrambling (0 exhibit error extension. Each transmission error will cause the incorrect decoding of a

~r of bits equal to the weight of the scrambling polynomial, where the weight of a polynomial is

., to the number of its non-zero coeflicients. Howeves, if the transmission errors are spaced such

that the extended errors occupy the same bit position, the extended errors cancel through modulo-2
addition. The upper bound for error extension becomes:

# of decoded errors < (# of transmission errors) * (weight of scrambling polynomial). (2.2)

Sclf-synchronizing scrambling makes no provision for error monitoring.

Altbough the sclf-synchronizing encoding and decoding procedures can be reversed, this
arrangement is not practical. Encoding through polynomial multiplication will introduce randomness
into the source stream, and subscquent polynomial division will accurately restore the source bit
strcam in the abscnce of transmission errors. However, the feedback nature of polynomial division
can causc the decoder to generate an unlimited number of errors in the decoded bit sequence in
response Lo even a single transmission error.

Bccause resct and sclf-synchronizing scrambling can be implemented with very simple logic
circuits which introduce no bit strecam delay, scrambling has enjoyed widespread use in high bit rate
systcms. Howcver, scrambling alone is generally not considered to be adequate and is usually
implemented in conjunction with other line coding techniques.

2.J.2 Balanced Codcs

To force the cncoded bit stream to be balanced while at the same time retaining source
strcam bit sequence independence, the source stream must be augmented. The method in which this
augmentation is implemented distinguishes the family of alphabetic codes from other forms of

balanced coding.

Alphabetic Codes:

A great deal of cffort has been directed towards the development of codes which map m
information bits into n transmission bits (n>m) where the mapping is performed through look-up
tables [2,8-12]. Such codes arc designed by pre-sclecting a set or scts of n-bit codewords, with sct
sclection usually based on low word disparity. Each set of words is called an “alphabet”, the codes
“alphabetic® [23]. Each m-bit source word is assigned an n-bit representation from each alphabet.
The alphabet from which a codeword is selected is determined by the “state” of the encoder. These
codes arc commonly referred to as mBaB codes, where B denotes a binary signal.

A block diagram of an cncodcr and decoder which implement the look-up tables with read
only memory (ROM) is given in Figure 2.6. This universal form of alphabetic code implementation
imposes limitations on the rate of operation and code efficiency. ROM /0 is typically slower than

11
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Figure 26: Alphabetic Code Impicmentation

sequential or combinational logic operatioas, and the physical limitation of ROM capacity enforces a
limit to wordlength and code cfficiency. For these reasons, alphabetic codes have not gaincd
popularity in high bit rate systems. 5B6B, 7B8B and 10B12B codcs arc in usc in lower rate systcms
today. As VLSI technology advances, these limitations will decrease and alphabetic codes might be
uscd in high rate systcms.

Alphabetic codes exhibit error extension. A single ceror can cause the sclection of a wrong
word at the decoder, resulting in as many as m decoded crrors. But these codes caa also indicate
when an illegal word has been reccived, providing good crror monitoring at low bit crror ratces.

12



Non-Alphabetic Codes:

Mnywhodshwahobeuptopoudfabdmdﬁuwdiuwdnpbem&n
and decoding operations. Howem.thcm.jotityolt\uepropouhhvcbeendinaedtwahwy
incfMicicnt codes, including codes which transform one source bit to two encoded bits [3-4,13] or
impose strict limitations on encoded word length [14-15]. ™ inefficiency of these codes precludes
their usc in systems of high source bit rate.

A simple balanoedlineoodiutechniquewhichcanbchighly efficicnt was proposed by
Carter in 1965 [16). This technique casurcs that the transmitted bit sequence will be balanced by
transmilting cither the source word or its complement, whichever reduces the disparity of the
(ransmitted bit stream. An extra bit which is concatenated to each source word indicates whether or
not this word has been inverted, allowing for recovery of the original signal at the decoder.

But since the pioncering work of Carter, relatively little effort has beea directed towards the
development of highly cfficient, casily implemented, balanced line codes. A noutable exception is
Krzymicn's family of Partially Flipped codcs which, while based on the same principle, perform
slightly betier than Carter’s codcs [17). The next chapter introduces a new, balanced, non-alphabetic
line coding technique which can be implemented with high specd combinational and scquential logic
circuits. Its insurance of low error extension and high encoded stream transition density makes this

technique attractive for high bit rate fiber system implementation.

13



CHAPTER )
THE CONCEPT OF GUIDED SCRAMBLING

This chapter outlines the basis for Guided Scrambling. A mnew interpretation of sell-

synchronizing scrambling proccsses reveals a property which can be cxploited to eahance the
transmitted bit stream characteristics, and in doing s0 introduces the concept of Guided Scrambling.

4.1 Mathematics of Sei-aynchronizing Scrambiing

The concept of Guided Scrambling is revealed through examination of self-synchronizing
scrambling and unscrambling procedures. Previous descriptions of these procedures have modelled
the scrambling and unscrambling circuits as binary sequence filters and have limited their
mathematical description to equations represcatative of time-domain circuit operation [6-7, 25]. A
simpler description can be developed when it is realized that the circuits used in scrambling are also
used in error-correction techniques to implement polynomial division and multiplication [26]). This
allows sclf-synchronizing scrambling to be interpreted as the continuous division of the source bit
scquence by a polynomial and unscrambling as multiplication of the transmittcd quoticnt by the same
polynomial.

A mathematical description becomes straightforward when the bit strcams are represented
by polynomials and the rules of modulo-2 arithmetic given in Table 3.1 are applicd. In accordance
with notation established in Section 1.2, let:

s(x) = the source bit strcam,

d(x) = the scrambling polynomial, of degree d,

q(x) = the quotient of encoding division,

tx(x) = the transmitted signal,

e(x) = the error pattern introduced during transmission,
(x) = the rcccived bit strcam,

u(x) = the dccoded bit stream.

a o a+hd adb a/b

0 (] 0 0 0, remainder O
0 1 1 0 0, remainder 1
1 1] 1 0 wadefined
1 1 0 1 1, remsinder 0

Table 3.1: Modulo-2 Arithmetic Operations

14



Sclf-synchronizing scrambling division forms the transmitted quotieat stream:
a(x) = q) = Qulsx)¥] @)

where Q denotes the formation of a quoticat through division of its argumeat by its subscripted
polynomial. Premultiplication of the source sequence by X’ yields delayless eacoding.

When this scquence becomes corrupted during transmission, the received sequence can be
wrilten:

x(x) = o(x) + e(x) . (32)
Dehyhsmmﬁplkabndthkwhedwqumbythesambﬁngpolynomhlmddineprddmc
d lcast significant bits of the product yiclds the decoded bit sequence:

u(x) = Qdmx(x)d(x)]
= Q(tx(x) + e(x)) d(x)]
= 5 + Qle() d(x)] - 33)
While Equation (3.3) depicts the accuratc recovery of the original source stream in the absence of
crrors, it also demonstrates that transmission errors are multiplied by the scrambling polynomial
during decoding.

3.2 Basis of Guided Scrambling

Close cxamination of the sclf-synchronizing scrambling encoding process reveals an
interesting property, namely that the value of each source bit can affect the values of many quotient
bits. Consider the following examplc which uses the shorthand polynomial representation introduced
in Section 1.2.1. When:

5,(x) = 01001010001001010100101
d(x) = 100101 ,

the transmitted quoticat would be:

Q) = Q,l5® ¥
= 01000000001000000100000 .

This unbalanced scquence with few transitions does not satisfy line code criteria. However, if the first
bit of 5,(x) had been a mark instead of a space, as:

sl(x) = 11001010001001010100101 ,
division by the same d(x) would result in the quotient:
ql(x) = 11010110010111000010111 .

This scquence is much better suited for transmission. Figure 3.1 shows long division depicting the
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01000000001000000100000 = q (x)
100101 [0100101000100101010010100000 = 5, (x) x’

" 100101
4x)  000000000100101
100101
0000000100101
100101
(a) Derivation of q o(x) 00000000000 = remainder

11010110010111000010111 = q_(x)
100101/1100101000100101010010100000 = s, (x) x’

" 100101
dx) T01m
100101
101000
100101
110101
100101
100000
100101
101010
100101
111110
100101
110114
100101
100100
100101
101010
100101
111100
100101
110010
100101
101110
100101
(b) Derivation of q,(x) 01011 = remainder

Figure 3.1: Polynomial Division

generation of both q (x) and q (x).
An algebraic description of modulo-2 division provides an explanation for the drastically

different quotient streams. Let:

j-1 2
s (x = + + ..
(%) c xl+ec ¥ tex 4 texte

W = Qls® ¥} .



Let 5,(x) be equal to s,(x), except for complementation of the coefficient ¢ :
s(x) = cHx* '+ cnx" rtared L textc

= 5(x) + x* .
Then:
40 = Q5%

= Q [(s,(x) + x) x')

o&(x)
= q(x) + Q[ . (34)

The term Q dmli‘“] may contain many non-zero coefficients. The modulo-2 addition of this sequence
with g (x) will result in a quotient stream q,(x) with bit valucs complementary to those of q (x)
wherever a non-zcro  coeflicient of Q ‘m[)?"] occurs. To continuec with the last example,

straightforward arithmetic yiclds:

s(x) = s(x)+x*
Q,,[x***l = 10010110011111000110111 ,
and:

q(x)  01000000001000000100000
+Q, [¥']  10010110011111000110111

q(x)  11010110010111000010111 .

Note that the vastly diffcrent q (x) and q (x) bit sequences are restored to s (x) and s (x) with the
samc multiplication circuit cven though s (x) and s (x) differ in only their most significant bit. A shift
and add representation of this multiplication is given in Figure 3.2,

q,(x) 01000000001000000100000 q,( 11010110010111000010111
o d(x) 100101 «_d(x) 100101
10010100000 100101
10010100 100101
01001010000 100101
100101
5, (x) 0100101000100101010010 45N 100101
. 100101
(a) Restoration of s, (x) 100101
100101
100101
- = discarded through simultancous 100101
division by x * 100101
100101
100101

(b) Restoration of 5,(x) s, (x) 11001010001001010100101 5N

Figure 3.2: Polynomial Muktiplication

17
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Figure 33: Conceptual diagram of Guided Scrambling.

With the observation that the value of a single dividend bit can so radically alter the
appearance of its quoticnt, that the dividend can be recovered from the quoticnt simply through
multiplication, and that both polynomial division and multiplication can be implemented with high-
speed logic circuits, the following questions were asked:

Can an unconstrained high rate binary source stream be augmented prior to self-

synchromizing ;scrambling such that the transmitted bit stream contains the

characteristics of a good line code? Will simple removal of the augmenting bits from

the unscrambled sequence restore the original bit stream?

The concepts of these questions are captured in Figure 3.3.

Through analysis and computer simulation it has been determined that appropriate

augmentation of the source stream will guide the scrambling process to produce a balanced quoticnt
bit stream with a high transition density, and that proper updating of the shift registcrs will allow for
recovery of the source stream in the suggested manner. In consideration of its similarity to sclf-
synchmniziné scrambling and its ability to guide this process to ensure satisfaction of line code
requirements, this new line coding technique has been called Guided Scrambling. The next chapter

discusses configuration alternatives for GS coding.



CHAPTER 4
GUIDED SCRAMBLING CONFIGURATIONS

Guided Scrambling encoding can be efficiently implemented with a structure similar to that
depicted in Figure 4.1. In this implementation, GS encoding proceeds in the following manaer:

(1) Augment the incoming source stream with identically placed, dissimilar bits to gencrate a
number of different augmented bit strecams.

(2) Scramblc cach augmented sequence through simultancous multiplication by x* and division
by d(x) to create a set of quotient sequences which represent the same source word.

(3) Sclect the quoticnt sequence which best satisfies line code requirements.

(4) Transmit the sclected quotient scquence.

Although premultiplication by x* allows for quotient generation without delay, a quoticnt sclection
mechanism which requires full knowledge of the quotient alternatives introduces a one word encoding
delay while conceptually providing the fecdback which guides the scrambling process. To decode the

transmitted bit strcam without delay:

(1) Multiply the reccived sequence by d(x) and discard the d least significant bits of the product.
(2) Remove the augmenting bits from the product bit stream.

Augment . <
. Multiply by x
bit value ..
et 0 Divide by d(x)
Augment . d S
bit value Mukiply by x c
5(x) st 1 Divide by d(x) ; oda)
i —————
. . . c
- - c
. t
Augment . «
. Muhiiply by x
- Divide by d(x)
(a) Encoder
n(x) | Muttiply by a(x) Remove wx)
—_— Divide by x¢ > Aug;:uag >
(b) Decoder

Figure 4.1: Efficient Implementation of Guided Scrambling
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questions concerning Guided Scrambling implemeatation which must be individually addressed. A
number of GS configurations result from considering the following questions:
(1) I1n what pattern should the augmeating bits be inscrted into the source bit stream?
(2) What scrambling polynomials casure that the transmitted stream will cootain the
characteristics of a good line code?
(3) On what merits should quotients be sclected?
(4) Must the encoding and decoding registers be updated following quoticat sclection and source

word recovery to provide accurate restoration of the source bit stream?

This chapter discusses these questions in detail.

4.1 Placement of Augmenting Bits
Augmenting bits can be placed in fixed or varying positions within the source bit strcam.
Although insertion of bits into the source bit stream without a regular distribution might result in an

encoded stream with better line code characteristics, variable placcment also has scveral
disadvantages including:

(1) an increasc in encoder circuit complexity since a decision must be made regarding both the
value and placcment of augmenting bits.

(2) a reduction in line code efficiency due to the necessity of transmitting information regarding
the placement of augmenting bits.

(3) loss of frame or catastrophic error extension resulting from transmission crrors which alter

augmenting bit placement information and cause incorrect bit removal.

Given these disadvantages, only regular placement of augmenting bits has been cxplored for Guided
Scrambling.

The insertion of augmenting bits in fixed, regularly spaced bit positions allows for analysis,
implementation, and description of Guided Scrambling as a constant length block code. In particular,
when these codes view the incoming source siream as a serics of words m bits in length and translate
each source word into a codeword of length n, the notation GSmBnB appropriatcly describes the
coding technique.

As shown in Figure 4.1, the proposcd encoding structure augments cach m-bit source word
with n_ augmenting bits to give an encoded wordlength of:

n =m+n . (4.1)

The introduction of all combinations of augmenting bit values gencrates 2™ augmented scquences
from each source word. Division of thesc augmented sequences by the scrambling polynomial



produces 2 quoticats which collectively form a quoticat selection set. From this sct a word must be
sclected for transmission. In accordance with the definitions of Section 1.2.1, ket a(x) denote the
uugmentedwquencewherelhedecimalvalueoftheaugmentingbiuisi.mdletq‘(x) denote the
quoticnt it gencrates.

Since augmenting bit values influence the statistics of the quotient sequences to the greatest
extent when they are inserted prior to the m-bit source word, Guided Scrambling analysis has involved
placcment of the augmenting bits only in the most significant bit positions.

42 Potential Scrambling Polvnomials
To ensure that the transmitted bit stream will contain the characteristics of a good line code,

the scrambling polynomial must be chosen such that there will exist in every quotient selection st a
quoticnt which cxhibits these characteristics. Derivation of scrambling polynomials appears difficult
because there is limited information on the statistics of quotients which appear in the sclection sets.
Indced, as found in the first section of Appendix 1, when no restrictions are placed on the form of the
source bit stream and all combinations of augmenting bit values are introduced into each source
word, quoticnts in the sclection set can take on any form.

But dcrivation of potential scrambling polynomials is made possible by investigating the
rclationships between quotients in the sclection set which are independent of quoticnt statistics. Line
code requircments translate to restrictions on their form. This section considers first the relationships
among quolicnts in the sclection sct and then derives scrambling polynomials which provide good line
code characteristics when n, = 1. The principles of this derivation are then extendcd to considcration

of scrambling polynomials for multiplc bit augmentation.

4.2.1 Quoticnt Set Relationshi

As shown in Section 3.3, quoticnts can be related through modulo-2 addition with sequences
which depend on the positions of differing dividend bits. In Guided Scrambling, these relationship
scquences remain constant since dividends differ only in the augmenting bit positions. In the case of a
single augmenting bit of degree (n-1), the quotients q(x) and q,(x) can be rclated by rewriting
Equation (3.4) as:

q,(0) = qx) + Q, """
= q (x) + (x) , 4.2)
where:

r(x) = Q )

X~y . 43)
Quoticnts which result from the division of sequences augmented with multiple bits can be
similarly rclated. Let their relationships be denoted by the sequences r(x), where r(x) is the n-bit

scquence which relates q(x) and q(x). With this notation, r(x) is the all zero sequence. To
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sy Eepeion Repematsicn
00 tfx) = 0 r{x) = 00000000
01 M= Q. x*) r(x) = 01010101
10 ™= q [x] r {x) = 10101010
11 L= Q. [x’ +x°) r(x) = 11111111

Table 4.1: r,(x) forn = 8,n, = 2, d(x) = x+ 1

demonstrate, Table 4.1 depicts the r (x) sequences when n=8, n =2, d(x) = +1,

It is clear from Equation (4.3) and Table 4.1 that the scquences which relate quotients in the
selection set depend only on the placcment of augmenting bits and the scrambling polynomial. By
restricting augmenting bit placement to the most significant bit positions and deriving limitations on
the form of the relationship sequences, potential Guided Scrambling polynomials can be established.

! . !"I GO ST SRl vl‘! ' 1 i 1

The quoticnt sclection set generated when augmentation is with a single bit per word
contains two quoticats. As derived in Appendix 1, when the sequence r(x) which relates these two
quotients contains t _ transitions, onc of the quoticnts will contain t_, transitions where:

t _+1, G = odd
2
t, = (4.4)

th_ ’ tu_ = gven ,

2
and t_ refers to the number of transitions within a bit sequence exclusive of the transition which
might occur prior to the most significant bit. It is clear then that the amount of timing information
transmitted can be maximized by maximizing the number of transitions within r(x). An alternating n-
bit scquence contains the maximum of (n-1) internal transitions. When r(x) is this alternating
wnce, a quotient can always be selected with:

B, n = cven

2
t = (4.5)
- pl, n=odd .

2

Figure 4.2, the required alternating sequence is gencrated from the division of a single
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Figure 4.2: Geaeration of the akernating sequeace.

non-zcro coefficicnt polynomial by d(x)=x*+1. This scrambling polynomial allows for transmission of

the most timing information when n_ = 1.

423 Scrambling polvnomials for balanced iagion 1 =]

By definition, balanced transmission is ensured when the encoded stream running digital sum
is bounded. Bounds on the RDS of the transmitted sequence imply that bounds also exist on its word-
cnd running digital sum. As shown in Appendix 1, enforcement of encoded stream WRDS bounds
requircs that n_, the number of q (x) bits not complemented through modulo-2 addition with r(x) to
form q (x) must be:

{0, n=odd , "
o = Oorl, n = even . “46)

Given these values for n_, scquences which relate quotieats in the selection set and allow for balanced

transmission arc:

r(x) = 1111 .11, n=odd ,
(1111 .. 11
o1 .1 4.7
1011..11
r(x) = 4 1101..11 , n=even .
1111..01
[ 1111...10

Not all of these scquences can be generated through the division of a polynomial with a single non-
zcro coefficient by d(x). The scquences which can be gencrated are given in Table 4.2 along with
their associated minimum weight scrambling polynomial. Note that a balanced encoded bit stream
can be gencrated for both even and odd length quotient scquences.

The family of scrambling polynomials associated with r(x) = 1011...11 arc not as complicated
as their polynomial cxpressions in Table 4.2 might indicatc. When written in bit sequence form in

Table 4.3, these polynomials dcmonstratc a consistent pattern:  thc most significant non-zero



r(x) Associsted Scrambling Polynomial d(x)

1 .11 x+1
x4+ x4 x4+ x™e x4 L 41 nmod6 =0
1011...11 x4+ x4+ x4+ x" 4 x"%¢ . +x +1 amod6=2
x4+ x4 x4+ x4+ x*"+ .. +x +]1 nmodb=4¢
1111...01 x4+ x4+ 1 n = even
1111...10 x4+ x4 1 n = even

Table 42: Minimum Weight Scrambling Polynomials for Balanced
Guided Scrambling, n_= 1.

n d(x) (msb..lsb)
4 1011

6 101101

8 1011011

10 1011011011

12 101101101101
14 1011011011011

Table 4.3: Bit Sequence Representation of Scrambling
Polynomials associated with r(x) = 1011 ... 11,

cocflicient is followed by a repetitive pattern of onc zero and two noa-zero cocflicicats. To form an
r(x) of the required length, this repetitive sequence must be truncated at a point which depends on
factorization of quoticnt length by six. The polynomial expressions in Table 4.2 reflect this
dependence. For future conveaicnce, this family of scrambling polynomials will be denoted D___ (x),
where capitalization denotes reference to a group of polynomials and the subscript marks the
dependance of polynomial form on encoded wordlength factorization by six.

123P ial bli I ials f Hiple bi .

It is clear from the r(x) sequences composed entircly of ones in (4.7) that a sufficient
condition for the generation of a balanced encoded bit stream is the presence of a complementary
pair of quotients in the quotient sclection sct. That this condition is sufficicnt is not surprising since it
is the foundation for Carter’s codes [16}).

If the quoticnt sclection set consists of a number of pairs of complcmentary words, it is clear
that RDS bounds can be enforced with the sclection of a number of diffcrent alternatives under any
circumstance. Sclection from this subsct of words which enforccs RDS bounds can be based on



another criterion such as the number of transitions, allowing for an increase in the amount of timing
infoemation (ransmitted while maintaining balanced transmission. The use of multiple augmenting
bits and the appropriate d(x) generates mulkiple sets of complementary quotiznts.

Noting that modulo-2 addition has the property:

if qx) + r(®) = qx)
q,(x) + r(x) = q(x

and r(® = 1) (48)

then q(x) = E(T)' ’

the prescnce of pairs of complementary quotient sequences in the sclection sct is ensured if it can be
shiown that d(x) gencratcs complementary relationship sequences. It is straightforward to show that
d(x) = x™+1 gencrates the maximum 2™ pairs of complementary quoticnts in a 2% member
quolicnt sclection sct.  As shown in Tables 4.4 through 4.6, this divisor geaerates r(x) sequences
which arc a repctition of the corresponding augmenting bit pattern. When all 2™ complementary
augmenting bit patterns are used to generate 2™ quotients, the selection st will then consist of 2***
pairs of complemcntary quotients. Accordingly, d(x) = x™+ 1 is proposed as a scrambling polynomial
for multiple bit augmentation.

‘W“ . Relationship sequence M"“; Satasy
00 |r@ -0000000000| g L= L | & |
01 | r(x) = 0101010101 (x) -

10 |e@-1oomon| @ || o001 i3 - oooeonm| g

11 l’,(!) = 1111111111 &(l) 0010 I’,(X) = 0010001000 I’“(X)

- .. 0011 (r(x) = 0011001200 | r (x)

Table 4.4: Quoticat relationships. 0100 |r/x) = 0100010001 | 1, (x)

8=10,n,=2,d(x) =x + 1 0101 (r(x) = 0101010101 | r,(x)

0110 [rfx) = 0110110110 | r/x)

Avgmenting ] Complementary 0111 |rfx) = 0111011101 rfx)
bis | Relationship sequence r4x) 1000 |r(x) = 1000100010 r,{x)

1001 |rfx) = 1001001001 r{x)
000 | r(x) = 0000000000 |  r,(x) 1010 [rx) = 1010101010 |  ryx)
001 | r(x) = 0010010010 |  r(x) 1011 |r(0) = 1011101110 |  rfx)
010 l“) = Olmlwlm l"(x) 1100 r “x) = 1100110011 r “)
011 |r(x)=0110110110 | r(x) 1101 [rfx) = 1101110111 |  rfx)
:gg :;8 - :g‘l’:g‘l’:g‘l’: ::8 1110 {r00) = 1110111011 | r(x)
110 | oot | oo 1111 [rgx) =11 |  rdx)

111 [r@) = 111mnn 7,()

Tablc 4.6: Quoticat relationships.
Table 4.5: Quoticnt relationships. n=10,n =4,d(x) =x+1
n=10,n = 3,d(x) = x*+ 1




4. Oustient Seiection Criteria

In GS eacoding, cach transmited quotient is selectod from a number of akiernatives. A basis
for this sclection must be established. Noting that eacoding must be bit soquence indepeadent and
should be capable of high bit rate operation, other line code requirements given in Section 2.2 iaclude
the geaeration of a transmission sequeace with adequate timing information, a dc balance, high
efficiency and low systematic jitter, and a decoder which introduces low error multiplication.

Since efficiency is a function of the introduced redundancy and error mulkiplication is a
function of the weight of the scrambling polymomial, ncither can be used for eacoder quotient
seloction. A word by word selection device also cannot easily make a decision regarding the
systematic jitter of a transmitted sequence. The two remaining sclection criteria include consideration
of the transmission of adequate timing information and the eaforcement of RDS bounds. Selection
mechanisms bascd on these criteria are discussed below.

Select the quotient with the greatest number of transitions:

An encoder quoticnt sclection mechanism could sclect the scquence which contains the
greatest number of transitions. This technique ensures that the transmitted stream will contain the
greatest amount of timing information given the other code parameters.  Unfortunately, this
mechanism will not guarantec a balanced encoded bit stream. Consider sclection between the
alternatives given below. The number of transitions t assumes that the last transmitted bit was 2 0.

q(x) : 0011101110 t=4 WD =2
q(x) : 1001000100 t=6 WD =-4.

If this set of alternatives occurs repetitively and if selection is based solely on the number of
transitions, q,(x) will continually be chosea. Givea the negative value of its word disparity, the
encoded stream running digital sum would decrease without bound, and an unbalanced encoded bit
strcam would result. This sclection technique should then be considered only when balance of the
transmitted sequence is not of concern.

Select the quotient with minimum | RDS |:

In an attempt to produce a balanced encoded signal, an encoder could sclect the quoticnt
which exhibits the least running digital sum disparity. Since this sclection method clearly docs not
cnsure that the word with the most number of transitions will be selected, it is expccted that other
decision methods would increase the amount of timing information transmitted.

Surprisingly, this sclcction mechanism also cannot easurc balanced transmission. Consider
the following sct of alternatives. Let RDS’ denote the RDS of the transmitted scquence prior to
sclection from this quotient sct.



q(x) : 0101101011 |RDS|__ = RDS’ +2 WD =2
q,(x) : 111iC00001 |RDS|__ = RDS’ + 4 WD =0.

If RDS’ is greater than 2ero, selection of the word with minimum |RDS|__ would result in the
transmission of q(x). If these alternatives or alternatives with similar characteristics occur
repetitively, the positive disparity of the selected word would cause the encoded stream running digital
sum to grow without bound.

Select the quotient with minimum | WRDS |:

If the scrambling polynomial is chosen such that WRDS bounds can be enforced, selection of
the alicrnative with the minimum |WRDS| will enforce these bounds. But once again, another
sclection mechanism might provide for a higher encoded stream transition density. Consider
sclection between the followiag alternatives, assuming WRDS prior to word selection is 0:

q(x): 0101101011  WRDS = 2 t, =7
q(x): 1111000001  WRDS = 0 t,=2.

If the word with minimum | WRDS| is selected, q,(x) would be chosen. But if it is known that a
WRDS bound greatcr than 2 can always be enforced, a different selection mechanism could select the

scquence with five morc transitions and still provide balanced transmission.

Select the quotient with the greatest number of transitions, given enforcement of WRDS bounds:

If the scrambling polynomial is chosen such that WRDS bounds can be enforced, sclection of
the alicrnative with the greatest number of transitions, given that it does not violate established
WRDS bounds, will produce a balanced encoded bit stream with the greatest number of level
transitions in the Guided Scrambling process. Converscly, simulation results reported in the next
chapter demoanstrate that this mechanism increases the length and number of occurrences of long

like-bit scquences in some GS configurations.

Sclect the quotient with a transition at a specific transition opportunity, given enforcement of WRDS
bounds:

Sclection of a quoticnt with a transition at a specific transition opportunity, given that it does
not violate WRDS bounds, is a very simple mechanism that has beea found to offer a compromise
between optimization of the amount of transmitted timing information and the resulting occurrence
of long like bit scquences. An explanation for this compeomise is straightforward. Although this
mecchanism will not always sclect the quotient with the greatest number of transitions, it docs easure a
lower bound to the number of transitions transmitted. When quotients are known to vary by oaly a
few transitions, this sclection mechanism can result in only a slight reduction in encoded stream
transition density over that of the stream gencrated through sclection of the quoticat with the most



transitions. Additionally, if the trassition opportuaity oa which selection i based s appropristely
chosen, the maximum possible leagth of eacoded like bits can be reduced.

This mechanism can also be weed in conjuaction with other quotient selection mechanisms.
For instance, if the quoticat with the most trassitions is t0 be solected and two or move quotients
contain an oqual sumber of trassitions, seloction of the quotient with a transition at an appropristely
chosen transition opportunity from this quoticat subset can further limit the maximum longth of like
eacoded bits.

4.4 Shift Registar Update

In the description of the Guided Scrambling comcept, aa examplo depicting accurate
restoration of source sequeaces through self-synchronous scrambliag docoding was givea. The
soquences, which differed oaly in their most significant bit, were recovered from very differemt
transmittod bit streams wsing ideatical multiplication shilt registers. In the same manmer, Guided
Scrambliag decoding must recover the original source words rogardiess of the value of augmenting
bit.

Guided Scrambling, however, involves the decoding of a costinuous stream of codewords
where cach word has boca selected from a set of quotieats. Due to this quotiest seloction, continuous
operstioa of both the division and multiplication registers will not casure accurate restoration of the
original bit strecam. Ose or both of the eacoding and decoding mechanisms must recogaize the block
nature of the fixed augmenting bit positioa code.

Three implementation efficient eacoding and decodiag configurations offer satisfactory
periormance:

(1) Both the encoder and docoder shift registers are cleared after every word resulting in & word
by word operatioa and interpretation as a true block code.

(2) The eacoding registers are updated after every word to create a transmitted siream which
can be decoded through coatinwous muktiplication.

(3) A combisation of (1) and (2) givea the appropriste a_and d(x).

Each alternative is considered below.

Block encoding/decoding:

As shown ia Appendix 1, the mapping between augmeated sowrce words and quotieats is
one-to-onc. The division and multiplication processes of GS eacoding and decoding perform this
mapping correctly as long as all registers are clearcd prior to the consideration of cach word.

A disgram of a Block Guided Scrambling encodcr and decodes whea sugmentation is with 8
single bit per word is given in Figure 4.3.
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Figure 4.3: Block Guided Scrambling, n, = 1.

Continuous encoding/decoding:

Shift registers are memory devices. The continuous division and multiplication operations of
sclf-synchronizing scrambling are made possible through retention of sequence history information in
shift register flip-flops. If Guided Scrambling is to decode through continuous multiplication, the
reccived bit strcam must appear as if encoder division has been continuous. But selection from a set
of shift register outputs during encoding dictates that the transmitted stream will not be the
continuous output from a single shift register. However, the transmitted stream can be casily made to
appear as if it is the output from a single shift register.

Following sourcc word augmentation and division, each of the encoder division registers
contains thc remainder of the division by d(x) of a different a(x). The correct stream history
information will be in the register which generated the g(x) chosen for transmission. If all other
division registers are updated to contain this remainder immediately following quoticnt selcction, each
quoticnt of the subscquent sclection set will appear to result from continuous division. This update
can be performed through cither a direct register load or modificaiion by the known difference in
remainders.  Continuous  e¢ncoder  register updating in this manner allows for continuous
multiplication at the decoder.

A block diagram dcpicting the generation and decoding of a continuous bit stream with one

augmenting bit per word is given in Figurc 4.4,
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Figurc 4.4: Continuous Guided Scrambling, n, = 1.

Combined Block/Continuous structure:

Consider the operation of encoding division registers when the degree of the scrambling
polynomial is less than or equal to the number of augmenting bits. If the encoder division registers
are cleared after every word, augmented bit streams enter their respective shift registers without any
alteration to the augmenting bits. But as indicated in Appendix 1, when these registers contain the
remainder of previous division, an effective modulo-2 addition of the register contents with the most
significant d bits of the augmented sequence occurs. If d < n, only augmenting bit positions arc
affected by this addition. When the registers have been updated to contain the same remainder, the
leading bits of cach augmented sequence undergo identical modulo-2 addition. If all 2™ augmenting
bit combinations were originally inserted into the source strcam, the same 2™ augmented bit streams
result and the collective output of the division registers form the same sclection sct which would have
been generated through block encoding.

To dcmonstrate, consider block cncoding with m=8, n =2, d(x)=x*+1. With a sourcc word

of 11010000, the augmented words and quoticnt selcction sct are:

a(x) : 0011010000 q(x) 0011101010
al(x) : 0111010000 ql(x) : 0110113111
a(x) : 1011010000 q,(x) : 1001000000

a(x) : 1111010000 q(x) : 1100010101 .



If continuous encoding had resulted in a division register update with register values 10 prior to the
considcration of this word, the effective augmented words a,’ (x) and quoticats become:

a’'(x) : 1011010000 q,(x) : 1001000000
a'(x) : 1111010000 q(x) : 1100010101
a,’(x) : 0011010000 q(x) : 0011101010
a’'(x) : 0111010000 q(x) : 0110111111 .

It is obvious that the quotient sclection sct consists of the same four quotients. With the same
encoder sclection mechanism, the same quotient would be selected and the identical encoded bit
strcam formed.

At the decoder, identical decoded bit streams also result from continuous and block decoding
whend <n_. Since the multiplication register does not involve feedback, clearing the contents of the
multiplication rcgister through block decoding affects at most the d most significant bits of each word.
Since d s n_and the n, lcading bits are removed, the expurgated block and continuously decoded
scquences will be the same.

To continue with the above example, if the same source word occurs successively, selection of
q,(x) is followed by q(x) and transmission is errorless, the received bit stream would be:

m(x) = 00111010101100010101 ,

where the underlined bits occupy the augmenting bit positions. If this stream is simultancously
multiplicd by d(x) =x*+1 and divided by ©, the product becomes:

p(x) = 00110100000111010000 .

If the decoding register was cleared following the multiplication of the first word, the resultant stream

would instcad be:
p(x) = 00110100001111010000 .

Obviously, rcmoval of the differing bits in the augmenting bit positions lcaves the same correct
dccoded sequence.

Conscquently, when the degree of d(x) is less than or equal to the number of augmenting bits
in cach word and the quotient sclection set consists of 2™ quotients, the same bit stream will be
transmitted for both Block or Continuous GS encoding. Similarly, in the absence of transmission
crrors, the same decoded stream will result regardless whether decoding is in a block or continuous
manncr. In considcration of circuit complexity, the slightly simpler block encoder of Figure 4.3(a) and
continuous decoder of Figure 4.4(b) can be jointly implemented.

Chapter S discusses the performance of a number of Guided Scrambling configurations.

K) |



CHAPTER S
GUIDED SCRAMBLING PERFORMANCE

This chapter reports the performance of Guided Scrambling with respect to lime code
criteria. The first section summarizes performance in terms of encoded stream WRDS bounds,
efficiency and the error extension which can be expected during decoding are also aoted.
Characterization of Guided Scrambling performance through examination of the influence. its
encoding rules have on the power spectral deasity of the transmitted bit stream is givea in Section 5.2.
Simulations which agree with theoretical expectations ase. discussed in Section 53. A comparison of
Guided Scrambling performance with that of coaventional line code techniques is given in cach
section and is summarized in Section 5.4.

8.1 _Code Performance

The following characteristics of bit streams encoded through Guided Scrambling can be

evaluated analytically:

(1) Word-end running digital sum

(2) Digital sum variation

(3) Maximum coasecutive like bits

(4) Minimum transition density

(5) Error extension

(6) Efficiency .
The analysis of these performance criteria is given in Appendix 2. This section summarizes analysis
results.

Tables 5.1 through 5.6 present Guided Scrambling performance for coafigurations using the
scrambling polynomials derived in the previous chapter. Performance is quoted for the quoticat
sclection mechanisms which give the best line code characteristics. Appeadix 2 details the seloction of
these mechanisms from those suggested in Section 4.3. Performance figures reported in these tables
agree with simulation of Guided Scrambling encoding rules.

Although Tables 5.1 - 5.6 give values for cach measure of performance, they do not provide
an intuitive feel for Guided Scrambling behavior. Due to complexity in their expression, comparison
ofDSVandL_vduuwhhthowfaudphbuicMcodeudthchmilydehnyFﬁpped
codes given in Table 5.7 also offers little imsight into advantages onc technique might have over
another. Perhaps a better grasp of GS code performance is available through the graphical
comparison of DSV and L__ valucs in Figures 5.1 (a) - (d). These figures compare the performance
of conventional line codes to that of Guided Scrambling with different families of scrambling



polynornials. Each point or curve is labelled with code efficiency. Enforcement of different encoded
stream running digital sum bounds results in a number of operating points of GS codes of the same
cfliciency. The closcr the operating point is to the origin, the lower the encoded stream DSV and
maximum number of consecutive like bits, and the better the line code performance.

Several conclusions regarding Guided Scrambling performance can be drawn from these

tables and figures:

(1) Guided Scrambling cannot match the tight DSV and L__ bounds of the Alphabetic 7B8B
code, but can provide slightly better performance than Partially Flipped codes.

(2) When augmentation is with one or two augmenting bits per word, transmission of the highest
average number of level transitions is easured when d(x) = X+1. As noted previously
however, Guided Scrambling with a single augmenting bit and this scrambling polynomial
cannot guarantec balanced transmission.

(3) Although the bound given for encoded stream transition density might in some cases appear
low, the actual transition density can be much higher. Simulations discussed in Section 5.3
dcmonstrate that in most cases, transmission of much more timing information than these
lower bounds indicate can be expected.

(4) Codcs with scrambling polynomials of low weight give the best performance in terms of error
extension among Guided Scrambling configurations. In the majority of configurations,
truncation of errors during block decoding yiclds better performance than the corresponding
continuous code. As shown in Appendix 2, the approximate error exteasion expressions can
be taken as exact below bit error rates of 102, Simulations discussed in Section 5.3 also
dcmonstrate that Guided Scrambling error extension is similar to that of conventional line

code techniques.
. . Approximate .
n Sclection Mechanism
L tduin Error E . Emueuy

Select the quotient with the . -
odd grestest aumber of transitions. " % + % Coatinuoss ¢

Inclede $0(q.;) in transition count. 2

a-1

Select the quoticat with the Biock docoding: .
cven greatest aumber of transitions. n % -3

Exclude toy, ;) from transition count. a-1

Table 5.1: Guided Scrambling Performance Summary:
Ng= l, d(x) = X’+ 1
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(d) GScode: n = 2,d(x) =x*+ L

* Guided Scrambling

Points/Curves labelied with efficicacy.

Guided Scrambling sclection mechanisms:
6, = 1' Select quotieat with preceding traasition, given enforcemeat of WRDS bouads.

n, = 2. Sec Table 5.6.

Figure 5.1: Comparison of Maximum Coasecutive Like Bits vs. Digital Sum Variation
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Table 5.7: DSV and L, for the Alphabetic 7B8B and
Partially Flipped family of block codes.

$2 Spectra of Encoded Signals

Another way of characterizing line code performance is by evaluating the influcnce that the
encoding rules have on the power spectral density of the transmitted bit stream. Cariolaro and
Tronca [24] outline an efficient procedure for calculating the spectra of balanced block codes. Details
of this calculation are given in Appendix 3. In bricf, the power spectral density of the cyclostationary
transmitted bit stream can be cvaluated by taking the Fouricr transform of its autocorrelation. By
scparating the continuous line code spectral component X (f) from the discrcte components (with
weighting function X ), the power spectral density &(f) can be expresscd as:

oD = £ ISOIP (X®+EX0 T 5(C-KE)) , (5.1)

where:
S(f) = the Fourier transform of the transmitted symbol shape
1
fn = /nT
T = duration of cach symbol

n = length of encoded word ,

and X (f) and X (f) depend only on the encoding rules of the linc code. Calculation of X (f) and X (f)
then gives the influcnce that encoding rulcs have on the spectra of the encoded bit stream
indcpendent of the pulse shape uscd for symbol transmission. When the transmitted pulsc is assumed
to be the declta function, X (f) and X () completely characterize the powcr spectral density of the
encoded signal. When S(f) is a function other than unity, X (f) can be intcrpreted as a function which
filters the spectrum of the transmitted pulsc.

Figure 5.2 gives the continuous spectral component of an alphabetic 7B8B block code
described with code tables by Sharland and Stevenson [10] and the Partially Flipped 7B8B code.
Because these spectra are symmetric and periodic, only the normalized frequency range 0 s fT < 1.0
(T the duration of each symbol) is given. That the spectra for the alphabetic code vary with input bit



suwnIo;icoacprobability(p)hexpeaedduetothedependencyoﬁnp\nmdoecumncemdthm
the codewords transmitted on source stream dc level. The similarity of Partially Flipped code spectra
forhi;hundlowvaluesofmreeuremlo.,iconeprobnbilityisalsoexpeaedduetoeneodingmlu
which result in transmission of cither the source word or its complement.

Figures 5.3 through 5.7 depict the continuous spectral compoocats of 8 number of Guided

Scrambling configurations.  Relatively short GS codes were considered in order to limit
computational complexity and to allow for comparison with the established alphabetic code of similar
efficiency. The following geacral statements can be mado regarding the spectra of these line codes:

(1) Balanced transmission is characterized by a continuous spectral componeat which falls to

zcro as frequency approaches zero. The conventional line codes and all balanced GS
configurations considered exhibit this characteristic.

(2) The greater the power at low frequencies, the greater the expected low frequency wander.

3

O

This spectral characteristic may correspond to such poor line code characteristics as the
transmission of many long like bit scquences or a slowly modulated encoded stream running
digital sum. The Partially Flipped code exhibits large spectral peaks at low frequencies for
both high and low valucs of source stream logic one probability. Block GS codes exhibit
slightly smaller spectral peaks at these frequencics for low values of source stream logic one
probability. Guided Scrambling configurations which sclect the word with minimum
| WRDS| contain less power very close to dc than GS configurations with other selection
mechanisms, but also exhibit larger spectral peaks at low frequencics than codes configured
with othcr sclection mechanisms. Coatinuous GS codes are not much inferior to the
alphabctic line code with respect to the amount of power transmitted at low frequencies.

Codcs which contain a large spectral peaks near {T = 1 require high order filtering if spectral
information directly above this frequency must be discarded. This is cause for concern in
frequency division multiplexed systems which attempt to restrict transmission to as narrow a
frequency band as possible. However, high bit rate fiber systems typically employ high pass
filtcring only to reduce reccived noise. Since the order of these filters is usually low, large
spectral componcnts near T = 1 are of little concern. Symmetry of code spectra about T =
0.5 indicatcs that obscrvations of (2) concerning code comparison apply also to this critcrion.
Spectra with large components near T = 0.5 characterize line codes that ensure transmission
of bit scquences with a high average number of level transitions. This correspondcnce
becomes clear when it is observed that the alternating scquence which contains the greatest
numbcr of transitions has a fundameatal frequency of f = !/, Figurc 5.8 demonstrates this
relationship. Block Guided Scrambling codes for high source sequence logic one probability
contain the largest spectral componcents near (T = 0.5. Many are supcrior to the alphabetic

linc code in this respect.
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Figure 5.7: GS14B16B Power Spectral Density: d(x) = x "+ 1.

/N N N\
AN I \NOVZ BN NIV

+—>
Symbol Sinusoid of period 2T
duration = T Fundamental frequency = 'er

Figure 5.8: Fundameantal Frequency of the Alternating Sequence

(5) Thc Alphabetic 7B8B, PF7B8B and Block GS codes display spectra which vary widely with
input scquence logic onc probability. But when the degree of the scrambling polynomial
approaches the length of the encoded words, Continuous Guided Scrambling results in
spectra which arc almost independent of input sequence statistics. Independence of the
transmitted signal spectrum from the statistics of the source bit stream simplifies system

design.

To explain the spectral characteristics of GS codes, note first that the spectra of single
augmenting bit Block GS codes indicate that these encoding rules result in transmission of more level
transitions for high lcvels of source stream logic one probability than low levels. Since block codes
encode on a word by word basis, it is expected that source words composcd mostly of oncs will be
encoded to words with more transitions than source words consisting predominantly of zeros.

Augmentation and division of source words prior to codeword selection result in cxactly this situation.
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Coansider the Block Guided Scrambling encoding process when n, = 1 and d(x) = x+1. Ifthe
input word consists entirely of zeros, the quoticat sclection set becomes:

q(x) = 0000...00
q() = nim.m,

and a quotient with at most a single preceding transition can be sclected. But when the input word is
composed entirely of ones, the quotient selection set is:

q(x) = 0101..01
q(x) = 1010..10,

and an alternating sequence containing many more transitions can be sclected.  Other single
augmenting bit GS codes exhibit similar propertics. When augmentation is with two bits, it is
straightforward to show that Guided Scrambling with d(x) = x’+1 genecrates quoticnts containing
more transitions when source stream logic one probability is low than when it is high.

An cxplanation for the near independence of Continuous Guided Scrambling spectra from
input sequence logic one probability is also straightforward. To allow the source bit strcam to be
continuously encoded rather than encoded on a word by word basis, encoder division registers are
updated rather than cleared following quotient selection. This register updating introduccs fcedback
which effectively modifies the incoming source word with the remainder of previous division.
Maodification of the source stream in this manner alters its apparent logic one probability and so tends
to remove the dependence of encoded stream characteristics from the source stream de level.

Note that the amount of feedback introduced during shift register updating is rclated to the
degree of the scrambling polynomial. The greater this degree, the greater the possiblc degree of
remainders from division and the greater the number of incoming source bits which can be affccted
by register updating. Although the spectra of codes using 7" degree scrambling polynomials do not
clearly demonstrate less dependence on source stream characteristics than those using polynomials of
6™ degree, simulation of a Continuous GS code with a scrambling polynomial of only sccond degree
demonstrates the retention of decpendence on source stream propertics. This simulation is discusscd

in the ncxt scction.

53 Line Code Simulation
Throughout the development of Guided Scrambling, computcer simulation was uscd to verify
the concept and confirm theorctical analysis. Section 5.3.1 gives a bricf description of the
cavironment created for simulation of Guided Scrambling and other line code cncoding and decoding
rulcs on the IBM PC family of computers. The simulations performed are outlined in Scction 5.3.2.
The results of Guided Scrambling simulation agrec with theorctical cxpectations,  Code

limitations given in Tables 5.1 through 5.6 were tound to be valid and characteristics of the simulated



codes agrec with spectra reported in the previous section. Sections 5.3.3 through 53.5 discuss
simulation agreement with theoretical code limitations and dependence of code performance on input
scquence logic one probability. A brief discussion concerning the simulated error extension of
Guided Scrambling and conventional line code techniques is given in Section 5.3.6.

$3.1 Ling Coding Envi

To provide casy access to the programs written for simulation and analysis of Guided
Scrambling and conventional line coding techniques, a mouse or keyboard driven pull-down menu
shell was constructed for the IBM PC family of machines. Sclection of a menu entry allows for:

(1) gencration of a source bit stream with user defined characteristics,

(2) cncoding of the source bit sequence through reset or self-synchronizing scrambling,
Alphabctic 7B8B or Partially Flipped encoding rules, and Guided Scrambling,

(3) placement of a number of different channel impairments on the transmitted bit stream,

(4) dccoding with the applicable line code rules,

(5) analysis of the transmittcd bit stream with respect to line code criteria and the decoded bit
strcam with respect to error extension, and

(0) linc code spectral analysis.

The bit streams can be vicwed at any point by listing the appropriate file or sclecting the desired bit
strcam from the VIEW menu. A log of the simulations and analysis performed is automatically
updated when programs are executed.

With the exception of the spectral analysis routine which is written in double-precision
FORTRAN, all programs arc wrilten in Pascal and compiled with the Turbo Pascal 4.0 compiler.
The complete Line Coding Environment is available from the Alberta Telecommunications Research
Centre. The cavironment can be initialized by exccuting the LCE batch file which accompanies the
cavironment programs or, for more convenient use, can be installed on a hard disk by running the
included INSTALL program.

A morc complete description of the simulation environment and its versatility is given in

Appendix 4,

To cstablish conflidence in the Guided Scrambling performance figures given in Section 5.1,
GS codes using polynomials from each family of suggested scrambling polynomials were simulated.
Tablc 5.8 lists the simulated Guided Scrambling codes. These codes were configured with both block
and continuous cncoding and decoding rules and a number of quotient sclection mechanisms. The
majority of GS codes simulatcd were 87.5% efficient to allow for performance comparison with

conventional line code techniques of similar efficicncy.  Simulation of the Alphabetic 7B8B and
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GS Code Polynomial GS Code Polysomial
x+1 118128 x"e x" 1

x+ 1
7888 *+x'ex’txe 1 1SD16B x% x" 1
x*+ ¥+ 1
X+ %1 14B168
1SBI17B 2
x+1 168188 x+1
8898 x+ 1 178198

Table 5.8: Guided Scrambling Coafigurations Simulated

PF7BSB code rules provided this reference. The more efficient GS11B12B and GS15B16B codes
were simulated to demonstrate changes in encoded stream characteristics as Guided Scrambling
efficiency increases.

To simulate performance under a varicty of conditions and to obscrve line code performance
as a function of source stream dc, line coding rules were applied to nine sets of 1.008*10° randomly
gencrated source bits ranging in logic one probability from 0.1 through 0.9. Source sequences of this
length were chosen since their length ensured statistically sound resuits, they could be transported
from one machine to another on 1.2 Megabyte floppy disks, and they divided evenly into input words
of all codes except the GS11B12B and GS17B19B code where 150 and 100 additional bits were
included in each simulation respectively.

Analysis of each encoded bit sequence provided the line code performance data discussed in
the next three sections. The inclusion of random bit errors into the encoded bit stream and

subscquent decoding and error analysis allowed for examination of error extension exhibited by these
line codes.

533 Encoded § WRDS and Digital Sum Variati
Straightforward computation of the running digital sum of bit scqucnces encoded through
Guided Scrambling found the WRDS and DSV bounds for balanced GS codes to correspond to
valucs given in Tables 5.2 through 5.6. Figure 5.9 depicts encoded stream WRDS distributions for a
few Guided Scrambling configurations. Figure 5.10 gives similar distributions for the cstablished linc
code techniques. Note that expected WRDS limits are demonstrated for the balanced codes. An
unbounded WRDS for the GS code with n, = 1, d(x) = x*+1 characterizes its unbalanced nature.
Table 5.9 gives representative DSV simulation results. As expected, enforcement of encoded
stream WRDS and RDS bounds during Guided Scrambling cnsures a bound on its digital sum

variation.
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G WRDS Bovads RDE Bounds Bapeceed Simwloted
S Code Baforosd Baforced DSV DSV
26 29 9 9
7888 +8/4 +11/9 10 10
T e 8 m 1 1
(x+x+1) +10/48 +13/-11 12 12
19 &) 1]
210 14 7]
8898 in - 1S 1
3 16 16
14B16B ts 0 1 1
15B17B 29 13 13 13
160188 ts 2 n n
|
178198 t9 1 B 13

Table 59: Representative Guided Scrambling DSV Simulation Results

5.3.4 Consecutive Like Bit Distributi

Guided Scrambling simulation also found the maximum length of consecutive like bits in the
cncoded bit strcam to be constrained as expected. But more interesting than validation of L__
constraints was the change in distribution of consecutive like bits that a number of line code
configurations exhibited as source strcam logic one probability was varicd. Figure 5.11 gives encoded
strcam consccutive like bit distributions which resulted when the alphabetic and Partially Flipped
cncoding rulcs were applicd to a number of source bit sequences. Consecutive like bit distributions
for selected Guided Scrambling configurations are given in Figure 5.12. These distributions are
representative of those evaluated for single and double augmenting bit block encoded GS codes and
the Continuous GS codes with n =1, d> n.

Changes in the distribution of consecutive like-bits indicate a change in the amount of timing
information transmiticd. That the distributions vary as simulation results demonstrate is expected
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wheoa the code spectra of Figures 5.2 through 5.7 are comsidered:

(1) Spectra of the Alphabetic 7BEB code indicate that sourcs streams with a high dc value will be
encoded to contain more level trassitions than source streams of a low de level. The
consecutive like bit distributions of Figure S.11(a) demoastrate this property through an
increase in the occurreace of single bits and a decrease ia the occurreacs of luag like-bit
sequeaces in the transmitted bit stoam as the source stream logic ose probability increases.

(2) Similarity between the Partially Flipped eacoded comsecutive like bit distributions for p = 0.3
and p = 0.7, and p = 0.1 and p = 0.9 agree with the similarity of spectra givea in Figure
52(b). The spectra indicate and simulation results confirm that the greatest sumber of level
transitions are transmitted whea p = 0.5 and that this number is reduced symmetrically whea
source stream dc cither increases or decreases from this valee.

(3) As with the Alphabetic 7BSB code, specira of single augmestiag bit Block GS coafigurations
indicate that the average number of level transitions transmitted increases with incroasing
source stream logic onc probebility. But the wide varistion ia Block GS code spectra also
indicates that much more disparity in the sumber of level transitions transmitted should be
found during Block Guided Scrambling than during eacodiag with the alphabetic look-up
table codes. The consecutive like bit distributions of Figure 5.12(a) which demonastrate both
wide variation and a decrease in expected sumber of consecwtive like bits as source de
increases agree with these spectral characteristics.

(4) At first glance, the decrease in maximum comsecutive like-bits in the GS14E ;B eacoded bit
stream as 5 :ree stream logic one probability increases appears to iadicate :hat the sumber
of level tran<:-.:ns should increase with source dc. But note the docrease of stand-alone bits
and the increase of two consecutive kike bits whea source streams of increasing logic one
probability are eacoded. The increase in occurreace of two comsecutive like bits in bit
streams eancoded from source streams of high logic ome probaebility indicates that these
mMMWMﬂmM&u!-'/«%b&mw
from source streams of low dc sbould contain larger spectral componests at f = '/
Indeed, the spectra of Figure 5.7 demoastrate this property.

(5) Spectra of bit streams resulting from Continuous Guided Scrambling where the degree of the
scrambling polynomial approaches the leagth of the codewords are almost indepeadest of
the dec level of the incoming source bit stream. The comsecutive kike bit distributions of
Figure 5.12(b) demounstrate this indepeadeace, especially for the short consecutive bit leagth
sequences where the majority of information is transmitted.

Perhaps these characteristics are more clearly demonstrated when the average encoded transition
density is considered in the next section.



nsition

¢ mulation has shown that the lower bounds for Guided Scrambling encoded strcam
transition density given in Tables 5.1 through 5.6 are valid. Bounds on L__ for balanced Guided
Scrambling configurations dictate that the lower bounds for encoded stream transition density given in
Tables 5.2 through 5.5 hold. Simulation results which give the minimum number of transitions per
encoded word when d(x) = %*+1 demonstrate that values for td__ in Tables 5.1 and 5.6 are also valid.

But simulations have demonstrated that an encoded stream transition density much greater
than the lower bound can be expected for a number of Guided Scrambling configurations and input
sequence dc levels. Figure 5.13 plots, as a function of source stream logic one probability, source
strcam transition density and encoded stream transition density for the Alphabetic 7B8B, PF7BS8B,
and a host of Guided Scrambling codes. Simulation results for the following Guided Scrambling

configurations are not given duc to their redundant nature:

(1) The GS8BYB code dcmonstrated characteristics very similar to the GS7B8B code configured
with d(x) = x+ 1. Conscquently, its results are not reported.

(2) Variation of WRDS bounds for codes where their increase gives decrzased L resulted in
encoded stream transition densitics which varied by less than 0.01 transitions/bit for any
valuc of p. Accordingly, results are reported for only a single bounding condition.

(3) Since the dual augmenting bit Guided Scrambling codes simulated exhibited transition
densitics which varicd by less than 0.02 transitions/bit for any onc value of p, only simulation
results for the GS14B16B code are shown.

The simulation results of this section clearly agree with the code spectra of Section 5.2 and
the consccutive like bit distributions of Section 5.3.4. The Partially Flipped encoded stream transition
density shows obvious symmetry about p = 0.5. The alphabetic code and single augmenting bit Block
GS codes cxhibit a high average encoded stream transition density when source dc is high. Codes
configurcd with d(x) = %+ 1 and two augmenting bits transmit the most timing information when p is
low. The statistics of continuously encoded Guided Scrambling bit sequences are nearly independent
from source strcam characteristics when the degree of the scrambling polynomial approaches that of
the encoded word length. But note that thesc simulation results now clearly demonstrate that the
performance of continuous Guided Scrambling with a scrambling polynomial of low degree retains
strong dependence on source stream de level. This source stream dc dependence is scen in the
encoded strecam transition density of the Continuous GS code configured with n = 1, d(x) = X+1,
As mentioncd in previous scctions, this dependence is expected due to the low level of feedback
gencrated through division register updating with this low degree scrambling polynomial.

These results also provide the opportunity to introduce additional numcrical merit figures to

line code performance. When Guided Scrambling encoding is continuous and codewords are 8 bits in
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length, sclection of the quotient with a preceding transition, given enforcement of running digital sum
bounds, consisteatly gives an encoded stream transition density of 0.56 transitions per bit. laverting
this value gives an average distance between transitions in the encoded bit sequence of 1.79 bits.
These figures suggest performance which is superior to the Partially Flipped code for all source
stream logic one probabilitics, and indicate transmission of fewer level transitioas than the alphabetic
code rules only when source sequence logic one probability rises above 0.7.

The transition density figures also clearly demonstrate that selection of the quotient with
minimum |WRDS| results in the transmission of less timing information than coufigurations which
sclect quotients based on word transitions. When d(x) = x+1, the impairment is approximately 0.02
transitions per bit. In other configurations, the degradation is consistently 0.0 transitions per bit.

Finally, the plots of Figure 5.13(g) show that Guided Scrambling performance with regard to
average encoded stream transition density does not degrade significantly when code efficiency is
increased. The number of transitions transmitted by the efficient block encoded configurations is
lower than less efficient codes at low source stream logic one probabilitics but does not decrcase for
high values of source dc. When encoding is continuous and the degree of scrambling polynomial is
high, encoded strcam transition density remains indcpendent of source stream logic one probability.
The 91.67% efficient code is characterized by a transition density of 0.54 transitions/bit. When
cificiency is further increased to 93.75%, the transition density falls only to 0.53, a decrease of only
0.03 transitions/bit from the continuous GS7TB8B codes.

2.3.6 Error Extension

Simulation of the Guided Scrambling decoding rules has demonstrated that the proposced
block and continuous decoding procedures will recover the original source sequence from encoded bit
streams. Accurale source stream recovery is ensurcd when transmission is errorless. Error extension
is exhibited when it is not so.

Figurc 5.14 depicts simulated decoded crror rates for the Alphabetic 7B8B and PF7BSB
codes and selected Guided Scrambling configurations. Table 5.10 gives the average error extension
these codes exhibited for received bit error rates less than or equal to 102 Error extension simulation
was restricted to relatively high bit error rates due to the limited sample size. Clcarly, the alphabcetic
and Partially Flipped codes exhibit similar error extension. Guided Scrambling with a polynomial of
low weight results in less crror extension than the established line code tcchniques, but when a

scrambling polynomial of high weight is used or continuous rathcr than block decoding is

implemented, crror cxtension increases.
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Figure 5.14: Simulated Error Extension
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Code ( pA:;?OB:z BER<10")
Alphabetic 7BSB 331
PF7BSB 345
GSTBSB, 4(x) = x ¢+ 1 197
Block GSTirat, d(x) = 2%+ o' ¢ ¥4 x ¢ 1 3
Continuous GSTBEB,&(x) = "+ % + 1 ¢ x ¢ 1 501

Table 5.10: Average Simulated Error Extention

5.4 Performance Summary

The most significant points of the preceding discussion regarding Guided Scrambling line

code performance are summarized as follows:

(1)

e

&)

Performancc figures reported in Tables 5.1 through 5.7 make it clear that Guided Scrambling
cannot enforce the tight constraints on encoded stream digital sum variation and maximum
consecutive like bits that alphabetic codes provide. The best performance in low bit rate
transmission systems still results from look-up table line code techniques. But in high bit rate
systems where implementation of alphabetic codes is not yet possible, Guided Scrambling
offers tighter bounds on L__ and DSV than its nearest rival, Partially Flipped coding.

When each source word is augmented with (wo redundant bits and the scrambling
polynomial is d(x) = x*+1, Guided Scrambling results in the transmission of the greatest
amount of timing information when source stream logic onc probability is low. But it is also
for low values of source dc that these Guided Scrambling configurations gencrate long like
bit scquences with the greatest frequency. As source stream logic one probability increases,
so 100 does the occurrence of two consecutive like bits in the encoded strcam, and the
frequency of occurrence of single bits and long like bit sequences decrcases. Conscquently,
the majority of transmittcd power shifts from occupying the frequency range ncar T = 0.5 to
fT = 0.25 and T = 0.75.

When GS encoding is performed on a word by word basis and augmentation is with a single
bit per wotd, the encoded stream is characterized by the greatest aumbcer of level transitions
when the source stream logic onc probability is high. This incrcase in timing information is
marked by an incrcase in the occurrence of stand-alonc bits and a dccreasc in the occurrence
of long like bit scquences. At high levels of source stream de, most Block GS codes v °'d

transmission of more level transitions than alphabcetic encoding rulcs.
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0)

(5)

(6)

Continuous Guided Scrambling with bigh degree scrambling polynomials results in
transmission of a bit strcam with long-term characteristics which do not depend upon the
statistics of the source bit stream. The simplification in system design that this line code
property offers is not available from any efficicnt conventional line coding technique.
Continuous GS codes transmit more level transitions on average at low source dc levels than
the Alphabctic 7B8B code and transmit more level transitions than Partially Flipped codes
over the full range of source stream logic one probabilities.

GS codes which select quoticnts on the basis of their associated transitions consistently
transmit more level transitions than those which select the quotient exhibiting minimum
| WRDS|.

Guided Scrambling with low weight scrambling polynomials results in less error extension
than conventional line code decoding procedures. When the degree of the scrambling
polynomial is grcater than the number of augmenting bits, GS decoding on a word by word

basis rcsults in less crror extension than continuous decoding.



CHAPTER ¢
CONCLUSION

This thesis has introduced Guided Scrambling, a new line coding technique developed
specifically for high bit rate fiber systems. This chapter summarizes the development of this coding
technique and offers suggestions for further work.

6.1 Thesis Summary

Following the introduction and discussion of notation in Chapter 1, Chapter 2 outlincs
characteristics required of line codes in fiber systems and discusses standard coding techniques which
attempt to provide them. It is apparent from this discussion that little effort has been dirccted
towards the development of efficieat line codes which can be implemented at high rates. Most work
has been concerned with casily implemented but inefficieat line codes, codes which are incfficient and
restricted to low rate systems due to look-up table implementation, or the probabilistic process of
scrambling which generally results in better line code characteristics but cannot cnsure in-provement.

Following a new interpretation of the encoding and decoding proccdurcs involved in sclf-
synchronizing scrambling, Chapter 3 introduces the concept of a new line coding technique which can
be both highly efficicnt and casily implemented. To summarize, sclf-synchronizing scrambling can be
viewed as continuous modulo-2 division of the source bit strcam by a scrambling polynomial, and
unscrambling as coatinuous multiplication. It is also observed that during scrambling division, the
value of a single source dividend bit affects the value of many encoded quoticat bits. This obscrvation
prompted inquiry into whether or not insertion of appropriately valued bits into the source bit strecam
prior to scrambling could guide the scrambling process to produce an encodcd bit stream containing
the propertics of a good line code. Subscquent analysis and simulation has shown that such
augmentation followed by scrambling with an appropriate polynomial, appropriatc quoticnt sclection
and correct shift rcgister updating will indced gencrate an cncoded bit strcam with the required
characteristics. The result is the new line coding technique called Guided Scr - mbling.

The cfficicnt implementation of Guided Scrambling is considcred in Chapter 4. When the
augmenting bits are inscricd at regular intervals in the source bit stream, encoding can procecd
through the creation of a number of augmented bit streams, cach with different valued augmenting
bits, followed by scrambling of cach augmented stream with shift registers which implement modulo-2
division and the transmission of the quotient which best satisfies linc code requircments. Decoding
can be performed by unscrambling the received bit sequence and removing the augmenting bits.
Derivation of appropriate scrambling polynomials and discussion of quoticnt sclcction mechanisms
follows. It is also shown that, depending on how the encoder and decoder shift registers are updated,

the transmittcd bit strcam will appecar to be cither onc continuous quoticnt scquence of the



concatenation of quoticats of codeword length. The method by which the registers are updated and
the corresponding format of the transmitted bit stream form the distinction betweea Coatinuous and
Block Guided Scrambling.

Chapter S reports the performance of Guided Scrambling. Although it is found that GS
consecutive like bits enforced by look-up table codes, they do allow for tighter constraints than
Partially Flipped codes. They also coasistently result in the transmission of more level transitions
than Partially Flipped codes and in some cases provide for the transmission of even more timing
information than a well known alphabetic code. During discussion of Guided Scrambling
performance it becomes clear that selection of code parameters will tailor code performance to meet
individual requircments. Block GS codes transmit a large number of transitions at cither high or low
source stream dc levels, depending oa the number of augmenting bits and the scrambling polynomial.
Continuous GS codes with high degree scrambling polynomials provide encoded stream
characteristics which are almost independent of source stream propertics. This independence is not
offered by conventional linc code techniques.

Guided Scrambling then offers a new approach to line coding. It is simple in concept, based
only on source strcam augmentation prior to self-synchronizing scrambling and removal of the
augmcenting bits following unscrambling. It is simple to implement. Scrambling, unscrambling, and
quaticnt selection can be implemented with combinational and sequential logic, bit stream
augmentation and expurgation can be included in the multiplex and demultiplex operations which
usually surround system transmission clemeats. It provides line code performance which is superior
(o conventional non-alphabetic coding techniques and approaches that of alphabetic codes. It must be
considered a contender for implementation in high bit rate optical transmission systems.

6.2 Further Work
Since this thesis is the first exploration of this line coding technique, work remains regarding
possible code configurations, performance characterization, and inclusion of other system features.

The following arc but a few avenucs this further work might take.

(1) The derivation and performance characterization of other Guided Scrambling configurations
could be undcrtaken. Code performance superior to that reported in this thesis might result
when the following configuration possibilitics are considered:

(a) other scrambling polynomials for single and dual augmenting bit GS codes. Only
onc polynomial has been proposed for codes using two augmenting bits, and the
polynomials proposcd for codes with single bit augmentation were only those which
provided the required quoticnt sct relationships with minimum weight. Other
polynomials will also provide good line code performance. Of particular interest are



high degree polynomials for uee ia Continuous Guided Scrambling coafigurations.

(b) augmentation with three or more augmenting bits per word.

(c) insertion of augmenting bits in positions other than the most significast of each
word. Akternative placement is of most interest whea augmestation is with multiple
bits per word.

(d) variable rather than fixed augmenting bit placement.

(c) alternative methods of quotieat selection.

(2) In this thesis, Guided Scrambling analysis and simulation has beea restricted to the instance
of random source data. Whea correlation is known to exist in the source bit stream, further
analysis could be undertaken regarding optimum tramslation of this information into good
line code characteristics through Guided Scrambling. Alternatively, if the random source
stream is precoded and GS eacoding is optimized for the statistics of this precoded stream,
encoded stream characteristics superior to those reported here might result. This precoding
could be performed through a preliminary attempt at Guided Scrambliag or other easily
implemented mechanisms.

(3) The possibility exists for a more extensive analysis of the relationship betweea the degree of
the scrambling polynomial and the indepeadence of coatinuously eacoded bit stream

(4) Since the quotient scloction mechanisms proposed in this work guarantee the scloction of a
single quotient from every sclection set, it might be possible for Guided Scrambling decoders
to automatically locate the position of augmeating bits in the decoded bit stream. The
possibility and performance of GS decoder self-framing could be cxamined.

(5) The inclusion of features such as error detection and correction, system framing, and
ancillary channels into Guided Scrambling could be considered due to the increase in code
practicality their integration offers.
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APPENDIX 1
NOTES ON GUIDED SCRAMBLING

This appendix contains several ~bservations on the process of Guided Scrambling. The
relationship bctween augmented source words, quoticats, and remainders in GS encoding is first
established. For siagle bit augmentation, the relationship between the number of transitions in r(x)
and the number of transitions in the quotients which comprise the selection set is considered, followed
by a derivation of the restrictions on r(x) which easure transmission of a balanced sequence.

ALL1 Block GS codcs
To establish the relationship amongst Guided Scrambling bit sequences, consider once again
the encoding process:

q(x) Q,,[a(x) X’} (AL
m(x) = R, [a(x)x],
where:

Q = cvaluation of the quoticnt gemerated through division of its argument by
its subscripted palynomial,
R = similar evaluation of a remainder,
a(x) = source word augmented with cither a zero or a one, length n,
d(x) = scrambling polynomial, of degree d,
q(x) = n-bit quotient,
rm(x) = d-bit remainder,

and arithmetic is modulo-2. These equations can be combined in the more coaventional form:
ax)x¥ = q(x)d(x) + m(x). (A12)

GS decoding is performed by first multiplying the received sequence by d(x) te form a
product p(x). In the absence of crrors:

p(x) = q(x)d(x)
= a(x) ¥ + rm(x) . (A13)

Since the polynomial [a(x) x*) contains zeros in the d least significant bit positions and the remainder
rm(x) is of at most degrec (d-1), cocfficients of the p(x), a(x) and rm(x) sequences in (A1.3) are
related by:

s 0<is(d1) (ALY
M) o 0sis (n1), ’

c.od



where superscripts and subscripts deaote the soquence to which the coefiicients belong and their
degree respoctively.

Long division expansion of (A1.1) reveals that the coefficients of the quotiest soqueace are
related to those of the augmented sequence and scrambling polynomial by:

[2)
w, .
- . ;;.cw’ €, 0sis(d) .
c(rl-i) = crl-d + pry ( 1.5)
P i
;,‘-m Copr s d<is(nl).

Since this recursive relationship demonstrates that quotient coefficients depend oaly on coefficients of
a(x), d(x), and previously evaluated coefficients of the same quotient, it is clear that division by d(x)
maps cach a(x) to a particular q(x). '

Expansion of (A13) into shift and add operations and use of the relationship between
cocfficients of a(x) and p(x) given in (A1.4) reveals that:

. ofx) &x) H -
€ ..c.H Carej 0<isx< (n1). (AL16)

Implicit in (A1.6) is the recovery of a different a(x) sequence from each q(x). Equations (A1.5) and
(AL.6) then define a one-to-ooc mapping between a(x) and g(x).

An important result of this one-to-ome mapping is that when no restrictions are placed oa the
form of the source bit stream and augmentation is with all combinations of augmenting bits, all 2*
quotient sequences can appear in a quoticat sclection set. Performance analysis will proceed given
the possibility of any quoticat in the selection set.

Since the remainders cousist of d bits, it is obvious that wher d # n the mapping between a(x)
and rm(x) cannc: be one-to-onc. Whea d < n, the expansion used to derive (A1.6) also reveals that:

(]

™ - ’Zc,«" <@, 0<is (d1). (ALT)
-0

This cquation demoanstrates that cach combination of the d least significant bits of q(x) maps to a
single rm(x) through multiplication by d(x). Since each combination of the d least significant bits of
q(x) can occur with each combination of its (n-d) most significant biis, and the mapping between g(x)
and a(x) is one-to-onc, thea whea d < n, each remainder results from the division of 2* different a(x)
sequences. Whea d = n, cach a(x) will geaerate a unique remainder through division by d(x). When
d > n, only a subset of the 2* possible remainders will be generated.

AL1.2 Continyous GS <ics
When eacoding division registers are continuously updated rather than cleared, the mapping
from a(x) to q(x) is not one-to-one. The contents of the division registers prior to division also play a



role in the gencration of g(x).

Let the superscript t denote a sequence preseatly being encoded and the superscript (t-1)
denote a sequence involved in the encoding of the previous word. Let the division register be clear
prior to division (i.c. rm"'(x) = 0) and introduce a'(x) x". The quoticnt generated through n shifts of

the register is:

¢ = Q@) . (A18)

Now, let the register contain a non-zero rm**(x) but let a'(x) be the all zero sequence. n shifts of the

division register produce the quotient:

dx = Q, [m"(x)x] . (AL9)

When both a'(x) and rm“*(x) are non-zero, (A1.8) and (A1.9) combine to give:

q(x) = Q«.)[a'(x) x] + Q«,,[m"l(") x’]
= Q, @k + rm"'(x) x*) x]
= Q «l)[a"(x) x], (A1.10)
where:
a'(x) = a'(x) + rm"'(x)x*. (A1L11)

Following the reasoning applied to Block GS codes, it is clear that the mapping from a’ (x) to
q(x) is onc-to-one and that when d < n, cach rm(x) is generated from 2*“ a’ (x) sequences. Once
again, all n-bit quoticnts might appear in the quotient selection set when no restrictions are placed on
the source bit stream and source words are augmented with all possible combinations of augmenting
bits.

AlL2 Relationship of transitions i» r(x) to transitions in g (x) and q (x)o. 0 =1
To detcrmine the relationship between the number of transitions i~ r(x) and the numbr of

transitions in the two-word quotient sclection set generated through single bit source word
augmentation, consider first the modulo-2 addition of two bit sequences. If the addition of these
sequences is viewed in terms of transition addition rather than bit addition, it is noted that transitions
also undergo modulo-2 addition. The rules for this addition can be explicitly stated as:
no transit?on

transition

transition
no transition .

no transition + no transition
no transition + transition
transition + no transition
transition + transition

(AL.12)

For example, consider the modulo-2 addition of the following sequences:

00010
+ 00110

00100 .

n



In terms of transition opcrations, the addition of these sequences can be viewed as:

--xXX X = {ransition
+ -x-X - = po transition .
-XX-~

That the transitions undergo addition according to (A1.12) is obvious.
Consider now the number of transitions in the sequences q(x) and q(x) given the fixed

sequence r(x) through which they are -clated. Fiom the rules given for transition addition it is casy to
see that:

e = foum * Lo 28 (A113)
where:
b = number of transitions within q (x)
= number of transitions within q (x)
= number of transitions within r(x)
t = number of transitions in q (x) and r(x) which occupy the same transition

opportunitics.

Solutions to this equation exist at integer values within the shaded rectangle in Figure Al.1.
Let t  be the number of transitions within the quotient selected by the encoder decision

device. If the quotient with the greatest number of transitions is selected, it is clear from Figure Al
that:

t , t =cven
in rant
2
= (A1.14)
t +1, t = odd
I ram
2

1 Quoticnt transition

relationships confincd
to integer values
within shaded region.

—— e e =

0 n-("w-l L L n-1

2
IOM

Figure Al.1: Rclationships between transitions in g (x) and q,(x)



AL3 Restrictions on r(x) for balanced GS encoding.m_= 1

Balanced transmission implics that the running digital sum of the transmitted sequence is
bounded, which also means that bounds exist on the transmitted stream word-end running digital
sum. The requirement for eaforcement of WRDS bounds places restrictioas on the form of r(x). The
derivation of these restrictions, when augmentation is with a single bit per word, follows.

Since the word disparity of an odd length sequence is always odd and the WD of an even
length scquence is always even, enforcement of WRDS bounds, given the encoder selection between
two quoticnt scquences, requires that the following condition be true:

one sequcace has WD > 0
nodd ,
one scquence has WD < 0
(Al.15)
one sequence has WD 2 0
neven .
one scquence has WD <0

Consider sclection between qy(x) and q (x). Let #oncs and #zeros denote the number of
marks and number of spaces respectively in a bit sequence. Since n-bit sequences consist of cither

marks or spaces:
. #ones = n- #zeros . AR

When the subscripts 0 and 1 denote attributes of q (x) and q (x) respectively, Equation (A1.15) caa be
restated in the following manner:

#oncso + #oncsl = n
nodd ,
#zcr08, + #zerosl =n
(A1.17)
#ones, + #ones, <(n+1)
’ neven .
#zcros, + #zcros, s(n+1)

Consider now the formation of q,(x) from q (x) through addition with r(x). Let n_ denote
the number of q (x) bits not complemented during addition with r(x). If n_ = 0, then:

#oncs, = d#zeros, .

Ifn_ =1, then:
#oncs = #zeros t 1 if uncomplemented bit = 1
#ones, = #zeros, - 1 if uncomplemented bit = 0 ,

and 50 on. These relationships for 0 < n_ < 4 arc given in Table A1.1. Noting the progression o this

table, it is clear that:

_‘,n_‘odd

#oncs = #reros, ti . L3,5..n
i= (A1.18)
024.. n_,n_cven .

#zcr0s, = #oncs, Fi



LI uncomplcmented #omes, = #zeros, ¢
bit valves
0 - 0
; -
1 +1
00 -2
2 01 0
11 +2
000 -3
001 -1
3 011 +1
111 +3
0000 4
0001 -2
4 0011 0
o111 +2
1111 + 4

Table A1.1: Rclationship between #oncsand  "osin q“’x) and ql(x )

Combining (A1.16) and (A1.18) yiclds:

LW odd

0,2,4.. n,n_cven .

#ones, + #ones, =nanti ,35..n
(AL19)

#uroso + #zerosl = n¥i

If the restrictions of Equation (A1.17) arc placed on the value of i in (A1.19), it is immediately evident
that:
0, n odd
i = { (A1.20)

Oorl, neven .

From the definition of i first given in Equation (A1.18), it is clcar that its value is restricted by the
value of n_. Rewriting the condition of Equation (A1.20):

To ensure that the quotient selection set will always contain a quotient which allows for
transmission of a balanced bit stream when augmentation is with a single bit per word,
the number of bits in q (x) not complemented to Jorm q (x) must be:

0, n = odd
n = . (Al1.21)
i Qorl, n = cven .
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APPENDIX 2
-2UIDED SCRAMBLING PERFORMANCE ANALYSIS

This appendix prescnts analysis conccrning the performance of the following Guided
Scrambling configurations:

(1) n =1, d(x)= ¥+1
(2)n =1, d(x) = x+1

(3) o, =1, d(x)€ D__(x)
(4) n =1, d(x) = X" +x+1
(5) m =1, d(x) = X*extiel
6) n_ =2, d(x) = X¥+1

Arcas of performance which are analyzed include bounds on encoded stream WRDS and DSV,
maximum encoded stream consecutive like bits, minimum eacoded stream transition density, and
decoder error extension. The effect of various quotient selection mechanisms upon G3 performance
is considered. A tabular summary of performance for the best sclection me-hanism is given for each
configuration. To avoid redundant derivation, analysis will build upon that which precedes it as mucl

as nossible.

A20n = 1,dx) =% +1
As shown in Chapter 4, the use of d(x) = X'+ when augmentation is with a single bit per
word cannot provide balanced transmission. Guide.  .mblii g with this polynomial should then

scck to maximize the number of level transitions transmitted.

A di~cussion of several quotient sclection mechanisms for this configuration is followed by
performance analysis and determination of an optimal selection device. Fundamental analysis
procedures and cquations derived here will be used during analysis of other GS configurations.

2.1 Quoticnt * *_ction Al .
There arc scveral sclection mechanisms which can be used to select the quotient which
contains the greatest number of transitions. Only devices which ensure selection of a single quotient

in cvery situation are considered here. Before considering the mechanism aiicrnatives, note that:

(1) the sequence which relates the quotients through modulo-2 addition is an alternating
scquence,

(2) due to this relationship, where one quotient has a transition, the other does not,

(3) an odd length sequence contains an equal number of transitions, an even length sequence an
odd number of transitions, and

(4) an cven numbcr of transitions can be equally divided between the two quoticnts.

s



In light of these observations, the following encoder decision mechanisms arc proposed:
n = odd:

(1) Sclect the quotient with the greatest number of transitions, where the transition count is
coafined to the transition opportunities which occur within the word. In the event of a tie in
the number of transitions, sclect the quoticnt which contains a transition at a predetermined
to, (n-1) Z i 2 0. The optimal value for i must be determined.

(2) Select the quoticat with the greatest number of transitions, where the transition count
includes the first transition opportunity to, .y The quotient alternatives will never contain an
equal number of transitions.

n = even:

(1) Select the quotient with the greatest aumber of transitions, where the transition count docs
not include the first opportunity. The quoticnt alternatives will never contain an equal
number of transitions.

(2) Select the quotient with the greatest mum cr of tranmsitions, where the transition count
includes the first opportunity. In the cvent of an equal number of transitions in the quoticats,
sclect the quotient with a transition at a predetermined to, (n-1) 2 i 2 0.

These decision alternatives will be considered in the following performance analysis.

A2.12 Performance Analysis
Due to the unbalanced transmission which results from this GS configuration, only the

minimum encoded stream transition density, maximum consecutive like bits, and - (- 5r extension can
be evaluated.

2.1.2.1 Mini led ition densi
As found in Sectio 4.2.2, when the quotient selection set consists of a pair of quotients that
arc related by the alternating sequence, onc quoticnt will always contain at least t_ transitions,

where:
n-1, n odd
2
t =
Wt s
n , neven .
2

Consider the situation when n is cdd and the decision mechanism includes to - in the
transition count. Given that the most significant bits of the quoticnt scquences diffcr in value, o
quotient which contains b transitions and a preceding transition can always be sclected. In this

case, the minimum number of transitions associated with cach transmitted word becomes l’/2.



n Transition Count td .
Excludes to 131
(1) 3 2a
odd
Includes togas) 1+4
Includes or 1
cven Excludes to-1) 2
o |

Table A2.1: Minimum Encoded Stream T ansiti: .n Density.
n = 1,d(x) = x*+1

Table A2.1 gives the minimum encoded stream transition density for cach mechanism being
considered where td___ is found through the division of the minimum pumber of transitions associated
with each quotient by the quoticnt length.

12.1.2.2 Maxi ve like bi

Given restrictions on the minimum number of transitions in cach se! quotient, it is clear
that a quoticnt composed entirely of bits of one value would never be sciccted. A string of
consccutive like bits can therefore span portions of at most two words, as shown in Figure A2.1. To
dctermine the maximum number of consecutive like bits, the maximum number of like bits which can
occur at the start and end of a word must be established. Denote consecutive like bits at the end of a
word a tail, and the - - “aum - ul i . or Word(A) in Figure A21as T, . Similarly, denote
consccutive like bits at the start of a word a head, ané their maximum in Word(B) as Ho

msb isb msb isb
. ord(A) Word(B)

W, = consecutive like bits

Figure A2.1: Situation for maximum consecutive like bits.
n, = 1,4(x) = x*+1



appear in the cacoded bit stream.
Derivation of T, __ and H, __ will proceed in two stages:
(1) evaluation of how many bits bave the potential to appear consecutively at the head or tail end
of a word, and
(2) determination of whether words which exhibit these heads or tails would be selected in the
appropriate situation.
To proceed with the first stage of the derivation, note that:

#ones - #zeros = WD
#ones - (n - #ones) = WD

#ones = p + WD . (A2.1a)
2
Similarly,
#zcros = n-WD . (A2.1b)
2

Now, let the term majority bits refer to the bits whose polarity has occuired most frequently
within a word and the term minonity bits refer to those whose value has occu - .c.! less frequently. Let
a stand-alone bit be one which is found between bits of opposing polarity. L.« t'.c minimum number
of transitions required within cach quoticat be denoted ¢, . It Uansdicas are satisficd solely
with stand-aloac bits, then:

t
#stand-alone bits = Rnd ( —""—5"‘4 ',

where the Rnd operator indicates rounding to the next nearest integer. If the minnrity bits are all

stand-alone bits, then: '

[WD|_, = (n- #minority bits) - # minority bits
t

- n-znnd("'_z"s-). (A22)
It is logical to expect that a maximum Iength head or tail could appear within a word which
contains the greatest possible number of majority bits. The number of majority bits is thea limited by
the requirement for t_ _ transitions within the word. If the majority bits which are not part of the

head or tail stand alone, satisfaction of the requirement for t s transitions is with the fewest possible
number of these majority bits, lcaving a maximum length head or tail. Since:



pumber of transitions = onemmm(romeadofhead
requircd within a word or start of tail

+ 2 [ sumber of stand-alone

majority bits

[ 1, if one of the stand alone majority bits
is at an end of the word

0, if all stand-alonc majority bits are
embedded within minority bits ,

.

a value for maximum head or tail length can be established from:

il req 0

t =1 + 2[# majoritybits- (H__, T_)] - {1, (A23)

where the value of the st constant can be determined from the even or odd nature of tm.
Combining (A2.1a) with (A2.3) yields:

t 1 + 2[(n+WD) - H_,T_| )] - {1
0

t.req

i

H (n+WD-l‘m)

Rnd | ]. (A2.4a)

mar’  max ' ones
Similarly;

(n-WD-t )

H T Rad | ) (A2.4b)

n’ -Im 2

Maxiaum head and tail lengths can be calculated from Equations (A2.4) using the maximum
values for word disparity from Equation (A2.2) and the appropriate value of b’ The following
rcasoning is uscd to establish the value of Coereg for calculation of T, __ given n, = 1, dix) =@ + 1
and odd n:

(1) If the transition count does not included o,y (“")/2 transitions must occur within each
sclccted quotient. Howcver, if one quotient contains ("")/2 transitious, so docs the other. If
this tie is broken by sclecting the word with a transition within the first 1)/, transition
opportunitics, a quoticnt with the maximum length tail given t,, = )/, can be sclected.
But if the word with a transition within the last ')/, transition opportunities is selected, a
word which contains a shorter tail than the maximum will always be sclected. The largest tail
possible in this situation wiil be one within a word which is selected when there is no tie. This
word must contain a minimum of ** l)/2 transitions.

(2) If the transition count includes 0,

equal to ** 1/, Since onc of these transitions may occur in the first transition opportunity,

the overall transition count must be greater than or

the valuc of t__ which must be satisficd is ("'”/2.
wt ey



Shﬂnmhmhwmmumdt“mdm-hm The results of this
Mmmwmwr_mwh'rum

It remains to be shown that words which exhibit these tails would be chosea whea they are
present in the quoticat selection set. Tables A2.3 (a)-(d) list quotieats which have these tail leagths
and would be selected in preference to their alternative. By noting the pattera of the words ia the
tables, it is clear that words with tails equal to the values given in Table A2.2 would be sclected
regardless of quoticat leagth.

The maximum head length possible in words without preceding transitions can be established
through similar reasoning and calculation. Tablec A2.4 gives values fort_ _ and H,__ for the various
quoticnt sclection mechanisms. Tables A2.S (2)-(d) give quoticnts which exhibit these heads and
would be selected if they were present in the quotient sclection set. The pattern of these tables
indicate that such words exist for any n.

And now, after all that work, by combining the values of T, __ and H_ __ in Tablcs A2.2 and
A2.4it is found that regardicss of the cacoder decision mechanism, whenn = 1 and d(x) = X+ 1:

L =n.

d2.1.2.3 Error Extension
As stated ir Section 2.3.1, self-synchronizing scrambling is susceptible to error extension

during decoding. In that form of scrambling, an upper bound for the multiplication of transmission
errors was given ia Equation (2.2) as:

# of decoded errcrs < (# of transmission errors) * (weight of scrambling polynomial) .

More exact expressious for error exteasion can be derived for this Guided Scrambling configuration
for both continuous and block decoding.

Consider the continuous multiplication of a recciveC bit stream by d(x) = x*+ 1, followed by
removal of every n™* bit. Since cach transmission error is multiplicd by the weight-2 scrambling
polynomial, a single transmission error will map to two decoded errors. However, if two crrors
spaced one bit apart occur during trangmission, the modulo-2 addition of the extended crror patterns
results i only two decoded errors rather than four. When the probability of an crror during
transmission is denoted Pe ___, this pattern of transmission errors will occur with the probability:

Pe, *(1-Pc_ ).
If three errors occur during transmission, all spaced onc bit apart, again only two crrors will be
decoded instead of the six expected. The probability of this error pattern occurring is:

3 2
Pec (1-Pc )" .



Selection Mechanism

cven

Enclude 10, ) from transition couat.

If counts equel, sslect the quotieat
with a traneition ot 10,

)2i2 (l-;—l)

Exlude 10, ., from transition count.
If counts equal, sclect the quotient
with a transition at to;,

(lzél)zizo

Include 1o, in transition count.

)

Exclude |o(’l)ﬁom transition count.

L4

N

Include 10.) in transition count.
If counts equal, select the quotient
with a transition at to,,

(a-nzi 2 (3-1»

[ 2]

+1

N

Include L in transition count.
1f counts equal, sefect the quotient
with a transition at to,,

G-2zizo

s

Table A2.2: Maximum Quoticnt Tail Lengths.
‘ o, =1d(x) = x’+1
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n Quotieat Tail n Quotient Tail
5 10111 3 S 01011 2
7 0101111 4 7 1010111 3
9 101011111 5 9 010101111 4
11 01010111111 6 11 10101011111 -5
(2) a0 = odd, tq,,, included, ortq,,, excluded (b) n = odd, tq,,, excluded, with sccondary
and secondary selection = to;, selection = tq,
(n-l)ziz(‘—;—l) ("—'2-1)2i‘"’-0

n Quotient Tail n Quoticnt Tail
6 010111 3 6 101111 4
8 10101111 4 8 01011111 5
10 0101011111 5 10 1uic1m 6
12 101010111111 6 12 019,01111111 7

(c) n = cven,tq,,, cxcluded, or tq,,, included
and secondary selection = to,,

(g-z)zizo

selection = to,,

(n-1)2 iz(g-l)

Table A23: Quotients which exhibit T, _

n,=1,d(x) =x’+1

(d) n = even, to,,, included, with sccondary



S i

n Sclection Mechanism (P, H
Enxclude 10, |, from trasition cows.
If counts equal, sslect the quotieat atl a-l
with & treasition at 0, 2 2
1)2i2 (l-g-l)
Exiude ) from transitioa count.
odd If counts equal, select the quotient n-l ntl
with 8 transition at (o, 2 2
(%1 )zizo
, - atl o-1
Include 10(“) in transition count. 3 3
I n n
Exclude to 1) from transition count. 2 2
Include 1q, ) i tramsition count.
even If counts equal, select the quotient A 8,
with a transition at to,, 2 2
(n-1)2i 2 (g-i)
Inciude to .l in transition count.
1f counts equal, select the quotient n n
with 8 transition at to,, 2 2

J-2yzizo0

.

Table A2.4: Maximum Quotient Head Lengths.
n,=1 d(x) = x+1




-} 11010 2
7 1110101 3
9 111301010 4
11 5

11111010101

(a) n = odd, tq,,, included, or tq,,, excluded
and secondary selection = to,,

(n-1)zi2 (IL%J)

n Quotient Head
6 111010 3
8 11110101 4
10 1111101010 5
12 111111010101 6

(c) n = even, tq,,, excluded, or tq,,, included
and secondary sclection = to,,

(‘21.2)2 iz0

n Quotient Head
———e e ]

s 11101 3

7 1111010 4

9 111110101 s

1 11111101010 6

(b) n = odd, tq,,, excluded, with secondary

selection = to,,
n-ly2iz 0

(nzd)
n Quotient Head
6 110101 2
8 11101010 3
10 1111010101 4
12 111110101010 S

(d) n = cven, to,,, included, with secondary
selection = g,

(n-1)z iz(%-1)

Table A2.5: Quoticats which exhibit H,
n = 1,d(x) =x’+1




Coatinuing in this manner, it can be shown that the error rate prior to expurgatioa is:

1
Pe e = 2Pe - E iPe, V(1P ),
=}
where N is the number of transmitted bits. Expurgation of every n® bit results in the probability that
'/, of the exrors will be removed. The remaining [*1)/,]* of the errors will be distributed over 1))
bits. Therefore, the decoded error rate will not change as a result of expurgation, and:

1n™9/2)

Pe = 2Pe -2 ) iPe UV(Pe. ).
i=1

For realistic bit error rates, the probability of two or more errors occurring within a short span is
negligible. Therefore:

Pe = 2Pe .

The agreement between the full and approximate expressions for continuously decoded error
extension is shown in Figure A2.2.

Channel Bit Error Rate

a 2 3 -
1 10 10 10 10
1 —1 1 - -
Approximate
A J Baact
10
Decoded
Bit 4072 ]
Error
Rate

Figure A2.2: Actual vs. Approximate Decodcd Error Rate.
Continuous Decoding, n = 1,d(x) = x +1



Block Decoding:

If decoding is performed on a word by word besis, extension of errors is guarantced not to
extend over word boundaries. Whea a = 1, d(x) = x*+1, a single transmission error will cause a
single decoded error if the errored bit is the least significant, second least significant, or the most
significant bit of a word. Errors in the other (n-3) bit positions of each word will multiply to two
decoded errors. Following expurgation, these errors will be distribwted over ™1/ bits. If the
probability of occurrence of two or more errors spaced one bit apart is ignored, then:

P s ™ 2D +3) 0 Pe
n (n-1)

= [2]1;3 Pe .. -

n-1

A2.1.3 Ouoticnt Selecti { Pef s

Since performance in terms of maximum consecutive like bits and error extension is identical
faaﬂqumiemwhaionmechnhmgchoieedthemechnismmodybebawdmenwdednnm
transition density and circuit complexity. Auhownin'l‘ableAz.l,thegeateﬂvalueoftd__foroddn
is ensured when to, ,, is included in the transition count. Inclusion ofto(._l) also means that a single
quotient will be sclected in every possible selection set. Since the values of td__ for all mechanisms
arc cqual when n is even, the simplest decision mechanism can be used. This mechanism excludes
to,, ,, from the transition count.

The performance of this GS code withn_ = 1, d(x) = x*+1 when the above encoder decision

mechanisms are used is given in Table A2.6.

. . Approximate :
n Selection Mechanism
L ne tduia Error Extensi Efficiency
4=§'.=

Select the quotieat with the

odd greatest avmber of transitions. " % + .zln. Continuous decoding:
Include tag, ) in transition count. 2
n-1
i n
Select the quotient with the Block decoding;

cven greatest number of transitions. a 1 en-3
Exclude 1) froe transition count. n-1

Table A2.6: Guided Scrambling Performance Summary:
n,=1 d(x) =x*+1



In addition to the performance metrics analyzed for n_ = 1, d(x) = x'+1, the possibility for
Wmm«:)-:+lmt«mdew¢mmwmlﬂbsvm
Following the derivation of optimal encoder selection mechanisms, the performance of this GS
configuration will be given. Only analysis which varics in methodology from that of the previous
section is outlined in detail.

4221 Ouaticat Sclection Mechani

Selection of a quotient which exhibits a word-end running digital sum which falls within
WRUS bounds ensures balanced transmission. Clearly, sclection of the quotieat which exhibits
minimum |WRDS| would eaforce these bounds. When quotients exhibit equal | WRDS| values,
sclection of the quoticnt with the preceding transition ensures that only one quoticnt will always be
selected. Alternatively, selection of the quotient with the greatest number of transitions which
exhibits a WRDS which falls within WRDS bounds will result in the transmission of as many
transitions as possible, given that transmission is balanced.

Whea d(x) = x+1 and augmentation is with a single bit per word, the two quotients offcred
for selection are complementary and contain transitions in the same opportunitics. Since the most
significant bits of the quoticnts differ in valuc, only onc of the quoticnts will contain a transition prior
to the first bit. It is this quoticat which will have the greatest number of transitions associated with it,
The sclection mechanism which ensures the highest encoded stream transition deasity given balanced
transmission and this GS coafiguration reduces to the selection of the quotient with a transition
preceding the first bit, unless selection of this quotient would cause violation of WRDS bounds. The
performance of this configuration is considered h 're. Since porformance analysis of the code which
sclects the quotient with minimum |WRDS)| is similar, its performance is considered in the section
summary only.

A2.2.2 Performance Analysis
In order to establish the DSV bound which is characteristic of balanced transmission, it is

first necessary to <tablish the WRDS bounds. Following this derivation, it becomes possible to
deriveL_andalowerbmmdl’ortd__. Error extension is also considercd.

A2.2.2.1 Minimyum WRDS boynds

Given the selection between complementary quoticnts, a situation can arisc where sclection
must be made betweea quoticats composcd wholly of like bits. The maximum word disparity for
transmitted quotients is then:

IwD|_, =n.

87



The minimum enforceable WRDS bounds are established by realizing that provision must be
made for the possibility of such a selection given that the WRDS prior to quotient selection is at the
center of the RDS range, c. This gives:

WRDSbounds__ =¢ctn.

(2.2.2.2 Mini DSV} [
If the minimum enforceable eacoded stream RDS bounds can be established, the minimum
strcam DSV immediately follows. Consider then the derivation of RDS__. Evaluation of RDS__ is
symmetrical.
The valuc below which stream RDS cannot be restrained can be found by considering the
following situation:
(1) the WRDS prior to quotient selection is WRDS —
(2) and the sclected quotient contains the largest possible string of 1’s at the start of the word
while exhibiting:
WD - { -1, n=odd

-2, n=even .

From Equation (A2.1a), the maximum number of ones and thus the maximum head length possible in
a quoticnt with this disparity is found to be:

ll;l, n=°dd
2
H =
ex n-1, n =even ,
2
and:
RDS__ = WRDS_+H_
[ ¢+ (3n-1), n = odd
2
= 4
c+(3n-1), n = even
{ 2
Similarly:
rc'(zn;l)’ n = odd
2
RDS = 9
- c-(3n -1), n =cven .
L 2

Therefore:



DSV = % (RDS__ - RDS_)

(1‘2;1)’ n = odd
) (3 -1), n = even .
2
12223 M G ive Like Bi

Since the derivation of the longest possible run of consecutive ones is symmetrical to that for
zeros, ouly the case of consecutive ones will be considered in this analysis.

I(isdeuthatawdwmpaedsolelyofmamightbeleleaedfortrumiuion,ﬁveniu
presence in the selection set. It is also clear, given the decision mechanisms of Section A2.2.1, that
consecutive "all one" words would not be selected. A string of consecutive like bits can therefore span
at most three successive quoticat selections, as depicted in Figure A2.3,

Consider the situation which causes a string of consecutive ones. In the absence of WRDS
bounds, a quoticnt can always be sclected with a transition prior to its first bit. To cause selection of
Word(B) and Word(C), sclection of the complement of Word(B) would have: to violate WRDS e 20d
selection of the complement of Word(C) would have to violate WRDS__.

Coasider now an increase in RDS bounds. As RDS__ is increased, violation of WRDS__ by
the complement of Werd(C) requires an increase in its disparity. Word(C) would correspondingly
havedecrencddisparity.AstheWDofWo:d(C)decreuu.sodoeﬂhevalueoch_.,resultinginl
decrease in the overall maximum coasecutive run of ones. AsthcdistaneebctweenRDS__md
RDS__ is further increased, it becomes possible for Word(C) to always have a zero in the most
significant bit position. AbwrboundforL_mbembﬁshedthroughlhcadditionoleand
n.

SinchRDSboundsphyaroleindeteminingL__,evalwionofmaximumlikebitswillbc
considered when:

WRDS__, =c+ (n+k)

»y k20 .
WRDS__ =c - (n+k)
msd ] msb b msb kb
WRDS, WRDS , WRDS, WRDS
Word(A) Word(B) Word(C)

S = consecutive like bits

Figure A23: Situation for maximum consecutive like bits.
n,=1,d(x) = x +1



It should be noted that, when n is even, the even nature of WD values dictates that WRDS bounds
will be cven also. Consider the above equations. For even WRDS bounds when n is even and k is
odd, the ceater of the RDS range must be an odd number, resulting in WRDS bounds which cannot
be equal in magnitude. This non-symmetrical RDS range does not result in unbalanced transmission
but mercly a slight increase in the required encoder selection mechanism circuitry.

To determine L__, consider the coaditions required for its gencration and the resulting
valucsof’r‘_mdﬂc'_.

Condition which forces selection of the "all one” word for Word(B), given its membership in the quotient
selection set:

In order to force the selection of the "all one” word given that the previously transmitted
word had a mark as its least significant bit:

WRDS, < WRDS__ +n

< ¢-k.

For n = odd, word disparity values are odd. Whea n = even, WD values vary in steps of two.

Therefore:

c-(k + 1), 1 = odd
WRDS =
Amax c-(k+2), n = even .

Evaluation of T e
The maximum tail length of 1's on Word(A) will occur when the disparity of Word(A) is a
maximum. Accordingly:

WD < WRDS, __ - WRDS__

A
WD, = n-2.

Insertion of this value of WD, _ into Equation (A2.1a) yiclds:
T = 0-1.
It is casy to find examples of words with this length of tail which would be selected in this situation.
Given this length of tail on Word(A) and the occurrence of the "all one® word as Word(B):

WRDS, = WRDS,__ +n

{(c+n)-(k+1). n = odd
(c+m)-(k+2)), n = even .



91

Condition which forces seicction of & quotient with & head of 1's for Word(C), given its membership in
the quotient selection set:

Tofmwbdhdamwhahddl’amummmamdm
endedwhhuludviolﬂiondWRDS_h-uMb,themphumoﬂhewbaedan
violate WRDS __. Therefore, whea C’ deaotes the complement of Word(C):

WD_, >  WRDS__ - WRDS,

C

2k +1, n = odd
>
2% + 2, n = even ,
and:
{-(2k+1), n = odd
WD_
(X +2), n = even ,
{-(?k+3), n = odd
WD
Comex -(2k +4), n = cven .
Ewhmimofﬂc~:

Themaximumheadlenglholl’sinWord(C)willoecurwbenthedispnrityloiswordisa
maximum. Given the values of WD___, cakculated above, Equation (A2.1a) yiclds:

n-(2k+3), n = odd
2
H__ =
- n-(2k+4), n = cven .
2

Once again it is simple to show that words with such head leagths would be sclected in this situation.
Sincethevalueofﬂc_mwbegrea(crthnaeqmltouro,kis limited in value. For
H___ =0, simple arithmetic yiclds:

u’ n = odd
2

k =
B-2, n = cven .
2

Combiningthislimitforkwithitsoﬁginldefmilion,theaboveexprmionfoch__isvaﬁdwhcn:

L}. n = odd
2

0sk <
a-2, n = even .



Evaluation of L __ :
Combining the values fo:‘l‘A_,n,Hc__andk.L_isfound(o be:

n = odd:
(Sn-5) -k, OskS(nz;l)
2
L =
e (2a-1), k> (n:3)
1 even.
(5n-3) -k, 0sks(n-2)
_ 2 2
b~ (20-1), k>(n-2),
2

where the corresponding valucs of WRDS and DSV bounds are, for k 2 0:

WRDS bounds = ct(n+k),
(3n-1) +k, n = odd
2
DSV =
(30-1) +k, n = even .
2

Since there is a point where further expansion of encoded stream WRDS and DSV bounds no longer
offers a reduction in L__. there is no advantage in increasing these bounds past:

ct(3n-3), n - odd
2
WRDS bounds =
ct(3n-2), n = ecven ,
2
(2n-2), n = odd
DSV =
(2n-3), n = cven .
.2-2.4 Minir

The derivation of a lower bound for encoded stream transition density is straightforward.
Noting that successive L__ like bit scquences cannot occur because the conditions required to initizte
such a scquencc are not present immediately following this sequence:
. > 1 .
L



42225 Erar Exenzion
MMMthnlnihmwmdmwmmu.
whea N bits have beea trassmitted:

N
eatioususly dosmted 2|P°-.. - 1 (iPe..-""))]

(L] ]

Pe

= 2Pe .

Since n_ is less than or equal to the degree of d(x), it is expected that the performance of
block and continuous decodiag will be the same. This is indeed the case. When only single errors
Mhammhdmdmmwwbw&qiuawdwmdbskaﬂimmw
d(x)-x+lmpsermhthenondpiﬁanndlem:ipifumeodcmdbitpuhiouloﬁngk
errors in the decoded word. Errors ia the other (n-2) bits are o uktiplied to two errors. Since only
(*1);_ of the bits remain following stream expurgation:

P tontes 20D +2] 2 Pe
n (n-1)

= 2Pe .

A2.2.3 Performance Sumur ry

A summary of Guided Scrambling performance for n = 1,d(x) = x+1 when the sclected
qmmamummmmdwnosmwm.hmnu
Table A2.7. As previously meationed, an alteraate selection mechanism could select the word with
minimum |WRDS]|. Since this mechanism would eaforcr the tightest WRDS bounds possible, DSV
and L__ values for that sclection mechanism equal those for k = 0 in Table A2.7.

Alds =LdXED _(x)
Tonpeuthepdymhkwhichmimclhefmﬂyb_‘(x)prcviwslygivcnin‘l‘ablcd.zz
S R R S nmod6 = 0
dx)= {1 P+ ™+ e x4 x4, amod6 = 2
S S RS oS L] nmod6 = 4 .

mpauayalofmeoﬂhuepolyloniakhb&wquenceforninTableAMdurlydcmonmucs
their pattern. Polynomial weight is included in this table for future refereace.

Mfwdh&ah‘l&mwmwmwumkﬁmmlym
the quotieat leagth is cvea. Accordingly, oaly cvea a will be coasidered ia the following analysis. A
dkaushdoﬂhufammdedshnedukmwiﬂbefdwbyabrkfpedmmm
analysis and summary.

9
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a dx) (msb..kd) of &(x)
4 1011 3
6 101101 4
8 1011011 S
10 1011011011 7
12 101101101101 8
14 1011011011011 9

Table A28: Bit Sequence Representation of Polynomials
from family d(x) € D ) _4x).

A2.3.1 Quotient Sclection A} .

Adeciimnechnhnwhidseledsthemdwihthenouhmiﬁongﬁwn(hﬂlbemd
mwuummwnmmmmuommmqmwmdm«wyh
the first three transition opportunities. The quoticats caa differ in transition count by at most three,
Mﬂtheuauihnmuemmththmhhhloppmmh,thcnkwpmﬁu&yfm
indecision.

Since the most significant bits of the two quotient scquences are guaranteed to differ in value,
analtematesinpledecisionnedmnisneonldseledthequo(ieuwilhthcpreeedin;(nmilion. Since
thisnethoddaebaioni-otwnedwiththetotalnunberoltrmitiomn:ociuedwithmh
quuku,hiexpeaed&ntheemdedﬂrmuamibndeuﬁywiﬂbedighlykmlhnthufor
the previously mentioned mechanism. However, it will be shown that for certain WRDS bounds, this
mechnknoﬂ'enaredwioninl._.

A2..2 Performance Analvsis

Alkbough performance analysis . Uows the same lincs as that for d(x) = x+1, scveral
differences must be detailed. These differences arise because the two quoticais arc mo longer
complementary but have bits of equal value in their second most significant bit positions.

(2.32.] Mini WRDS | I
As derived in Appeadix 1, whea quoticnts are related through modulo-2 addition with a
sequence which does not complement a single bit position:
#ooes, = #zcros, £ 1
#mos. = #ooes, ¥1,
where the subscripts 0 and 1 refer to the sequences q(x) and q(x) respectivcly. Given this
relationship, it is clear that in all quoticat sclection sets:

WD, = - (WD +2) .

9



96
The (+) sign holds if the nom-iaverted bit is a space, the (-) sign if the mon-inverted bit is a mark.
Since thc maximum word disparity is a, it is clear thes that ia every quotient selection set:
|WD, | or [WD,| s (a-2).
Therefore, the misimum V'RDS bounds which can be eaforced are:
WRDSbounis,, = ct(m-2).

A2.3.2.2 Minimum DSV bound
To establish the minimum DSVbound,thenininunenfomublevalueforRDS_mwbe

found. This can be derived by considering the following situation:
Q) WRDSptiuloquo(ieu:eledioaisWRDS_.
(2) Quotient sclection must be from a set which contains words with WD = +2 and WD = 0.

The word with WD = 0 must be selected. The maximum string of ones which can appear at the start
of the word, as given by Equation (A2.1a), is:

It is casy to show that such sclection sets exist. For example, consider the following cight bit selection
sct:

q(x) : 01001111 WD = 2

q,(x) : 11110000 WD=0.
q.(x)wouldhvelobeulec(ediftheWRDSpriottoquo(ientwleaioanRDS_. Accordingly,
thc minimum value of RDS__ which can be enforced is:

RDS = WRDS _+H
L} -an -

=c+(n-2).
2

Due to the symmetry in establishing RDS__, it is straightforward to show that:

DSV__ = an-Z.

2.3.2.3 Mai G ive Like Bi

mucsmmr«mmua-mmﬁmmaw
My.mkﬂe&smwlhwm&h&emxweviaﬂydhgmethm
A23. TodctcmileL_thcn.itiswylodetcmineT_dec_. Since expansion of
WRDSboundswillonccapindeaemL_,lhemiablckwillbcintrodwdtoallowvariationof
these bounds. The WROS bounds then coansidered are:



WRDS bounds = c2[(n-2)+k), k20 .

In the manner described in the analysis of d(x) = x+1, it is quite straightforward to find that
when the encoder decision mechanism selects the quotient with the greater number of transitions:

TA_ = n-2
(n-k), 0sks<s(p -1)
2 2
Hc =
—— 1, kz2(g-1).

2

However, when k 2 ("/, - 1), sclection of the quotient with the preceding transition will reduce H
to zero. HC__ then becomes:

(n-k), 0<ks(p-2)
2 2
H -
Coman 0, k2(p-1) .
2

L is derived through simple addition of T ama M and H___. When the quotient with the
most transitions is sclected, given that it does not violate V.'RDS bounds, L is

(5n-2)-k, 0sks(pn-1)
2 2
L =
- (2n-1), kz(n-1).
2

When the quotient with the preceding transition is sclected, given enforcement of WRDS bounds,
L is:

(p-2)-k, 0<ks<(p-2)
2 2
L =
- (20-2), kz(n-1).
2

12.3.2.4 Mini ed ion deni

As in previous derivation, a lower bound for encoded stream transition density is:
d, > 1

L-n

d2.3.2.5 Error Extension

Continuous Decoding:

When the transmission error rate is low enough that the probability of two crrors occurring
within the space of a word is ncgligible:



Pc“mm = [weight of d(x)] * Pe .

The pattern of d(x) displayed in Table A2.8 indicates that the weight of d(x) is:

weightofd(x) = (p+1) + Int(p-4),
2 6

where Int denotes the integer portion of its argument. Therefore, for continuous decoding:

PC imeonaty decoied = [(121+1) + lnt(naﬁ)]l’em

Block Decoding:

Clcaring the dccoding multiplication register during word by word decoding will truncate the
crror extension. When the probability of two or more errors within the span of a word is ignored, the
probability of an crror in cach bit position of the word is assumed 1/n, the number of decoded errors
resulting from a transmission error in each bit position is summed, and provision is made for the

cxpurgation of the most significant bit of the word, it is found that:

R
P oot = L [1+ % i[lnl(i_‘d)-lnt(j)]] P, >
=1 2 2

(n-1) |
wherc:

( 20, nmod 6 = 0

3
R = 1 2n-1, nmod6 = 2

3
2n+1 nmod6 =4 .

3

.

2.3.3 Perfor

A summary of the performance for Guided Scrambling when n =1,d(x) eD__ (x)is given
in Table A29. A sclection mechanism which selects the word with minimum |WRDS| once again

would exhibit performance corresponding to k = 0 in this table.

A24n = 1,d(x) =x™ +x* ¢+ 1

Analysis of Guided Scrambling performance when the scrambling polynomial is
d(x) = x**+x**+1 follows closely that of the previous section. Notable differences occur only in the
value of DSV bound and the encoder decision mechanism which allows best performance in terms of
L_,.. Consequently, only these aspects will be discussed.
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24.1 Minimym DSV bound
DSVboundswhichuetigmetbosewhnd(x)eD“(x)mbeenfomed. During that
mlysis,l-lc_mfoundtobe:

H = 3.
Cman 2
In this case. a shorter head length can be enforced.
As in the previous configuratioa, it is straightforward to show that:

WD, = -(WD,%2),
where the (+) sign bolds if the nos-imverted bit is a space, and the (-) sign holds if the non-inverted
bit is a mark. If the selection set is to consist of two words, one with WD = +2 and the other with
WD = 0, a mark must be in the non-inverting bit position. For this d(x), the non-inverting bit
position is the second least significant bit. Therefore, even though Equation (A2.1a) indicates that
("/z)oncuppearinthcwordwithWD-O,only('/z-l)oftheeconescanappcaratthcstmdthe
word. Forenmple,whenn-&Hc_is3,shownbyq‘(x)inthefoﬂowingseledionsct:

q,(x) : 00011111 WD =2
q,(x) : 11100010 WD =0,

Since H___ is reduced by ome, 50 too is the DSV bound. The minimum bound is then:

DSV_ - 3n-3.
2
It should be noted that enforcement of WRDS bounds is not sufficient to enforce this DSV
bound. Particular carc must be taken to casure that the quotients which exceed RDS bounds but do
not violate WRDS bounds are not selected.

A2.42 Quotic-* Selection Criteria and

AsinpreeedingmdysisofL__,hhcleuthawmewﬁveﬁkebitsmspmatmoﬂthree
wordsandthemaximumtaillen@hoﬂheﬁntwdis(n&).Also,thcmuimumheadlcngthforthe
third word will vary with the encoder selection mechanism. Because the transition opportunities in
whichthequotiemumsiﬁonsdin'eruetheoneprecedingthewordandtheluttwo,seleetionofthe
mdmmepewnmwduaﬁﬁmsﬁmmfmmdmsmdbmﬂmm
increasc as the bounds are increased. Conversely, if a decision is made simply for the word with the
preceding transition, H.__ will decrease with increasing RDS bounds. L__ will increase or decrease
inweadamwihﬂc~.

When the quoticat with the greatest number of transitions is selected while WRDS and DSV
bounds arc enforced, the maximum consecutive like bit run length is:



(5-3) +k, 0sks(p-1)
L ) 2 2
- (3a-4), kz(n-1).
2

Whenthequoticntwithntnmiﬁonato(__nkwbaed.gimlhti(dounotviolneWRDSbwnds,
L __is
max

(n-3)-k, 0<k<(p-1)
2 2
L -
- (0-2), kz(n-1).
2

InlightofthuemukgandwiththeteaﬁnﬁonthnmdwioninL_hmo:eﬁgnifmmmaudight
inueueintd_,thehttereneodctdeeisionmechuhmisreeommcnded.

A2.43 Performance Summary

Table A2.10 prescats a summary of the line code performance for Guided Scrambling which
is configured with n_ = 1, d(x) = x**+x**+1, using an encoder decision mechanism which selects the
word with a transition at to,, given that this quotient does not violate WRDS or DSV bounds.
Values of performance metrics which are presented but not discuss... above were determined by
previously outlined methods. Performance reported in this table for enforcement of the tightest

WRDS bounds also results whea the quoticnt with minimum | WRDS | is selected.

A2Sn =1dm=x"+x*+1

The results of Guided Scrambling performance when n = 1, d(x) = x*'+ x*+1, as
evaluated in accordance with the methods outlined in the previous section, are summarized in Table
A2.11,

A26n =2, dx) =x'+1

Analysis of the performance of a Guided Scrambling coafiguration which involves
augmentation of cach source word with two bits is much more complicated than that for a GS code
which has single bit augmentation. The increase in difficulty is due to the fact that when all patterns
of augmenting bits are introduced into each source word, each quotient selection set consists of four
quoticats rather than just two. As shown previously in Table 4.1, when the two most significant bits
are the augmenting bits, the four quotients are related by the sequences:

r(x) = 0000 ...00
r(x) = 0101..01
r(x) = 1010...10
(x) = 1111..11.

101
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Corresponding to the increased size of the quotieat sclection set is an improvement in performance.

Discussion of the eacoder seloction mechanisms which might be used is followed by analysis
of the performante in light of these mochanisms. Evaluation of the most appropriate mechanisms
and a summary of performance concludes the analysis.

42,61 Ouotient Sclection Al .

The use of two augmenting bits with d(x) = x¥+1 can ensure balanced transmission and
additionally allow for optimization of a second line code characteristic. Accordingly, quotient
selection solely in terms of minimum |WRDS | will not be considered. The secondary characteristic
which will be coasidered is the transmission of a high number of level transitions.

To easure balanced transmission while at the same time providing for a high encoded strcam
transition deasity, the word with the most transitions which does not violate WRDS bounds can be
selected. However.uthedisamionoltheencodadedsionmechnhmopﬁomfan.- 1,
d(x) = x*+1 might indicate, quotieat selection cannot be quite that straightforward. This mochanism
does not ensure that only one quoticat will be selected in cach situation. Table A2.12 outlines
situations in which this single sclection mechanism is not sufficient. If arbitrary selection between
quotients with an equal number of transitions is not desired, a secondary selection mechanism must
be introduced. It will be shown in the following analysis that these secondary selection mechanisms
can affect line code performance.

Transition count Transition count
n incledes 19, , . extudes 10, .
q‘x) .;. qp) All qurients can
: contain
0dd . = (25D
a-1 atl lnmitiozns
t=( ) ort=( )
q(x) and q (x) q{x)and q(x),
or and
(x) and q (x) q (x) and q{x)
even ni;'t mmqn’:ouly m'n‘.m w£uin
have the same number
t=( g ) of transitions.

Table A2.12: Situations requiring further quotient selection.
n, =2,d(x) = x’+1

103



Coasidering the situations in which a secondary mechanism might play a part in selecting a
quotient and the secondary sclection mechanisms which can easily and adequately select such a
quotient, the following quoticat selection mechanisms will be considered during performance analysis:
n = odd:

Select the quoticnt with the greatest aumber of transitions, given that it does not violate

WRDS or DSV bounds, including to_, in the transition count. In the event that two

quoticats are judged equal, select the quotient which coatains a transition at a predetermined

to, (n-2) Zi 2 0. Appropriate selection of i will be considered in the following analysis.

n = even:

Sclect the word with the greatest number of transitions which does not violate WRDS or

DSV bounds. In the event that two or more quotients are equal in this respect:

(1) where the transition count has included 10, 1y make further quotient selection by
sclecting the word with a transition at to, (n-1) 2 i 2 0. The appropriate value of i must
be determined.
(Z)Whereto(__"hsbeenexdudedfromtheumitioncount,selcctthequoﬁentwitha

transition at to,_ .
(»1)

A26.2 Performance Analysis

(26,21 Encoded cansition densi
During analysis of the GS code which used d(x) = x*+ 1 with single bit augmentation, it was
foundlhataquotientwi(ht.__kmiﬁomeoulddwaysbeseleded.wbere:

n-1., n odd
2

t =

int min
B, neven .
2

This nnmbetoftnnsitiomwmedﬁncelheqwiemwererehtedbyanaltemtingsequenee.

To derive td__ for the present GS configuration, note:
(1) the four member quotient sclection set is composed of two pairs of complementary words:
q,(x) and q,(x), q,(x) and q,(x). Complemeatary words have an equal number of transitions

within them.
(2) the quoticnts related by the addition of an alternating sequence are:
q,(x) and q,(x) q,(x) and q(x)
q,(x) and q,(x) q,(x) and q(x)

Atleastoncofthewordsineachol’thesepairsmusthavet_zt___.
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. selection set sslection sst sslection sst
quoticat configeration (s) | configuration (b) | configuration (c)
—— —
q.(x) 3 <t e t L .
q,(x) < Z e 2
qz(‘) S Z 0 i Z e
q,(x) Z 1 e AL R, 2l n

Table A2.13: Number of transitions within quotieats for cach
possible quotient selection set configuration.
n = 2,d(x) = x’+1

In accordance with these obscrvations, Table A2.13 presents the only conditions which can arise
within the quotient selection set. It is clear from this table that there will always be the poasibility of
selecting between conplcmenmywwckwhichhve(_z toma Sclection between complementary
words ensures that transmission can be balanced.

In the case of single bit augmentation and odd n, lack of WRDS bounds allowed for the
wbaionofaquoﬁentwhichahoconuhedaumiﬁonprbnothehmwﬁpirmbu. It will be
showninthcfolbwingmlyninhaenfaeemcmofWRDSboundsatﬁmunmmthisopﬁon. It
wiﬂakobeshwnthnﬁtwhmwhkhdkanwwhdhuofwdswithammdhgtrmﬁtbnam«
oemrnpeﬁﬁwly.bowerbmmdsfaemdedwamanshiondeuhymthenfmgiwnby:

td_. > t
n
l'l' IIOdd
2 2n
>
) B neven .

2
Seleaionotmdswithfmthnt__uauiﬁomwﬂlimpmveaherpcﬁomm metrics
only when n mod 4 = 2. This is discussed in Section A2.62.3.

02.6.2.2 Migi WRDS | L

Whea the preceding values oft__are used in Equation (A2.2), values for sclected quotient
maximum disparity are found. Table A2.14 summarizes these findings. It is quitc casy to find
quaiemnbabnmwhkhmmpaedmhelydmdswhkhhmwddkpuhksmathm
or equal to these values of [WD| __. Table A2.15 gives examples of such sets for n = 8 through 11.
Given that quotieat sclcction must be from one of thesc selection scts whea the WRDS prior to
selectionisatthecenterol(hemnningdigkalmnnge,itwouldbeimpouiblctocnfoweligblcr
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] tu 'WDl-
nmodd4 =0 g '2'
nmod4 = 1 .l el
nmoddé =2 : ‘zl"
nmod4 =3 nTI 1171

Table A2.14: Selected Quotient |WD),..

n, =2d(x) =x’+1

n Possible Selection Set WD '::L-:;’;"
q(x): 00001010 -4
8 q,(x): 01011111 4 ‘
q,(x): 10100000 -4
q,(x): 11110101 4
q{x): 000001010 -5
9 q(x): 010100000 -5 s
q(x): 101011111 5
q(x): 111110101 s
qfx): 0000010101 -4
10 q(x): 0101000000 6
4
q(x): 1010111111 -6
q(x): 1111101010 4
qx): 00000010101 .5
1 q(x): 01010111111 s 5
q(x): 10101000000 -5
q(x): 11111101010 5

Table A2.15: Quotient Selection Sets from which quoticnts
exhibiting IWD|__must be selected. n_ = 2,d(x) = x*+ 1.
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WRDS bounds thau:

[ . amod4 =0

(5]

a+l ., amodd =1
2

WRDS bounds =ct
amod 4 = 2

[ ]
[
-

-

smodé =3 .

NF“

26,23 Mini DSV I

As in previous analysis, a bound on eacoded stream digital sum variation can be established
through addition of WRDS__ and the longest bead of 1's possible in a word which has negative word
dispuityndeouaiuulesttuumiiou. Addition of minimum WRDS bounds to values for
H__ derived from Equation (A2.4) suggests that:

[ 3n-4 , nmod4 =0

Jn+]l, nmodée=1

DSV-_ = 1
-6, nmod4 =2

-1, anmod4 =3,

Although these bounds can be enforced, whea a mod 4 = 3 and when td__ is allowed to fall below the
value determined in Section A2.6.2.2 for a mod 4 = 2, the DSV bounds can be tighter.

Coasider the case of s mod 4 = 3. Given that a word must contain t___ = 1)/, transitions,
Equation (A2.4a) finds that the loagest possible value for H__ whea WD = -1is ®*1); . It is simple
to find words which match this description, such as q (x) in the following seven bit quoticat selection
set.

q,(x) : 0011011 WD = 1 t,=3
q,(x) : 0110001 WD =-1 t, =3
q,(x) : 1001110 WD= 1 =3
q,(x) : 1100100 WD =-1 t.=3.

Addi(ionofthkvdueofﬂ_mWRDS_yieldstheptwimﬂyncuionednluefaDSV_.
But, consider once again the above quoticat selection set. q,(x) also has a negative word
disparity and contains as many transitions within the word as g (x), yet cxhibits a word-internal
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RDS__ one less than q (x). It can be shown that for any =, » mod 4 = 3, such a selection will always
be avail~bic. Without a reduction in td__, DSV bouads can be tightened by 1 so that:
DSVmian = 33-5 , amodé =3
4
A similar situation arises whea a8 mod 4 = 2. The value of H__ calculated from Equation
(A24a) is (2, g (x) in the following tea bit quoticat selection set is an example of a word which
cxhibits this lcngth of head.

q,(x) : 0011010111 WD= 2 =5
q,(x) : 0110000010 WD =-4 t =4
q,(x) : 1001111101 WD = 4 t, =4

q,(x) : 1100101000 WD =-2 t_=5.

ll’nwordwi(h"/z-Stnnsi(ioununbecho‘enfromthisselcdionset,q,(x)wouldbe
selected. Naehowverlhuwhibminin;ouleuinerullnnsiﬁon,ql(x)huanepﬁve
disparilyandamdinlcmalRDS_oneleuthnq,(x). It can be shown that for anyn, nmod 4 = 2,
such a sclection is always available. Recognizing that a tighter bound on encoded stream DSV is of
greater importance than a slight increase in tramsition density, the minimum DSV bound for
nmod 4 = 2 is given as:

DSV __ = 3n-10 , nmod4 =2,
4

where ld_ is now:

ld__ > 1-1, nmod4 =2 .,
2 a

Summarizing the minimum DSV bounds:

[ 3g-4 , nmod4 =0
2
3n+l1, amod4 -~ 1
2
st = <
3n-10 , nmod4 = 2
2
-5 . amodé =3
. 2
12.6.2.4 Mazi G ive Like Bi

Dcrivalio-ofL_fo:nnodd-Othrw;hnnod‘-lukinguchwcooduydedsion
technique mentioned in Section A2.6.1 into account, is quite long and tedious. Consequently, oaly the
mMohydmmdmﬁﬂhﬂMfMWhhﬂumhnd&cmuhda



Word(A) Word(B)
IS = consecutive like bits

Figure A2.4: Situation for maximum consecutive like bits.
o, = 2,d(x) = x*+1

complete analysis.

As in the case for a = 1, d(x) = x'+1, the requirement for the occurrence of a minimum
oumber of transitions within each transmittod word indicates that the "all one® or *all zero” word will
never be selected. A string of consecutive kike bits can therefore span portions of st most two words
as shown previously in Figure A2.1 and repeated here for convenience as Figure A2.4.

Since there is the opportunity to select between complementary words, in the absence of
WRDS bounds a quoticat which contains a transition st to,_ will always be selected. It is oaly due to

thecnfacementofaWRDSboundMlqnoﬁeuW'lh:)aUamiﬁonntom)wouldbcaelccted.
Sineethenumerialvalueofthebotndenl’omednndtheexinenceoﬂbeotherboundphyuop-nin
thcmensionoflhislikcbitseqmmiaﬁonof\VRDSbonanwiﬂnotclun.eloiulength.
Therefore, variation of WRDS bounds will sot be coasidered in the following analysis.

To determine the maximum possible length of consecutive bits, the following situations were
coasidered:

(1) Like bits = 1, Bound eaforced is WRDS .
w . . - symmctrical
Like bits = 0, Bound enforced is WRDS -
(2) Like bits = 1, Bound enforced is WRDS _ .
. ) - symmctrical .
Like bits = 0, Bound enforced is WRDS__

Maximum head and tail lengths in each case were established through:

(1) use of Equation (A2.4) to detcrmine maximum values of T_, and H__ given enforcement of
WRDS bounds and the aumber of transitioas required within each word.
2 eouidenlionol’anyredwioainT_andH_mulingl‘menlwcenemofDSVbouuds.
(3) coasideration of the sccondary decision mechanism options and their provision for selection
daMWMMMMT_uH_,MM(bemdMMT_«
H__ is available for sclection.
The results of this analysis is prescated in Tables A2.16 through A2.19. Table A2.20 summarizes the
sclection mechanisms which result in the shortest run length of consccutive like bits and the
corresponding values of L__ for all n.
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Selection Mechanism | Pomisiemt/irey | 1y | L L
WRDS o/ 1% p | 4 | s
or 2 4 4
Include 10y, ) in trensition cownt. WRDS /03
If counts equel, seiect the quotient
with a traasition st 0, n-2
(n-1)2i z(g.l) WRDS __ /1's
or -2 8-2 a-2
WRDS__ /0% 2 2
Include to,_ . in transition count. WRDS__/1s _ .
If counts eq:nl, select the quotient o:- g .I!:i ETQ
with » transition at to, WRDS_‘ /0's
(g.z Yzi 20
n-1
or
Exclude 1qy, ) from transition count. \VRDS;/ Is 8-2 ] n-1
If counts equal, select the quotient WRDS__ /0" 2 2
with a transition at 10,4y wa!/ 08
Table A216: T_,H_,L__ whennmod4 =0,n, = 2,d(x) = x’+1
Sclection Mechanism | o AN | ¢ A m_ | L | L
WRDS /1 nel n-1 4]
or 2 4 4
Inclede 10, id transition count. WRDS __/0's
1 counts cqual, select the quotient 4n=3
with a transition at to,,
n-2,
(n-2)2i 2 (n?.l) WRDS __/ 1's ass
or n-3 a n-2
WRDS__/0's 2 2
SR
WRDS__ / 1's
- |yt | m
Inctude 10, , in transition cownt. WRDS /0%
If counts equal, seiect the quotient
with a transition at to,, "
a-l,2iz20 WRDS __/1s
N RR or a-1 o+l n
WRDS__/0's 2 2

Table A2.17: T_,H_,L__ whennmodd =1,n, = 2,d(x) = x’+1
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N . Bouad Baforced / Polarity T T
Selection Mochanism of ¢ ve ke bits T__ H._ L L
WRDS w1 n | ae | e
2 4 4
Include 10y, ;) in traasition couat. WRDS __ /0%
If counts equal, select the quotient &a=10
with a treasitioa at 10, a-1
(s-n)ziz 3 WRDS __ / 1% Lne10 sac10| a>10
or . 1
WRDS__ /0% 2 2 .-l
n>10 a>10
Include in traasition cownt. WRDS__/1%
I mn‘.;&. select the quotient : g n‘;z h‘—z
with a transition at t0,, WRDS __ /0's
(g-z)li 2 0 8a-10
4 n-1,
or 3a=10 Sa=10 n>10
Eactude 1q,,,) from transition couat. WRDS ., / 1's 0.2
If cosats equal, sclect the quotient W or . g a-1,
with a transition at 10, RDS ./ 0s n>10 n> 10
[ N S
Table A218: T, H__,L_ whennmod4 =2,n = 2,d(x) = x’+1
. . Bouad Eaforced / Polarity — )
Selection Mechanism of consecetive like bits T H__ L L
wms;,/rs 2ol | oae3 | e-d
2 4 4
lnelulelo(.l)intnuilioa count. WRDS __ /05
If counmts equal, select the quotieat
with a transition at 0, e a-1
(r-2)zi 2 (83 WRDS _ / I's
or a-l n-l a-1
WRDS__/ 0 2 2
WRDS ./ 1's
g | | ow
Include 10y, ,) i transition count. WRDS __/ 0%
If counts equal, select the quotient
with a traasition at t0,, -1
@azlyzizo WRDS __/ 1%
2 or a-1 8-l n-l
WRDS__/ 0's ¢ 2

Tablc A219: T ,H _,L__ whennmod4 =3,n, = 2,d(x) = x’+1
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)
n Secondary Selection” L o
Select quotient with
amod - O tnnsitionhlol. n-2
(n-1)2i 2(§-1
Select quotient with 4 n=s
- transitioa ia to , !
nmod 4 =1 v n-2.05>5
(n-2)24 283
Select quotient with 8 n=10
- transition in *
nmod4x2 pndelemin::y n-1,n>10
transition opportunity.
Select quotieat with
nmodd=3 ll‘ln‘i'iOliﬂ(Oi. n-1
(r-2)2i20

* Primary Selection Mechanism: Select quotient with most
transitions that does not violate WRDS or DSV bounds.

Inlude to in transition count.
(»-1)

Table A2.20: Summary of shortest L__ and their decision mechanisms.
n, =2 d(x) = x’+ 1
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A26.2.5 Error Egension
Error exteasion for o, = 2, d(x) = x'+1 closely follows that for n_ = 1, d(x) = x*+ 1, resulting

'ﬂg"/tl
Pe = 2(Pe_,- iPe MY (1-Pe )]

i=]
===2PeI ,

indepeadent of whether decoding is done in a block or continuous manner.

A2.6.3 Performance Summary
A summary of the best decision mechanisms and corresponding Guided Scrambling
performance when n = 2, d(x) = x*+1 is given in Table A2.21,
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APPENDIX 3
GUIDED SCRAMBLING SPECTRAL ANALYSIS

Thkappendhhhodwtheprocedmefubbekwdeddadspedrduﬂyﬁdeﬁwdhy
CublmandTrm[uLndomﬁm!heuehniqubywhkhthkwhodmbenpplkdtoM
and Coatinuous Guided Scrambling.

Al Spectra of Block Coded Digital Signals
Cariolaro and Tronca [24] bave investigated spectral analysis of constant length block coded
digital signals. Assuming oaly that the input word sequence is wide-sense stationary and the input
words are statistically independeat, they bave extended fundamental spectral analysis principles to
calculate the influcnce that block escoding rules have on the spectra of their encoded digital
For a stochastic process X(t) to be wide-scnse stationary, it must be characterized by a mean
valuewhid:isindependentol‘timenl.aﬂoearehﬁon‘(t,,t,)thatdependsnotonthespeciﬁc
ﬁmeinstanutl,t,b\nonthcirdiﬁm (Z7). This autocorrelation can be written:
(L) = E[X(t)X())
= #(-t)
= #(r), (A3.1)
MBmmmame-(t,-t).Ammkka
periodically stationary in the wide sense.
Thedktﬁbuﬁonofpowuwithﬁequencyfo:astochaﬁcpromiseomputedbyuking!he
Fourier transform of the autocorrelation function:

o0 = [ #r)e™mdr . (A32)

When considering the block encoded digital sequence, Cariolaro and Tronca demonstrate
that stationarity of the input sequence implies oaly stationarity of the sequence of transmitted
codewords, not the transmitted symbol sequence. The encoded symbol sequence is then a
cyclostationary process with a period equal to the codeword duration. Evaluation of the encoded
sequence discrete autocorrelation becomes, in matrix notation:

4 ~Eltx',&x ], w<jk<w, (A33)

whereu.isthemwaarepruenmionoﬂheeodemdu‘(x)and'denotu transposition. The
power spectral density of the coded signal is then given by:

W = £ SO )eH*TVeV, (A34)
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where:
S(f) = the Fourier transform of the transmitted symbol

T = duration of cach symbol

n = length of the eacoded word

f = 1/aT

w = 2xf

V = the row vector [¢*7, T, M, .., ™)

V' = the transpose conjugatcof V .

By scparating the continuous spectral componeat X (f) from the discrete components (with weighting
function X ), Equation (A3.4) can be rewritten:

0 = 1, ISOI (XO+£X0 E5¢-K))}, (A35)

Cariolaro and Tronca then proceed to outline a computationally efficient method for
calcuhﬁonofbothxe(l)andx‘(f),gimthttheeneodermbemodelledasaﬁnitemtemachine.
The required input consists of only the probability of occurrence for each input word and, for each
input word in cach encoder state, the transmitted codeword and the next state of the encoder. This
information is casily obtained when the code rules are expressed in the form of code tables as for the
Alphabetic 7B8B block code [10].

Tw .rogram LCODEPWR, written in double-precision FORTRAN, calculates both the
m&nm“dbaﬂemﬂmmufatbﬁwwdewbmpamﬂmhwbmspedﬁed
in the file LCODEPWR.IN. Comparison of program results for the Franaszek MS-43 code with
Figure 2 of [24] validates program operation.

Appcadix 4 contains more information regarding the programs and their use.

Ad2 Spectra of Block GS Codes
Calculation of the power spectral density of Block GS codes is straightforward whea the
analysis procedure of Cariolaro and Tronca is followed. Evaluation of the probability of occurrence
of each m-bitmcewordkelemenurywhentheinputsymbolsmmumednnisﬁcany
independeat. With this assumption:
Pl(x)] = p#o*¥ (1-p)=-Pomen 0sjs(21), (A35)
where:
P = probability of occurrence of its argument
P = input sequeace logic one probability

#ores = number of onesin #(x) .
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Modelling the eacoder as a finite state machine is also straightforward whea it is notod that
apart from quotiest statistics, quotient selection depeads oaly oa encoded stream WRDS and the
value of the last transmitted bit. Ia balanced transmission, the eacoded stream caa take oa a finite
number of WRDS values. Since these values play a role ia codeword selection, each possible WRDS
value corresponds to an eacoding state. If quotieat selection also depends oa the value of the last
transmitted bit, the number of eacoder states doubles to include each value of WRDS when the last
transmitted bit is a one and each value of WRDS whea the last transmitted bit is a zero. Table A3.1
depicts one possible state assignment for a Block GS7B8B code.

Table A32 gives the transmitted codewords and the encoder next states for the same
GS7BSB code whea the input word is all zero, Complete code spectral analysis input is easily
Wbymmdin.nwhaubbmhdudeemymmewhhuchpuﬁbkhmmd.m
ptogamGSPSleuformthisevaluaﬁonforGSeode;mdmulhcinp\nﬁletequiredforline
code spectral analysis.

Table A3.1: Block GS7BSB Encoder State Table A3.2: Transmitted Quotient and Encoder

Assignment Next State for all zero input word.
Last Bit | Encoded Stream | Encoder State Current Trancmitted Next
Transmitted WRDS Assignment State Quotient State
+8 18 18 00000000 )
+6 17 17 00000000 4
‘4 16 16 00000000 3
+2 15 15 00000000 2
1 0 14 1« 00000000 1
.2 13 13 mmn 17
.4 12 12 nm 16
-6 1 1 1 15
.8 10 10 nmm 14
+ 8 9 9 00000000 s
+6 8 8 00000000 4
+4 7 7 00000000 3
+2 6 6 00000000 2
0 0 s s mnm 18
.2 4 ‘4 mum 17
.4 3 3 nnn 16
-6 2 2 mimm 15
.8 1 1 1mmm 14
Code Parsmeters:
ax) =x+1

Sclection mechanism: Select quotient with preceeding
transition, givea eaforcement of WRDS bounds.
WRDS bounds enforced: + 8
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Al Spectra of Continwous GS Cedes
Al Continuous GS Encoder Model

I inappropriately modelled, a continuous GS eacoder can assume many more states than the
corresponding block eacoder. Whea the model extends from source word input to codeword output,
the following straightforward state assigameat can lead to 2**! * (#WRDS values) cacoder states:

#WRDS values corresponding to each possible value of encoded stream WRDS

. 2 if the value of the last transmitted bit affects quotient selection

i 2 since the division registers will contain one of 2* possible
remainders independent of eacoded stream WRDS or value of last
bit.

This number of states becomes unmanageable for even small d.

Modelling the encoder in a different fashion reduces the number of states. If the encoder is
divided into two processes as shown in Figure A3.1, the second part of the eacoder can be modelled
as a finite statc machine with the same number of states as the Block GS code with the same code
parameters. With input q(x), knowledge of encoded stream WRDS and the value of the last
transmitted bit is sufficient to determine the encoded word and the next state of the encoder. What
remains is the evaluation of the probability of occurrence of each q,(x) sequence.

A3.32 Evaluation of q (x) probabili =1.d

Toevaluatelheptobabilityofeachq.(x)tequneewbenaupnenmioniswithasinglebitper
word and the degree of the divisor at most equals the encoded word length, consider the formation of
q,(x) depicted in Figure A3.1(a). Let the superscript t denote the sequences currently being encoded.
As shown in Appeadix 1, q,/(x) depends on both a,'(x) and rm*'(x), the remainder associated with the
previously sclected quotient. With the addition of subscripts, Equations (A1.10) and (A1.11) can be

Augment a,(x) . K . q, (x)

md = 0 &x) s
5(x) b I . ¢ | v
— -—] 1 —

wioe § ¢
Augment \® ¢ 9, :
N
mab = 1 w [ '
(a) Quoticnt generation (b) Quotient selection

Figurc A3.1: Two Part Continuous GS Encoder Model, n = 1.
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,'® = Q. la'®x], (A2T)
3@ = 4@+ (Mm@ (A38)

Cousider now the formation of a particular q(x), 0 5 i 5 (2-1). Since the mapping from
a,' (x) to q'(x) is one-to-onc (sec Appendix 1):

P} = Pla ()] . (A39)

mprobabiﬁxydmdeuha.'(x)nqmmbedumhedbymm
(A338) and Figure A32, its graphical interpretation. l(isclenrthatanumberofn.(x) and rm(x)
sequences can combine to form each a,'’ (x) sequence. Aa a(x) sequence which contains the same
(o-d) least significant digits as a,’ (x) will geaerate a,' (x) if combined with the appropriate rm(x).
Since the first bit of a (x) is always zero, there are 2*! combinations of a(x) and rm(x) sequences
which form a '’ (x). Denote these sequences with the superscript j.

Sincerm‘(x)klhermhdpreviomdivkion.tbew&lbﬂhydhsmmmkﬂuklkﬂy
independent from that of a /(x). Then:

&1

2
Pla,* @) = J Pla)() Plrmvd)] - (A310)
Evaluation of Pla/(x)] is straightforward. Let #/(x) be the source word from which a)(x) is
formed. Assuming statistical independence of the source symbols, the probability of #(x) is given by
Equation (A36). Since the mapping from ¢/(x) to a /(x) is onc-to-one:
Pla)(x)] = Pls(x)] , (A3.11)

and can be calculated given source stream logic one probability.

) 0
- - (x) ' (n-d) 2¢708
o . Y
7 /
.ant bit identical  (n-d) least significamt bits identical
. thatof rm"(x) 1o those of a (x)

Figure A3.2: Formation of a,*(x).
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Evaluatioa of P{rm'(x)] is somewhat more complicated. As derived in Appendix 1, each
rm(x) is gencrated from the division of 2** differeat a’ (x) sequences. Let the additional superscript k
denote the a’ (x) sequeaces which geaerate a particular rw'(x). Siace the remainder could result from
division of cither a.*’ (x) or 2"’ (x), its probability is givea by:

'Od
Plrm/(x)) = z: { Pla,"” ()] Ps{q,'(®)] + Pla*’ ()] Paiq,'(®)] } , A2

where the mapping from a,"’(x) to q,'(x) is ome-to-one and Ps denotes the probability that its
argument is sclocted given its preseace in the quotieat selection set. .
Sinceodythcmousiuiﬁentbiuol..(x)uda,(x)diﬂer,sotoodoonlythemou
significant bits of a,’ (x) and a * (x). Let a*’ * (x) denote the sequence which is gencrated at the same
time as 2"’ (x). Mathematically:
3t '(x) = at (x) +x . (A3.13)
Noting that:

Ps{q*(x)] = 1-Psfq‘(x)], (A3.14)

Equation (A3.12) can be rewritten:
Plrm'(x)] = 2:( Pla,"’ (0] Pafq,'(x)] + Pfa*’ ' (@] (1- Ps{q' (D)) } , (A3.15)

The peobability that each quotient is selected when it is in the quoticnt selection set is:
Pg'(9] = E_:Pls,l 519}l » (A3.16)

where:
Pis] = probability that the encoder is in state /
n, = the number of states in the encoder
. {1, if q,"(x) is selected when encoder is in state /

§19,'®)] 0 .

Valuuol&jq.'(x)]meailybedeterninedbymminingthecodemdwbaedgiveninpuofeach
q,(x) in every encoder state. '

An cxpression giving the probability of occurrence of each q,'(x) in terms of the probability of
mremduktg(x)wqmmmmwhwmmbdcou
probability can be writtea by combining (A39) - (A3.11) and (A3.15) - (A3.16):
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M o o
Plg)] = ; Ple(x)) Z.‘. P @IZ @) o)D) +
Pl 1 (1~ ZP(s) 6[eie0D ) (A317)

where the relationships betweea sequeaces with superscripts i, j, and k are as before. In matrix form,
(A3.17) becomes:

P, = Ap., (A3.18)
where:

P, = column vector, dimeasion 2*, of quoticat occurreace probabilities

A = 2"square cocfficient matrix .
With the additional constraint that:

)
e = 1, : (A3.19)

(A3.18)representsalyumoflinurlydepuden(equaﬁouthtmbelolvedilernivelyfma
spdﬁcvdudhmﬂdmbﬁcmwohﬁ&y.ﬁmvﬂmdemﬂnem&ﬁﬁu
In developing their method of block code spectral analysis, Cariolaro and Tronca outline a
procedure to solve for encoder state probabilities. Tommuiu,lett[q.'(x)]reprmumn.sqwe
1, if the quotient selection mechanism moves from state i to
er Gj) = state j following input of q,"(x)
o
0, otherwise ,
foclsi,an.. thonlyachnpinmion,ﬂqwiou(zz)md(n)fm[u]mbewitlen:

P
p, = Z_ Plg,' () Big'] ]'», . (A3.20)

Z.P["] -1, (A3.21)

where p, is the columa vector of cacoder state probabilitics and 7 denotes transposition. The lincarly
&padeneqﬂhud(&ﬁ),ﬁmwaqmmpmbobiﬁﬁuudtbe
constraint of (A3.21), can oace again be solved through iteration.

Simultancous iteration of Equations (A3.18) and (A3.20), givea the limitations of (A3.19)
and (A3.21), will solve for quotient occurreace probabilitics. The program QOPROB performs this
iteration. TbeduplicuionofspeancakuluedfaCouinmmdeckGScoduwithdSn_
verifics this quoticnt occurrence probability evaluation.
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APPENDIX 4

COMPUTER SIMULATION ENVIRONMENY

provided validation of Guided Scrambling operation and further characterization of its performance
in terms of line code requirements. Mhﬂnﬁuduﬂy&mwﬁnudm&emumhmny
of computers. With exception of the line code spectral analysis routine which was writtea in double
precision FORTRAN, all programs were writtea in Pascal and compiled with the Turbo Pascal 4.0
compiler.

As simulation code was written, it became apparent that programs to simulate the numerous
line code configurations and perform the required analysis could be structured in two ways. Complex
programs could be writtea (o simulate performance of catire transmission links. The line code
wnﬁgmubnndmhbninpdmmmubealmdbynphdn‘mmdlhemwe
code. Aherwivdy,anumberdesewaewrhen,eachﬁmuhﬁngmlyapaﬁmd
the transmission link. wmmummwmmmmwu
underlying sct of files. Linecodeconﬁgnnﬁouandtnminionimpaimenueouldbenﬁedby
sclecting the desired program at cach stage of simulation. Code performance could be cxamined at
any point of the link by listing the appropriate file. Because of its flexibility, simplicity of expansion,
and case of use, this latter structure was implemented.

anlhenmbudmbaeued,wtoodidthediﬁwhyhmembeﬁngm
names and command line parameters. The creation of an eavironment which allows for selection and
exccution of routines from a scrics of meaus removed this drawback. The first section of this
appeadix describes this versatile and easy to wse Pull-Down Meau Shell. The second section outlines
utilization of this shell to form the Line Coding Eavironment.

NMMMWWBNMMMMTWM
Rm&m.m&emimmbehihﬁudbym&ehdudedlmw&
file, execution speed and comvenicace improves if it is installed on a hard disk. The included
lNﬂAum!hewmmtbmmtoaMdkkamm
The exccutable code requires 600 kilobytes of disk space for installation. Program source code, if
desired, requires an additional 630 kilobytes.

A4l The Pull-Dewn Menn Shell

mpun-dwn-uusheniawﬂe.euytommwwhkhmbemonanmu
PC machines and true compatibies. Valid operation bas been observed on a number of XT, 286, and
386 machincs using OGA, EGA, VGA and Hercules graphics cards. The shell allows users to select
previously defined pull-down menu options or to enter and execute any command from a prompt. Up



to tea pull-down moaus caa be defined, cach with wp to sixtoen eatries. Selection of a meau emtry
results ia exocution of its associatod command.
mmmummmmmh.mmw
to shell exccution. The structure of this file is discwssed in Section Ad.1.1. Eaviroamest use is
MM&WM.&WA&ISM_MMMMMMM&M
mentioned in Section A4.1.6.

A4.1.1 The Definition Fil

T\edeﬁﬂhﬁknquiedfawﬂ-downmumnwmﬁninlmion
m&umﬁmmmmm.nn-mdﬁeuhdmemuwﬁuud
associated commands. mreqniredfanndwduoﬂhueeuriuidedinlhefolloﬁng

sections.

Ad4.1L1.1Fom of Entry
Definition file entrics can take several forms:

(1) Text eatry

(2) Yes/No entry

(3) Colour specification :

(4) Prompt information :

any printable characters, except curly brackets.

Y or N, in upper or lower case.

an integer between 0 and 15 designating colours as described in
Table Ad.1,

an integer between 0 and 7 requesting display information as
outlined in Table A4.2.

Euhemhthedeﬁnihﬁknmbepo&budwihinmlybnekmwhkhmmmcummc
end of a line. Multiple entries per line are allowed. Text outside the brackets is ignored, allowing

unlimited comment.
Integer Result on Resuit on
Specification Colour Monitor Monochrome Monitor

0 Black Black
1 Blue Underlined
2 Green
3 Cyan
4 Red
5 Magenta
6 Brown
7 Light Gray Colour

Adding 8 to the above specifications will intensity colours.

Table A4.1: Definition file Colour Specification

123



Integer . .
Specification Information Displayed
0 No information.
1 Current drive.
2 Full directory, including drive.
3 Curreat subdirectory.
4 Time of day.
5 Time and drive.
6 Time and full directory.
7 Time and curreat subdirectory.

Table A4.2: Definition file Prompt Specification

d4.1.1.2 File Structure .

Specifications in the definition file must be complete, valid, and in the correct order. If the
dcﬁﬁlbnﬁkkmproperlymwMMhihﬁmhnwmabonwhhnappropmtem
message. The required order of environment specification entries is as follows:

Eavironment title. { Text, 0 - 70 characters. }
Title colour. { Colour specification. }
Main meau frame. {y/n}
Main meau frame colour. { Colour specification. }
Main menu background colour. { Colour specification. }
Maia meau text colour. { Colour specification. }
Working window frame. {y/n}
Working window frame colour. Colour specification. }
Working window background colour { Colour specification. }
Working window text colour. { Colour specification. }
Pull-down menu frame. {y/n}
Pull-down menu frame colour. Colour specification. }
Pull-down menu background colour. { Colour specification.
Pull-down menu text colour. { Colour specification. }
Pull-down meau title colour. { Colour specification. }
Cursor prompt informatioan. { Prompt specification. }
Cursor prompt colour { Colour specification. }
Corner information. { Prompt specification. }
Corner informatioa colour. { Colour specification. }
Number of pull down menus. { Aninteger,1-10.) .

And, for each pull-down menu :
Number of entries. { An integer, 0 - 16. )
Title and associated command. { Title text, 1 - 26 characters. )

{ Command text, 0 - 70 characters. }

Sclections and commands. { Entrytext 1) { Command 1}

{(Entrytext2}  { Command2}
{Eatrytetn}  { Commandn} .



Several items regarding ocaviroament specification require further explanation:

(1) The eaviroament title will be treacatod if it is longer tham 70 characters.

(2) Evea whea titles, frames, prompts and corner information are mot desired, eatries for their
colowr specification are still required. 1a this instance, sull catries are permitted.

(3) Cormer information will be writtea ia the lower right hand coraer ocaly if the working window
is framed.

(4) Since the pull-dowa meau titles are combined (0 form the main meau, their collective
character count (imcluding a blank character following cach title) cannot enceed 77.

(5) Each pull-down meau title and pull-down menu eatry must contain st least one non-blank
character. They will be truncated if they contain more thas 26 characters.

(6) The commands associated with meau selections must be executable and caa be at most 70
characters in lcagth.

(7) The command associated with a pull-down meau title will be executed only when the title is
selected and the meou does sot contain any eatries. If the pull-down menu contains entrics,
a command must still be associated with the title even though it will be ignored. Null entries
arc permitted.

A4.1.2 Entering the Eavi
The pull-dowa meau shell is catered by exccuting the program PDMSHELL with syntax:
PDMSHELL [COM =drive:\path\filename] [DEF =drive:\path\filename] [command] ,

where square brackets eaclose optional parameters. Explanations for these parameters follow.

To operate, PDMSHELL requires information regarding the location of a DOS command
interpreter and the eaviroament defisition file. If a0 commanad linc parameters arc issued with the
call, these files are searched for under the names:

Commanad isterpreter : C:\COMMAND.COM ,
Definition file : PDMSHELL.DEF (in cursent directory) .

If the command interpreter and/or definition file is in another location or has another name, the
following command line parameters can be issued when calling PDMSHELL:

Command interpreter  : COM =drive:\path\filename ,

Definition file : DEF=drive:\path\filecname .

PDMSHELL initially looks for the command interpreter and definition file in the locatioas specificd
or in the defauk locations if parameters are not givea. !¢ the definition file cannot be found or is of
invalid format, an error message will be givea and PDMSHELL cxecution will terminate. If the
command interpreter file is not found, program execution will again \>rminate with an appropriate
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crror message. As loag as a file cxists in the specified command interpreter location, PDMSHELL
initialization is satisfled. But if this file is not- a command interpreter, any sttempt at command
execution will lock up the machine. It is cssential thea that the location of the command interpreter
be specified correctly.

If the command interpreter is found and the definition file is valid, the eavironment will be
drawn. If the command linc holds 80 more parameters, user input will be awaited. But if execution
of a routine is desired immediately upon eavironment catry, this command can also be issued as a
PDMSHELL command line parameter. User input will be awaited upon completioa of its execution.

A4.13 The Environment

The pull-down eavironment shell consists of a main menu positioned at the top of the screen,
and a working window. The titles of the pull-down menus form the main menu. If a mouse is
installed, the mouse cursor will appear in the main menu area. The working window coatains a
prompt and cursor, awaiting input. User input is accepted from the keyboard, and when installed, a
mouse.

Commands can be entcred at the cursor. Their execution will be attempted given a carriage
return.

Meau items can be selccted with either the keyboard or mouse. Depression of the Escape
key will toggle the active cursor between the working window and the main menu. Once in the main
menu arca, the Left and Right arrow keys can be used to select the desired pull-down menu.
Depression of the Enter key or Down arrow will cause the pull-down menu to be drawn or will run
the command associated with the pull-down mea title if there are no eatries in its menu.

lfthemadninckmﬁguredwhhammuc,aredmguhxmmwmﬁﬂbeprmminthe
main meau arca. Mouse movement will cause the mouse cursor to move within the main menu.
thnthemomeumotkonapull-dwnmntitle,depteuionoftheleﬁmomebwonwillause
thcpull-downmenutobedrmawiﬂmntheeommandnmdatedﬁththepuﬂ-downmenutitleif
there arc no selections within its menu. Note that whea the main meau has been entered through an
Escape from the keyboard, mouse input is disabled. Escaping back to the working window will re-
cnable mouse input.

Once in a pull-down mecnu, a menu entry can be selected. If the menu was entered through
keystrokes, Up and Down arrows will sclect the desired menu option. Depression of the Eater key
ﬁﬂmthemmmdmodﬂedwih&emuwbabnanwpewmmwﬁonmthemh
menu. If the pull-down menu was eatered through mouse input, the mouse cursor will now be
confincd to the arca of this menu. Depression of the left mouse button will execute the command
associated with the meau selection oa the row occupied by the mouse cursor. Depression of the right
button (or middlc button if the mouse has three buttons) will return activity to the main menu.
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A4.14 Windowed Expcution
As meationod previously, the pull-dows mess caviroament has a maia meau area and a
working window. This working window includes columus 2 through 78 and rows 4 through 24 of the
80 column, 25 row screea. Akhough any cxocutable command will rua from the shell, only those
PDMSHELL must be informed whea a command is capable of confining its operation to
these boundaries. There are three ways in which this information can be conferred:

(1) The command is a windowed DOS command. A subset of the internal DOS commands are
modified by PDMSHELL to eaable windowed operation. Table A4.3 lists these commands,
AhhwgbthueeommmdsmnotmauedmdlynDOSmldptwibc,openﬁonk
similar. N ble differences include:

os :m.mmmm:hemwajwmm
working window. It should be used whenever the display becomes distorted.

(x)copy: Will not notify the user of the progress of multiple file copies until all files
have beea copied.

exit  : Exits from PDMSHELL, not just most recent command interpreter shell.

print : Will not run in the background.

type : Can be issued with the /p switch to type one screen at a time.

(2) The last parameter issued on the command line is "W" or "w". PDMSHELL interprets a final
eommandﬁnepnmeterof'\”‘uamwthecdhdptogmtoopermwhhhthemking
window. Whenthispanmetcrispraent,PDMSHELLmumuthllheptognmwﬂl
interpretiteonecdyudeonﬁnehinpumdmpmtothewindowdm. The
cavironment display will then be left on the screen. This applics to commands associated
withpdl-downmcnutidenndulediomuweﬂuthmehuedfmmlhepmmpt.

3) Thewmmndeuuedutheprompt,wibomthe'W'wme(a,kmoduedwkhapnu-
downmcnut‘tleoraebcﬁouwheteidoumahstwmmmdﬁnepumuetof'\v. A
commndmthcnbylypedqukuyndwihanumberofdiﬂemmpumamwm

appending “W" each time.

break erase (del) set
chdir (cd) exit time
cls mkdir (md) type
copy path ver
date print verify
dir rename (ren)  vol
drive change  rmdir (rd) xcopy

Table A4.3: Windowed DOS commands
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. If one of these three techaiques is not used to inform PDMSHELL that the command will
operate within the working window, the scroea will be cleared prior to program exccution. Following
routine completion, depression of any key will retura operatioa to the pull-down meau eavironment.

The requirement for operation within the working window and disregard of the final
paramecter "W- is easily met by programs which have no screea I/0 and ignore command line
parameters. However, most programs do not fall into this category. For fellow Turbo Pascal buffs,
the procedure "pdmwindow”, available in the unit “pdm", fulfills the windowing requirements. It looks
for the parameter "W™ on the end of the command line and if the parameter is present, windows
program operation and modifies the "paramcount” system variable so that this parameter is ignored
by the rest of the program. It should be the first call in the program, as in:

uscs
pdm;
begin
pdmwindow;
Programs in other languages can be windowed, but this task is left up to their author.

A4,1.5 Exiting the Envi
There are three ways in which the pull-down menu shell can be exited:

(1) A pull-down menu entry with the associated command "EXIT™ can be sclected.

(2) The pull-down menu entry eatitled "EXIT" can be selected. If this entry has a command
associated with it, this command is executed before the environment is abandoned.

3) T‘hcwmmand'ﬁ)ﬂr'nmereduthewkingﬁndowptompt. If the pull-down meau
eatry "EXIT" exists, the command associsted with it will be executed before the cavironment
is exited. If this selection does not exist, the environment will simply be abandoned.

A4.16 The Code

PDMSHEU.kMitteninleLeompiledﬁththeTurboPual&Oeompﬂu. Turbo
proeedureshmbeenusednmuchupouible,butafewBlOSintmptaﬂsmrequiredfor
screen 1/0 and mouse coatrol. The source code PDMSHELLPAS is quite short due to the
distribution of routines among scveral units. These include:

PDMGLOBE.PAS : Global declarations and routines,
PDMMOUSE.PAS : Mouse 1/0,

PDMSETUP.PAS : Eavironment initialization,
PDMSCRN.PAS : Screea output,

PDMINPUT.PAS ¢ User input interpretation.

And as mentioncd previously, the unit PDM.PAS contains the windowing procedure "pdmwindow”,
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A4.2 The Line Coding Environment

The Line Coding Eavironment coasists of a set of line code simulation and analysis routines
which have beea collected through use of the Pull-Down Menu Shell. Each program either simulates
aponionofaUamklionﬁnk,gencruudatafamlynk.upeﬂmrequireduﬂy&. Simulation
rouﬁnumoddwmwgenwdcmbhmwmbmﬁueodemhn.impdr
transmission, and decode the received bit sequences. The encoded bit stream can be analyzed with
respect to realization of line code requirements. The source and decoded bit streams can be
compared to determine the accuracy of source stream recovery. The influence that line code rules
havconthespednofthehmmhtedbitmemunakobemdmdwithﬁneeodemdmdysh
routines. A number of programs are available to generate the required spectral analysis input data.

Programs transfer information through a set of files maintained in he current directory. Line
code performance and analysis results can be observed simply by listing the appropriate file. These
files arc discussed in more detail in Section A4.2.1. Programs can be ecasily executed through
selection of a pull-down menu item. The menus and the effect of item selection are detailed in
Section A4.22. Section A4.23 bricfly describes each program written for the Line Coding

Environment.

A4.2.1 Environment File Structyre

Programs which simulate portions of the transmission link must have as input the bit stream
just prior to the function they model and must output the modified bit stream. Similarly, analysis
routines must be able to locate required data and have an outlet for analysis results. These input and
output requirements are met through use of a standard set of files of common structure which must
be present or which will be created in the directory of current operation. Expansion of the
environment becomes simple when new routines adopt this structured form of data 1/0.

Programs which generate or modify bit streams act on files with the extension .BIT. The
followingself-exphnatoryﬁlcsmrequiredasinputorareereatedbylinceodesimuluionw
analysis routines:

SOURCED.BIT RECEIVED.BIT
ENCODED.BIT DECODED.BIT

Each of these files contains information regarding the history of the bit stream. The first fificen lines
are set aside to record sequence history as shown in Table A4.4. Due to the block nature of most
coding rules, the bit stream is recorded as a sequence of words. The words and word numbers are
wrilten into these files beginning on line sixtcen. The word number is right justified in column seven,
the word bit scquence record from most significant bit (first bit in time) to least significant bit starting
in column ten. Code rules and analysis routines which view the bit strecam as a coatinuous sequence
of bits ignore word boundaries.
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Line Information

Directory of creation

File description

Comment

Length of words

Number of words

Source stream characteristics

Channel impairment

Form of line coding

Line code parameters

Scrambling polynomial

FEC Generator polynomial ] For future FEC
12 Code shortening polynomial .| integration
13- 15 Comment

ROVONOWVEWNM

Table A4.4: Bit sequence history information retained in .BIT files

Prognmswhichrequireo:produeedauinfocmsothetthmthebitmeamtnveningthe
transmission link look for and write to files with the imaginative .IN and .OUT extensions. Data files
created for analysis by other programs are given the analysis routine name and the .IN extension. The
results of analysis are place in files with the extension .OUT. For example, linc code power spectral
analysis requires data in the file LOODEPWR.IN and places analysis results in the file
LCODEPWR.OUT. Information similar to that retained in .BIT files regarding line code
configuration and transmission impairment is also recorded in the first few line of these files.

Also,arewrdkkcptdﬁncCodingEnﬁrmmemrominumanedinthcamemdiredmy.
Whhlhccmmiondmcpwertpedrdmdﬁkmuchmuﬁuamomuiaﬂyupdauabg
fdcwiththetime,datc,andduaiptiouo(maly:kocsimnhﬁonperfm. Table A4S lists all
files which are used by programs in the Line Coding Environment.

A42.2 The Environment

The collection of line code simulation and analysis routines into a Pull-Down Meau Shell has
resulted in the user-fricndly Line Coding Enviroament. When in use, the eaviroament appearance is
similar to that depicted in Figure A4.1. As indicated by the selections in the menu area at the top of
lhcwwmﬁmw&ngdmummmrwﬁmhmuumpdmmw:a&
Each set is accessible from a pull-down meau. The coateats of each pull-down meau is displayed in
Figure A42. Uneeodcsimuhﬁonudanlysismbcpufamedsimply!hmughleledionof
appropriate menu items. memqandmcuionofanyDOSeommudoro(herprogmmfrom
keyboard entry complements the versatility of this environment.



File

Conteats
SOURCED.BIT Sourced bit stream
ENCODED BIT Encoded bit stream
RECEIVED.BIT Received bit stream
DECODED.BIT Decoded bit stream
CHANNEL.OUT Transmission impairmeat specifics
CORRECT.OUT For future integration of error correction
LCODEPRF.OUT Line code performance results
ERRORPRF.OUT Error extension performance
LCODEPWR.IN Power spectral analysis input data
LCODEPWR.OUT Power spectral analysis results
QOPROB.OUT Continuous Guided Scrambling g, (x)

probabilities

LOG

History of executed LCE routines

Table A4.5: Line Coding Environment files

lSoutce Encode Channel Decode Performance Spectra View Environment

GS>

Figure A4.1: Line Coding Environment Display

13:50:00 == D:\LINECODE\GS
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Source
Random Stream
Sequential Words
Transfer from file

Encode
Reset Scrambling
Self-Sync Scrambling
Alphabetic 7B8B
Partially Flipped Coding
Guided Scrambling

Spectra =

PF Input File

GS Input File

GS Quotient Probabilities
Power Spectral Analysis

Random bit errors
Randoa errors/word
Specific errors/word

Alphabetic 7B8B Input File
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Channel

Decode
Scrambling

Alphabetic 7B8B
Partially Flipped Coding
Guided Scrambling

Performance
Line Code Performance
Error Extension

View

Environment
Transfer Bit Streanm
Change Working Directory
Update Log File
Redraw Screen
Exit

Sourced Bit Stream
Encoded Bit Stream
Received Bit Stream
Decoded Bit Stream
Transmission Errors
Line Code Performance
Link Error Performance
Spectral Analysis Input
Spectral Analysis Resultsl‘

Log File

Figure A4.2: Line Coding Environment Pull-Down Menus



A brief discussion of the functionality availablc from pull-down menu item seloction follows.
mmWMhm«M&eWﬂmMmmmmm
Eavironment.

Source:
Sebaiondtheapproprhteemqﬁnmambimwhi&hnm,awﬁu
of sequeatial words, or simply transfesred from another file. Normalized source stream dc
(the probability of a logic cnc in the source stream) is specified by the user whea a random
bit stream is generated.
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Item sclection offers simulation of a number of line encoding rules. Resct and self- .

synchronizing scrambling routines view the source bit stream as a continuous sequence.
Other line code rules observe the word boundaries in the source bit stream. User interaction
with the encoding routines further defines the line code configuration.

Channel:
Cmmpﬁonoftbeumsmhtedb&uremmmﬁomsehdionof@mnelpuu-downmcnu
items. Error can be introduced into the encoded bit stream randomly in accordance with a
user specified bit error rate, randomly within each transmitted word, or in specific bit
positions.

Decode:
Themivedbitﬂreamﬁﬂbedewdedmdhgtotheﬁuwdemﬂgmﬂionwmdm
which accompany the bit stream when an item is selected from this menu. If channel
impairments have not been introduced, the uncorrupted encoded bit stream will be decoded.

Performance: /\
ltemsekdioninhhtuandyskofehbenhepeﬁammdtheemdingmkswhhmpea
to line code requirements or the accuracy of source bit stream recovery.

Spectra:

The input files required for line code spectral analysis can be gencrated and spectral analysis
performed through sclection of the appropriate entry from this menu. As derived in
Appendix 3, the geacration of spectral analysis input for the Continuous Guided Scrambling
codes in more complicated than for other line code configurations. For programming
coavenicace, data gencration has beea divided into two stages. Required spectral input for
this code form is completed by evaluation fo the Continuous Guided Scrambling quotient
probabilitics following GS input file generation,



Each file created by Line Coding Environmeat routines can be viewed through selection of
the appropriate item from this menu. File contents are listed one screen at a time.

Environment:

Item selection accesses miscellaneous eavironment routines. A bit stream can be transferred
from one file to another, with the option of changing the length and number of its words.
The directory of current operation can be changed. This routinc updates the log file in
addition to DOS chdir functionality. Information can also be written into the log file, the
environment display can be redrawn, and the environment exited.

A4.2.3 Program Spccifics

A bricf discussion of cach program included in the Line Coding Eavironment is given in this
scction. More exhaustive descriptions are available in the introductions prefacing the program source
code. Comments throughout exccutable code segments further detail the structure and operation of

cach routine.

In the following description, square brackets enclose parameters which can be given when
calling the routine. Input and output refers only to file I/O exclusive of log file updates. Routines
also intcract with the user by writing to the CRT and awaiting input from the keyboard.

Soutrce bit stream generation:

Program :

Input
Output :
Function :

SOURCE [RANDOM] [SEQUENTIAL) [TRANSFER]
nonc
SOURCED BIT

Generates a source bit stream and files it in SOURCED.BIT. A command line
parameter can be issued to specify whether the bit stream is to be random, a series
of scquential words, or transferred from another file. The1  will be asked to
specify sequence form if a parameter is not given as well as th. normalized de level
for the random stream, word length and number of words.

Simulation of line encoding rules:

Program :

Input
Output :

Function :

SCRAMBLE [RESET] [SELFSYNC)
SOURCED.BIT
ENCODED.BIT

Enwdeslhewmeebitmeamthroughehherruetaulf-synchroniingwmbling
procedures. Scrambling form can be specificd with a command line parameter or in
respoase to program query. The scrambling polynomial and original shift register
coatents must be specified. Scrambling ignores source stream word boundaries.



Program : TBSBENCODE

Inmpuwt : SOURCED BIT

Output : ENCODED BIT

Function : Performs standard Alphabetic 7BSB eacoding by translating a series of 7 bit source
words to 8 bit codewords using the look-up tables published by Sharland and
Steveasoa [10).

Program : PFENCODE

Imput : SOURCED BIT

Output : ENCODED.BIT

Function : Encoded a serics of odd length source words with the rules for Partially Flipped
codes as published by W.A. Krzymiea [17).

Program : GSENCODE (1] (2] 3] [4] [5] (]

Input : SOURCED BIT

Owutput : ENCODED.BIT

Function : Eancodes the source bit strcam through Guided Scrambling. An integer on the
command line is assumed t~ be the number of augmenting bits desired in cach
source word. If this parameter is not preseat, the user will be asked to specify the
number of augmenting bits in addition to the scrambling polynomial, quotient
selection mechanism, and form of shift register update.

Introduction of . -

Program : CHANNEL [RANDOMBIT] [RANDOMWORD) [SPECIFICWORD)

Imput : ENCODED BIT

Output : RECEIVED BIT, [CHANNEL.OUT]

Function : Introduces errors into the encoded bit stream in specific bit positions in cach word,
random locations in each word, or randomly throughout the eacoded bit stream in
accordance with a user specified bit error rate. The form of transmission
hpaknwmbeapedﬁedaamudlinepnn-auothnwto
program query. Information regarding the introduced errors cam bé writtea into
CHANNEL.OUT if desired.

Simulation of line decoding rules:

Program : UNSCRAMBLE

Imput : RECEIVED.BIT or ENCODED.BIT

Outpet : DECODED BIT

Functioa : Usscrambles the received bit stream according to the scrambling parameters which

accompasy the bit stream. If the eacoded bit stream has not beea corrupted to form
the RECEIVED BIT sequeace, the eacoded stream will be decoded instead. The

user also has the option of respecifying scrambling parameters.
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Input

Owtpet :

Output :
Functiona :

Input

Output :
Function :

7BSBDECODE

RECEIVED.BIT or ENCODED BIT

DECODED.BIT

Decodes the received or eacoded bit stream using a look-up table inverse to that
used duriag Alphabetic 7B8B eacoding.

PFDECODE

RECEIVED.BIT or ENCODED.BIT

DECODED.BIT

Decodes the received or escoded bit stream according to the rules for Pastially
Flipped decoding.

GSDECODE

RECEIVED.BIT or ENCODED .BIT

DECODED.BIT

Applies Guided Scrambling decoding rules to the received or encoded bit stream.
Thecodepuameteuwhichmpnythebitmeammbemddmingdeeoding.
or the code configuration can be interactively respecified.

Simulation analysis:

Program :

Input

Ovutput :
Function :

Input

Output :
Function :

LCODEPRF
SOURCED .BIT and/or ENCODED .BIT
LCODEPRF.OUT

Analyzes the source and/or encoded bit streams with respect to satisfaction of line
code requirements. Analysis results can be written out for each word or can be
given in summary form

ERRORPRF

SOURCED .BIT, DECODED.BIT, [CHANNEL.OUT], [CORRECT.OUT]
ERRORPRF.OUT

Compuuthemnddecodedbitmmduminethemacyofm
bit stream recovery. If the files CHANNEL.OUT or CORRECT.OUT exist in the
current directory, their data will be incorporated into analysis results. Error
Mmmhmbmwmawdbymdbukahmuyfm.

Line code power spectral analysis and input data generation:

Program :

lnput

Output :
Function :

TBSBPSIN
noac
LCODEPWR.IN

Gemuutbdm“uyfaﬁuwdewm&thewm
code and structures ia the format required by the program LCODEPWR. Details of
this spectral analysis were givea in Appeadix 3. The user interactively specifies the
source stream dc level and the number of spectral points to be calculated.



Input :

Output :

Imput :

Output :

Input :

Output :
Function :

Imput :

Functioa :

PFPSIN
aone
LCODEPWR.IN

Geacrates data required for line code spectral analysis of the Partially Flipped family
of codes. Specification of source word leagth, source stream logic ose probability
and sumber of spectral poiats is requested of the user.

GSPSIN
none
LOODEPWR.IN

Generates data required for Guided Scrambling spectral analysis. The wser is asked
mMMGSMWn:mﬁnﬂutoMfaGM

following program must be subscqueatly executed to complete data file geacration.

QOPROB
LCODEPWR.IN
QOPROB.OUT, [LCODEPWR.IN]

Completes spectral analysis input data generation for Continuous GS codes which

manndeanpe&qbtpumdbyevduﬂmgtheprohbduydmd
(x) soqueace givea the source stream de level and code parameters specificd
DEPWR.IN. Quoticat probebilitics will be writtea into QOPROB.OUT and,

fdumd.akontolhewloauounlmbm.m

LCODEPWR
LOODEPWR.IN
LOCODEPWR.OUT

Evaluates the influcace that linc code rules have oa the spectra of the transmitted
signal through the techaique outlined by Cariolaro and Tronca [24). This is the only
program which requires the preseace of a co-processor for execution.

Miscellaneous Environment routines:

Program :

Imput :

Output :
Function :

LCESETUP
none
nonc

Welcomes the user to the Linc Coding Eavirommeat, accepts specification of a
working directory, and crestes or updates the LOG file in this directory. It is
executed immediately wpoa estry to the Line Coding Eaviroament whea the
eaviroament is entered by ruasiag the LCE batch file.
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Program : NEWDIR

Input : nooe

Output : none

Fuaction : Changes the directory of operation and creates or updates the log file in the new
directory.

Program : TRANSFER

Input : user specified

Output : user specified

Function : Transfers a bit strcam from one file to another while optionally akering its word
length and/or number of words.

Program : UPDATE

Input : none

Output : LOG file

Function : Appeads to the log file information entered by the user.

The majority of the above programs wtilize procedures which have been collected into
librarics for convenient access. A bricf description of the kind of routines contained in these Libraries
is given below.

Library : BINLIB

Contents : Caubgwglobdtypeqms,mdmublumedmhneCodngnmonmm
wmmmmmm&mﬁomchumambim
representation and perform basic modulo-2 arithmetic.

Library : I0LIB

Contents : Contaiuanumbuolptooedwuwhichemtbepaininrudingkeyboudentﬁu
and wriling to the screen.

Library : FILELIB

Contents : Coantains proccdures which expedite input and output to external fils and defines the
structure in which bit stream history is retained in .BIT files.

Library : SRCELIB

Contents : Comimo(rominesuedfornndomudwqmialmmeamgenenﬁoa.

Library : SCRAMLIB

Contents : Proﬁdumtoaminewhichretumpdnkiveinedud)lepdymhkmny
mdhmnﬂiqandmhawhichpufanmmdwlf-synchoniﬁng
scrambling and unscrambling.

Library : 7BSBLIB

Ceatents : Codﬁumiwswhkhnodelthebo&-upublecforAlphbeﬁcmnemodingnd
decoding.

138



PFLIB

Costains procodures which eacode and docode words according to the rules for
Partially Flipped codes.

GSLIB

Containg declarstions for maximum GS parameter values and routines which
implesscat Guided Scrambling eacoding and decoding procedurea.

LPRFLIB

Deﬁu‘theaiuhbywhidnﬁneeodepufmhwndm
routines to initialize and evaluate these metrics.

FWRLIB

Contains subroutines which perform matrix operations am iteration required by
LCODEPWR.
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APPENDIX §
GLOSSARY

alphabetic codes

A form of line coding implemented with look-up tables. A set or sets of codewords are
presclected, usually on the basis of low word disparity. Each set is called an "alphabet”, the
code "alphabetic”. Each m-bit source word is assigned an n-bit codeword representation
(n>m) from cach sct, leading to thc mBnB notation with which alphabetic codes are
commonly denoted.

balanced signal

A signal with a finite digital sum variation. In the long term, these signals contain an equal
number of symbols of cach symbol value. The continuous component of their power spectral
density falls to zero as the frequency approaches zero, indicating a constant signal dc level.

block codes

bit

Codes which translate m anformation bits to n encoded bits (n>m) on a word by word basis.

A single digit in a binary signal. A contraction of binary digjt.

bit stream

An unlimitcd scquence of bits.

codeword

decoder

A word in the encoded signal.

A device which attempts to restore the received, encoded signal to the original message.

digital sum variation (DSV)

Usually defined as the difference between the maximum and minimum running digital sum
valucs in any coded sequence. Due to the unusual definition for RDS in this thesis and the
desire to comparc the DSV of codes developed in this thesis with those in the literature,
digital sum variation is calculated as:

DSV = !/,*(RDS_ -RDS_) .

efliciency (of a line code)

“ncoder

A measure of the amount of information transmitted with respect to the number of symbols
uscd to transmit this information. When source and encoded symbois take on the same
number of levels, it is calculated by:

L) ‘ )
code efficiency = of transmitted symbols

A device which transforms a source signal into an encoded signal for transmission.
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error extension

The multiplication of errors which may occur during decoding.
frame

A reference indicating payload position within a symbol stream. Framing is the process of
locating and retaining this reference.

Guided Scrambling (GS coding)

A pew, balanced, non-alphabetic line code reported in this thesis developed specifically for
high bit rate optical fiber transmission systems.

line coding

The modification of a source symbol sequence to allow for proper signal reception in the
presence of transmission impairments, and subsequent restoration of the original signal.

Line Coding Environment

A collection of line code simulation and analysis routines which have been integrated into the
Pull-Down Meau Shell. This environment runs on an IBM PC or compatible machine, and is
available from the Alberta Telecommunications Rescarch Centre.

majority bit
A bit whose value is most common within a word.
mark
A "1"in a binary signal.
message
The information to be conveyed through a communications network.

minority bit

A bit whose value is least common within a word.

Pull-Down Menu Shel}

A user-friendly interface written for the IBM PC family of machines which allows for
exccution of programs through selection from user defined pull-down menus or from
keyboard entry.

quotient selection set

The group of quotients from which the Guided Scrambling encoder sclection mechanism
must select a word for transmission.

receiver

A device which accepts and demodulates a transmitted signal.



running digital sum (RDS)

The accumulated sum of digit values in a symbol stream from some arbitrary time origin. Bit
stream digits are usually assigned values of +0.5 for a mark, and -0.5 for a space. However,
to simplify analysis in this thesis, digit valucs have been assigned as +1 for a mark, -1 for a
space.

scrambling
An unbalanced linc coding technique which does not require augmentation of the source bit

strcam but rclics instead on statistical randomization. Reset and self-synchronizing
scrambling are two established scrambling techniques.
source
The origin of a message signal.
space
A "0" in a binary signal.
stand-alone bit
A bit found between bits of opposing polarity such that transitions appear both preceding and
following it.
transition density
The numbcer of lcvel transitions in a bit stream divided by the numbe- cf bits.

transmitter

A device which modulates a signal for transmission over a ¢t - :ons channel.
user
The destination of a message.

weight (of a polynomial)

The number of non-zero cocfficients in a polynomial.

word (in a bit stream)
A specific, limited number of successive bits with defined starting and ending positions within
a bit strcam.

word disparity (WD)
The value of the running digital sum calculated over the period of one word.

word-end runaing digital sum (WRDS)
The running digital sum sampled at the end of a word within a bit stream.
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