The only thing that will redeem mankind is cooperation.

— Bertrand Russell, 1954.
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Abstract

The importance of cooperative relaying communication in substituting fogroptement-
ing, multiantenna systems is described, and a brief literature review is prdsen

Amplify-and-forward (AF) and decode-and-forward (DF) relayarg investigated and
compared for a dual-hop relay channel. The optimal strategy, soutteetay optimal
power allocation, and maximum cooperative gain are determined for thealedaynel. It
is shown that while DF relaying is preferable to AF relaying for strong a®uelay links,
AF relaying leads to more gain for strong source-destination or relayndéen links.

Superimposed and selection AF relaying are investigated for multirelayhdypaielay-
ing. Selection AF relaying is shown to be globally strictly outage suboptimal. Asscy
condition for the selection AF outage optimality, and an upper bound on thupitiy of
this optimality are obtained. A near-optimal power allocation scheme is delivesiper-
imposed AF relaying.

The maximum instantaneous rates, outage probabilities, and averagiieadenul-
tirelay, dual-hop relaying schemes are obtained for superimposedj@elend orthogonal
DF relaying, each with parallel channel cooperation (PCC) or repetitim®d cooperation
(RC). It is observed that the PCC over RC gain can be as mudhd&sfor the outage

probabilities ands.5 dB for the average capacities. Increasing the number of relays deteri-



orates the capacity performance of orthogonal relaying, but improegsetfiormances of
the other schemes.

The application of rateless codes to DF relaying networks is studied bytigaisg
three single-relay protocols, one of which is new, and three novel, lowptxity multire-
lay protocols for dual-hop networks. The maximum rate and minimum energyitpend
per symbol are derived for the single-relay protocols under a peakmand an average
power constraint. The long-term average rate and energy per bitekydto-source usage
ratio (RSUR), a new performance measure, are evaluated for the stayeand multirelay
protocols. The new single-relay protocol is the most energy efficiegtesielay scheme
in most cases. All the multirelay protocols exhibit near-optimal rate perfartesrbut are
vastly different in the RSUR.

Several future research directions for fixed-rate and ratelessl codperative systems,

and frameworks for comparing these systems, are suggested.
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Chapter 1

Introduction

1.1 Cooperative Communication

Multimedia services of seamless fourth-generation wireless communicatioomistve-
quire larger data rates and better sustainable qualities of service. Tlissitates more
prudent economical use of network resources such as time, bandesndityy, and space.
On the other hand, the capacity of multiaccess wireless channels is mosilyteddiy the
transmitter power, channel impairments, and interference. Utilizing multiple, ainaes
pendent, receptions of a transmitted signal, widely known as diversityeisognized way
of overcoming these limitations.

Diversity is implemented in a variety of forms including time, frequency, and multipath
diversities. Spatial diversity in multiantenna or multi-input, multi-output (MIM@3tems
is possibly one of the most brilliant kinds of diversity ever devised. It malse of different
independent paths in free space, which is abundantly available to comnimgpjearties, to
provide multireception at the receiver.

Spatial diversity can be easily coupled with other kinds of diversity to ecddhe
capacity without much additional complexity. However, while it offers spatiaérsity,
conventional MIMO communication contends with a number of deficienciest, Rican-
not overcome severe shadowing between the transmitter and receiattrttas physical
antennas that make the communication feasible are concentrated at eithengmaitter
or the receiver. Second, MIMO systems leave the everlasting cruciam for light and
small mobile communicating equipment almost unanswered since they basicalisereq

mobile devices to accommodate more than one transmitting/receiving antennaughltho



the numerous advantages of MIMO systems may sometimes outweigh these diefigien
devising substitute methods for attaining nearly the same benefits, while alsatimgnb
shadowing and avoiding actual multiantenna equipment in a node, sowrdsiog. Co-
operative communication has been proposed to achieve this objective.

Relaying channels are the building blocks of cooperative communicatioa clalssic
relay channel consists of a source, a destination, and a relay thas dssisource, e.g.
by relaying its message to the destination. Depending on whether the relay esnaiif
forwards, decodes and forwards, or quantizes/compresses amards, the information
received, the relaying is called amplify-and-forward (AF), decodéfarward (DF), or
compress-and-forward (CF) relaying, respectively. Generay Hannels are more com-
plex and exploit several relays to assist one or more sources by géssinmessages.

Relays can also have their own messages to send, and become souméasrattion.
What essentially happens in these situations is that several sourcabgioobsources to
reliably send each other's messages to the corresponding destinatidast, two or more
nodes share their antennas to form a virtual array and imitate MIMO systems.

The important role of relaying in ad hoc networks is prevalent and unblensince the
nodes themselves act as switches and routers for each other. Reldeswidized equally
well in cellular networks and sensor networks where power consumptaoascern.

One of the main rationales behind relaying is to create a new form of divecaitgd
distributed spatial diversity or user cooperative diversity. Cooperdiversity is the natural
result of benefiting from other users’ antennas, which can providedstnation with fresh
replicas of the transmitting signal. Besides the inherent diversity gain, bdrefits of
relaying, directly or indirectly brought about by cooperative diversitglude economical
power consumption by multihop routing, and combating shadowing effects ichtnanel
between the transmitter and receiver.

Resilience against shadowing is a key difference between multinode rediopesys-
tems and conventional MIMO communication, and represents one of the imporbdiva-
tions behind cooperation. As explained above, conventional MIMO sysséee susceptible
to severe direct-link shadowing. Severe shadowing can hamper d¢mmadrsingle-hop
communication such that neither multiantenna transmission nor coding can ingirove
rect transmission (DT) substantially. However in cooperation, if the dimgdcis blocked,

the communication may be still feasible through distributed relaying nodesedndehe



quality of service has to be sustained under severe shadowing, cali@bdransmission
appears to be an inevitable solution, rather than a mere substitute or complenmeti-
antenna systems.

Cooperative relaying communication also becomes more persuasive pealing if
the use of multiple antennas in the system is prohibited by hardware physicatibmita

In contrast to MIMO schemes, one major challenge in cooperative nedistie noisy
fading channel among distributed shared antennas of different nddesefore, MIMO
systems may be considered as ideal collaborative networks, whetkdmcative networks
can be regarded as distributed MIMO systems.

It may first seem on the surface that cooperation incurs increaseer pomusumption
due to sources sending each other's messages as well as their owavétoiivhas para-
doxically been demonstrated that energy can be considerably savedspstieen owing
to the dominance of the cooperative diversity gain. In fact, it has besfirced that two
major benefits brought about by cooperation in different channelasiwes include larger
data rates and less sensitivity to channel variations. Therefore, rativpaliversity has the
potential of being exploited in lieu of or along with MIMO spatial diversity. Qimawback
of cooperation is its unavoidable signal processing delay. Howeveryitomargued that

for most practical purposes this delay is tolerable and outweighed by tpeiive gain.

1.2 Literature Review: Pioneering Research

While Meulen introduced the concept of relaying by analyzing a three-tatmetwork
and obtaining bounds on the mutual information (M) flow among the nodef[1Cover
and El Gamal were first to introduce and comprehensively analyze tb&ctalay channel
[3]. The development in [3] embraced many ideas that appeared later iitettzgure.
The authors analyzed their relay scheme in a static channel from an inionrtizeoretic
viewpoint, and derived upper and lower bounds on the capacity of iinechannel, and in
some limited cases, found the exact capacity. It was assumed that thesskgrce takes
the form of facilitation, cooperation, or observation.

Some achievable rates for multirelay scenarios with DF and CF relaying wered
in [4]. The authors also developed some DF and CF strategies for redayels, multi-

access relay channels, and broadcast relay channels. In [Sgearibde relay channel in



a Rayleigh fading environment was examined, and, partly by invoking thétsein [3],
several upper and lower bounds on the outage and ergodic capa&tieserived.

Cooperative networks were first considered and analyzed for aelolaronments in
[6], [7], where the merit of cooperation was demonstrated in achievingfigigntly larger
rates than conventional DT, and less sensitivity to channel variations. alithors con-
sidered a generalized feedback model, introduced in [8], for a twoags®eration and
obtained maximum achievable rates for the partners. They also propasett alivision
multiple access (CDMA) framework for collaboration. Cooperation in ad metevorks
was considered in [9], [10], where several novel cooperatigeoppls based on AF and DF
relaying were proposed, and their outage probabilities and diversigrowiere obtained.
It was assumed that each node is allotted one of available orthogonal timegaeficy
channels so that multiaccess interference (MAI) is avoided.

Coding techniques in relaying constitute another important part of adwenten the
theory of cooperative communication. In fact, collaboration gain on théhand, and im-
mense coding gain on the other hand, motivated many researchers intoglefigient
schemes and strategies for applying coding to cooperation. Some of thke&tes and
protocols include distributed space-time coding (DSTC) [9], [11]-[tWhamic DF re-
laying [15], coded cooperation [12], [16]-[19], parity forwardif&f], and rateless coded
cooperation [21], [22].

Research in the area of cooperative communication has been very, éetdeng to
a myriad of results, insights, and novel designs in addition to the aforemedtiddther
literature reviews relevant to the topic of the thesis are presented in theuotimusections

of the subsequent chapters.

1.3 Subject and Scope

The topic of the dissertation is restricted in scope to the following:

» We only consider dual-hop AF or DF relaying, where there is a sodiicéamation,
a destination, and one or more relays that can assist the source by coratimgnis
message to the destination in dual-hop links using an AF or a DF operationthdote
cooperative networks can be considerably large and complex. Dpaitovorks

can be viewed as one of the building blocks of larger networks. They blagaper



and less complex network coordination, implementation, and routing, anddprov
distributed spatial diversity, described in Section 1.1. Also, AF and DFirgla
have attracted major attention to date owing to their simplicity and/or performance

approaching the channel capacity in some cases.

» Only half-duplex relays are considered; i.e. relays that cannot sinealtesty trans-
mit and receive on the same frequency band. The possibility of full-duglexation,
i.e. simultaneous transmission and reception on the same band, for small commu-
nication devices is implausible due to current practical radio limitations, including

insufficient isolation between the transmitting and receiving circuitries 7] [23].

» Physical layer performance evaluation, protocol design, and nketwoting tech-
nigues constitute the topics investigated in the dissertation. Other functionatities a
issues in other communication layers, such as the problem of cooperatinempse-
lection, network traffic management and scheduling, the network lifetime;ransd-

layer design, are not considered.

» We assume for simplicity that relays do not have or transmit messages obwreir
In other words, multisource scenarios are not discussed. Nonethakasg schemes
and protocols considered and proposed in the thesis can be straigirtfyrex-

tended to multisource cases.

1.4 Contributions and Outline

The thesis has seven chapters, where the last chapter is devoted to agwitmaresults
and contributions in the thesis, as well as suggestions for future reséarChapters 2—4,
relaying networks with so-callefixed-ratecodes are considered, while Chapters 5 and 6
are devoted to DF relaying networks with so-calfatelesscodes. Fixed-rate coding refers
to conventional coding schemes in which the code rate is predeterminedsat @it the
transmitter. In contrast, rateless codes, which represent a fairly nenwamgh to the con-
cept of coding, do not have a preset rate at the transmitter. The readiead automatically
adapted to the channel condition even if the transmitter does not haveetissate infor-
mation (CSI). Rateless coding has been shown to have great poteniizteignating with

DF relaying. Note that the term “fixed-rate” used in the literature to contvidbltthe term



“rateless” does not imply that the transmitter cannot or does not changodeerate. It
only means that the transmitter presets and knows the code rate befomsi$sios.
A summary of the material and contributions presented in Chapters 2—6 is dutline

order as follows:

* In Chapter 2, a single-relay AF/DF relaying network is considered. dhaswvn that
AF relaying may outperform DF relaying under either an unreliable sengieg (SR)
link or a suboptimal power allocation between the source and relay. Otleeridfs
relaying is superior. In DF relaying, a maximal ratio combining (MRC) rezreat
the destination, which is not a maximum likelihood (ML) structure in this applica-
tion, has an error floor at large signal-to-noise ratios (SNRs). Trualbtection at
the destination can remove this error floor, but cannot always make tfugrpance
of DF relaying surpass that of AF relaying. The exact optimal poweraiilog (OPA)
is also obtained for dual-hop AF relaying. Conditions under which AF oré&&y-
ing, under a short-term power constraint, increases the achievabletveén the
source and destination are derived. The optimal strategy, the OPA ratiedrethe
source and relay, and the maximum cooperative gain are determineccfocase.
It is shown that DF relaying is preferable to AF relaying in the case of agt&R
link, whereas the AF operation leads to more collaborative gain in the catenf
source-destination or relay-destination links. The cooperative gauide®a quan-

titative measure for choosing the best relay among a set of available atmndithys.

» The problem of relay power optimization in superimposed AF relaying is figaded
in Chapter 3. In superimposed AF relaying, the source transmission igjortabto
the relay transmissions but the relay transmissions are nonorthogonsalipedm-
posed. The power optimization problem is formulated as a nonconcav®ffi@c
program. Selection AF relaying is a possible power allocation strategy, which a
locates the whole available power to a single relay in each cooperation.rddind
necessary condition for the optimality of the selection AF power allocation igatkr
in terms of instantaneous channel coefficients, based on which, anhgqpel on the
selection AF optimality probability is calculated. The upper bound approazgves
exponentially as the number of relays increases, showing that selectilading is

asymptotically strictly suboptimal. Selection AF relaying has been previousWyrsho



to be optimal under the constraints of localized channel information at thes rahal
a constant relay power allocation template. A suboptimal power allocationhwghic
significantly superior to the selection AF algorithm in terms of outage perfarean

is also proposed for superimposed AF relaying.

In Chapter 4, the average achievable rate of multirelay, dual-hop, R¥img net-
works is analyzed for block fading channels. Different cases oésuposed, se-
lection, and orthogonal DF relaying are investigated. Parallel chamogecation
(PCC) and repetition-based cooperation (RC) are considered forcage. Closed-
form expressions for the instantaneous achievable rates in eachreasbktaned.
The outage probabilities and average rates of the different schemdsrared for
Rayleigh fading. Also, the PCC over RC gain and the effect of increasamgumber

of relays on the performances are investigated.

In Chapter 5, rateless coded, dual-hop DF single-relay networkexatered. Rate-
less codes do not have a preset rate at the transmitter, in contrast todfigesbdes,
and have great potential for integrating with DF relaying. Three sindégrsehemes,
called P-1, P-2, and P-3, are introduced, where P-1 and P-2 ame fiake prior
research, but P-3 is proposed here, based upon P-1 and P-ppordunmistic com-
munication. The P-3 scheme is simpler and generally has better energynefficie
compared to its predecessors. We derive the maximum instantaneoushtshrete
and minimum instantaneous energy per symbol of the protocols. It is ausdrat
greater rates are achieved at the cost of larger energy expenditu@mmpare the
protocols fairly on a power basis, two new techniques are developechripari-
son between the minimum energies per bit of the protocols; and 2) compafigun
achievable rates under an average power constraint (APC). Both minémeirgy per
bit, and maximum rate under the APC are derived for the three protocols, #ls
examine the long-term behavior of the protocols we consider the long-tesrage
rate and energy per bit, as well as a newly developed metric, relay-toesasage
ratio (RSUR), showing the amount of relay usage relative to sourceeud&lg de-
rive expressions for calculating the average rate and the RSUR. @wariual results
show that P-3 exhibits superior energy efficiency compared to P-1 ghih Pnost

cases. We also study the optimal positioning of the relay in the differentqmisto



that yields the best rate or energy performances for a linear netwaslotpp

In Chapter 6, we extend P-3 of Chapter 5 to three novel, low complexity, wlalir
protocols, denoted R; P-y, and P¢. The protocols, each having a single design pa-
rameter, rely on selection cooperation, and are differentiated basediosttipping
strategies for the source broadcasting period. They all become P-3dimtjte-relay
case, if used with their optimal parameters which are trivially obtained. Tdtequls

are generally rate suboptimal, except for the single-relay case whgreaheeduce

to P-3. We derive a rate optimal protocol, P-o, from P-3, and use it aselibe
for performance comparison. We also derive analytical expressooribd average
transmission time of the source and each of the relays, from which thegevexie
and the RSUR of the protocols can be calculated. Based on the analysiepil;
large SNR approximations to the optimal parameters of the protocols that maximize
the average rate are obtained. The approximations are good for laRges&Mar-
ios, and satisfactory for small and medium values of SNR. The optimal p&esne
are also numerically studied for a wide range of the numbers of relays armhkh
qualities. We use the average rate and the RSUR to study the long-termdediav
the protocols. It is observed that the rate performances of the subotiotatols
are close to the optimal behavior, witmPperforming slightly better than the others.
However, the RSUR performances vastly differ. We observe that ®dd?a have
the largest and smallest source usage relative to relay usage, reslgegtiso, in all

the protocols the source is less utilized for medium values of SNR.



Chapter 2

Basic AF and DF Relaying
Strategies

2.1 Introduction

Fig. 2.1 illustrates a dual-hop relaying scheme where the relay, NodeiRsahke source,
Node S, in communicating its message to the destination, Node D. This scheme is con
sidered a diversity relay channel as the destination utilizes both signaiseddrom the
source and relay. In this chapter, we consider AF and repetition DRmgl§}0] in which
the relay forwards the source’s whole message, either a noisy versioregenerated one.

In recent years, much research has been devoted to devising ¢fficéocols capable
of best exploiting the inherent synergy and diversity gain of relayihd®, [7], [9]-[11],
[16], [19], [24]-[29]. Several collaborative protocols basedAdhrelaying, DF relaying,
and DSTC were proposed in [9], [10]. It was shown that even withicbataying op-
erations, considerable gain can be achieved. Also, various adaptivhydrid relaying
protocols based on AF relaying, DF relaying, and code combining wegoped in [26],
and their capacity regions were derived and compared. In [11]d@sgarying the nodes
involved in the broadcast and multiple access portions of the relay chaimresd,coopera-
tive protocols employing an AF or DF relay were examined, and their pegoces were
compared in terms of the ergodic capacity, outage capacity, and spatiedityiv

Many researchers investigated and compared AF and DF relaying iugaognarios

LA version of this chapter has been published in the Proceedings of tie @l@bal Telecommunications
Conference (GLOBECOM), 2006.
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Fig. 2.1. A dual-hop diversity relay channel.

[27], [30]-[34]. Multihop relaying with and without diversity was investtgd in [27]. It

was found that AF relaying excels in fading diversity relay channelsrelgheer, in fad-

ing relay channels without diversity, power optimized AF relaying can afdpa power-

suboptimal DF relaying [30]. Also, in fading nondiversity channels D&yiag is superior
to AF relaying in terms of the average bit error rate (BER) and outageapiiity at small

average values of SNR, but both exhibit similar performances at lamy@ag® values of
SNR [31]. In [32], it was shown that AF relaying generally outperformngerforms as
well as repetition DF relaying in terms of network coding gain. In [33], thhaus pointed
out that AF and DF relaying can offer similar benefits. They demonstragdrésults in

a particular scenario. In [34], the impact of the relay location on the systgracity and
outage probability was examined for AF and DF relaying. It was foundehah of AF

and DF relaying can outperform the other depending on the relay loc&@worable relay
positionings for AF and DF relaying were also discussed.

Meanwhile, proper resource allocation in cooperative networks texs sfgown to sig-
nificantly improve gain, especially for resource constrained networ&ls as sensor net-
works, and has received considerable attention in the literature [3&J;[f®]. A com-
prehensive survey of power optimization and its importance in cooperativeorks was
presented in [35]. Optimal power allocation for Rayleigh fading multinop reksnoels
was examined in [30] with the outage probability as the optimization criterion, &nehtbr-
mous gain of power optimization was established for highly asymmetric link streogth
large number of hops. In [36], based on an asymptotic analysis of thgeoptabability for
large values of SNR, OPA for the multirelay protocols introduced in [9] vemivdd in terms
of mean channel gains. Moreover, the importance of the direct link battiieesource and
destination in power allocation, and the significant asymptotic gain brouglt &y power
optimization were demonstrated [36]. The large SNR gain of OPA or ndanalppower

allocation over equal power allocation in dual-hop diversity relay netsvarks shown in

10



[37], where SNR maximizing power allocation schemes were developedFandl DF,
uncoded and coded, systems. In [38], a utility maximization framework fotlyoapti-
mizing relay selection, relaying strategy, and the allocation of power, hdtiivand rate
in a cellular network with AF or DF relaying was proposed. In the framevpodposed, a
pricing structure was used to decompose the cross-layer optimization iprafite appli-
cation layer and physical layer subproblems. In [39], a numerical pop&mization for
AF and DF relaying for maximizing instantaneous equivalent SNR betweesotiree and
destination was performed. Also in [40], relay OPA and optimal bandwidticailon for
maximizing the total system rate under a total network power budget wekeddéor AF
and DF multirelay scenarios and static channels. The two cases of slzamdwitth and
orthogonal channels for the relays were considered.

In this chapter, it is shown in Section 2.2 that guaranteeing the superiofiti oélay-
ing over AF relaying in terms of the equivalent SNR requires both sowgles-(SR) link
reliability and power optimization between the source and relay. Otherwiseglaiing
may outperform DF relaying. Moreover, it is shown for DF relaying anddyature phase
shift keying (QPSK) modulation that ML detection can gracefully remove thar éoor
experienced with MRC at the destination. It is well known that MRC is not &ndigltec-
tion in this application [6], [7], [24], [41] and the cause of the error flablarge values of
SNR is shown to be the MRC detection at the destination. However, it is shawwwvitin
an unreliable SR link, even ML detection may not make DF relaying surpasela¥ing
in the error-floor region. The exact OPA for maximizing the instantaneotdisceend SNR
in dual-hop AF relaying is also derived.

Subsequently, exact quantitative conditions under which AF or DF rejdgiadvan-
tageous are obtained in Section 2.3. The communication strategy and powatiafiare
jointly optimized, and the maximum cooperative gain (CG), under a total poovesti@int
and under the condition that three options for communication are availabJ&APElay-

ing, and DF relaying, is derived.

2.2 Dual-Hop AF and DF Relaying

Consider Fig. 2.1 where the source-destination (SD), SR, and relépates (RD) links

have complex gains afy, g1, andg., respectively. We consider the case of fixed channel

11



gains. This case is widely considered in the literature [5], [37], [40],laads to tractable,
closed-form solutions.

Motivated by the enormous potential of collaboration in energy-limited netsvaith
simple nodes such as sensor networks [4], [9], [25], [35], [4&}[we assume that the
source and relay have a total energy budgefoper transmission, and that the relay is

half-duplex (see Section 1.3). We also assume that
Es=k& (2.1)
and
Er=(1-k)& (2.2)

wherefg and&r are the energies per transmission at the source and relay, respeetively
k € (0, 1] is a power allocation ratio.

The transmission scheme is based on orthogonal relaying as in [10], ih thieicoop-
eration round (CR) is split into two consecutive equal time slots. During teedliot, the
source broadcasts its message to the relay and destination, and duriegahé slot, the
relay assists the source by relaying the source’s message using arD&Fsoheme.

Throughout, two-dimensional (2-D) symbols are assumed for transmiggitinis sec-
tion, and only for illustration, we consider QPSK modulation at the sourcerelag?
Channel state information is only available to the corresponding receaeds therefore,
no beamforming is performed at the transmitters. Also, all transmissions aosvband,
and distorted by flat fading and additive white Gaussian noise (AWGN), M@ baseband

equivalent signals received at the relay and destination from theesoanche written as

E .
TSR = g1 ?S (b1 + j b2) + nsr (2.3)
and
Es .
TSD = 9o\ (b1 + j b2) + nsp (2.4)

21t should be noted that all results excluding BER expressions can betlylispplied to slowly fading
channels if instantaneous quantities per cooperation round (CR) areldiesind if the duration of one CR is
exceeded by the channel coherence time. For example, the OPAdlear be regarded as the power allocation
that maximizes the instantaneous SNR in a CR; or, the optimal relaying stitgined can be utilized as the
strategy yielding maximum instantaneous CG in a given CR. As for BERat&ms in this chapter, numerical
averaging over channel fading statistics can be used to extend the teshtisase of block fading channels.

3The results can also be applied to the case of binary phase shift keyR®&K(Bnodulation after appro-
priate replacement of parameters, as explained later in this section.
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respectively, wherg, andb,, are the transmitted data bits of a symbol which are independent
uniform random variables (RVs) ovér1, +1}, and wherengg andngp are independent,

circularly symmetric complex Gaussian (CSCG) zero-mean RVs with variances

E{|nsr|*} £ Non (2.5)
and

E{|nsp|*} £ Nep. (2.6)

2.2.1 The AF Relaying Case

In AF relaying, the relay amplifiegsg with a gain equal to [24]
Er

g, —s— (2.7)
911> & + Nsgr
such that the received signal at the destination from the relay is given by
TRD = g2 BTSR + NRD (2.8)

wherengp is a CSCG zero-mean RV with varianég;p, and is independent ofsp and
ngr. The destination combinesp andrgp to detecth; andbs, the transmitted bits from
the source. It has been shown under the above model that the equsaIR per symbol

between the source and destination is [25]

A YSR YRD
eq = YSD + — 2.9a
Yeq = YSD p— (2.99)
where
&s |go|?
£ 2.9b
p2 52 (2.9b)
& lo)?
£ U0 2.9c
R N, (2.9¢)
and
Er |g2)?
£ =l 2.9d
b e (2.90)

are the SD, SR, and RD SNRs per symbol. Eq. (2.9) can be used fornmpdulation.
However, for one-dimensional modulations, such as BPSK and pulse aeptitodulation,

the relay can perform noise reduction before amplification [47]. Thdtrissthat

YSR,b YRD,b (2.10)

Yeq,b = YSD,b +
“ YSR,b T YRD,b + %
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where the subscript “b” denotes per-bit SNRs. Note that (2.9) bec¢&3) after each
per-symboly is replaced with two times its corresponding per-pjtwhich shows that
BPSK modulation with noise reduction AF relaying and QPSK modulation exhibszine
equivalent SNR per bit. It can be shown that all of the results in this chalsiehold for the
case of BPSK modulation after changing per-symbol SNRs (or enetgiés$ equivalent
per-bit SNRs (or energies).

The BER minimizing power allocation ratilq(f;f) maximizesyeq in (2.9). After some

algebraic manipulations and defining

& 2
o 2 3\’5}2’ (2.11)
£ 2
2 3\’75;’ (2.12)
and
£ 2
1o & ‘;V'iQD' (2.13)
we obtain the novel resdlt
(Yo + 7)1+ o < 12
+1’ 1
KA = (Y0 +71)72 — Y071 + /1 72[(0 +31)72 — on] B nEt (2.14)
1 S N2
) Yo =
v +1
Note thatkc(f;tF) = 1 means that the relay should not be used. In this chapter, we refgr to

~1, andy, as the SD, SR, and RD full-power SNRs, respectively. In contragi{ovsg,
and~vrp, the parametersy, 71, and~s principally represent the quality of the SD, SR, and
RD links independently of the power allocation ratio, Also, note that combining (2.1),

(2.2), (2.9b)—(2.9d), and (2.11)—(2.13), we can write

Ysp = k0 (2.15)

ISR = km (2.16)

“The results [37, egs. (21)—(29)] and [48, Theorem 5], which gfie OPA ratio for the same sce-
nario, are incomplete or incorrect. A counterexample for [37, eqs)—(29)] is to setP |hsq|? /0% = 40,
Plhsri1|? Jok = 45, and P |h.q.1|* /o = 10. The calculation in [37] fails and yields a complex-valued
ratio (neither the modulus, real part, or imaginary part is the corresstar. However, (2.2.1) gives the correct
answerk s’ = 1. A counterexample for [48, Theorem 5] is to s&f = 10, A; = 30, andB; = 20. Then,
[48, Theorem 5] gives an incorrect OPA ragio= 1 which leads to the end-to-end SNR = 10. However,
our formula gives the correct anquﬁQf’ ~ 0.695 which yieldsy.q ~ 11.5, greater thari0.
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and

yrD = (1 = k) 2. (2.17)

2.2.2 The DF Relaying Case

In DF relaying, the relay makes a decision ablauandb., denotech; andb,, respectively,
usingrsg, and sends it to the destination. Then, the baseband equivalent siged at

the destination is

[en . .
TRD = g2 7}{ (b1 +J 52) + nRD (2.18)

wherengp is the noise term as used in (2.8). The destination combigigsn (2.4) with

rgrp iN (2.18) in some manner to detect the data bjtandb,. Unlike the case of AF
relaying, in this case MRC and ML detection at the destination are not the sadme@
resent two different detectors at the destination. In the former, the déstirassumes that

b, = by andbs = by, Whereas in the latter, the destination takes into account the probability

of erroneous detection at the relay,
POR) 2 Prih #b,). (2.19)
Note from the symmetry in (2.3) that
Pr{by # b1} = Pr {bs # b2}. (2.20)

Let zgp andazrp be defined as

V2E5

A *
rsp = rg 2.21
D= Ny TSP (2.21)
and
28 .
TRD = N R rRp g5 (2.22)
RD

where %" denotes the complex conjugate. In MRC detection, the destination calculates

Yy = osp + TRD (2.23)

and decides on the values &f and b, based ony. It can be verified from (2.4), (2.18),

(2.21), and (2.22) that; andTs; defined as

T 2 Re{y} (2.24)
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and
T, £ Im{y} (2.25)

whereRe{-} andIm{-} denote the real and imaginary parts, are independent functions
of by and by, and hence, are sufficient statisticsyofelative tob; and by, respectively.

Considering only;, we have

Ty = 7sp b1 + YD b1 + NSRD (2.26a)
where
*2E 5V 2E
nsrp = Re{gos ngp + 2R nRD} (2.26Db)
Nsp Nrp

is a zero-mean Gaussian RV with variangg + yrp. The destination compar&$ with 0
to detect,. Using (2.26) and considering the different cases that 131 andb, # 61, the
BER is derived a&

P, = (1-PCR ¥ + p(SR) (’YSD—’YRD) 2.27a
( A )Q(\/'YSD RD) + P Q N ( )

where

PSR 2 Q(/5R) (2.27b)

is the error probability at the relay and wheg-) is the standard Gaussian Q-function
[50, eq. (2.3-10)]. The same BER given in (2.27) is also obtainebhfor

Inspection of (2.27) reveals that if the SD and SR SNRs are fixed but Eh&RR
improves, an error floor in the performance is experienced, as expeBteé more inter-
estingly, if the SR SNR is fixed but the SD and RD links improve such-iggat— yrp is
almost unchanging, then another error floor is encounterdd at Pe(SR)/Q. These two
observations imply that the performance of the relay channel with DF rglaynd MRC
detection at the destination is limited by the SR link, as noted previously [6], [7].

In ML combining, the detection rule fdx is obtained in Appendix A. The result is that
+1
tanh(Re{zsp}) + (1 - 2Pe(SR)) tanh(Re{zrp}) = 0 (2.28)
-1

wherezsp and zgrp are given by (2.21) and (2.22). Note that (2.28) can be rewritten

such that it agrees with the results given in [24], [41]. However, (2i2&ore amenable

5A similar expression for the BER was derived in [49].
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to obtaining the exact BER, which, after some manipulation detailed in Appendig A

obtained as

D+ YsD 1 /”
P, = + dx
@ ( VISD ) 2y/27YSD J—p

—1/tanh
(1 + tanhp) Q (tanh (o) + 7RD)

TRD
—1/tanhay
+ (1 — tanhp) Q (tanh (tanhp) me) ]e—(x—WSD)Q/(QWSD) (2.29a)
YRD
where
p 2 tanh~! (1 - 2P§SR>) (2.29b)

for0 < Pe(SR) < 0.5. Note from (2.27b) thaPe(SR) is bounded by and0.5. The exact
BER given in (2.29) is a new resfltThe BER at the destination is an increasing function
of the BER at the relay. This implies that can be bounded above by its value when
Pe(SR) = 0.5, which is shown to equdl(,/7sp). Consequently, the BER in ML detection
is not subject to any error floor, in sharp contrast to the case expedén MRC detection.

The BER minimizing power allocation ratio in the DF case with MRC and ML detection
cannot be obtained explicitly as in the AF case. Instead, we perform reahaptimization
for (2.27) and (2.29) (after applying the replacements (2.15)—(2.1ifh) respect tok €
(0,1] to obtain the OPA ratio. Nonetheless, in Section 2.3 the OPA ratio, leading to the

maximum MI between the source and destination, is explicitly given for easgh ca

2.2.3 Numerical Examples

Fig. 2.2 shows the importance of power optimization in DF relaying. In this fighes
performances of several AF and DF relaying schemes are depictedsviire SD full-
power SNR per bityy 1, which is half of the corresponding SNR per symbgl, Power-
suboptimal systems in this figure use= 0.5 as their power allocation ratio. As shown
in the figure, all of the relaying schemes perform better than DT. The poptmized
DF relaying with either MRC detection or ML combining at the destination sugsatfse
power optimized AF relaying. However, even with ML detection at the destimattee
power-suboptimal DF relaying is inferior to the power optimized AF relayingsoAthe

performance of the power-suboptimal AF relaying appears to be slightigridban that

SPreviously, only approximate expressions for the BER for noncoheared coherent binary modulations
with ML demodulation were derived in [41] and [51], respectively,dthen a piecewise-linear approximation
of the ML operation.
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Fig. 2.2. The effect of power optimization in AF and DF relaying.

of the power-suboptimal DF relaying with ML detection for medium values oRSNote
that the simple power optimized DF relaying with MRC detection outperforms thempow
optimized AF relaying, the power-suboptimal AF relaying, and DT by as mac¢hadB,

1.5 dB, and2.5 dB, respectively. This figure indicates that DF relaying and ML detection
at the destination are not sufficient conditions to guarantee the bestrparice; the power
allocation ratio also plays a major role.

Fig. 2.3 indicates the impact of trusting the SR link in DF relaying with MRC detection
at the destination. All of the schemes in this figure are power optimized. Agieggd
before, an error floor is expected whesy, is fixed. As shown in the figure, ML detection
at the destination removes the error floor since the cause of the errasfidroptimal (i.e.
non-ML) detection. However, with an unreliable SR link even using ML d&irgnay not

make DF relaying outperform AF relaying for large values of SNR.

2.3 Benefits of Relaying and CG

In this section, we derive joint optimization of the relaying strategy and pahecation
ratio for maximizing the overall Ml between the source and destination, aadtify the
maximum CG under a total power constraint, all in terms of the instantaneonsalha

coefficients. The underlying assumption is the availability of only three comratioic
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Fig. 2.3. The error floor in DF relaying.

options (strategies), DT, AF relaying, and DF relaying.

Fig. 2.4 shows how a fair comparison on a power basis between the rekayhDT
schemes can be made. One 2-D symbol is transmitted in every degreeduniréBoF).
In the relaying scheméy DoFs, in time or frequency, are available for each of the source
and relay. In the DT case, the source takes up all availall®oFs. Also, using the same
notations as in Section 2.2, we assume that in the relaying case, the sadiretegrhave
a total energy budget & per DoF. Therefore, a total energy di&, is available for the
period of cooperation. The source uses engkggiven in (2.1), and the relay uses energy
Er defined in (2.2), per DoF. As shown in this figure, the SNRs of the SDaS&RD links
per DoF areysp, Ysr, andyrp, respectively, with the definitions given in (2.9b)—(2.9d). In
DT, the source uses energy/2 per DoF, and therefore, the SNR in the SD link becomes
v0/2, wherevy, is defined in (2.11).

If the maximum achievable M| between the source and destination in coageradT

transmission id.,,x Nats per 2-D symbol, then we define the CG as

Tmax _ 1
CG 2 10logy, <e](DT)1 dB (2.30)

@‘max —

where[r(nzz) is the maximum achievable Ml in DT. In fact, tl¢G shows the amount of

gain in the equivalent SNR from the source to the destination with respedt t@e that
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Fig. 2.4. Time-bandwidth dimensionality for cooperative transmissi@hf and the corresponding link
SNRs.

if the best option for the source is not to use the relay, then
CG =0 dB. (2.31)

The results for the best strategy for the source to maximize the CG, the @BA&ra
and the maximum CG are summarized in Theorem 2.1. In this theorem, we employ the

definitions ofo, 71,72, kot ), and CG given in (2.11)~(2.13), (2.2.1), and (2.30).

Theorem 2.1 (Best Strategy and CG in Dual-Hop AF/DF Relaying)Assume that the
only available options for the source are either not to use the relay (i.eetDTy or to
use AF or DF relaying at the relay, and that DF relaying is adopted if alydifaihe relay
is capable of successfully decoding. Successful decoding at aopettating at a raté&
nats per 2-D symbol is considered to be attainable if and only if the recealad of SNR

exceeds the limit,

101ogy, (eR - 1) +10log,, p dB (2.32)
for somep > 1. Define

2

70
Li21- (2.33)

4p(v2 = 0)
P E— (2.34)
7172 =

and

K 2

(Yo +71)72 + 10 2
{ VIOo + 7172 = 20m] (72 + 1) + Vye(n + 1) } : (2.35)
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Then, if
2

2 <0+ Z—O (2.36)
0
the relaying is not beneficial and
CG =0 dB. (2.37)

Otherwise, we have the following possible cases with the best strategyigieach case:
i) Ly < Loandyy > v1v2/(71 + 1): No cooperationCG = 0 dB.
i) Ly < LyandK < vy +93/(4p): No cooperationCG = 0 dB.
iii) L1 < Lo,n0 <me/(m+ 1), andK > 70 +15/(4p): AF relaying.
V) L1 > Lo, Y0 < M172/(71 + 1), andK > Lovy;: AF relaying.
v) L1 > Lo andK < Loy, DF relaying.
Vi) Ly > Lz andyp > y172/(71 + 1): DF relaying.
In the case of AF relaying, the OPA ratiol&éﬁF), and one has

CG = 10log;g [Zp (, /14 5 — 1)] dB. (2.38)
Yo P

In the case of DF relaying, the OPA ratiolig, and one has

CG = 10logy, F” <, g Lo 1)] dB. (2.39)
% p

Note that (2.32) is, in fact, the decoding threshold for a capacity-appiogcode op-
erating at a raté nats per 2-D symbol. Theorem 2.1 stipulates the decoding SNR threshold
at a node as a function of the transmission rate. The first term in (2.32)$htr@on limit,
and the second term is a margin depending on the code block length, therstifctoe
code, and weakly on the rafe. This margin can be arounddB for low density parity

check codes [52].
Proof. A proof is given in Appendix B. |

Figs. 2.5-2.7 show the CG and optimal strategies in collaborative transmission f

several scenarios. In all cases, the decoding margin,
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has been set tb dB. Observe in Fig. 2.5 that the CG is as much &2 dB when the SD

link is very weak. In fact, the CG increases when the SR and RD links impnotree D

link deteriorates.

Note that in Figs. 2.6 and 2.7, there is a saturation effeet; a® 2 increases. This

expected phenomenon is because an increase @ffectively makes the relaying system
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approach a two-transmitting-antenna scheme having a fixed gain over-airtglena DT.
Also, asy, improves, the relaying system imitates a two-receiving-antenna scheme.
Fig. 2.6 indicates that DF relaying is favorable at large This is explained by the
relay’s higher chance of decoding successfully at larger rates aSRhink improves’
A more interesting observation from Figs. 2.5 and 2.7 is that a strong SD olinRD
persuades the relay to execute AF relaying. This persuasion is ostevsba by sufficient

improvement of the SR link.

"The superiority of DF relaying over AF relaying in the case of strong SRslhs been reported in the
literature for other scenarios and other figures of merit [10], [254],[[34], [49].
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Chapter 3

Dual-Hop AF Relaying Networks!

3.1 Introduction

In a multirelay, dual-hop AF relaying network, such as the one depicted inFiy the
relays cooperate with the source by amplifying and forwarding its messape tiestina-
tion. In such a network, the source and relays can be assigned anddagmnnels. This
constitutesorthogonal AFrelaying. An alternate scheme is to have the source transmis-
sion be orthogonal to relay transmissions but to let relay transmissionspietiene and
frequency, constitutinguperimposed ABcheme. Yet another scheme, which can be sub-
sumed under superimposed relaying as will be explained in this sectiseleistion AF
relaying, where in each CR, a single relay is chosen for the cooperation.

Orthogonal relaying suffers from orthogonalization loss [9], whichv@ded in super-
imposed relaying at the expense of greater receiver complexity [15jalReom Section
1.3 or 2.2 that half-duplex relaying, which is the common mode of operation axauto
the full-duplex mode, requires separation, similar to orthogonalization, ketivansmit-
ting and receiving signals. However, it was shown in [15] that the ireffiof conventional
half-duplex schemes is due to the use of orthogonal subspaces,trathehe half-duplex
operation. In [53], the problems of minimizing the BER subject to a total ermyggtraint,
and minimizing the energy consumption under a BER constraint were investigata
linear 0-1 knapsack problem for orthogonal AF relaying. In [48],dasvehown that orthog-

onal AF relaying is always inferior to the selection AF scheme, and thesand relay

LA version of this chapter has been published in the Proceedings of the @@bal Telecommunications
Conference (GLOBECOM), 2008, and in part in the IEEE Transactiosn€ommunications, vol. 57, no. 10,
pp. 2918-2922, Oct. 2009.
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R

Fig. 3.1. The network configuration and corresponding channeptmagains.

OPA ratios for orthogonal and selection AF relaying were derived. itndhapter, we only
consider and study superimposed and selection AF relaying.

Superimposed AF relaying was first introduced and studied in [11], [A®& superim-
posed AF scheme considered in this chapter is similar to the schemes in BI0]5M],
and comprises two phases of equal duration. In the first phase, theedmoadcasts, and
in the second phase, relays amplify and simultaneously forward the stataereceived
from the first phase, to the destination, using the same frequency band.

The importance of proper power allocation in relaying was explained in {€h&p
and demonstrated for a simple network. Here, we formulate and examinddiiedieA
in superimposed AF relaying, and investigate the optimality of the selection Alempow
allocation scheme. The selection AF power allocation [48], [54] can bgidered a special
case of the superimposed AF scheme, in which the entire available aggeggtpower
is allocated to a single relay in each CR. The single relay is selected suchetmatetall
outage probability is minimized. The selection is revised for each CR.

It was shown in [54] that selection AF relaying is optimal among all superiegbos
AF schemes for Rayleigh fading channels under the conditions that thes reda only
access their local channel state information, and that the relay poweat@iotemplate is
constant. In [40], optimal relay power and bandwidth allocation for maximittiegtotal
system rate under a total network power budget for orthogonal gretisyposed AF and
DF schemes were derived for the case where the baseband link ieveffiare real-valued,

i.e. where links only suffer path loss. This assumption leads to closedskiutions for the
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OPA, and is different from our more realistic assumption that the basein&rabefficients
are generally complex-valued. In [55], source and relay OPA foesoposed relaying
was obtained when the relays use beamforming in each CR and when &gchae its
own power constraint. Here, we consider a similar superimposed AF rglayablem but
with a relay aggregate power constraint and without beamforming whicincagase the
overall complexity and implementation cost.

In [56], the authors considered a generalized selection AF relayirgegmmowhere re-
lays have knowledge of their local channels and use beamforming, asictwhgeneral,
more than one relay can transmit simultaneously to the destination. It was aksufse]
that each relay either does not transmit or transmit with its full power. TWerslty order
of several AF single-relay selection schemes was derived, ancateveltirelay selection
schemes were proposed. In this chapter, we only consider best-seiglefrelay) selec-
tion schemes [48], [54], which do not need interrelay synchronizatsad in multirelay
selection protocols, and compare them with superimposed AF relaying Rradphimality.

We show that the superimposed AF OPA can be formulated as a so-callechcerne
fractional program, consisting of globally maximizing the ratio of two positivaidefi-
nite quadratic forms over the nonnegative orthant. We then proceedite demecessary
condition for the selection AF power allocation optimality in terms of instantaneloas-c
nel coefficients. We show that as the number of relays increases,|dotice AF power
allocation is less likely to be outage optimal, such that the probability of optimalityydeca
exponentially with the number of relays. We then develop a closed-formgewsiabopti-
mal power allocation solution whose outage performance closely followstta optimal
scheme, and noticeably outperforms that of the selection AF scheme.

Throughout, upright boldface small letters represent vectors, whilgeght boldface

capital letter denotes a matrix. Also, we use the following notations:

» SuperscriptsT” and “H” denote the transpose and conjugate transpose, respectively.
 Operatordiag {-} maps a vectow to a diagonal matrix whose diagonal vectomis
* Vector|w|, where
_ T
w = (w1, -, wn) (3.1)

is defined as,
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(lwil, -+, [war]) " (3.2)

 Vectorw™, wherew is a real-valued vector as in (3.1), is defined as,

(max{wy,0}, ---, max{wys, 0})T. (3.3)
» Vectore; represents a vector havingat theith component and zero elsewhere.

» The notations- and > for vectors represent componentwise inequalities, and for

matrices represent (non)positive or (non)negative definiteness.

The remainder of the chapter is organized as follows. The system modsdsiokd in
Section 3.2, and the problem is introduced and formulated. Section 3.3 gsavitecessary
condition for the selection AF optimality, and demonstrates the selection AF asycafjo
strict suboptimality. Finally, a suboptimal superimposed AF relay power allotatbeme

is developed in Section 3.4.

3.2 System Model and Problem Formulation

Consider the relay channel depicted in Fig. 3.1 with a source (Node 8}timation (Node
D), and M AF half-duplex relaysRi, ..., Ras, where the destination can only receive
from the relays. In fact, we assume that the direct SD link is blocked, eig.talsevere
shadowing [30], [57]-[59]. Collaboration is particularly appealing tohsa scenario, as
conventional communication cannot help, and cooperation appears te beljiremedy.

One CRis split into two equal-length phases, in the first of which the souoeelbasts
a number of symbols, and in the second of which the relays, each withssjeed power,
simultaneously amplify and forward the source’s message from the fiaseptTherefore,
the destination receives relay superimposed signals in the second phase.

All source and relay transmissions are oblivious to CSl, and occupythe fequency
band of baseband wid#¥. Also, the transmissions are narrowband and distorted by qua-
sistatic flat fading and AWGN. The channel complex baseband coetioiénhe source-
R.. (SRy), and R,-destination (R,D) links are denoteds,,, andg,,n, respectively. The
channels are assumed to be independent and to remain constant dweiGRomut to
change independently over consecutive CRs.

It is assumed that the source ang, Ransmit with energies per 2-D symb&} and
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kmn Er, Where&Es and &g are two constants and whekg, ..., kj; represent relay power
allocation ratios, which are nonnegative and suni.toNote that the output powers of
the source and R are obtained ad¥l &5 andk,, W Er. It is also assumed for technical
considerations that each relay can sustain a maximum continuous powss tioedV £g.

The problem is to find, ..., kjs such that the outage probability is minimized. Out-
age is defined as the event that the maximum achievable rate between ttee@wdides-
tination is exceeded by a fixed target rate The ratiosky, ..., kj; are allowed to be
functions of the link instantaneous coefficiepts, andg,,p. Therefore, irrespective of
and the link statistics, the relay power allocation ratios that minimize the outagalglith
are the same as those that maximize the overall instantaneous achievabMatatehat
k. = 0in a CR means that R is not utilized in the CR. Alsok,, = 1 (and therefore,
k; = 0 for i # m) indicates the solitary use of thath relay. Therefore, the selection
AF algorithm that allocates the entire aggregate pafketo a single relay in each CR in
order to minimize the outage probability, amounts to findingrgnn a CR, for which the
instantaneous rate resulting from, = 1 equals or exceeds the rate resulting frbm= 1
for anyi # m.

Assume that the source transmits a 2-D symiglwhere
E {]ms\z} — & (3.4)
This symbol is received at Node,Ras

Ym = gSm TS + Ny (3.5)

wheren,,, is the AWGN with one-sided power spectral density (P3D). Node R,, am-

A k’m gR
s | kmér 36
p Gon s+ N,y (3.62)

Gsm 2 |gsm]? (3.6b)

plifies y,,, with the factor

where

or

Gsm 2B {\gsm!2} (3.6¢)

depending on whether we need
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E{18n yml* | gsm } = bom Ex (3.6d)
corresponding to an instantaneous or short-term power constrairy,foor
E{‘ﬁmymF} =km &r (3.6e)

indicating an ergodic or long-term power constraint based on averagargifferent real-

izations ofgs,,.> Now, the signal received at the destination in the second phase is

M M M
YD = D gmb B Ym + 1D = (Z Brm gsm ng> s+ Y Bmgmpnm +np  (3.7)
m=1 m=1

m=1

wherenp is the AWGN at the destination with one-sided P8Ip. Conditioned on the

channel coefficients, the maximum Ml in nats betweerandyp can then be written as,
In (14 7veq) (3.8a)
where

A

‘2
Yeq =

Es ’Z%zl ﬁm 9Sm 9mD
M B2 |gmp|? Nim + Np

is the equivalent SNR from the source to the destination. Eq. (3.8b) caawbigten, after

(3.8b)

some manipulations using (3.6a), as

2
‘dTa‘ dTaald
Yeq = ] 2 = T ) H (3.92)
1+ ||dTdiag {b}|| 1+ dTdiag {b} diag {b}"d
where
d2 (Vki, -, Viu)" (3.9b)
is the square-root power allocation ratio vector, and where
a = ((11, ) aM)T (390)
b2 (by, -, ba)?t (3.9d)
A gS ER 9sm gmD
m = 3.9e
¢ Np \% GSm SS + N, ( )
and
Er Npy, gmD
b = 4/ : 3.9
Np Gsp Es + Ny, (3.9

2Both approaches have been considered in the literature [9], [54].
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The optimization problem is to fin@k1, - - -, k) that maximizesy.,. Therefore, using

the definitions
A 2aall (3.10)
and
D £ diag {b} diag {b}" (3.11)

and from (3.9), one can rewrite the problem as,

dTAd

argfinax T+ d'Dd (3.12a)
subject to the constraints
d-0 (3.12b)
and
d'd=1 (3.12¢)

(see the notations defined in Section 3.1). Any global solution to (3.12) isadeut to
an OPA strategy. Based on the selection AF description in this section, tleticelaF

algorithm solves (3.12) when,
de{el? ”'7eM} (313)

wheree,,, has been defined in Section 3.1. This amounts to solving,

Am’m
—_— 3.14
e 14
or
|am| ?
argmax (3.15)

Therefore, selection AF relaying is optimal whenever a global solution.i®)3s one of
the M extreme vectoreq, - - -, ey of the constraint set.

To further simplify the problem, one can show that (3.12) is equivalent to,

dTA
argmax 7(1 (3.16a)
a dT'Dd
subject to the constraint
d=o0 (3.16b)
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where
D2D+1y (3.16¢)

and wherel,; is the identity matrix of ordeV/, in the sense that any global solution to
(3.12) is a global solution to (3.16), and for any global solutibto (3.16),d/||d| is a
global solution to (3.12). Problem (3.16) is advantageous over proldg)(in that it con-
sists of the ratio of two convex quadratic functions with a closed-set, gapeonstraint.
Note that the constraint set in (3.12) is closed, but not convex. Sutdbalgptimization
problem, a so-called nonconcave fractional programming, may arise ligtieapplica-
tions [60]. The problem in general lacks a closed-form solution. Nahesis, some global
optimization algorithms have been developed for its solution (e.g., see [&]],d6d the
references therein).

Observe from (3.9)—(3.12) and (3.16c) that the objective function.t6§3

dTAd
. (3.17)
dTDd
actually equals., when the square-root power allocation ratio vector is given by
d
(Vkr, -, wa)sz. (3.18)

This obviously shows that (3.17) is upper bounded, and, therefagldial optimization
problem (3.16) has a solution.
The boundedness of (3.17) can be verified via another approach waisic yields an

interesting upper bound op,,. If

né\/?s(j%,--~,%>T (3.19)
whereN,, is the PSD of,,, (see (3.5)), we obtain
a=diag{b}n (3.20)
from (3.9). Meanwhile, one has
|22 Tas = 22" (3.21)

for any complex)/ -tuple vectorz. Combining these facts, we can show that

A
D> T2 = (3.22)

and consequently,
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dTAd
0< =Yg < NP =51+ + 3.23a
THa M = st YSM ( )
where
2
., 2 &slgsml” E\g{ml (3.23b)

is the SNR realized at,R

3.3 Selection AF Suboptimality

In this section, the deviation of the selection AF algorithm from optimality in relaygvo

allocation is examined. We start with a necessary condition for the selectiaptirality.

Theorem 3.1 (Necessary Condition for Selection AF Optimality)If the selection AF

algorithm is optimal for relay power allocation, then we have
3, V), j # i Re{gsigin g3 9jp} < 0. (3.24)
Proof. A proof is given in Appendix C. |
Next, we prove that selection AF relaying is asymptotically strictly suboptimal.

Theorem 3.2 (Selection AF Asymptotically Strict Suboptimality).The probability of
the selection AF outage optimality approaches zero exponentially ascreases, inde-
pendently of the fading model except that different links suffer inddpat fading with

uniformly distributed phase distortion.
Proof. A proofis given in Appendix D. |

The upper bound (D-15) from the proof of Theorem 3.2 showsRhéE'} < 10~2 for
M > 11; i.e. for more tharl1 available relays, selection AF relaying is suboptimal with
a probability greater tha®9%. Note that the independent fading and uniformly distributed
phase assumptions stipulated in the theorem are common in the literature.

The increasing divergence of the selection AF protocol from outagmality is illus-
trated by numerical examples in Fig. 3.2, where the outage probabilities afldwtion AF
and optimal schemes versus the number of relays are depicted for twe iatBayleigh

fading channels. Recall that the outage probability; at rater bits is given as
Pyt = Pr{In(1 + 7¢q) < rIn2} (3.25)
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Fig. 3.2. The outage probability versus the number of relays for sateatid optimal superimposed AF
relaying in Rayleigh fading channels, wheg,, = 7 dB andv,,p0 = 15dBform =1, ---, 6.

where~. is given by (3.8b). The outage probabilities in Fig. 3.2 have been obtained b
10°-iteration Monte Carlo simulation. In this figure, a symmetrical case has bewideo

ered in whichyg,,, = 7 dB and~,,p = 15 dB, whereys,, is defined by (3.23b) and where

o &rl9mnl’ 3.26
IYmD = Np ( . )

is the SNR at the destination if only,Rtransmits. One can observe that/sincreases,

the selection AF scheme diverges more from optimality. For example, When 6, P,

for the selection AF scheme is almdstimes that of the optimal scheme for both rates
Fig. 3.3 exhibitsP,,; versus fading severity, parametarin a Nakagamis distribu-

tion, for a typical example wheh/ = 5. Itis observed that the selection AF deviation from

optimality is also susceptible to fading severity, intensified as the fading moserate

3.4 Proposed Suboptimal Scheme

The optimal superimposed AF scheme is too complex to be implemented in practical ne
works. In fact, the branch and bound algorithms presented in [61]]f¢§680lving noncon-
cave fractional global optimization programs are general with indeterminstivecgence

time and computational load. In this section, motivated by the exact optimal solotithe
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Fig. 3.3. The outage probability versus the fading severity for selectidroptimal superimposed relaying
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(vs2,72p) = (3,7) dB, (ys3,73p) = (8,6) dB, (7s4,74p) = (5,3) dB, and(vss,vsp) = (5,7) dB.

case ofM = 2 as will be explained, we propose a suboptimal power allocation scheme. We
develop a closed-form suboptimal solution to (3.16), which does not ievadwvergence
issues or indefinite search.

First, note that (3.16) can be converted to the equivalent problem,

uID-12AD Y24

argumax T (3.27a)
subject to the constraint
u=0 (3.27b)
where
u=D"2d (3.27¢)
or
d=D"12u. (3.27d)
It can be shown that,
D Y2AD /2 (3.28)

is Hermitian and nonnegative definite. However, (3.27) is not a typicalirgtia form
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maximization problem due to the constraint (3.27b). Also, note that expre€3i@3) is
complex-valued, whereas the optimization is performed over real valukse Wis is not

of concern in general, for the purposes of this section we equivalemtiyect (3.27) to,

TA
argmax 4 T v (3.29a)
u u-u
subject to the constraint
u-0 (3.29b)
where
ALD V2 (A+AT) D12 (3.29¢)

is a honnegative definite, symmetric, real-valued matrix. Note that for a giveatisfying
(3.29b) and any positivé £ u is componentwise nonnegative and leads to the same value
of the objective function in (3.29). Therefore,fis globally optimal, therf u is globally
optimal for any? > 0. Also, note that based on quadratic form maximization results [63],

if corresponding to its maximum eigenvaluk has an eigenvector
vE (v, op)T (3.30)
such thatv = 0 or —v > 0, then a globally optimal solution to (3.29) is
Uopt = |V| (3.32)

where the notation- | for a vector has been defined in Section 3.1.

Our proposed suboptimal solution to (3.29),,:, is as follows, and can be proved
through differentiation to be optimal fav/ = 2 (and trivially for M = 1), and which in
fact, is the generalization of the optimal solution far = 2 to the case of an arbitrad/.
Assume that the maximum eigenvalue/of \.,.x, has multiplicityt, and thatvy, - - -, v¢
are the eigenvectors corresponding\ig... Now, if for anyj € {1, ---, t} one hasr; = 0

or—v; = 0, then
Us-opt = |Vj|' (332)

Note that in this casais s is globally optimal. Otherwise,

A uT Au
Ug.opt = argmax
UE{Viv(—Vl)Jﬁ"'7Vt+7(—Vt)+,eh"'7 en

} e (3.33)

where we have used the notations defined in Section 3.1. Note that (3133mhavives
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search over a finite set of si2ze+ M, and that fom = e,,, the objective function in (3.33)
simply reduces ta\,,,,,,.
To summarize the proposed suboptimal relay power allocation scheme, deiirsa

andb from (3.9¢e) and (3.9f) are calculated. Then, the expressions

A =aall (3.34)
D = diag {b} diag {b}" + I, (3.35)

and
A=D2(A+AT)D /2 (3.36)

are evaluated. Finally, the suboptimal solution to (3.28),,, is obtained from (3.32) or
(3.33), which then translates to the square-root power allocation ratiorvec

5—1/2
D / us-opt

: _ 3.37
|D-1/2 Us-opt | ( )

A
ds-opt =

Fig. 3.4 shows the superiority of the proposed scheme over the selectiprofdeol in
terms of the outage probability, and that the proposed suboptimal schefoezealmost

as well as the optimal scheme. The outage probabilities have been obtaikientesCarlo
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Fig. 3.4. The outage probability versus the number of relays for thetgsie optimal superimposed, and
proposed schemes in Rayleigh fading channels, whgn= 15 dB andv,,0 = 10dBform =1, ---, 6.
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simulating and solving (3.12), for the selection AF and optimal superimposextidémes,
and (3.33), for the proposed scheme. The superiority of the optimabpoped suboptimal
schemes over the selection AF scheme is increaséd esraised, and reaches abOugs
and0.76 decades smaller outage probabilitieslat= 6 for » = 0.3 bits andr = 0.7 bits,
respectively. It can be argued that the proposed scheme can be impdmeéth almost
the same complexity requirements as those required for a centralized implenreotaiie

selection AF scheme.
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Chapter 4

Dual-Hop DF Relaying Networks!

As explained in Chapter 1, several ideas for basic relay operatioresdeseloped in [1],
[3], which were later termed AF [9], DF [4], [9], and CF [4] relayinga Chapter 3, we
investigated superimposed and selection AF relaying. In this chapter,ngaleofixed DF
relaying, in which relays, under constant time/frequency allocation, attenfylty decode

the source’s message, prior to forwarding.

4.1 Introduction

The DF relaying protocol and its capacity evaluation have been the main wpécsast
body of research [4], [5], [9]-[11], [26], [57]-[59], [64]#5]. In the seminal work [9],
[10], the diversity-multiplexing tradeoff and outage probability of differsingle-relay and
multirelay AF and DF protocols were derived. The capacity regions abwamrotocols
based on AF and DF relaying were derived and compared for statioelsain [26]. The
ergodic capacity, outage capacity, and spatial diversity gain of threanlFDF relaying
protocols for a three-node relay channel were derived in [11]. 5]nlpwer and upper
bounds on the instantaneous, outage, and ergodic capacities of adidleeelay channel
with perfect CSI at the transmitters were derived for Rayleigh fadingfalhduplex/time
division and synchronized/asynchronous transceiver models [5].

In another major progress, capacity bounds were derived foraleweitirelay DF and

CF strategies [4]. It was shown that the DF strategy achieves the exmicity with some

A version of this chapter has been published in part in the Proceedirtge ¢EEE Global Telecommuni-
cations Conference (GLOBECOM), 2009.
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topological and fading phase assumptions. The development in [66] optirmatirelay
selection and power allocation for the best capacity in a dual-hop multisoteerk
with full CSI at the nodes. In a similar system setup, bounds on the ergagacity of
a multisource, dual-hop, orthogonal DF relaying network with global CSkevaerived
assuming Rayleigh fading, random relay positionings, and a short-tenarmmnstraint
[67]. In [70], the ergodic capacity of a three-node relaying netwods wtudied for AF
and DF relaying with adaptive modulation. In [73], closed-form expoesswere derived
for the symbol error rate and average capacity for a DF relay seleatioemrse without
the SD link in the Rayleigh fading and dissimilar links case. In [71], [72], et&rm
expressions for the error probability and average capacity of dyakhlection relaying,
based on choosing the relay with the strongest link to the destination amongdirtgset,
were derived. In [59], the ergodic capacities of multirelay, dual-hegctive and proactive
selection DF relaying were derived for Rayleigh fading. Also, the emodpacities of
single-relay, multihop AF and DF relaying were studied for Rayleigh fadifgh It was
shown that DF relaying is superior to AF relaying in this scenario.

In this chapter, we consider the multirelay, dual-hop DF relaying netwapictial in
Fig. 4.1, and answer the question of what the maximum possible averagd cat@mu-
nication from the source to the destination, referred to as the averageityajs, under
the assumptions detailed in Section 4.2. In contrast to single-relay, multihoplBfng
networks where the maximum achievable rate is simply determined by the capfatiey o
poorest hop [57], a multibranch, dual-hop scheme has more complexallgigate ex-
pressions as will be observed in Sections 4.3 and 4.4. The average cateukated here
as the expectation of the maximum instantaneous, nonoutage rate of the Shisiemax-
imum rate is independent of any given operating rate, and, therefat#fegent from the
realized MI evaluated at an operating rate, such as the rates given jh(R][68], [76].

We consider three protocols, called superimposed, selection, and antdaglaying,
respectively referring to the strategies where different relay transmisare superimposed
[9], [40], [64], [77], where only the best relay is utilized [58], [68T4], and where the re-
lays transmit in their dedicated orthogonal channels [9], [40], [697],[F78]. We also
consider two cooperation strategies in each case, called parallel thanperation (PCC)
and repetition-based cooperation (RC) [9], [75]. These protocal€aoperation strategies

have been frequently employed in the literature (with slight variations in sosgs:aHow-
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Fig. 4.1. The system model, and the corresponding SNRs of the links.

ever, no result has been reported for the capacity performance gétieeal network in Fig.
4.1 under the above mentioned protocols and strategies. In the analysisneet here, the
average capacity is calculated through the outage probability. Theréfereutage proba-
bility of the different schemes is also derived as a side result of our sisaklthough the
outage performance of DF relaying schemes has received more atteittionave results
in the literature compared to the capacity performance, our analysis resvalesults for
outage probabilities. We mention both new and overlapping results for comeéstaind
cite the relevant references.

The remainder of the chapter is organized as follows. Section 4.2 detailgdtesns
model and assumptions, and complexity issues. Maximum achievable instargaates
are derived in Section 4.3, and an average capacity analysis is exéclusedtion 4.4.

Finally in Section 4.5, several numerical examples are studied.

4.2 System Model

Consider the system depicted in Fig. 4.1, including a source node S, aatiestinode D,
andM half-duplex DF relay®, ..., Rjs. Feasible communication links and the direction
of transmissions are shown by arrows in Fig. 4.1.

It is assumed that the transmissions are narrowband, and suffer AW Nuasistatic
flat fading. The channel complex gains are assumed to remain constarg doe CR,
defined as the duration needed for communicating a message from the twtine des-

tination, but to change independently from one CR to another. Amplitude aaskepn-
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formation of a link AB is perfectly estimated by, and available to, receiverrBéherent
detection. The instantaneous SNRs associated with the links SD, &Rl R,,D are de-
notedvysp, vsm, andy,,p, respectively, as shown in Fig. 4.1. It is assumed that the SNRs
of the different links are independent [9], [11], [30], [58], [6839], [74]-[76].

No optimization for resource (power, time, bandwidth) allocation is consi¢lehed
nodes are assumed to transmit with constant power and bandwidth in fixetioda of
time during a CR. This assumption is for simplicity as the optimization of resourceaalloc
tion in cooperative networks, e.g. explored in [5], [30], [64], [6[B9], [75], is generally
computationally demanding and least amenable to closed-form solutionsjadigpshen
there are more than one relay in the network.

We consider three relaying protocols, superimposed, selection, adjortal relaying,
and two cooperation strategies, PCC and RC [9], [75]. The two cotperstrategies are
opposite extremes in the sense that in PCC, all transmissions from differées in a CR
utilize different, independent codebooks, while in RC, the same codebagded for all
the transmissions. In fact, in PCC, transmissions from the source to a redafycan a
relay to the destination contain fresh MIl. Consequently, the resulting Minaclkated at
the destination equals the sum of the Ml received from orthogonal aubsg?9], [10],
[22], viz. parallel subchannels [79, Section 9.4]. In contrast, in thec&&, transmissions
convey repeated information such that the destinaimumulates energyather than Ml,
from different transmissions [22] and that the resulting SNR at the déstnaquals the
sum of the SNRs from source and relay transmissions [9], [10].

One CR is divided into two phases as depicted in Fig. 4.2a. In phase I, \estsh
Ty seconds, in any relaying protocol, the source broadcasts its messagedistmation
and the relays, which attempt to decode the message fully at the end of IPAasgay
successful in decoding is called a decoding relay. The three protaeotistinguished in
Phase II, where only the source and the decoding relays participatieisasted in Figs.
4.2b—-4.2d and described in the following.

In superimposed relaying, the source and decoding relays, simultéypé@umsmit to
the destination foff; seconds. The destination can execute serial interference cancellation
[80] or space-time decoding [9], [11]-[14] for detection if the transioiss are simply
superimposed [80] or if the transmissions are distributed-space-timel §@f¢11]-[14],

respectively. The latter is only for the RC case, and needs stringemoadiesynchroniza-
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Fig. 4.2. The relaying protocols. A right arrow shows the direction afdnaission. A relay transmits only if
it has decoded the message. Otherwise, it remains silent.

tion at the symbol level. In selection relaying [58], [68], [74], only thethaf the source
and decoding relays (i.e. the one with the strongest link to the destinatiosijrtitario the
destination in Phase II, which again, lagtsseconds. In orthogonal relaying [9], all relays
are assigned orthogonal (time or frequency) channels, each cogtamimany degrees of
freedom as the channel devoted to the source in PHalserig. 4.2d, only the case of time
division multiplexing for the relays has been depicted. The message issmitted only
by decoding relays in their dedicated channels.

As stipulated earlier, a CR experiences one channel fading block. Fhisrgtion

best suits delay-sensitive applicatiohi this chapter, we focus on determinifig.y, the

maximum instantaneous end-to-end Ml rate per CR,fand, the expectation of,,, with

2A channel of baseband bandwidtti Hz and duratiorTy seconds containd” Ty 2-D DoFs [79].
%In contrast, in delay-unlimited applications, the CR and codewords canasfzage number of indepen-
dent fading blocks [4], [5], [11], [64] such that the source candfi¢ from larger ergodic rates.
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respect to the channel state

Y = (78]377817 «vvy YSM 5 Y1Dy - - - ’YMD) (41)

We refer tol,,.x as theaverage capacityUsing [81, eq. (5-53)], we calculafg,.x as
Tax = / dr[1 — Pr{lnax < r}]. (4.2)
0

To rigorously defind .y, firstlet Ip, (R) be defined as the maximum downlink Ml that
the destination can gather from Phases | and Il when the source’s r@teAsgiven rate
R determines which relays can decode, from whigh(R) can be obtained. For example,
in selection relaying with PCC, if for a source rateonly Relays 1 and 2 can decode, then

IpL(R) becomes,

1 1
5 ln(l + ’YSD) + 5 ln(l + max{fySD, Y1D, "}/QD}) (43)

where the first and second summands are the amounts of Ml receiveel éégtination
from Phases | and Il, respectively. The rdtds realizable and does not cause outage if
R < Ip(R). Many examples of downlink ratefs,r,(R) can be found in [9], [10], [68],

[76], where Ml is typically used to evaluate outage. Now, we defipg as

Inax = max R. (4.4)
R<IpL(R)

Therefore, I, IS the maximum instantaneous, sustainable (nonoutage) rate, or the in-
stantaneous capacity of the system, and thus, important to evaluate. Ndtectbatage

probability at rateR considered in the literature [9], [10], [68], [76], is actually given by
Pou(R) £ Pr{IpL(R) < R} (4.5)

rather than byPr{l ., < R}.* AlthoughPr{l... < R} is equal toP,(R) for all cases
that we consider, the equality does not hold in general, as will be explangédction
4.4. While the outage performance of relaying networks has receivel attention, only
limited results are available of,., and ., for dual-hop DF relaying networks in the
literature, e.g. in [59], [70]. Existing results relate to different or simpléwoeks, and will

be compared to our results in Sections 4.3 and 4.4.

“Note thatl...« is independent of, and can be smaller than, equal to, or greater thivensource rate?.
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4.2.1 Complexity Issues

The valuel,, .., defined in Section 4.2, has different interpretations for, and implications

on the CSl available at the different nodes as follows. The interpretatidg.Q, which is

a function of only the channel state as will be observed in Section 4.4, depends on the

source’s knowledge of,,.x in a CR. If the source is oblivious th,.x, outage is always a

possibility? In this case] .y iS Not realizable, but still can serve to compare two systems.
However, if the source can obtainin each CR via feedback links almost instantly,

it can calculate, and adaptively transmit with rdtg,, such that no outage occurs. In

this casel.x equals the (long-term) average rate. The iatg, can also be calculated
at another node and quickly fed back to the source. For example, it mayabgcally
easier for the destination to obtainand calculatel,,.x, because the componentsp,
YD, -- -, YmD Of v are estimated at the destination anyway for coherent detection.

Also, independently of the source lacking or obtaining knowledgg.@f for adaptive
transmission, the different schemes introduced in Section 4.2 demaneiféenounts of
signaling feedback for their operation, as follows. In superimposeglingiathe decoding
relays should declare their successful decoding and participation seRhto the desti-
nation. In selection relaying, again these success feedbacks frorel#lys are needed.
Additionally, the destination needs to broadcast a designating feedbaetetonihe which
node is best to transmit next. In orthogonal relaying, no success igndéisg feedbacks
are required given that the destination can realize which relay is or isaranitting, by
monitoring their dedicated channels.

Note that all the above mentioned CSI and signaling feedbacks entail adtlibier-
head usage and need dedicated time slots or frequency channels, aldgensome loss of
spectral efficiency. Nevertheless, the assumption of having CS| db&e& at the transmit-
ters is common in the literature of cooperation. Previous research haga siaweedback
information can significantly enhance the performance of cooperativeries and is more
critical to relaying than DT [3], [10], [23], [58], [68]. The impact of irefect CSI feedback
or feedback delay on the rate performance is worth investigating, bohbeye scope of

the investigation here.

SNote that in delay-limited scenarios, the source cannot encode overtheor one channel fading block.
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4.3 Maximum Achievable Instantaneous Rates

In this section, evaluating and Ipr,(R), defined in Section 4.2, and using (4.4) in each
case, we derivd,, ., for the different protocols described in Section 4.2. We assume that
both R andIpy,(R) are normalized by the entire period of the CR. We utilize the following

notations in our derivations. Assume that the SR SNRs. . ., s, are sorted in decreas-

ing order asyg(y), - - -, Ys(m)- Letthe RD SNR corresponding 1@,y be denotedy,,,)p.
Note thaty(y)p, - -, vnp are generally unordered. We also define
Ys(0) £ Y(0)p = YsD (4.6)
and
Ys(m+1) £ Ym4+1)p =0 (4.7)
for convenience, by misuse of notation,,ag is out of order withygyy, ..., ¥s(ar)-

All the achievable rates derived in the following are new and summarizedhle Ta
4.1. The corresponding results for the achievable rates in the singleeada with fixed
resource allocation can be found in [3], [11], [23], [26].

4.3.1 Superimposed Relaying

If the source transmits with rateg nats per channel use such that

In (1 + ’YS(Z’+1)) < Rg <In (1 + ’Ys(i)) (48)
forani € {1, ..., M}, then onlyi relays can decode. In this case, denoting(R) for
the PCC and RC cases B> " (r) and 1™ ") (R), respectively, we obtain

r=1s (4.9)

2
1 "
Il(pr’ PCC)(R) =3 [1n(1 +7sp) + In (1 + Z 7(m)D) (4.10)
m=0
and
u 1 "
]](DLP, RC)(R) =3 In (1 + vsp + Z ’y(m)D> (4.11)
m=0

where all the divisions bg are for normalization. This normalization is similar to that em-

ployed in [10], [11], [26] due to the CR comprising two equal-size phatlke derivation of
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TABLE 4.1

MAXIMUM INSTANTANEOUSRATES IN NATS
ACHIEVABLE IN MULTIRELAY, DUAL-HOP, DF RELAYING NETWORKS

Superimposed
relaying
with PCC

— max
2

{2 In(1 + ~gp), min { In (1+751)),

1
1H(1+’VSD)—|—1H <1+ Z 7(m)D>}7 R

m=0

M
min { In (14 ys(ar)), In(1 +ysp) + In (1 + Z_:O’Y(m)D) }}

Superimposed

. 1
;Silt?}yglg 5 max { In(1 + 29sp), min { In (1 +951)),
1
In (1 + ¥sp + E ’Y(m)D)}a SRR
m=0
. M
min { In(1+ ’yS(M)),ln (1 + 7sD + Zo ’Y(m)D) }
S
Selection 1
relaying — max {2 In(1 + ~ysp), min { In(1 + 1),
with PCC 2
In(1 +vsp) + In(1 +vp)}, -,
min { In(1 + vsar), In(1 + ysp) + In(1 + 'YMD)}}
Selection 1
relaying — max { In(1+ 2vsp), min { In(1 +vs1),In(1 +vsp +11p) }, - - -»
with RC 2
min { In(1 + ysar), In(1 + ysp + VMD)}}
Orthogonal 1
relaying In(1 i { In(1
with PCC M1 max{ a1 +9sp), min | In (1 +95(m),
1
> In(1 +7(m)D)}7 e
m=0
' M
min { In(1+ ’YS(M))’ Zo In(1 + ’Y(m)D)}
m=
Orthogonal )
relaying i
with RC M1 { In(1 +7sp), min { tn (1 +95m).

1
In (1 + Z_:O’y(m)D)}, ey

M
min { In (1 + ’ys(M)), In (1 + Z_O’Y(m)D) }}
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(4.10) and (4.11) relies on the facts that the channels from the sourcedesktination and
from the decoding relays to the destination are two independent parallesaa channels
[79, Section 9.4], [9], [10], and that the channel from the decodafays to the destination
is a multiaccess channel [79, Section 15.3], [50, Section 16.2].

In PCC, the Ml terms from the first and second phases are addedidecbe transmis-
sion in the first phase is orthogonal to the transmissions in the second phasgecause
the codebooks used in the different transmissions are independengeveipwn the sec-
ond phase, although different transmissions use independent asdeioe SNRs, rather
than the MI terms, are added because the transmissions are not orthagdrae sim-
ply superimposed. Indeed, in the second phase, the sum-rate capacitgiag to the
multiaccess-channel rate region [79, Section 15.3] is achieved.

In RC, as the codebooks used for all the transmissions in both phasdeiatieal, all
the SNRs from Phases | and Il are added to give the resulting SNR ag@s$hiaation.

However, if the source transmits with rafg nats such thatts > In(1 + (1)), No
relays can decode. In this case, one has

Rs

R=— (4.12)
5P PO (R) = (1 + sp) (4.13)

and
IR (R) = %ln(l + 27sp). (4.14)

Combining (4.4)—(4.14), we obtain

1 1
L 79 = o max {2 In(1+4gp), min {ln(1+’ys<1))7 In(1+4sp)+1n (HZ V(m)D>},

m=0
M
-+, min { In (1 + ’Ys(]\/[)),hl(l +7vsp) + In <1 + Z ’Y(m)D) }} (4.15)
m=0

and

1 1
IGmRO) = 5 max { In(1 + 27sp), min { In (14 vs01)), In (1 +9sp+ Y “Y(m)D) },

m=0

M
-+, min { In (1+ 'YS(M))a In (1 + vsp + Z ’y(m)D) }} (4.16)
m=0

where superscripts “sup”, “PCC”, and “RC” denote superimposkyirey, PCC, and RC.
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4.3.2 Selection Relaying

In this case, it can be observed that all expressions given in Sectidnhbl8l after every
ﬁnzo{-} is replaced withmax,,—o, .. ;{-}, as the only difference here is that in Phase II;
only the best of the source and decoding relays, rather than all of thensnits to the

destination. Therefore, one can write, in a manner similar to (4.15) and)(4.16

1 .
Is:; PCC):5 maX{2 In(1+9sp), mln{ln(l + fys(l)), In(1+~sp) + ln(l + max ﬂy(m)D)},

cee min { ln (1 —+ 'YS(M))v ln(l —+ ’)/SD) + ln (1 —+ m:I&a}fM’)/(m)D) }} (417)
and

. 1 )
L RC) 5 max { In(1+2vsp), min { In (14150)), In (1+’YSD + max 'y(m)D) }, ce

min { In (1 +7g(ap)), In (1 +7sp + _max W(m)D) }} (4.18)

where superscript “sel” represents selection relaying. Howevecawebtain expressions
simpler than (4.17) and (4.18) fafion P9 and 15k RO by taking an alternate approach
as follows.

In selection relaying, only one node leading to the largest rate transmits ge Pha
Therefore, the rates resulting from the different nodes transmitting isePtha&an be ob-
tained and compared to see which one is the largest. If the source transniitsim IP, the

resulting rates for PCC and RC are given as,
In(1 4 ysp) (4.19)
and
1
5 In(1+27sp) (4.20)
respectively. Also, if Rtransmits in the downlink, the rates,
min { In(1 + 7s;), In(1 + vsp) + In(1 + v;p) } (4.21)
and
min { In(1 + ~s;), In(1 +7sp + 7vip) } (4.22)

are realizable for PCC and RC, respectively. Therefore, we can write

48



1
I POO) = 5 Max {2 In(1+~sp), min { In(1 +vs1),In(1 4+ ~sp) + In(L + v1p)}, - - .,

min { In(1 + vsar), In(1 + ysp) + In(1 + fyMD)}} (4.23)
and

1
ISSL’RC) = 5 max { In(1 + 2vgp), min { In(1 + ~s1),In(1 +vsp +71p) }, - - -

min { In(1 + vysar), In(1 + ysp + 'yMD)}}. (4.24)

Note that (4.23) and (4.24) can be directly shown to be equivalent to)(@rii7(4.18),

respectively. In fact, if one has

2K Y(m)D = V(@)D (4.25)

for given integers and; satisfyingd < i < j < M, then

min{ln (L+9s¢)), In(1 +1sp) +1n (1+ max W(m)D)} <

m=0,...,J
2In(1 + vsp), 1=0
(1+7s0) (4.26)
min { In (14 vg(;),In(1 +ysp) +In (I +v4)p)}, @ >0
and
min { In (1+ ’ys(j)) ,In (1 + ¥sp + m:mOE,L.}.{.,j 7(m)D> } <
In(1 + 2vsp), i=0
( D) . (4.27)
min { In (1 +vg3;)),In (1 4+9sp +ve)p)}, >0
This obviously shows that in (4.17) and (4.18), we can safely replace,
max Y(mp (4.28)

m=0,...,J
with ~(;)p for anyj ranging froml to M. Making these replacements in (4.17) and (4.18),
one can readily reach (4.23) and (4.24).

4.3.3 Orthogonal Relaying

First assume that the source transmits with ftesatisfying (4.8). Then, only relays

decode, and one has, like (4.9),

(4.29)



where the division by + 1 is because the CR comprisé$ + 1 equal-size orthogonal
channels. Also, we can write

1 i

II()oEt,PCC)(R) _ ST Z In (1 + ’Y(m)D) (4.30)
m=0
and
or 1 :
m=0

where superscript “ort” denotes orthogonal relaying, using thetlfettthe destination can
accumulate Ml in the PCC case, and energy in the RC case fromithe1 orthogonal
channels. Note that in (4.30), contrary to (4.10), we have sums of SNRitlogns, i.e.
sums of Ml terms, rather than logarithms of SNR sums, for the Ml created iseRhd his

is because orthogonal relaying constitutes independent paralleli@agssinnels for the
downlink [79, Section 9.4], while superimposed relaying employs an intrée-limited
multiaccess channel [79, Section 15.3].

If Rg is greater thamn(1 + vs(q)) (i.e. if (4.8) is not satisfied), no relays can decode.

This leads to the same PCC and RC schemes with the realized Ml rate

ort, PCC ort, RC 1
1ot POO Ry = RO () = 37 q @+ ). (4.32)

Now, combining (4.4) and (4.29)—(4.32) yields

1 , !
Ir(r?gc’PCC) = M1 max { In(1 +7sp), min { In (1+ 78(1))7 Z In (1 +’Y(m)D)}7 ce

m=0
M

min { In (1+3san), Y In (14 vump) }} (4.33)

m=0

and

1 1
[ RC) T ax { In(1 4 vsp), min { In (1 +7g(1)),In (1 + Z 'y(m)D), e
+ m=0

M

min { In(1+ ’yS(M)),ln (1 + Z v(m)D) }} (4.34)

m=0

4.4 Capacity Analysis

As shown in (4.2), to obtain the average capacity, we first calcla{é,,.x < r} at any

r. However, deriving this probability directly from thg,.. expressions given in Table 4.1
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is intricate. Instead, note from (4.4) that for a positiveatisfyingr < Ipy,(r), one has

r < Imax. Therefore, we have
Pr{lmax <71} < Pr{Ipr(r) <r}. (4.35)

Also, Ipy,(r) is a decreasing function effor all the protocols considered, a result obtain-
able by intuition or by inspecting the rate expressions listed in Table 4.1. Corglitrim

fact with (4.4), we conclude that for a positivesatisfyingr < ..y, We can write

r < Imax < IpL(Imax) < IpL(r) (4.36)
and, therefore,

Pr{lmax <1} > Pr{IpL(r) < r}. (4.37)
Combining (4.35) and (4.37) yields

Pr{lhax <1} =Pr{lpL(r) <r} (4.38)

for all the protocols considered héteThe probabilityPr{/py,(r) < r} (which equals
P,y (r) from (4.5)) is easier to calculate th&w{I,.x < r} aslpy(r) can be written as a
sum of RVs using the cascaded link technique introduced in [76]. In tneesewe utilize

(4.38) and the cascaded link methodology [76] to calcuPate ., < 7}.

4.4.1 General Fading Case

Let
YmD, YSm = e’" —1
Y, = (4.39a)
0, Ysm < e’ —1
where
2, superimposed or selection relaying
va (4.39Db)
M + 1, orthogonal relaying

In fact,Y,, is the effective cascaded link SNR of theh branch at the normalized operating

rater. Now, from the description of the protocols in Section 4.2 and the resulitgeden

®An example wherdpy, (r) is not a decreasing function efand where (4.38) does not hold is as follows.
Imagine the orthogonal relaying scheme in this paper, with only one eliféer that in Phase Il, whenever a
relay has not decoded, the source substitutes for the relay. In thischems, it can be verified that if the SD
SNR is larger than at least one RD SNRy,(r) is ho more a decreasing function of and that (4.37) and
(4.38) fail to hold (but (4.35) is still valid).
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Section 4.3, one obtains

u 1 M
IEPCO) 1y 3 lln(l +7sp) +In (1 +sp+ Y Ymﬂ (4.40)
m=1
RC 1 M
5P R () = I (1 +2ysp+ > Ym> (4.41)
m=1
se ].
150 P9 (1) = S [1n(1 + 3s0) + In (1 + max{rsp, Vi, -, Yar})] (4.42)
1
15 ) = h (14 ysp + max{ysp, Y1, .- -, Yir}) (4.43)
PCC 1 M
5T ) = In(1+7sp) + Y In(1+ Yr,) (4.44)
M+1 =
and
(ort, RC) 1 M
ort, .
Ipy, (r) = M1 In (1 +sp + mz::1 Ym) (4.45)

where superscripts “sup”, “sel”, and “ort” respectively denotessimpposed, selection, and
orthogonal relaying.

Then, using (4.38), (4.40), and the theorem of total probability [8108] e obtain

2r

Pr { [(sup, PCC) :/Ood F-sum(e_l_ )
I‘{ max T} 0 Y Ly- 1+'Y v fSD(’Y)

e"—1 eQT‘
— dy Fyoum | —— — 1 — 4.46
/0 v Fy- (1+7 'Y)fSD('V) (4.46)

and

Pr {II(I?:E’RC) < 7’} = /() d'.)/ FY-sum(egr -1- 27)].]%[)(7)

eQT—l

= /0 ’ d’y FY—sum (GZT -1- 27) fSD (’7) (447)

whereFy-qun (+) is the the cumulative distribution function (CDF) of,

M
> Y (4.48)
m=1

and wherefsp(+) is the probability density function (PDF) etp. The second equalities
in (4.46) and (4.47) are obtained using the fact thatyfgreater than a limitFy-gum(+)
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vanishes as its argument becomes negative. Similarly, we have

0 2r
PG < ) = [Tay Pr{max(y i, o Yar < 25 - 1] o)
0 1+
e"—1 2r
— [ @y Yi, .o Yagd < —1}
/0 v r{max{ 1 M} T+~ fsp(7)
e —1 M e2r
—[ &y I F -1 4.49
[ I (55 1) o) (4.49

and

o0
Pr {IEERO) <) = / dy Pr{max{v,Y1, ..., Y} <e” —1 -7} fsp(7)
0
627‘71

:/ Cdy Pr{max{Yi, ..., Yar} < e —1—~} fsp(v)

= / K H Py (e = 1-1) fin(7) (450

whereFy;, (-) is the CDF ofY;, and where the fact that ti§,’s are independent has been
used (cf. (4.39) and the channel assumptions made in Section 4.2). ddvelsgualities
in (4.49) and (4.50) are obtained using the facts that the max terms exceéd + ) — 1

ande?” — 1 — ~ for v greater thar” — 1 and(e?” — 1) /2, respectively. We also obtain

Pr {In?;)tc PCO) < T} = /0 dﬂY En1+Y-sum(<M + 1)7” - 111(1 + 7)) fSD(ﬁV)

e(M+1)r_q

: /0 a7y Fintsysum((M + D5 — In(1 + 7)) fsp(7)
(4.51)
and
Pr ™ <} = [ dy Fraun ¢V < 1-9) fon(7)
0
e(M+1)r_q
-/ 0y Py (¢ —1-9) fen(y)  (452)
whereFi,1+y-sum(+) is the CDF of,
M
> In(1+Yy,). (4.53)

The second equalities in (4.51) and (4.52) are obtained by consideringltes ofy at
which the arguments a1 +y-sum (+) and Fy-sum () become zero.
To calculate the probabilities (4.46)—(4.52), we first need to calcilaté: ), Fy-sum(-),

and Fiu1+y-sum (). A general approach to meet this objective, applicable to any fading
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model and number of relays, is as follows. The CBF, (-) can be written from (4.39) as
Fy,, (y) = Fgm(e”"" = 1) + [1 = Fsp(e"" — 1) | Fup (v) (4.54)

where Fg,,(-) and F,,,p(-) are the CDFs ofys,,, and~,,p, respectively, and where is
defined by (4.39b). AlSoFy-qum(:) and Fin1+y-sum(-) €an be directly represented by the
approximate Fourier series in [82] in terms of the moment generating fundidG$s)
of YM_ ¥, and>"M_, In(1 + Y;,), denotedMy-gum (-) and Miy1+y-sum(-), respectively.
These MGFs can be written from (4.39) as

M M
My-qum () = H E{es¥m} = H {Fom(e""=1)+[1—Fsm(e""=1)] Myup(s)} (4.55)
m=1

m=1

whereM,,,p(-) is the MGF ofy,,,p, and

M
Mln1+Y-sum(8) = H E{(l + Ym)s}
m=1

M
= ] {Fom(e"" = 1) + [1 = Fsm(e’" — 1)]E{(1 + ymp)*}}. (4.56)
m=1

Now, (4.2) can be calculated by evaluating the expressions (4.46)}dst®) (4.54)—
(4.56). However, note that this general method is involved with double irisegvar infi-
nite series, that lack a closed-form solution and are difficult to compute wgthgrecision.

Next, we specialize the analysis to the Rayleigh fading case.

4.4.2 Rayleigh Fading Case

In this case, not using the MGF approach explained in Section 4.4.1, wireatly evalu-
ate the outage probabilities (4.46)—(4.52) and apply the results to (4.2jingheesults for
the outage probabilities and average capacities of the different schathé3@C and RC
for Rayleigh fading and any number of relays have been listed in Tabled4.8.2Note that
for Rayleigh fadingysp, vsm, andv,,,p are exponentially distributed with mean values de-
notedusp, (sm, andu,,p, and CDFs denotefisp (+), Fs,(-), andF,,p(+). The derivation
steps have been summarized in Appendix E. All the results obtained atesggapt for or-
thogonal relaying with PCC antll > 1 where only lower and upper bounds are presented
due to mathematical intractability. The bounds presented become the cowlggpexact

values whenM/ = 1. In the derivations for any of the schemes, we have considered two

"The channel gains are always assumed to be independent in any faditel.
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cases of asymmetric and symmetric links, each with and without considerindthekS
These cases and the notations and functions used in the tables are ekpéait¥e

The case of asymmetric links for superimposed and orthogonal relayiexs te the
situation whereugp, the ug,,’s, and theu,,p’s can take any value except that thgp's
must be unequal. However, this case for selection relaying refers to thiegmioeral sce-
nario whereusp, the us;,’s, and theu,,p’s can have any value. The analysis of the most
general scenario for superimposed and orthogonal relaying is \eicaite; one can use the
general MGF approach, mentioned in Section 4.4.1, in such a scenariadnste

In the symmetric case, considered for analytical simplicity and practical inggh

[59], we assume that

[s1 = = USM = HSR (4.57)

and

D =+ = flMD = JIRD- (4.58)

We also denote the CDFs of the SR and RD SNRby(-) and Frp(-). Note that in
selection relaying the results for the symmetric case are simply a specialfdhes®in
the asymmetric case. However, in superimposed and orthogonal reldyingymmetric
case is not subsumed under the case of asymmetric links, as in the lattesunwesdhat the
mD'S are unequal. Also, note that the cases of asymmetric and symmetric lirkgifan
scheme coincide whell = 1, i.e. when only one relay is available. The single-relay case
has been the focus of much research owing to its combined simplicity anadbifersity
(3], [3], [10], [11], [26], [65], [75].

The no SD-link case corresponds to the scenario considered in CBagterdepicted
in Fig. 3.1, where the SD link is blocked [30], [57]-[59] such that can be approximated

by zero, or equivalently, the PDF o§p can be assumed to be

fsp(v) =46(v) (4.59)

whered(-) is the Dirac delta function. The expressions given in Tables 4.2—4.5, dd8, a

4.9 for the no SD-link case are not always readily obtainable from thavdbé cases with

8The results given in Tables 4.2, 4.4, 4.6, and 4.8 for the outagepilites in the RC case can be found
in the literature in equivalent forms; e.g. see [9], [68], [72], [18B]-[85]. Also, the results for the average
capacity of selection relaying with no SD link given in Table 4.5 can be foafi89], [73]. All other results in
Tables 4.2-4.9 are new. Here, we list all results for coherenceangleteness.
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the SD link, which is why we have also presented the results for the no Sdisd in
these tables. Inspection of the results in Table 4.1 or Tables 4.2—4.9 rthatails the no
SD-link case, the PCC and RC schemes are identical under either supsgirgreselection
relaying, but not under orthogonal relaying. Moreover, the rateesable in the orthogonal
relaying scheme with RC is exactBy/(M + 1) times that achievable in superimposed
relaying with PCC or RC.

There are a number of notations and functions used in Tables 4.2—4 Boasfol he

valuesus 4 andu4p, whereA is a subset of 1, - - -, M} are defined as
-1
psa 2 ( > m&) (4.60)
meA
and

-1

piap = < > /%15) - (4.61)

meA
When A is empty,ﬂsj and;g[l) are defined as zero. The operatoy is the cardinality
operator for a set. The sé represents the complementdfwith respect tg1, ---, M }.
The functionsP(+, -) andI'(+, ) are the regularized lower incomplete gamma [86, eq. 6.5.3]
and the upper incomplete gamma [86, eq. 6.5.1] functions, respectivayofiner can be
written in terms of the latter as

I'(a,z)
['(a)

P(a,z)=1- (4.62)

wherel'(-) is the gamma function [86, eq. 6.1.1]. We also use the definite integrals

xkfl

d
T, (k.a.b.cd é/ d ~(aa™+ba) 4.63
I (k,a,b,c) £ Zn(k,a,b,c,00) (4.64)
A o mk —nx 2
R(k,z,n,a,b)zfl @ gy © T aa® + ba) (4.65)

R(n? a’ b) é R(()? 07 777 a’ b)
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—T(0,b) +e~°/b, n=0,a=0,b>0

—T(0,a+b) + 2Z5(1,a,b,0)

2
—212(0, (a—zb) ’_b(a&i—b)70>’ n=0,a > max{—b,0}
| FleT(0,5) = 10,7+ b)), n#0,a=0,
b > max{—n,0}
1

1 [e_”l“((), a+b) — To(0, 0,1 + b, 0)

_enb/ag, (0, (‘”&b)Q, (= blla + b),oﬂ, n#0,a > max{—b,0}

(4.66)
a P(l,ax)/zt, = #0
h(z;¢,a) = 1/ det!le ™t = (4.67)
(€=1)Jo at/e, =0
and
g(z; 0, w,a) = / dt (t+ 1) Le * h(a; 0,t)
0
et {F(w,a) B 1
ot av (x+ o)
(-1
z \Dk+wz+a)l(0—Fk —x)
= sz:%(x—i—a) K-k — 1) o700 (a88)
(=1 e ¢~ (=1/a)*
'k +w, a), z=0
av Z R k) ( )

The integrals (4.63)—(4.65) lack a closed-form solution in general in tefstandard math-
ematical functions, but are efficiently numerically computable using starideeglration
techniques, e.g. presented in [86, Section 25.4]. The integrals (4663)-(have been
solved using common integration methods, such as change of variabledegrdtion by

parts. Further, we define and use the functions

S(x) £ T'(0,z) (4.69)
and
T(a,B) 2 a—p3 (4.70)
F-8), a=p

whereS(+) is given by (4.69), for convenience.
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TABLE 4.2
OUTAGE PROBABILITY AT RATE  NATS FORSUPERIMPOSEDRELAYING
IN THE RAYLEIGH FADING CASE

Asymmetric case

with the SD link 1 M M 127

with PCC l_e(l_eT)/ﬂSD _ e /:LLSD Z e(l—QQT)/MSm H <1+ e( € )/MSk )
k#m

2r
1 1
° - 7ouer>
D

Asymmetric case

with the SD link 1 M
with RC 1 — o(1=e*")/(2psp) _ Z o(1/psm+1/pmp) (1—e")
2p8p )
M (1—e®")/usk 1 1
x <1+ ¢ > ( — ;1,e27“—1>
P ftmD /peD — 1 2usD  [tmD
k#m
Asymmetric case
with no SD link M M (1—e2"
with PCC or RC 1— Z e(l//'LS'm‘Fl/ﬂmD)(lfeQT) H (1 + ee)/’uSk)
m=1 k=1 ,umD/,ukD -1
k#m

with the SD link M
1 — o(l=e")/usp _ e!/hsp YN
k—p)'p! pfp

Symmetric case
e (M (—1)kPe?er
m ) (

with PCC
X em(l_ezr)/MSR [1 _ e(l_e%ﬂ)/MSR]M*m
2r 1 1
XI1<k_2p+]‘7 ° ) - 7076T>
HRD MSD  HRD
Symmetric case
with the SD link TR, v
with RC 1— e(l_GQT)/(QMsD) __ HRD e(1=e")/(2 usp) Z Z M
2 pisp me1 k=1 \"T
e —e?" M—m HRD e’ —1
m(1—e®")/usr [1 oll—e )/MSR] nl1— "
2 psp HMRD

Symmetric case

with no SD link M /ar 2r _q
with PCCorRC 3~ (=) psn [1 _ o(1=¢*")/psn] M= p (m, c )
o \m HRD
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TABLE 4.3
AVERAGE CAPACITY IN NATS FORSUPERIMPOSEDRELAYING IN THE RAYLEIGH FADING CASE

Asymmetric case
with the SD link 1/ M 1/usm+1/psa
1 e HSD e 1
with PCC S( ) — >
(HmD _ 1)
HkD

psD/ 208D S s, S an—m) [lrea

( 1 1 1 1 1 >
X R — , + ,
HUSD HUmD HMSm HSA  HmD

Asymmetric case

with the SD link 1 1 M 1
with RC 5 5( ) Z Z

1 1 1 1 1 1
xT + + ; + +
2pusp - psm MSA MSm MSA  HmD

Asymmetric case
with PCC or RC Z HSm HsA HmD

m=1 Ac{1, M}~{m}  llrea (’,j’;? - 1)

DN =

Symmetric case
with the SD link 5< 1 > ol/usp M M m-1 p )q+k m

with PCC DI M Y

mlk:mquO

H1SD 2 pusp

ek/usr 1 k 1
X R(va q, - ) ) >
(»—a)'q! thp USD  MRD MSR = MRD

Symmetric case
with the SD link 1 (—1)p—m

: 1 1 Mo m
th RC _
" 28(2MSD) 4,USD Z Z Z

m=1k=1 p=m Hp —m)!m! MRD

1 1 1
X g( - ) k7 07 + P >
HRD 2 pSD 2pspD  HSR

Symmetric case
with no SD link M m—1 k—m k/
—1 M!/2) ek/usr
wihPcCorRC 3 3 D (MY2)e .
m=th=m p=0 (M — k)! (k —m)!m! (m — p — 1)!p! (KEE2 4 1)

1 k 1
er(m=p——)r(p L)
HRD HUSR  MRD
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TABLE 4.4
OUTAGE PROBABILITY AT RATE » NATS FORSELECTION RELAYING
IN THE RAYLEIGH FADING CASE

Asymmetric case
with the SD link

. el/ﬂSD
with PCC

2
(_1)|A| e(l—eQT)/HSA+1/uAD 7 4 (17 e” 71707&)
HSD Ac{l,-, M} HAD - HISD

Asymmetric case

with the SD link
with RC L (=DMl o(1/psat1/pan)(1—e*")

HSD a1, =, my
1 1 r—1
X h( — i1, ¢ >
MSD  HAD 2

Asymmetric case
with no SD link

M
with PCC or RC H 1— e(l/u5m+1/umD)(1—e2r)
11 |

Symmetric case
with the SD link

. 1 M
with PCC e!/hsp S (M) (caym em-ey st m
HSD m=0 m
2r
1
XIl<17me 75076T>
MRD  HSD
Symmetric case
with the SD link M
with RC 1 Z M (-1)™ em(1/psr+1/prp)(1—e")
HSD ;=5 \™
1 r—1
X h( - i1, ¢ >
HSD  HRD 2
Symmetric case
with no SD link M
with PCC or RC 1 — et/usnt1/ump) (=)
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TABLE 4.5
AVERAGE CAPACITY IN NATS FORSELECTION RELAYING IN THE RAYLEIGH FADING CASE

Asymmetric case
with the SD link 1 1
(=) +

with PCC — (_1)IAI—1
HSD 2psD {122 MY
A#£D
« el/#sp+1/psa+1/pap R(l L 1)
MSD MSA HAD
Asymmetric case
with the SD link 1 1 1 B
with RC 28(2 ) 7 (Mt
HUSD USD AC{L s M}
A+
1 1 1 1 1
X T( + + ) + >
248D MSA  2HAD HSA  HAD
Asymmetric case
with no SD link 1 1 1
with PCC or RC 3 S (-t S( - )
AC{L, - M} HusA  HAD
A#£D
Symmetric case
with the SD link M
i 1
with PCC S< > Z -1
psp/  2psp 4T

x el/#sptm/psr+m/prp R(l ﬂ m>

MSD ,U«SR HRD

Symmetric case
with the SD link

M
with RC l 8( 1 ) Z -1
2 psp 4pusp S

m=

1 m m m m
X T( + + ) + )
2pusp MSR 2MRD HSR  MRD

Symmetric case
with no SD link

wit or - —_1)yn—-1
5 E < >( 1) S( + )
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TABLE 4.6
OUTAGE PROBABILITY AT RATE r NATS FORORTHOGONAL RELAYING
WITH THE SD LINK IN THE RAYLEIGH FADING CASE
(The bounds become the exact valuesifbr= 1)

Asymmetric case

1
with PCC, lower 1 — S VT e Z (1= Jusa

HSD

bound Ac{1, .-, M}
A#£D
x H [1—e(1*e(M“)")/usm} Z elAl/nmp
meEA° meA [Irea (1 - %)
k#m )
M+1)r/|A
xX T 1 M 1 0 e(MJrl)r
-1/]AI{ & ) , U,
HmD HsSD
Asymmetric case (i1 ol/usp o
with PCC, upper 1 — o1 Jluso Z eli—e )/#sa+1/pan
' HsSD
AC{1, - M
bound {A;éz }
M+1)r/|A
% H [ 1 e(M+1)r )/HSm:| I—l/\Al 17M, 1 ,O,G(A[Jrl)r
me.Ac HAD HUsSD

Asymmetric case o M
with RC, exact 1 — o(1=e™ ) /pgp Z o(1/psm+1/pmp) (1—eM+D7)
m=1

value
M (M+1)r
ell—e )/ bsk (M+1)r _
L (1 e
k=1 e ,UmD HSD
k#m
Symmetric case oL/usp M m—1 k =
. r M p
with PCC, lower 1 — e(1=e"""")/usp Z Z( > = m/H'RD)
bound HSD =) k=0 p=o \ p)!p!

M—m
% em(l_c(Mﬂ)r)/usR+m/uRD+(M+l)rp/m [1 _ e(l_C(MH)T)/uSR}

M+1)r/m
AT (1 o me(”,l,o,ewm>
m’ HRD HSD

Symmetric case M
with PCC, upper 1 — e(1=e™"")/usp _ et/ > (M> o (1= D7) /usn+m/ump
bound psp  f= \m
f—m M+41)r/m
« [1 _ e(l—ew’“)’")/MSR}M I—l/m(L M 1 ,0, (M+1)T>
HURD " pisp’

Symmetric case
with RC, exact
value

1 — o(1=e®*V7) fugn  MRD o(1=eF07) usp
e _

HSD

M m
X Z Z ( ) (1—=e™FD7™) /g [1 _ e(lfe”“'l)r)/usrz} M=m

m=1 k=1
(M+1)r _ 1
xh(l—uRD;k,e >
HsD HMRD
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TABLE 4.7

AVERAGE CAPACITY IN NATS FORORTHOGONAL RELAYING

WITH THE SD LINK IN THE RAYLEIGH FADING CASE
(The bounds become the exact valuesibr= 1)

Asymmetric case
with PCC, lower
bound

1 1 1
(i) + > o
+ HsD M+1 ACAL, -, M} BCAe
A#D

=

1 1 1
w gl/#sa+1/pss+1/pap Il/|v4| (0 -~ ¥ 7HSD>
pAD HSA  HSB

Asymmetric case
with PCC, upper
bound

(), Y S e
M+1 M1 Ay B men erA (1 - @)
A;éz k#m

HmD

1 1
« el/#sa+1/pss+|Al/pmp Il/\.AI (0, Al , + 7NSD>
HmD HSA  HUSB

Asymmetric case
with RC, exact
value

Ml"'ls(1> NSDf: Z

=1 Ac{1,--,M}—{m}

+ 1 1 1 1
usp Msm HSA' pSm nsA HmD

erA (/;:DD - 1)

Symmetric case
with PCC, lower
bound

(,kam em/urp+k/pusr
(M — k) (k —m)!m!

m k
X Il/m (03 ) 7MSD>
HURD HMSR

Symmetric case
with PCC, upper
bound

1 1 M m—1 ™ (m/ D )P
M+1S( ) M+ ZZZM k) (k — le)?m'

HsD m=1k=m

k/usr k
e m P m
X | 'F<m_p7_ )Il/'m(7 ) 7/’(‘SD>
(m—p—1!p! HRD m URD HSR

Symmetric case
with RC, exact
value

(=1)p—m ( 1 Lo L P >
(M—p)!(p—m)!m'u{fmlg BRD  HSD  HSD  HSR
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TABLE 4.8
OUTAGE PROBABILITY AT RATE » NATS FORORTHOGONAL RELAYING
WITH NO SD LINK IN THE RAYLEIGH FADING CASE
(The bounds become the exact valuesiKbr= 1)

Asymmetric case

with PCC, lower (1—eM+D7™) /g 4 (1—eM+17) /e
bound 1= Z © H [1 — ¢ }
AC{1, - M} meAc

A+

1—eM+Dr/IAN| A|/p1 D

(
xze

meA Hll:;‘eé;i (1 - ’““7]3)

HmD

Asymmetric case

with PCC, upper 1_ Z e(l_e(M+1)r)/uSA+(1_e(M+1>r/\A\)/HAD
bound
AcC{1, -, M}
AL

X H {1—e(1_e(1\4+1)7')/usm}

meA°
Asymmetric case
with RC, exact M M (1—eMAD™ e,
— (1/pnsm~+1/pm )(1—9(1\4+1)r') e—
value 1 Z o S 5 H . i
m k=1 HED
k#m

Symmetric case
with PCC, lower <

bound Z

M) (=MD m gy {1 _ e(l_e(Al+1)r)/MSR:|

X P(m, o [+ tr/m 1])
HURD

Symmetric case

with PCC, upper M

bound PP 1 — Z M em(l—e(M"'l)T)/,uSR-l-m(l_e(M+1)r/m)/#RD
m=1 m

% [1 _ e(l—e(MH)T)/MSR}

Symmetric case
with RC, exact M ( M

value )em(le(MJd)T)/NSR [1 _ e(lfe(M“V)/uSR}

e(M-l-l)T -1 >

x P (m,
URD
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TABLE 4.9

AVERAGE CAPACITY IN NATS FORORTHOGONAL RELAYING

WITH NO SD LINK IN THE RAYLEIGH FADING CASE
(The bounds become the exact valuesiKbr= 1)

Asymmetric case
with PCC, lower

bound Ml : Z Z IBI el/prsat+l/usp+1/pnan
A;éfa
1 1 1
XIl/|A|<O E— 74'7 O)
PAD [SA  HSB
Asymmetric case
\t/)ngnF(;CC, upper 1 5 > Z 1)/BI /s at1/ss+Al s
MAT (17 My Boe mea erA (1 - ,’fﬁ)
A#D
A 1 1
XII/|A|< ‘ ‘ +O>
fmD’ HSA  HSB
Asymmetric case
with RC, exact
L 1 1 1
Value % S(NS"L + m + %)
=1 Ac{1, - M}—{m}  llkea (um 1)
Symmetric case
with PCC, lower M M k—m ok
! m ok/pusr+m/p
bound M Z Z ) i - I (0 i — 0)
M+1 = = ( Lk —m)! (m—1)! LSRARD
Symmetric case
with PCC, upper M M m—1 1)k ™ (m/prD)P ok/hsr
bound
M+1ZZ (M — k: m)!(m—1)!(m—-p—1)lp

k
« F<m_p,_m>1m<p kom 0)
HRD MSR HRD

Symmetric case
with RC, exact
value

M m-—1 (_1)k—m [M!/(M+1)]ek/HSR
p
m=th=m p=0 (M — k)! (k = m)!m! (m — p — 1)1 p! (KLE2 4 1)

1 k 1
er(m—p L) r(p Lty L)
HRD HMSR MRD
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45 Numerical Results

In this section, some numerical examples are given to verify the analy$smped and to
evaluate the performance of the relaying schemes for Rayleigh fadirgeuine SNRs of
the different links are exponentially distributed.

Figs. 4.3 and 4.4 verify the analytical results given in Tables 4.2—4.9c#@sely for
the outage probability and average capacity, by Monte Carlo simulation ferdlag, asym-
metric and symmetric cases. The outage probability has been calculated hormhaized
rater = 2 bits, and the average capacity has been expressed in bits. In the asymmetric
case, we assume thag; = usp + 25 dB, uip = pusp + 12 dB, puge = usp + 22 dB, and
uop = usp + 15 dB. This scenario corresponds to a situation whiereandR, are closer
to the source than to the destination, which is appropriate for DF relayidgybereR, is
slightly closer to the source thay, is. In the symmetric case, we haugr = usp + 27
dB andurp = usp + 18 dB which corresponds to the case where both relays are located
in a similar position closer to the source than to the destination.

Note that in all cases, the simulation and analytical results are in excellestragnt. In
addition, Figs. 4.3e, 4.3f, 4.4e, and 4.4f show that the lower bound omuthgeprobability
and upper bound on the average capacity of orthogonal relaying withd?€ very tight.
In fact, this situation exists for many other examples not included here &witiar such
that we only exhibit the outage probability lower and average capacity inooeds for the
performance of orthogonal relaying with PCC in the subsequent figlwmesntrast to the
lower bound, the upper bound on the outage probability is not satisfaatorgegrades as
the average SNRs improve. Also, the lower bound on the average cajsacdlas tight
as the upper bound for small values of SNR, but improves for large ®igies. Note
from Appendix E that both the lower bound on the outage probability andrupgund on
the average capacity of orthogonal relaying with PCC are obtained fisingke bound on
CDF Fini+y-sum(+)- Also, the outage probability upper and average capacity lower bounds
originate from another bound A, 1+y-sum(+)-

There are other important observations from Figs. 4.3 and 4.4 as follbigs. 4.3
shows that a diversity order @8fis obtainable from all the schemes in large SNR regimes;
i.e., the outage probability is approximately proportional tp2, for large values ofisp.

Also, the PCC over RC gain in superimposed, selection, and orthogdamihgg in terms
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Fig. 4.3. The outage probability at = 2 bits versus the average SD SNR for the different protocols, for
asymmetric and symmetric cases when there are two relays available.
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Fig. 4.4. The average capacity in bits versus the average SD SNR fdifférent protocols, for asymmetric
and symmetric cases when there are two relays available.
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of the outage performance, can be as much.asiB, 2.5 dB, and3.9 dB, respectively.
Fig. 4.4 shows that this gain, for the capacity performance, can be kmgerp ta8 dB for
superimposed relaying,4 dB for selection relaying, antl9 dB for orthogonal relaying.
Figs. 4.5 and 4.6 respectively show the outage probability at 1 bit and average
capacity of the different schemes versus the normalized distance ofléys feom the
source for a linear network topology in the symmetric case whers- 3. We assume in

this topology that
dsp = dsr + drp (4.71)

wheredsp, dsr, anddgp are the SD, SR, and RD distances. We also assumgghat 7

dB, and that, using a simplified path loss model [50, p. 843], [87, Sectign 2.6

d o
USR = HSD (dSD> (4.72)
SR
and
d o
HMRD = HSD (dSD> (4.73)
RD

whereq is the path loss exponent setttere?
In Figs. 4.5 and 4.6, we have also included the performance of DT asetireator

comparison. The maximum instantaneous rate for DT is given as [79, Cl&pte

IRY £ In(1+9p) (4.74)

max

nats per 2-D DoF. Therefore, the corresponding outage probabiliyeatnats and average

capacity in nats for Rayleigh fading are obtained as

Pr{IPT) < 1} = Pr{lpa < e —1} =1 —e(l=¢)/nsp (4.75)
and
1 o0 1
1202 [ar m(149) fonn) = = [Tay m(a 4oy = 5( ) @.76)
Usp Jo HsSD

whereS(-) is defined by (4.69). Note that despite the relaying schemes for whichvachie
ability of the average capacity needs adaptive transmission from theeq@srexplained in
Section 4.2), in DTIEIEI) is achievable even without CSI at the transmitter [88].

Fig. 4.5 shows that all the relaying schemes significantly outperform DT msterf

The path loss exponent normally ranges frosfito 6.5 [87, Section 2.6]. A smaller value corresponds to
less average signal attenuation in the channel.
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Fig. 4.5. The outage probability at= 1 bit versus the SR distance normalized by the SD distance, for the
different protocols and a linear network topology in the symmetric cagmwh = 3 andusp = 7 dB.
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Fig. 4.6. The average capacity in bits versus the SR distance normajized BD distance, for the different
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protocols and a linear network topology in the symmetric case wities 3 andusp = 7 dB.

the outage probability, except for orthogonal relaying wiigg/dsp is large. In fact, when
dsr/dsp is increased, fewer relays decode the message and the performgnagedein
all schemes. However, orthogonal relaying is more susceptible in thisdregain this

scheme, the time or frequency slot given to a relay is left unused if thecatayot decode.
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Also, note from the figure that superimposed and orthogonal relaysueotively have
the best and poorest outage performance for the same cooperatiegys(iRCC or RC).
Further, it is observed that the relaying schemes have an optimal poipetdton in terms
of dsr/dsp. This is expected as when the relays move farther from the source, on the
one hand, fewer relays can decode the message, but on the otheRDBhiks become
stronger. The optimal performance occurs at the optimal point of thisdffade

Fig. 4.6 presents results with explanations similar to those given for Fig. ct.@hd
average capacity performance of the schemes. However, one magreddé here is that
except for small values afsg /dsp and its PCC scheme, orthogonal relaying is inferior to
DT. Such a poor capacity performance is generally explained by ontladigation loss, first
noted and explained in [9] for the outage performance of an orthogetasling system.
This loss essentially refers to the diminution of the achievable rate whengadeover
several orthogonal channels.

Figs. 4.7 and 4.8 depict the outage and capacity performances of tmeesctiersus the
number of relays in a symmetric case. Fig. 4.7 shows that while the outagemanices
of superimposed and selection relaying improvelAsncreases, the outage performance
of orthogonal relaying deteriorates for more thiarelays. Also, Fig. 4.8 shows that in

contrast to the average capacity of superimposed and selection relalicly iwproves

.—
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10721 | 5 selection, PCC

— = - Selection, RC
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— w - Orthogonal, RC

-6 v v o
% 3 4 5 6 7 8 9 10

Number of relaysjp/

10—10 L

Outage probabilityP,

Fig. 4.7. The outage probability at= 1 bit versus the number of relays for the different protocols in the
symmetric case whepasp = 3 dB, usr = 24 dB, andurp = 15 dB.
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Fig. 4.8. The average capacity in bits versus the number of relaysdaliffierent protocols in the symmetric
case whenusp = 3 dB, usr = 24 dB, andurp = 15 dB.

with increasing)M/, the average capacity of orthogonal relaying is diminished/as in-
creased. These deteriorating effects of increadihgn the performance of orthogonal
relaying is explained again by orthogonalization loss [9]. Another impodisérvation is
that in terms of the outage probability, superimposed relaying benefits noonericreas-
ing M than selection relaying does, in the sense that its outage probability desrease
rapidly asM increases. This is in contrast to their capacity performances wheredtegav

capacity of both schemes has similar trends and increasedmtfith diminishing returns.
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Chapter 5

Rateless Coded Relaying:
Single-Relay Casé

5.1 Introduction

Rateless codes, including fountain codes, have garnered cons&detabest among coding
and communication theorists [22], [89]-[96], since their introduction if},[®B] and their
prevalent use in industrial products as a universal coding solutioerésure channels [99,
Chapter 50]. Two common examples of fountain codes include Luby-ttemgL.T) codes
[98] and Raptor codes [100], an improved version of LT codes. Ircthagter, it is assumed
that transmitters take advantage of rateless coding.

Their value mostly lies in the fact that rateless codes do not have a fixetedep
termined rate at the transmitter, and the source, oblivious to CSI, canaterer many
encoding symbols as needed to enable the destination to decode its messmgeat€less
codes are said to adapt to and follow the channel condition. A one-bibée& from the
receiver can be used to mark the success of the decoding and to signartbmitter to
stop sending more codeletters. Therefore, outage, meaning failureadidgat the re-
ceiver, virtually is not experienced in systems exploiting rateless codéactl the receiver
in rateless schemes keeps accumulating Ml, rather than energy, frorautoe suntil the

receiver can decode [22]. These properties best suit DF relagirenes by having relays

A version of this chapter has been published in part in the Proceedirthe dEEE International Confer-
ence ion Communications (ICC), 2008, pp. 3701-3707, and in the I[E&kSactions on Wireless Communi-
cations, vol. 7, no. 11, pp. 4439-4444, Nov. 2008.

73



monitor the sourceéndefinitely and having the relay(s) successful in decoding assist the
source. Such schemes have been addressed recently in the literajuf@lR [94]-[96].

Rateless codes are different from fixed-rate codes in severattaspehe authors in
[90], [91] were first to propose the use of rateless codes in fadiagrals, and to show
that rateless schemes are capable of simultaneously achieving reliabilitifiaiehey over
fading channels. In contrast, fixed-rate systems experience anidablotradeoff between
reliability and efficiency [90]. Moreover, to maximize reliability and efficieratythe same
time in fixed-rate systems, the transmitter needs full knowledge of the CSl thesebde
rate accordingly, provided that it has access to a variable-rate codeevdr, what is
required in a rateless scheme to bring about both reliability and efficientyriest knowl-
edge of the channel statistics at the transmitter side.

The use of rateless codes in relay networks has been proposed in titetgd??2], [91],
[94]-[96] as a means to approach the capacity promised for the relagitgcpls under
study without knowing fully the CSI at the transmitter. We consider using isgealeding
and assume that transmitters know the statistics of the channel fading ebotharwise
oblivious to the CSI. Note that if rateless codes are universal ovesa ofahannels, such
as erasure channels and AWGN channels, which means that a singldesige can be
utilized to approach the Shannon capacity of any channel in the<thss, the transmitter
is relieved of even knowing the channel statistics.

In this chapter, the achievable rates of three single-relay, ratelesd,d@Berotocols,
one of which is proposed here, are investigated under a peak pongraiat (PPC) and
an average power constraint (APC). The APC provides fair groforasomparing the pro-
tocols in terms of their achievable rates under constant average er@mrgynaption per
channel use. In fact, in contrast to DT, cooperative transmission iesdteansmission from
other nodes, i.e. relays. In rateless coded relaying transmission, im@noed, relays may
contribute more time and energy resulting in greater Ml between the soudcgestina-
tion, while in another, less energy is spent by the relays and the resultsgsramaller.
Therefore, it is essential to determine which protocol yields larger ratesoinstant en-

ergy consumption. These considerations have been ignored in sonmugresearch [91],

2Luby-transform and Raptor codes are universal over erasuenelis [99, Chapter 50]. However, the
codes lack universality over binary symmetric channels and AWGN redarthough exhibiting acceptable
performance [92], [93]. No result in the literature precludes theipiisg of designing universal rateless
codes over non-erasure channels.

74



[95],% leading to unfair comparisons. Along with the maximum rate under the APC, we
calculate and use the minimum energy per bit under the PPC for the diffaanotols, as
another performance measure to compare the protocols fairly on the basiergy con-
sumption. Also, to study and compare the long-term average behaviors pfdtocols,
we calculate the long-term average rate, the long-term average erergit,@and a newly
defined metric, the relay-to-source usage ratio showing the averagaetaioelay usage
relative to source usage in a protocol. The protocol proposed in thigerhia built upon
opportunistic communication [80, Chapter 6] such that although inferior toetbguessors
under the PPC, it outperforms them in most cases in energy constragreatiss.

As is common practice in the literature, it is assumed here that rateless codesyer
used, can closely approach the Shannon capacity without requiringters¢émus CSI at the
transmitter [22], [91], [95]. However, the design of capacity-apphireg rateless codes is
beyond the scope of this chapter. The accuracy of this assumption élaskgained in
[22], and demonstrated by numerical examples in [91]. Also, it has bdesnrsthat the
fountain capacity is the same as the Shannon capacity for memoryless lsh@&3heand
that capacity-approaching rateless codes with low-complexity decodiagtalgs exist for
AWGN channels [101].

The remainder of the chapter is outlined as follows. In Section 5.2, the systeteal
and definitions are given. In Section 5.3, the different rateless cod#dcpls are intro-
duced, and the short-term average rate and energy of each screderiaed. In Section
5.4, the issues and implications of feedback in the protocols are investigatistussion
on power fairness for the protocols is presented in Section 5.5. In sécBorifferent
measures for comparing the protocols fairly on a power basis are exarlinedong-term
average behavior of the schemes is characterized in Section 5.7. Finallghaipter is

concluded by several numerical examples in Section 5.8.

5.2 Channel Model and Definitions

As depicted in Fig. 2.1, we consider a source, a destination, and an évaghy assisting

the source in relaying its messages, each of constant enffopy the destination. Each

3In [9], power normalization is used to take power fairness into accauetimparison purposes. However,
the model that was considered utilized fixed time or frequency chaniélen the amount of network resources
used is variable and channel-dependent, as in the case of ratelestescheslightly different approach is
needed to take account of power fairness.
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node has a single transmitting/receiving antenna. A CR is the period oven eshiessage
of the source is fully communicated to the destination, and has two phasesiase P,

the source ratelessly encodes its message and broadcasts the engodiiolg sr packets.
As soon as the relay successfully decodes the message, Phase $l Wwhgie the relay
cooperates with the source. It is the method of this collaboration that ctéategferent

cooperation protocols introduced in Section 5.3. Obviously, if in a giventkdRdestination
can decode the message before the relay can, the CR reduces to Diiase.|Rdoes not
exist and the relay is not used in the CR. Note that the success in decodiegralay or

destination can be assured using an external cyclic redundancy abeek102].

We use system model assumptions similar to those in [22]. We assume thahalétzha
are contaminated with AWGN, and experience independent path loss arfaditay. A
block fading model is considered where the SNRs remain constant over[a1, [22],
[96]. Also, it is assumed that transmissions occupy baseband bandwidth. Therefore,
there ardV 2-D DoFs per second available for transmission [9]. In fact, assumindghta
duration of a CR i, one obtains the rate per 2-D DoF realized in the CR, as

H

(5.1)

It is assumed that any node has a continuous-time p&wvdrherefore, the energy per
2-D DoF is obtained from [9] as

» P
= . .2
=W 52)

Moreover, we can write the SD, SR, and RD SNRs, respectively as

Yo 2 v]|gol? (5.3)

v 2 v]gi]? (5.4)
and

Y2 & 7y |go)? (5.5)

wheregg, g1, andg, are the SD, SR, and RD complex channel coefficients, respectively,

and where

- (5.6)
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whereNj is the one-sided PSD of the AWGNThe average values af), 71, andy; with
respect to channel fading are denotgd 1, andgs.

The capacities of the SD, SR, and RD links are denétgd”;, andCy, respectively.
Also, the sum-rate capacity of the multiaccess channel from the sourceslaydto the
destination is denote@’,,. In the case of Gaussian-input or average-power-constrained-

input channels, one has [79, Chapter 15]

Co = C(70) (5.7a)
C1=C(n) (5.7b)
Cy = C(72) (5.7¢)
and
Crn =C(v0 +72) (5.7d)
in nats, where
C(z) £ 1In(1 + ). (5.7e)

In Sections 5.3 and 5.6, general-input channels are consideregt émc8ubsection 5.6.2
where only Gaussian-input channels are studied. Also, the numermalpdes in Section
5.8 are given for Rayleigh fading, Gaussian-input channels

Note that in general-input channels, we naturally assumetthat’,, Co, andC,, are

increasing functions of the corresponding SNRs. Also, we have g@&jdh 15.3]
maX{C(), CQ} < Chp < Cy + Cs. (5.8)
Throughout, we make use of the following terminology:

» Theshort-term average rateR, refers to the Ml communicated to the destination per

2-D DoF in a given CR. The maximum possititein a CR is denoted,,, .

» Thelong-term average rateR,,,, refers to the maximum MI communicated to the

destination per 2-D DoF averaged over infinitely many CRs.

» The short-term average energy per symbél, refers to the average total energy

expended by the whole system for wireless transmission per 2-D DoF wea GR.

“We assume without loss of generality that AWGN has the same PSD in ahelsan
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For example, if in a CR, lasting 2-D symbols, the source and relay respectively
transmitng andny symbols with energie§s and&r per symbol, then

ng s + nr €r
—

E= (5.9)

Note that
ns+nr >n (5.10)

considering the possibility of an overlap between the source and relentisgions

in some protocols.

» Theshort-term average energy per piiB, in a CR refers to the rati&@/ R whenR

is expressed in bits. The minimum possiBIB in a CR is denote®B,,y,.

» Thelong-term average energy per pbiEB,,, refers to the minimum ratio of the total
energy expended by the whole system for wireless transmission to the fatabhé

communicated to the destination in duratiomvhent approaches infinity.

» ThePPCrefers to the constraint that the source and relay operate at their peek p

P or peak energy per 2-D Dof-

» The APCrefers to the constraint that the source and relay virtually scale theimrpowe
(respectively, energies per 2-D DoF) such that the average totarpova CR isP,

or equivalently,F = £.

In the next section, the protocols are introduced and tRgis.’'s and £’s under the
PPC, are derived. Then in Section 5.6, to draw a fair comparison on argmsis be-
tween the achievable rates of the protocols, first we study and compdf@thg’s of the
protocols under the PPC. Second, we examindfig,’s of the protocols under the APC.

In the following, the rates and energies in the different protocols are glisthed by
superscripts “(DT)”, “(P-1)”, “(P-2)", and “(P-3)". For exantgy R"-D and E®-D represent

the short-term average rate and energy per symbol in P-1.

5.3 Rateless Coded Protocols

All the schemes in this section with their rates, and energies under the RO namarized

in Table 5.1. In this table, Befers to both the source/th message and the rateless encoded
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TABLE 5.1
DIFFERENT TRANSMISSIONSCHEMESWITH THEIR MAXIMUM SHORT-TERM AVERAGE RATES
AND CORRESPONDINGSHORT-TERM AVERAGE ENERGIES PERSYMBOL

DT
Rmax: CO
Source| Bi [ By [Bs | Bs]Bs | ot
~ E=¢
P-1
Relay | B | | B2 | ot . Co, Cr < Co
n max =
Source | B1 | B2 | o4
0 n o g, C1 < Co
E =
Co<Ch {5(1+Cn§101€000), Cr > Co
P-2
. 007 Cl S Co
Relay ’ B ‘ ’ B ‘ >t Rmax_{ CmC1-C3
Teroi—26, 1> Co
Source| By [Bx[Bs| By [Ba]
0 ni n o S, C1 <Oy
E=
Co < Ch {5(1+Cmi10_1€%00)’ C1 > Cy
P-3
Relay [ [8] [&] ,, |
- Co, mln{Cth} < (Cy
Rmax =
Source | By [B2]  [Bs] . " {leéfzcu, min{C1, C2} > Co
0 m n ”
E=¢

Co < min{C1, CQ}

block for theith message. Also, Table 5.2 presents a summary of the requirements and/or
favorable situations of each protocol. We commence with DT as the basetinetestuce

the other protocols in sequence.

5.3.1 The DT Scheme

In this case, no relay is used and the source is the only transmitter in the bevbidatul-
width, W. In a fixed-rate coded system, the Shannon capacity of DT for a flatgad
channel with no CSI at the transmitter is the ergodic capdc{ty,} [87, Section 4.2.3],

which is bounded above zero. The r&tgCy} is approached if the codeword of the trans-
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TABLE 5.2
FEATURES OF THEDIFFERENT TRANSMISSION SCHEMES
(ACK = acknowledgment signal, MUD = multiuser detection)

DT
* Bestwhemy; < ~.

* Requiresy; > vo.

« Stringent synchronization at the relay.
» No ACK between the source and relay.
* No MUD at the destination.

P-2
* Requiresy; > vo.

* No stringent synchronization between the source and.relay
» Requires ACKs from the relay or destination to the source.

» Requires MUD at the destination.

P-3
» Requireanin{~vy1,v2} > vo.

* No stringent synchronization between the source and.relay
» Requires ACKs from the relay or destination to the source.

* No MUD at the destination.

mitter is long enough that is affected by all fading channel states. In asatgystem, the
same rate can be achieved, as the indefinitely long, ratelessly encoaed sfreymbols is
capacity-approaching and can experience virtually all fading chataigls. Therefore, the

long-term average rate for DRg?gT), is

RIPT) — E{C} (5.11)

avg

which, in the case of a Rayleigh fading, Gaussian-input channel, begdikes(4.76),

i/ eV In(1 +~)dy = 3(1) (5.12)
Mo Jo Ko

R(DT) —

avg

whereS(+) is given by (4.69). We can also derive the long-term average enengpip
introduced in Section 5.2, for DT as follows. We know that the energy pebsel is
constant for DT af, where€ is defined in (5.2). Therefore, assuming that the valu€pf

in bits at Symbot is denoted”[i], we obtain

E E &
EBPD = |j m _ — .
e = oo Coll] + -+ Colm]  E{Co}  RDD

avg

(5.13)
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5.3.2 The P-1 Scheme

The P-1 protocol is taken from the rateless DF relaying protocol steg@s[91], which
itself was built upon a commensurate block-coded fixed-rate system i [lO®-1, the
source broadcasts rateless encoding symbols to the relay and destin®rasal. When
the relay is capable of decoding the source message, Phase Il begirstidarelay forms
an Alamouti transmission scheme [104] with the source, to send new ratglabsls to
the destination until the destination decodes. An advantage of P-1 is thatutee gloes
not need to be aware of the relay or when the relay decodes. Hoveesteayvback is the
greater complexity in the relay for synchronization with the source at the Gylmlel.
To derive R(-D  we first note that if the SR link is not stronger than the SD link, i.e. if

Cy > (4, the relay is not used and the system reverts to DT. Now, assuméghatC,
and that the relay and destination decode the message after reagivangln symbols in

total, respectively, as depicted in Table 5.1. On the one hand, we can write
H = n101 (5.14)

whereH is the entropy of the message. On the other, the source communigélgsinits
of MI to the destination during Phase |, and the source and relay togaihmngnicate

(n — n1)Cyy units of Ml to the destination during Phase II. Therefore, we have
H=n.Cy+ (n — nl)Cm. (515)

Based on the definition a®,,.x and from (5.14) and (5.15), one obtains
pen_H _ _ GnC

max' = T e g (5.16)
consistent with the result [21, Corollary 1].

To derive E(®-1) under the PPC assuming th@§ < C;, we note that the total energy
expended per DoF equafswhen only the source transmits, and equdlsvhen both the

source and relay transmit. Therefore, we have

) 5—}—2(71—711)5 Ci—Cy
ey _ ™M — (1 ) 517
n te o) (6.17)

where the second equality is obtained by applying (5.14) and (5.15).
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5.3.3 The P-2 Scheme

The P-2 protocol is based on the rateless DF relaying protocol propo$85]. The dif-

ference between P-1 and P-2 lies in the second phase of a CR. Iniitidg Bhase I, the
source, unaware of the relay cooperation, continues to transmit the sassagado the
destination. However in P-2, the source transmits a new message in Phabkeri the
destination attempts to jointly decode the source and relay transmissions. Agayésr
half-duplex, it cannot monitor the new message. For example, in the Pethgctiepicted
in Table 5.1, the source is not assisted by the relay in the transmissignaofces;.

The method of coordination between the source and relay transmissiorstiagbeen
explained in [95], and is based on ACKs. An achievable rate under &aen given
in [95] in terms of MI functions without derivation details. Here, we dettire result in
[95], and find the maximum rate under P-2 by obtaining the optimal operatieg irathe
multiaccess channel from the source and relay to the destination (i.e. teeeatzed
in Phase Il). If we assume that the destination uses serial interferancellation which
is an optimal MUD in multiaccess channels [80, Section 6.1.1], then the ratevisigbo
be maximized when the destination first decodes and cancels the relay enassathen
decodes the source message.

Here again, iilCy > C1, the relay is not used and one ha&:2 = Cy and B2 = ¢£.
Therefore, assume théty < 4, and consider the example shown in Table 5.1 where the
relay and destination decode Bftern; andn 2-D DoFs are exhausted, respectively.

To derive R("-2) in P-2, first, note that as the relay decodesa@n,, (5.14) holds.
Second, assume thals and Xy are the source and relay rates when the source and relay
simultaneously transmitBand By, respectively. The shaded area in Fig. 5.1 represents all
achievable rategXs, Xr).> Now, as the destination decodes By receivingn; symbols

from the source at rat€, andn — ny symbols from the relay at rat&€g, we can write
H= ’rllco + (TL — nl)XR. (518)

Meanwhile, during the period when the destination is receiving fgriBalso receives
n — ny1 symbols for B from the source at rat&g. Therefore, an achievable short-term

average rate can be written as

The reader is referred to [79, Section 15.3.6] or [50, Section 16t 2he capacity of Gaussian multiaccess
channels.
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Relay

A
Cm ..

C

Cm* C()

> Source

Cm
Fig. 5.1. The rate region for the multiaccess channel from the soarteetay to the destination.

B H+ (n — nl)XS (01 — Co)Xs + C1 XRr
R(®-2) _ _ 5.19
n Ch1—Co+ Xgr ( )

where the second equality comes from (5.14) and (5.18). Note that (5.tBagreement
with the result [95, eq. (4)].

As the energy per DoF during Phase Kisand during phase Il i8€, the short-term
average energy per DoF corresponding to the rate (5.19) is obtained as

n1€+2(n—n1)5 Xpr+2C1—-2C)
— 2
n Xgr+C1 —Cy £ (5 O)

where the equality again results from (5.14) and (5.18).

The maximum rate?("-2) is obtained by maximizing the rate (5.19) over all achievable

max

(Xs, XRr). It can be verified thaks = Cp and Xy = Cy,, — Cj, corresponding to point A
in Fig. 5.1, lead to the maximum rate which is

Cn C1 — C?
(P-2) _ m V1 0
Foinax Cn+C1—2Cy (.21)

If we assume that the destination performs serial interference canceltattwase Il, point
A is achieved if the destination first decodes the relay signal treating thieessiginal as
interference, and then, eliminates the relay signal and decodes the snessage. The
PPC short-term average energy per symbol corresponding to (5 @ifgised from (5.20)

after replacingXr with Cy,, — Cy, as

Ch — C
P-2) _ 1 0
E (1 + T 200) E. (5.22)
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5.3.4 The P-3 Scheme

Protocol P-3 is the scheme proposed here. It is built upon P-1 andnB-8pportunistic
communication. The general idea is that after the relay decodes the mebsaggstem
imitates a two-transmitting, one-receiving antenna scheme. In such a sdhémeegual-
ities of the channels are known at the transmitters, the OPA between the smarcelay,
based on opportunistic communication [80, Chapter 6], is to devote all poatee an-
tenna observing the stronger channel. This translates to the idea, ddpidigle 5.1,
that if v < 7 or Cy < Cy, the relay must not be used. Otherwise, the source must back
off, clearing the channel for the relay transmission. This reasoningestsjthat P-3 offers
a larger rate than P-1 and P-2 for the same energy expenditure. Theicalmesults in
Section 5.8 confirm this intuition in most cases.

Note that in P-3, relaying is not used when the SD link is stronger than eitiiee SR
or RD links, i.e. ifCy > min{C},C5}. This is in contrast to P-1 and P-2 where the relay
is (automatically) utilized whenevér, < C;. The method of coordinating the source and
relay transmissions in P-3 is similar to, yet simpler than, that used in [95] lmsACKS.
In fact and in contrast to P-2, in P-3 the destination does not monitor aiy fAgn the
relay, and can also decode the source’s messages in order of traosmfdso, note that
in P-3 the destination is relieved of MUD needed in P-2.

Now to derive RE-3) whenCy < min{Cy, C5}, consider the example shown in Ta-
ble 5.1 and note that (5.14) still holds. Also, as the destination decodes tlsagedsy

receivingn, andn — n; symbols from the source and relay, respectively, we can write
H=n.Cy+ (n — nl)Cg. (5.23)

Combining (5.14) and (5.23), one obtains
ped _H _ GG

== =__--= 5.24
max n Ci+Cy—Cy ( )

Also, it is clear from the description of P-3 that similar to DT, we have
E®3) — ¢ (5.25)

under the PPC.
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5.4 Feedback Requirements and Effects

The rateless coded schemes have different feedback requiremdotibas. These re-
guirements are based on the ACKs needed for each protocol as indicdedale 5.2.

The conventional DT scheme needs only a single feedback bit per @Rtfre des-
tination to inform the source of the successful decoding. This one-gitbizck from the
destination, referred to as IS OP feedbacdkere, is needed in any rateless coded system.

The feedback requirement in P-1 is similar to that in DT, i.e. only the STOR&skd
is needed. In fact, in P-1 the source can be unaware of the existetiwerefay [105].

In P-2, other than the STOP feedback, a one-bit feedback from I beoadcast to
the source and destination is needed when the relay decodes. Thiadkédadis the source
resume the transmission of an unfinished message from the previous CReifstlaay, or
start the transmission of a new message. It also has the destination switckitfigie user
detection to MUD and detect the source and relay messages (see SecBpn 5.3

The P-3 scheme need®ne-bit feedbacks per CR, and, therefore, its feedback require-
ment is more than that of DT, P-1, and P-2. In addition to the STOP feedirath one-bit
decoding-success feedback from the relay, P-3 needs a onediitafek from the destina-
tion to indicate which node, the source or relay, shall transmit after the delegdes.

It is also worth considering feedback implications in the protocols. Firstfeagback
is possibly included in a packet containing header and other signalingriafmm as well.
If the packet carrying a one-bit feedback contajnbits data, then a scheme needing
separate one-bit feedbacks in a CR needs transmissianfdiits per CR for feedback.

Second, assume that a low-rate, narrowband channel is dedicatestibmé&. Then,
on the one hand, feedback transmission can take a non-negligible duatigrared to the
duration of a CR, and on the other, the nodes need to receive feedatckefore setting
their subsequent transmission strategies. This delay in receiving fdetlba a negative
impact on the rate performance. Even if we increase the feedback lihde hasten
feedback communication, we lose spectrum, and the spectral efficiencyistigsragain.

Here, we do not consider the effects of feedback in the protocolsdmes and assume

that the feedback is instantaneous for simplicity [22].
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5.5 Power Fairness

All the protocols revert to DT witlR,,,.x = Cy andE = £ when(Cy > C;. However when

Cy < (4, inspection of the achievable rates in DT, P-1, P-2, and P-3 reveals that

_ _ Co(C1 = C0)(Cm — Co)
(P-2) _ p(P-1) _ 0 1 0 5.26
Rmax Rmax (Cl + Cm —92 Co)(01 + Cm - CO) ( )

R B, C (Cl - C())(Cm - HlaX{CQ, Cg})
RP-1) _ p(P-3) _ ! 5.27
max max (C1 4+ max{Cy, Cp} — Cp)(C1 + Cy, — Cp) ( )

and
(P-3) _ p(DT) _ (C1 = Cp)(max{Cs, Co} — Cp) 2
RmaX Rmax Cl + maX{CQ’ Co} _ CO (5 8)
and therefore, one has
RG2 > RG> RED > ROD. (5.29)
Moreover, inspecting the average energies under the PPC &henC; gives
) ) Co(C1 — Cy)
E®-2 _ gD — 0 £ 5.30
(C1 4+ Cn —2ChH)(C1 + Cy — Cp) ( )
and
C, — C
E®PD _pP3_ 170 5.31
Cl + CYm - CO ¢ ( )
which show that
EWP2 5 -1 5 pP-3) — pOT), (5.32)

Therefore, although P-2 surpasses P-1, and P-1 outperforms ®+31is of the achievable
rates, these superiorities come at the expense of expending more. elmeogiyer words,

achieving larger rates does not necessarily translate into larger exféojgncy.

5.6 Energy Efficiency

As observed in Section 5.5, the different schemes, in general, useediffemounts of
energy in a CR to achieve different rates, making it difficult to evaluate th& wfethe
protocols in terms of energy efficiency. To address this issue and toadfawcomparison

between the protocols on a power basis, we propose the following two nsethod
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5.6.1 Minimum Energy per Bit Under the PPC

The study ofEB, defined in Section 5.2, allows us to determine how much energy on
average a relaying strategy requires to communitdti¢ of information to the destination

in a CR. Obviously, a smalld.B translates into larger energy efficiency. In the following,
we derive the minimunkBs of the P-1, P-2, and P-3 protocols under the PPC, assuming
that all rates are expressed in bits. Note that whgn> C1, we have

&
EBmin = = 5.33
G (5.33)

for all the protocols. Therefore, we only consider the dage< C.

In P-1, it can be observed from (5.16) and (5.17) that

- Cy + 2(01 - CO)
P _
min Cm Ol

E. (5.34)

In P-2, from (5.19) and (5.20), a general expression foriBein terms of the source and
relay rates in Phase I and XR, is obtained as

2(01 — C()) + XRr
(C1 — Cp)Xs +C1 Xr

Note that the shaded area in Fig. 5.1 designate all achieyakleXR). It can be verified
that (5.35) is minimized with Xg, Xg) = (Co, C, — Cp) (point A in Fig. 5.1) when
2Cy < Cpy, and with(Xg, Xg) = (Cp, — Ca, Ca) (point B in Fig. 5.1) wher2 Cy > Ciy,.

EB(P-Z) —

(5.35)

Therefore, we obtain

Cut2€1=300 ¢ 2Cy < C
EpP? _ ] % e (5.36)
min . '
G2 Gl €, 200 > Cy

Co C2+Cm (C1—Ch)

Note that although the maximum rate (5.21) always corresponds to point Agin F
5.1, the minimumEB corresponds to point A or point B depending 6p andCy,. In
other words, while to achieve the maximum rate the destination always neestsibecthe
relay message first, to achieve the minimii, sometimes the source message has to be
decoded first. It can be observed that the condifiéiy < C,, or2Cy > C,, is satisfied
in Gaussian-input channels (where we have (5.7)) when dB is smaller or greater than
almost halfy, in dB, respectively.

Finally, the minimumEB in P-3 whenCj < C is obtained from (5.24) and (5.25) as
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M& Co < Cy

C1C2

EBLY) —

min

. (5.37)
& Co > Cy

Theorem 5.1 provides a comparison betweentiBg,;,’s under the PPC.

Theorem 5.1 (Comparison of the EB,;,’s in P-1, P-2, and P-3)Considering P-1, P-2,
and P-3 under the PPC in a given CR wh€te< C1, one of the following three cases with

the corresponding relationships betweenlii,,;,'s given in each case, can happen:

i) 2Cy > Cp: EBEY < EBED « gpE-2),

min min

i) 2C) < Ci andCy(Cy — Cy) < C1(2C, — C): EBES <« EBE2 < EE-L),

min

i) 2C) < C andCy(Cy — Co) > C1(2C, — Cry): EBE2 < EBPS) « gD,

Proof. The theorem can be proved by comparing BI8.,;,’s of the different protocols
given in (5.34), (5.36), and (5.37), and performing algebraic manipuigtitt should only

be noted that when considering the different possible cases, th€'gase2 max{Cy, Cs}

never happens as from (5.8) we always have
Cm < 2max{Cy, Cs}. (5.38)

Also, to deriveEBEY « EB®-2 in Case i, we use the fact thas < C,, from (5.8). W

min min
Note that based on Theorem 5.1, P-3, the proposed protocol, hasdhsitoation
among all the protocols in terms 8B,,,;,; it is never the worst protocol; and, it is the best
protocol in the two of the three cases. This is in sharp contrast with thi odsained for
the maximum achievable rates under the PPC that P-3 is the poorest. Irtfamigh P-3
leads to smaller rates in PPC regimes, it consumes less energy such that dffgte the

best energy efficiency among all the protocols.

5.6.2 Maximum Rate Under the APC

Another technigue proposed here to make a fair comparison of the piotuased on en-
ergy expenditure, is to calculate the maximum rate per 2-D DoF of each protoder the
APC, defined as the constraint that the short-term average energymbol is fixed. Rig-

orously speaking, we assume that the source and relay transmit withgaByver p P and
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Pr = q P, or with energies per 2-D symbol equalfe = p £ and&r = ¢ &, respectively,
for somep > 0 andg > 0, such thatt = £.°

As the APC analysis needs explicit formulas of the capacity in terms of SNRasin
the Gaussian-input channel has the simple capacity expression (5eft@stwct our inves-
tigation here to Gaussian-input channels and use (5.7¢) as the capavityadfoGaussian-
input channels are suitable for this study also because they have tr& zapgacity among
AWGN channels with average-power-constrained input [79, Chajptén® providing up-
per bounds on achievable APC rates.

It is not trivial that how many pairp, ¢), in general, can satisfy the APC. Itis observed
in Appendix F that for any¥’ and instantaneous channel conditions provided{hat ~1,
infinitely many pairgp, q) exist that satisfy the APC, and one has to find the optimgj)
resulting in the maximum rate in each case. Also, whg» -1, the systems revert to DT
and become independentg@$uch that the APC is trivially satisfied y= 1 and anyy.

The maximum rates under the APC for the different protocols wjlgen v, are derived

in Appendix F with the following results. In P-1, we have

RPD _ Cpyo+qv2)Clpm)

= max 5.39a
B 0<p<t C(pyo +q72) + C(py) — Clpo) ( )
where
_7% {%W—l (_fe—[1+pvo+(1—p)72]€> 1 +pfyo} , 0<p<1
q= (5.39b)

0, p=1
whereWy () is thekth branch of the Lambei#/-function [106], and where

g2 1) —ClPr0).

5.39¢c
(1—=p) ( )
We obtain, for P-2,
2
ROD _ . C P20+ 37%2) Cloy) = C(p0) (5.40a)
0<p<1 C(pyo+q72) +C(py1) — 2C(p70)
where
—L (AW (~( 4 pro) et omle) L1 pro}, 0<p <l
q =
0, p=1

(5.40b)

Note that scaling the powers of the source and relay is conceptual agdmerally followed in practice,
as the transmitters are assumed to be oblivious to CSI. The power scgerddemed here only for analytical
purposes and for making the schemes comparable on a power basis.
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Finally, the result for P-3 is

C(py1)Clg2) <
AP _ MaX0<p<po Clpy)+C(a2)—Clp0)> 10 =72 (5.412)
C(FYO)a Y0 > 72
wherepy is the only root of,
P [(1 . 70) Clpro) 70} 1 (5.41b)
Y2/ C(py11) 72

. -1 {%Wk <_5 e—(1+72)€) + 1}7 p#1 6410
1, p=1

wherek = —1if p < 1andk = 0if p > 1. Section F.3 provides insight into the value of,

and the method of calculatingg.

5.7 Long-Term Average Behavior

The short-term average performance measukgsy, F, andEB.,,, studied in Sections
5.3 and 5.6 are not suitable to judge the merit of the protocols, as the figymesent in-
stantaneous behaviors which are functions of fading gains. Insteadawcompare the
performances when averaged over a period long enough to let thensysperience virtu-
ally all fading channel states. The long-term average riaig,, and the long-term average
energy per bitEB,,,, introduced in Section 5.2, are appropriate performance measures for
this purpose.

In addition to the long-term average rate and energy per bit, we introchatstady the
relay-to-source usage ratio (RSUR), as an indicator of the averagenamiorelay usage
relative to source usage in a protocol. In some applications, it may be ldesihat a
larger transmission burden be imposed on the source or relay. The RSlgRnied as the
ratio of the total relay transmission time to the total source transmission time, oveg a lo
observation period. Rigorously speaking, assume that the durations sdtince and relay
transmissions in théth CR are denotefy|:] andTR[i], respectively. Note that in P-1 and
P-2, we havds[i] = T'[i] andTR[i] < T'[¢], whereT'[i] is the duration of théth CR, while
in P-3, we havé[i| + Tr[i| = T'[i]. Now, the RSUR is defined as

_ i 2t R[] E{TRY
U= 0 S Tl T BT

(5.42)
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The RSUR is obviously zero in DT. Note that if the source and relay transithitamergies
per symbolfg and £, respectively, the amount of energy expended by the relay to that
expended by the source in the long term is obtained as the RSUR multipligg/i8y.

In the following, we derive general formulas for evaluatiig,, under the PPC or APC,
andEB,,, and the RSUR under the PPC in P-1, P-2, and P-3. NoteithatandEB,,
for DT have been derived in (5.11)—(5.13). In DT, the PPC and AHGcide as the only
transmitter has a constant energy per synébol

We do not consideEB,,, and the RSUR under the APC for the following reasons.
The energy per bit defined and studied in Sections 5.2 and 5.6.1 in the BBCcaa be
identically defined in the APC case. Howevei3,,;, andEB,,, under the APC simply
equalf/Rmax and &/ Ry, for all protocols, respectively, whet®,,,x and R, are the
APC rates. This is because the energy per symbol in the APC case issalaagtant at
£. This argument shows thaiB,,, in the APC case is uninteresting, and does not convey
any more information on the energy efficiency of the protocols than thatdeo by R, .
Regarding the RSUR, it is only considered under the PPC, as the APCadsptaal, not
necessarily imposed in practice, and is only proposed here to make arfggadson of the

energy efficiencies of the protocols.

5.7.1 Long-Term Average Rate
Assume thafl'[i] represents the duration of tlith CR. Also, letR,,,x in theith CR be
denotedR,,.«[i]. Then, we can write, from (5.1) for the PPC or APC,

Rave = lim mH
" S (T + -+ )
= lim mH
"HX’W(#MJFJF#W)

()

The expressions oR,,.x Needed for evaluating (5.43) in the PPC case have been given
in Table 5.1, which reduce to the case of Gaussian-input channels thedsubstitutions
given in (5.7). The expressions &,,.x in the APC case for Gaussian-input channels are

obtained from (5.39)—(5.41).
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5.7.2 Long-Term Average Energy per Bit

To deriveEB,,,, consider the PPC and assume thatlili,;, realized in theith CR is
denotedB i, [i]. Therefore, the total energy expended by the system iithh@R equals
H EBpini] as the amount of MI communicated to the destination during any CR.is
Now, we can write

HEBnin|l] + - - - 4+ HEBy;
EBavg = n%gloo mm[ } +’I7’L H+ = [m]

= E{EBmin}. (5.44)

The RV EBy, in (5.44) is given by (5.33) for all the protocols whéfy > C1, and by
(5.34), (5.36), and (5.37), wherhy < C;. Again, the substitutions given in (5.7) lead to the

corresponding results for Gaussian-input channels.

5.7.3 The RSUR

Assume thafls, Tg, andT in the relaying protocols respectively denote the durations of
the source transmission, relay transmission and CR, anchthatr, andn represent the
corresponding numbers of the DoFs. Note that we can wigte= W Ty, ng = W TR,
andn = W T. Also note from (5.1) tha” = H/(W R), whereR denotes the realized

short-term average rate. Now, we have, from (5.42),

RSUR:E{%T} Bl ek O (5.45)

2{F7} R led) Rl

Let nq, as used in Table 5.1 and Sections 5.3.2-5.3.4, denote the number of symbols r

quired by the relay to decode the message. Then, assuming that rexerBidrdoes not
occur in a given CR, we havwes = n andng = n — ny for P-1 and P-2, whereas we have
ng = n1 andng = n — n; for P-3. We define1; as being equal ta in a CR where the

system reduces to DT. Using these definitions and relations, we obtain(3r48§),

1- (E{£})'E{&;}, P-landP-2

RSUR = . (5.46)
E{%} E{E}) " ~1, P3
The result (5.46) is general, and gives the RSUR for any realizedratel the correspond-
ing values ofn; andn as RVs. However, we are normally interested in the cases where the
maximum value ofR is achieved, i.e. whe® = R,,.x, or the cases where the minimum
energy per bit is reached. Recall from Section 5.6.1 that in P-1 and @+8dkimum rate

corresponds to the minimum energy per bit. However in P-2, while the maximignisra
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achieved by operating at point A of the multiaccess rate region depicted .in5Fig the
minimum energy per bit is obtained by operating at point A or B depending®rahies
of the SD and RD SNRs. Next, we derive expressiondl fdt andn;/(n R) in (5.46) in

terms of the capacitie§, C1, Co, andCy, for P-1 and P-3 wheii® = R,,.x, and for P-2
when the rate is maximized and when the energy per bit is minimized. In the titmnsa
we use the fact that in a CR, the system reduces to DT in P-1 and P-2aghenC, and

in P-3 whenCy > min{C}, Cs}.

In P-1, using (5.14)—(5.16) we obtain

L1 _Co Co < Oy

1 Cn "C1~ CuCr’
Co’ CO Z Cl
and
o ! (5.48)

nR max{Cyp, C1 }
for the case wher®& is maximized or the energy per bit is minimized.
In P-2, assuming thaX's and Xy are the source and relay rates in Phase Il, respectively,

we obtain, from (5.14), (5.18), and (5.19),

C1—Co+X
1 Cr-toxsicixn Co<C
R\ (5.49)
Co? Co > Cy
and
25 Co<C
ni (C1—Co)Xs+C1 X’ 0 1
nR | : (5.50)
Co> Co > Ch

Now, the substitutiof Xg, Xgr) = (Co, Crn — Cp) in (5.49) and (5.50) leads to the results
related to the rate maximization case (see Section 5.3.3). Also, based onuitsedesved

in Section 5.6.1(Xg, Xr) = (Co, Cry, — Cp) Wwhen2Cy < Cp, and(Xg, Xg) = (Crm —
Cy,C2) when2Cy > Cy, convert (5.49) and (5.50) to the relations corresponding to the

energy-per-bit minimization case. Combining these facts, we obtain

Cmn+C1—2C
1 tmai—cz Co<C

- = (5.51)
R
Cioa C”0 Z Cl

and
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Cm—Co Co <

Cm C1—C2?
% — o (5.52)
" CL()? C’0 2 Cl

corresponding to the case where the rate maximization is desired. Alsotaie ob

%:2%07 Co<(Ch,2C) <Cpy

1 _

RS e e Cn/2 < Co < Oy (5.53)
%07 C[) Z Cl

and

romyonmord Co < C1, 2Cy < O

ni C

nR 0o CQ+C,,,2(01—CO)7 Cm/2 < Co < Cy (5.54)
ot Co>C)

corresponding to the case where the energy per bit is minimized.

In P-3, using (5.14), (5.23), and (5.24) one obtains

| [ o Go<nin(6C
1 (5.55)
&, Co > min{C1, Ca}
and
o éﬁ’ Cy < min{Cy, Cs}
B (5.56)

nh 70> Co > min{Cy, Ca}
corresponding to the rate maximization or energy-per-bit minimization case, ajpply-
ing (5.47), (5.48), and (5.51)—(5.56) to (5.46) gives the correspgrekpressions for the

RSURs.

5.8 Numerical Examples

In this section, we consider Gaussian-input channels and stidyunder the PPQEB o
under the PPC, the RSUR under the PPC,/apd under the APC for the different schemes.
It is assumed thatg, 1, and~: are exponentially distributed (corresponding to Rayleigh
fading) with mean valueg,, ©1, andus. To obtain the long-term average performances,

we use (5.12) and (5.13) for DT, and Monte Carlo simulation of (5.43)4§5.¢5.46)—
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(5.48), and (5.51)—(5.56) with0® iterations for the relaying systemsNote that the long-
term average rate under the PPC does not lead to a fair comparison in feemsrgy
expenditure, as explained in Section 5.5. However, it serves as a @ifjorerit for the rate
performances of the protocols in energy unconstrained scenarios.

Figs. 5.2-5.5 respectively show the PPC long-term average rate in bitsPtBenor-
malized long-term average energy per bit, the APC long-term averagm faits, and the
RSUR under the PPC versysg, for the different protocols. In these figures, it is assumed
that the average channel gains are constantPhaind hencey (see (5.2)—(5.6)), changes
such that we havg; = po + 25 dB andus = o + 10 dB. This scenario normally corre-
sponds to the case where the relay is closer to the source than to the destinatio

Fig. 5.2 shows that P-1, P-2, and P-3 outperform DT with a differenpefiformance
on the order ofl to 1.5 bits. Also, P-1 and P-3 have a similar PPC rate performance, which
is inferior to that of P-2. The superiority of P-2 over P-1 and P-3 irsgeavithu,.

Fig. 5.3 indicates that P-3 has the bE$t,,, performance. In fact, under the PPC, al-

though P-3 leads to smaller rates, it uses less energy per bit compareatoghschemes.

12

10

Long-term average ratéa,q (bits)

M= 1o + 25 dB

po = po + 10 dB

OO 5 10 15 20 25 30

Average SD SNRy, (dB)

Fig. 5.2. The long-term average rate under the PPC versus the a®PagNR for the different schemes.

"In the case of Gaussian-input channels (where (5.7) holds) unel€tRE, it is possible to calculate the
expectations and derive more explicit analytical expressions for tigeterm performance measures. However,
we postpone such analyses to Chapter 6, where only generalizatiorgaERnvestigated. In fact, we observe
in Section 5.8 that P-3 is the most appealing relaying protocol of the tletegimg strategies considering
combination of performance and complexity.
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— DT
o p = po +25dB —eP1
. po = po + 10 dB s—P-2

Normalized long-term
average energy-per-bitBayg/E (1/bit)

Average SD SNRy (dB)

Fig. 5.3. The long-term average energy per bit, normalizeé ,aynder the PPC versus the average SD SNR
for the different schemes.

12

— DT

10

w1 = po +25dB

Long-term average ratéayq (bits)

p2 = o + 10 dB

00 ) 10 15 20 25 30

Average SD SNRy, (dB)
Fig. 5.4. The long-term average rate under the APC versus the @/ 8Ea@NR for the different schemes.

The superiority of P-3 diminishes as the SD link improves. This figure alsoshmat the
energy per bit in DT becomes smaller than that in P-1 and Pt &#&comes greater than
a certain value.

The other measure of energy efficiency, the APC rate, is studied in Fig.ltGs4ob-
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1.6 r

—e—P-1
—=— P-2, rate maximization
- -z - P-2, EB minimization

N
1.4

—<— P-3

Relay-to-source usage ratio, RSUR

p2 = po +10dB
0'2 1 1 1 1 1 |

0 5 10 15 20 25 30
Average SD SNRy (dB)

Fig. 5.5. The RSUR versus the average SD SNR for the differentinglaghemes.

served that all the relaying schemes have larger APC rates on the boer loit compared
to DT. Also, the relaying schemes exhibit close performances. The Relmschas the
poorest performance. The P-3 scheme surpasses P-2 at small to nvatlies of., but
becomes inferior to P-2 in a large SNR regime.

Fig. 5.5 depicts the RSUR versug for P-1, P-2 in the rate maximization and energy
per bit minimization cases (see Section 5.7.3), and P-3. Observe from tiris figat while
P-1 has the smallest RSUR for all the SNR range shown, P-3 has the R&JdR for small
to medium SNR values. One reason why the relay usage ratio is normallyilaiR& than
the other protocols is that in P-3 the source does not transmit in the sebasd.pFig.
5.5 also shows that ag increases the RSUR in the schemes decreases, which is roughly
because reversion to DT (and hence, not using the relay) happeeadrequently as the SD
link improves. Additionally note that there is a significant difference in the RSU0f the
rate maximizing and energy per bit minimizing P-2 schemes; the former utilizesl#ye re
much more than the latter does for medium to large valugg of

The numerical results in the remaining figures are given for a linear nietwpology,
similar to that used in Section 4.5, for which (4.71)—(4.73) hold. Recalldfatdsr, and
drp are the SD, SR, and RD distances in the model. Here, we assume for theknetwo

topology thatug = 5 dB and the path loss exponents 3.
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Figs. 5.6-5.9 respectively shai,, under the PPQ;B,,, under the PPCRz,,, under
the APC, and the RSUR under the PPC verg/ dsp, for the different schemes. The ratio
dsr /dsp ranges fronm.1 to 0.9, representing the situation where starting from the vicinity
of the source, the relay approaches the destination. The performaibdeis obviously
unchanging withigg /dsp.

Fig. 5.6 clearly shows that

RE2D > RED > RES > pOD (5.57)

avg

under the PPC, as expected (see Section 5.5). Fig. 5.6 also shows thabthble position
of the relay for achieving larger PPC rates in P-1 and P-2 is closer to thieesavhile in
P-3 it is around the middle of the line connecting the source and destination.

Figs. 5.7 and 5.8 verify the superiority of P-3 compared to the other schareems of
energy efficiency. The performance superiority ranges approximiateh0.03 to 0.45 and
from 0.008 bits t00.49 bits in terms ofEB,,, /£ and Ry, respectively. The figures also
show that the favorable position of the relay in P-3 for achieving largerggrefficiency is
always around the midpoint between the source and destination. Howelet and P-2,
this position is closer to the destination 16B.,,, but around the midpoint faR,,.

Fig. 5.9 shows that all the RSURs decreas€gg dsp increases. In fact, as the relay
2.5
2.4
2.3

2.2°1

2.1

1.9 —e—P-1

e P2

Long-term average ratéayg (bits)

——P-3

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Relative SR distancelgr /dsp

Fig. 5.6. The long-term average rate under the PPC versus the SRedistainmalized by the SD distance, for
the different schemes and a linear network topology.
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Normalized long-term
average energy-per-bitBayg/E (1/bit)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Relative SR distancelsr /dsp

Fig. 5.7. The long-term average energy per bit, normalized bynder the PPC versus the SR distance
normalized by the SD distance, for the different schemes and a line@omketopology.

23 r
2.2

2.1

o Pl
1.86 | —=—P-2

Long-term average ratéayg (bits)

——P-3

'70.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Relative SR distancelgr /dsp

Fig. 5.8. The long-term average rate under the APC versus the SRadistarmalized by the SD distance,
for the different schemes and a linear network topology.

moves farther from the source, the SR link weakens and the relay ustgelecreases.
Another result obtained is that here again, like what observed in FigP5L5chieves the

least use of the relay among the protocols, and P-3 in almost all casdgdhénen the
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—o—P-1

—=— P-2, rate maximization
- -z - P-2, EB minimization

Relay-to-source usage ratio, RSUR

01r py=>5dB

b1 02 03 04 05 06 07 08 09
Relative SR distancelsr /dsp

Fig. 5.9. The RSUR versus the SR distance normalized by the SD distante different relaying schemes
and a linear network topology.

relay most. Also, the rate maximization in P-2 demands the relaying operation naore th

the energy per bit minimization does.

5.8.1 Discussion on Rate and Energy Efficiency

As shown in Section 5.5 and confirmed by numerical examples in Section 3,R; and
P-3 rank first to third in rate efficiency under the PPC. However, agestgd by the results
in Sections 5.6.1 and 5.8, P-3, P-2, and P-1 rank first to third in enefigieaty in most
cases. Here, we show that it is possible to roughly explain these relaperishintuition.

Ina PPC regime, P-2 outperforms P-1 as it opportunistically uses the SD tirgnsmit
some of the messages without using the relay. In P-1, all messages areittah cooper-
atively. Also, P-1 and P-2 achieve larger rates than P-3 as they b&oefisimultaneous
source and relay transmissions. The larger rates are achieved astlodé cmre energy per
bit and higher complexity.

However in a fair comparison on a power basis, e.g. in an APC regimexBe&eén the
achievable rate, as at any given time, only a single best node transmitgparadigm can
use energy more efficiently compared to the multinode transmission paradidtras afd
P-2, as explained in Section 5.3.4. Also, P-2 performs better than P-@afsoms similar to

those in the PPC case.
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Chapter 6

Rateless Coded Relaying:

Multirelay Casel

6.1 Introduction

Rateless codes were introduced and their application to single-relayratiopenetworks
was examined in Chapter 5. As mentioned in Chapter 5, in rateless codingartemttter
produces an indefinitely long stream of encoding packets/symbols. Thaweeaccumu-
lates information from the packets/symbols already received, and pedlgdictempts to
decode the message. The receiver can decode successfully aasstienreceived Ml
marginally exceeds the entropy of the message [99, Chapter 50],22]],The main bene-
fits of rateless codes are summarized as adapting to the channel conditiappnaching
the capacity with a transmitter oblivious to instantaneous CSI [99, Chaptg3(] In ad-
dition, fountain codes, an important category of rateless codes, havkesaimpost linear
time encoding/decoding algorithms [99, Chapter 50].

The applicability and excellent fit of rateless coding to DF relaying netwawek® first
noted and demonstrated in [91]. A protocol in which a decoding relay f@msTC
scheme with the source was introduced in [21], [91]. In [94], sevext@less coded co-
operation methods which yield large outage capacity gains in low power regimies

proposed. In [95], different single-relay schemes based on AC&=® witroduced, and

A version of this chapter has been published in part in the Proceedings®edEEE Global Telecom-
munications Conference (GLOBECOM), 2008, and has been submitted lBHEE Transactions on Wireless
Communications.
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their achievable rates were obtained. Moreover, several novel muftigelasisynchronous
and asynchronous, rateless coded schemes were proposed im [iB2] quasisynchronous
case, when the number of decoding relays reaches a preset valdecading relays col-
laborate to communicate the message to the destination. In the asynchrossusscsoon
as a relay decodes, it starts broadcasting the message for the othsramdaglestination.
Note that such schemes need either CDMA, interrelay synchronizatitdmsstmbol level,
or MUD at the destination and/or relays, entailing complexity and/or perforenbnss. In
addition, knowledge of the qualities of the SD and RD links is not used in thgecation.
Three protocols, analogous to those proposed in [21], [22], weoeilestigated in [96]
for single-relay cases. Achievable rates using practical rateless endamodulation were
examined, considering deeply interleaved data streaming and block feespgctively for
delay unlimited and delay constrained scenarios.

In Chapter 5, we studied several rateless coded protocols, namelP2;land P-3,
for single-relay collaborative networks. We observed that P-3 is @Higient in terms of
implementation complexity and energy consumption as compared to P-1 anchRks |
chapter, we propose and investigate the application of rateless codes telanltiual-hop
networks by developing and analyzing three novel, low-complexity prégpadich can be
viewed as generalizations of P-3 to the multirelay case.

The proposed protocols have simple single-parameter strategies that énwplplase
selection cooperation, previously proposed and investigated for fatedsystems [58],
[68], [107]. In contrast to fixed-rate schemes, where the duratitimecgource broadcasting
is fixed, in rateless schemes, this duration can last until the destinationedesioctessfully
or a system timeout occurs. Here, we assume for simplicity of illustration that @R
does not have a timeout. In the proposed protocols, different stopgtega for the first
phase are introduced. As soon as the criteria are met, the second {aintssie svhich only
the best of the source and decoding relays transmits to the destination uatibdas. All
the protocols amount to P-3 in the single-relay case when their parametepptanally
chosen. Recall from Section 5.3.4 that P-3 is also based on selectioeratiop. The se-
lection techniques in the proposed protocols, much like the selection methdl mliviate
the need for CDMA, stringent synchronization, and MUD, and make aJl§®) and RD
channel gains matter in the selection process. Also, they can be readily inmpéehie a

distributed fashion [68], [107].
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The remainder of the chapter is organized as follows. Section 6.2 desthibeys-
tem model and assumptions. The rateless coded protocols are introdutaedadyzed in
Sections 6.3 and 6.4, respectively. Finally, Sections 6.5 and 6.6 provitersamerical ex-
amples and results, and discusses the design and performance implichtiemproposed

protocols, respectively.

6.2 System Model

We use a system model similar to that in [22]. Consider the dual-hop relagitvgprk
depicted in Fig. 4.1, consisting of a source, a destination, dntklays. All nodes are
single-antenna and share the same frequency band of basebandvidthe source and
relays are assumed to use rateless coding for transmitting data. The redeledprotocols
introduced in Section 6.3 allow half-duplex operation for the relays [9]diyhaving them
simultaneously transmit and receive.

As in Chapter 5, a CR refers to the period over which a message of theessuully
communicated to the destination. Every message of the source has a censtay H .
Hence, given a CR, il andT are the average rate per channel use in the CR and the
duration of the CR, respectively, we have, in the same manner as (5.1),

H

(6.1)

The channel model and assumptions are similar to those in Chapter 5. \iecatbst
the SD, SR,, and R,,D links undergo independent flat fading, and suffer AWGN. Channel
state information is assumed to be estimated by, and only available to the redeiver
coherent reception. The instantaneous SNRs associated with the $DaBRR,,D links
are denotedsp, Ysm, and~,,p.

As CSI is not available at the transmitters, no power optimization is assumed to be
executed. We additionally assume that the source and relays transmit witimteeoswer
P, or energy per symbd (note that in this case (5.2) holds). In other words, we consider
the PPC introduced and used in Chapter 5. This assumption is for analytigaicgty
and also for making the schemes easy to compare in terms of energy efficdemill be
observed in Section 6.4. We explain in Section 6.4 that the PPC sufficesvidgeofair

comparison between the protocols on a power basis and that the APCutgcbid Chapter
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5 for fairly comparing the achievable rates of P-1, P-2, and P-3, isesxled here.
Assume tha€(ys,p ) is the capacity per 2-D DoF of a single-hop AWGN link with SNR

~Ysub,» Where “sub” is any descriptive string, such as “SD”, “th”i& “ mD”. For example,
C(z) =1In(1+ ) (6.2)

nats for Gaussian-input or average-power-constrained-input W\@annels, and

2 o0
Clz)=21n2— \f/ dt e=*/2 In (1 + e*2\/5t*21‘) (6.3)
T J—oc0
nats for binary-input AWGN channels [108]. Now, we define the carem notation
N H
Toub = w7 6.4
b W ) (6.4)

utilized throughout. The value,, is the time required for transmitting a message of en-
tropy H using a capacity-approaching code over an AWGN channel with baddiznd-
width W and the received value of SNRR,;,. We assume here that as in Chapter 5, the
rateless codes considered are capacity-approaching [21], 8], Therefore, we can ex-
ploit (6.4) to obtain the transmission time using the rateless cadibgs assumed that in
generalC'(z) is a strictly increasing function aof, such that based on (6.4), there is a one-
to-one correspondence betweeg, and~g,,. Employing 7., instead ofy,,, simplifies

the description and analysis of the protocols in Sections 6.3 and 6.4.

6.3 Rateless Coded Selection Strategies

6.3.1 General Description

Three rateless coded selection protocols, called P-y, and Pt, are introduced in this
section, each being a generalization of the P-3 protocol proposed pte€Clia A summary

of the three schemes is enumerated as follows:

1. The source splits its message into a number of packets, and perforlasgateding

to generate an indefinitely long stream of encoded packets.

2. A CR consists of uplink and downlink phases. In the uplink, the soumadgoasts

its message.

2More precisely, we can omit the assumption of being capacity-apprgably replacingH in (6.4) with
(1 + e)H, wheree is the code inefficiency, independentgf, [21], [99]. Settings = 0 is for simplicity and
does not incur loss of generality in subsequent analysis.
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3. Therelays and destination accumulate information and periodically attenmgatadel

the message.
4. If the destination can decode in the uplink, the CR ends without the dowptliage.

5. In P+, the uplink continues until a preset number of relays decode the medsage.
P-vy, the uplink stopping criterion is the source or a decoding relay has a link to the
destination with SNR greater than a threshold. Ity Bre uplink ends whenever the
destination can decode in less than a preset time using the best of the andrce

already decoding relays.
6. In P<y and P¢, the uplink ends also if all relays decode.

7. Inthe downlink, the best of the source and decoding relays transmitsdestination

until it decodes.

Note that the scheme ®-can also be viewed as the selection version of the quasisyn-
chronous protocols in [22]. In Section 6.6, we expound more on the edéisiehind our

ad hoc schemes and their design and performance implications.

6.3.2 Mathematical Description

Let the set of the indices of all decoding relays at tine denoted(¢). Note thatD(t) is
time varying and grows as time elapses. It is assumed that wheteRodes, for anyn, it
broadcasts an ACK, which is received and used to estimateby the destination. Also,

the destination is capable of estimating, using direct reception from the source.

6.3.2.1 The Prn Scheme

In P-n, the uplink lasts until the destination decodeslorelays decode, wherg is a
parameter ranging fromh to M. In the latter case, the downlink starts where the node
corresponding to SNR,

6.5
Xe(S)UD(Ter) P 65

whereTyy, is the uplink duration, is signaled by the destination and transmits rateless en-
coded packets until the destination decodes. Note that based on thiptiascFyy, in this

protocol can be written as

105



Ty, = min{7g(r), 7sp } (6.6)

whererg,,,y for anym is defined as the time at which theth relay can decode, and where

Tsp, defined by (6.4), is the DT time.

6.3.2.2 The Py Scheme

In P+, the downlink starts when above-threshold (AT) nods found or all relays decode
before the destination decodes. An AT node is the source or a decadlitygwhich has a
link to the destination with SNR greater than a parametric threshold SNRThe AT node
found becomes the solitary downlink transmitter of fountain packets until tendéion

decodes. If all relays decode before an AT node is found, the mmdesponding to SNR,

6.7
Xe(sPU -y 0 (6.7)

is selected to transmit in the downlink. Note thatdpb > ~.1, in a CR, the source becomes
the AT node such that the system amounts to DT in the CR. It can be obsbeatddy,,

the uplink time, in Py can be written as

Ty, = min {@(7),7'5(]\/[)} (6.8a)
where
0" £ min ¢ (6.8b)
subject to
> .
Xe PR ) JXD 2 Ve (6.8c)

and whererg ;) is the time that the last relay decodes.

6.3.2.3 The Pt Scheme

In P+, the uplink continues until tim&yy;, at which one of the following cases occurs. 1)
The destination decodes, in which case the CR ends. 2) All relays ddooathich case
XpL, defined as the node corresponding to the SNR given in (6.5), transmiesdownlink
until the destination decodes. 3) The destination calculates that it is cagaddeanling
by the nextty seconds provided thatpf, transmits in the downlink, wherg is a system

parameter. In this casepX is signaled by the destination to be the downlink transmitter.
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Protocol Pt essentially relies on the fact that at any given titnguring the source
broadcasting, the destination can determine how much more information iteedaiac-
cumulate by receiving rateless encoded packets for successfuidgcén fact, the desti-
nation receiveg W C'(ysp) units of MI from the source’s transmission up to timevhere

the capacity functio’'(-) has been defined in Section 6.2. The destination needs additional,
H —tW C(ysp) (6.9)

units of Ml to decode the message. Given that the destination knows theets#é and

W, and can measurgp, it can calculate (6.9).

Lemma 6.1. The uplink time in Pt is given by

Tyr, = min {@,Ts(M)} (6.10a)
where
© £ min ¢t (6.10b)
subject to
(1 _ t) min  7xp < ¢ (6.10¢)
750 /) xe{Spupw 0 =0 '

wherersp andrxp are defined by (6.4).

Proof. First, if 7sp < t, the Lemma results iffy;, = 0 (note thatD(0) = @), which is
correct because, utilizing only the source, the destination can decege seconds, i.e. by
the nextty seconds. Therefore, based on the protocol descrigfign,= 0 and the system
behaves as DT.

Next, assume thatyp > to. If the source broadcasts foseconds, where< rgp, the
destination accumulateédV C(vsp) units of information, and required — ¢ W C(~sp)
units more information to decode. If the remaining amount is provided by Nodehere

X € {S}uD(t), it takes time

AH—tWC(’}/SD)i t
@X(t) = WC(’}/XD) == (1 - 7'SD> TXD (611)

until the destination decodes, where the second equality is obtained byingwk4).

Therefore, the smallest possible decoding time is given as

t
12 i =(1-— i 6.12
On(?) Xe{%l}lSD(t) Ox(t) ( TSD) Xe{%l}lSD(t) D ( )
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and the first instant at which©,(t) is exceeded by is given by© (6.10b), (6.10c). The
time © gives the uplink time if not all relays decode withihseconds. Otherwis@y, is

the time at which the last relay decodes, T&1, = 7g(1s). This concludes the proof. B

In Lemma 6.1,0,(¢) is a decreasing function of This lemma states that in £the
uplink continues until either all relays decode@y(t) falls belowt.

Observe that in all the protocols, the downlink transmitter is alwaysg,Xhe node
corresponding to the SNR given in (6.5). Itis the uplink stopping criteriahdtiferentiates
the protocols. In the downlink, the optimal strategy is rather clear, i.e. hélvengest node
knowing the message transmit to the destination. In fact, in a fashion similar &),(81&

downlink duration,Tpy,, can be obtained for all protocols as

TUL) .
Tpp,=(1— —— min T 6.13
pL ( sp ) Xe(sjup(min) (6.13)

whereTyy, is the uplink time in the different protocols given by (6.6), (6.8), and (6.10)

6.4 Performance Analysis

In this section, the long-term average performances of P-y, and Pt are analyzed. We
also propose and examine a rate optimal selection protocol, denoted R-baasline for
performance comparison.

Recall from Section 6.2 that we impose the PPC, i.e. the energy per symlooisislc
ered to be constant &tfor all nodes. Since in all schemes, there is only one transmitter
at any time, the short-term average energy per symbol (see Section &.@) &l the pro-
tocols, analogous to DT and P-3 (see Sections 5.3.1 and 5.3.4). This elihiateeed for
examining the energy per bit or imposing the APC, as in Chapter 5, to comgesetbmes
fairly on a power basis; the schemes are already comparable as all obidethe same
amount of energy per symbol. Therefore, here we only consider tBddtig-term average
rate and RSUR, studied in Section 5.7, to evaluate the long-term performances

In contrast to the single-relay case studied in Chapter 5, where the dajyinethe
system cooperates with the source, in the multirelay case, there are more¢zandidate
relay for the downlink transmission. This makes it difficult to use the appestaken in
Chapter 5 for the performance evaluation here, i.e. to derive expnsgsiothe short-term

average rates and use (5.43) and (5.45) to calculate the long-terngavata and RSUR.
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In the sequel, we explain how these long-term average quantities cartdisenkin the case
of P-n, Py, and Pt.
Assuming that the duration of theth CR is denoted’[m], we obtain, in a manner

similar to (5.43),

H H
Rave = lim m

e W]+ -+ Tml)  WE(TY ©19

Also, regarding the RSUR, assume tfigtand7y,, are the durations of the source ang R
transmissions. Note that in any CR for each of the protodds;> 0 and at most one of

TR,, --., Ir,, Is nonzero. Also, we have
T=Ts+ T, +---+1Tr,, = Tur + ToL (6.15)

whereTyr, andTpy, are the uplink and downlink times. Now, using the definition of the
RSUR in Section 5.7, one obtains, much like (5.42),
E{TR1} +eee E{TRM}

RSUR = 6.16
E{T5) (610

Note thatE{T'x } shows how active on average Nodeis.
Based on (6.14) and (6.16), we need to calculafd'}, E{7s}, E{Tr,}, ---, and

E{Tw,,} for evaluatingR,,, and the RSUR. We know that ¥ is a nonnegative RV, we
have [81, eq. (5-53)] (cf. (4.2))

E{7} = /O T Pr{Z >t dt (6.17)

whenZ has finite mean and variance. We utilize (6.17) to calcuidtés}, E{TR,}, - - -,
andE{Tg,, }; then, we use (6.15) to obtal{T"}. This approach to deriving{7} for the
protocols is less intricate than a direct derivation approach, e.g. dirextydon (6.17).
Next, we provide the results for each protocol and relegate the derivdétails to
Appendix G. We consider a general fading model for the SNRs. Hawewué/ Rayleigh
fading is considered for the examples in Section 6.5. The integrals involtlkd iasults are

computable efficiently for Rayleigh fading using standard numerical infiegreechniques.

6.4.1 The Prn Scheme

Let usp(+), usm(-)s ump(+), Usp(+), Usm(+), andU,,p(-) denote the PDF ofgp, PDF of
7sm, PDF ofr,,,p, CDF of rgp, CDF of 7g,,, and CDF ofr,,,p, respectively, wheresp,

Tsm, andr,,p are defined by (6.4). Recall that is the number of relays and is the
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system parameter. Then, we can show that

B{Ts}= Y / at [1 = Usp(®)] T Usm(®) ] [1 = Usm(®)]

Ac{1, - meA meA°
|A|<L 1

+ Z Z/ da:/ dy (x — y) usp(x) usk(y)

Ac{l, - M} keA

Al=L
x [T = Unp@)] [ Usm(y) [[ 1 = Usm(y)] (6.18)
meA me#'}? meA°

and that

B{Tq, } = 3 3 / dx/ dy/ At wpp () usi(y)

Ac{1, - M} {m} ke AU{m}

[Al=L
X [1 — Usp <max {x, xx—yt}ﬂ Zg[l — Uip(2)]
< I Usity) TT 11 - Usi(w)] (6.19)
ot m

form=1,..., M.

6.4.2 The P+ Scheme

Recall thaty;,, a threshold SNR, is the Pparameter. Let, be defined by (6.4) using

Y- Then, it can be shown that
Tth o0
B{Ts} = / dt tugp(t) + / dt [1 — Usp(max{t, 7y })]
0

M
X { H [1 — Ugp(t) Upp (741 H Usm (t)[1 — mD(Tth)]}

m=1

+ /T :dx /0 "t ugp () ngl Usm(t)[1 — Upp ()] (6.20)

-t s )]

M ') x 1

x TL 0 = Ush(a) U] + [ e [ ay /0 dt yusp () tmp (1)
k=1 Tt Tth
k#m

and that

o0 Tth 1
E{Tq,} = /O dz /0 dy /0 At usm () i (1)

M M
x [ Usk(zt) H [1— Uwp(y (6.21)
k=1 :
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form=1,..., M.

6.4.3 The Pt Scheme

Recall that is the P+ parameter. We obtain for this protocol

and

B{Ty) = /O “ 4t tusn(t) + o /t e ugn (@) ﬁ [1 = Uspn( — to) Unp ()]
0 m=1
. /t:odx /Ofe—todt uSD(CL‘){ nﬁl {1 — Usm (t) Ump (;o_xtﬂ
M tox
~ ngl Us () [ U (2) = U (w X tﬂ } (6.22)
B(T | - /:dx | /Ox_to dy Otodt xfb‘_ ty usD () Usm (Y) Ump (xx_ ty)
i [1- o (22

k;m

oo T t
+ to/ dz [ dy usp(z) ump(y) Usm <£L' <1 — 0))
to to Yy

M to
X H [1 — Ugsp (I (1 — )> UkD(y)}
k=1 Y
k#m
0o T 1-to/y
+ dx/ dy/ dt yusp(x) ump (v)
to to 0

M
X Usm(xt) [ Usk(zt)[1 — Urn(y)] (6.23)

k=1
k#m

form=1,..., M.

6.4.4 The P-o0 Scheme

This protocol is optimal in the sense that it minimizes the instantaneous CR durAtion

as follows. First, assume that only one relay R monitors, and cooperateghvetbource.

We show that in this case the optimal protocol is the same as P-3 proposedpteCs.

The time that relay R requires to decode the messagsg;i¢see (6.4)). Ifrsg > 75p, the

destination decodes no later than relay R, and we fiave rgp. Otherwise, relay R can

decode sooner, and provide the destination with encoding packets inwmdirdountil it

decodes. Following steps similar to those leading to (6.11) and using the defifiti(-)
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givenin (6.11) , we obtain

TSR TSR TRD
T = 7sr + Or(7sR) = TSR + (1 — ) TRD = TSR + TRD — ———. (6.24)
TSD 7SD

Note that (6.24) is obtained given thajr < 7sp. Meanwhile, it can be shown that if
TRD > Tsp N (6.24), thenl' > 7r5p such that the system should not use the relay, as it
can perform better without it. In summary, R cannot be or is not utilized if @mig if
max{7sRr, TRD} > 7Tsp. Thus, the protocol obtained is the same as P-3.

Now, combining all the facts, we can propose P-0 as a generalizatior3 @isHellows.
If in a CR for anym, max{7sm,7mp} > 7sp, NO relay is used in that CR and DT is

employed. Otherwise, at the beginning of the CR, Relgywere

. TSm TmD
k= argmin TSm + TmD — — 2 (6.25)
me{l, ..., M} TSD
max{Tsm,TmD } <TSD

is signaled by the destination to be the only relay that monitors the source endedets

message, and then transmits in the downlink. It can be verified that in P-ayags have

T = min { min{7g,, 7sp } + min{7,,p, 7sp }
me{l,...,M}

(6.26)

~ min{7sm, 50} min{TmD7TSD}}
SD '

Compared to the other protocols, P-0 needs global channel power dgaimation
(only whenM > 1, as explained in Section 6.4.5), and, the cooperating relay is chosen
at the outset of the CR, rather than at the end of the uplink phase. AlttibadP-o per-
formance analysis is mathematically solvable, we do not present the analgSadk due
to large computational complexity, and only provide simulation results as a cisopar

baseline in Section 6.5.

6.4.5 Single-Relay Case

In the important single-relay case (i.e. whigh= 1), it can be verified that all the protocols
P-n, Py, and Pt coincide with the optimal protocol, P-3 (i.e. P-0 in the single-relay case),
if their parameters are chosen to be= 1, v, = oo, andty = 0. Note that in Pr, L can
only bel whenM = 1.

The P-3 protocol was proposed in Chapter 5, but its long-term avdrelggvior was
not analytically investigated. As in P-1 and P-2 from Chapter 5 and IP-, and P¢, no

global channel information is required for the P-3 implementation.
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It can be observed from (6.6) and (6.13) that the uplink and downlink timBs3 are

given as
Ty, = min{7sp, 751} (6.27)
and
Tpr = (1 - min{:z];,mﬁ> min{7sp, T1p }. (6.28)

Also, E{Ts} andE{Tg, } can be derived from (6.22) and (6.23) with= 0 as

B{Ts} — /0 Y e /0 "t usp (x) {1 — Usi (£) Urp (2)} (6.29)

and

E{Tk,} = /Ooodl‘ /Oxdy /Oldt yusp(z) uip(y) Us1(z ). (6.30)

6.4.6 Optimal Parameters

To obtain the optimal or near-optimal values of the FAR-y, and Pt parameters that lead
to the greatesk,,, or smallestE{7"} (see (6.14)), we can exploit numerical integration
and optimization of (6.18)—(6.23), or employ experimental optimization basestemp-
est descent or analytical optimization, as explained in the subsequénnsedVhile the
experimental method obviates the need for global channel informationutherical and
analytical methods require that the channel gain statistics of all links be estiatztieel
destination, i.e. by acquiring SR channel gain information (note that SD &ndhannel

information is locally estimated at the destinatién).

6.4.6.1 Experimental Steepest-Descent Optimization

An experimental steepest-descent method can be executed by startirgpgtrapriate ini-
tial value for the parameter and adding adaptively changing positivegatine increments
until the best rate performance is obtairfetihe destination evaluates the rate performance

for any given value of the parameter, by averaging the realized rateadiraited number

3Such statistics can also be acquired at a central controller, which cakthateptimal value and feed-
backs it to the destination.

“The symmetry of the problem suggests tlfat,, in P-n, P<y, and Pt is concave inL, v, andto,
respectively. No proof is provided here. The concavity assuregtibaiptimal point obtained by the method
of steepest descent is globally optimal as well. Note that standard coptiexization methods are not used in
the experimental method, as all of them need access to global powénfyaimation at the destination.
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of CRs. Note that this method can be used only when the system has no moonéhpa-
rameter to optimize, as is the case for the suboptimal protocols; the effaiteddncreases

exponentially with the number of parameters.

6.4.6.2 Analytical Optimization: Large SNR Approximations

Exact analytical derivation of the optimal parameters is in general matheihgaititeacta-
ble. Here, we develop large SNR approximations to the optimal values, whachlso
satisfactory for other SNR regimes. We consider Rayleigh fading wher&SMRs are
exponentially distributed. Assuming that @l) 7, andt variables are normalized by /W,

we obtain, from (6.4), the CDF of,;,, denoted/y;,(+), as
Usub(t) — e(l_el/t)/.“‘sub (631)

whereugp, is the average value af,;,. Recall that “sub” can be “SD”, “th”, “&", “ mD”,

etc. Whenug,s, is large enoughl/y,, (t) can be well approximated as
Usub (t) ~ H(t - 6sub) (632)

whereH(+) is the Heaviside step function, and whegg, is the pointx at whichug,y(z),
the PDF ofyg,,, reaches its maximum. We obtain, from (6.31), that, is the unique
positive root of

el/z

2%+ 1 = Hsub (6.33)
which can be accurately obtained by the fixed point iteratiom = 1/ In[psun (22, + 1))

forn=0,1,--- andzy = 1, andug,r > 0.6. The approximation (6.32) shows that
Usub(x) ~ 6<‘T - 6sub) (634)

for large SNR, wheré(-) is the Dirac delta function.

Applying approximations (6.32) and (6.34) to (6.18)—(6.23), and after Ifiogtion,
we obtain the following algorithm for calculatinBopt, Yin,opt OF Tin,opt (S€€ (6.4)), and
to,0pt, the optimal values of the R; P-y, and P¢ parameters. Assume thaip, es,,, and
enp are obtained by solving (6.33) fQrsu, = psp, HSm, mp- AlSO, we sortes,, in
increasing order asy(y), - . ., €g(ar), and represent the corresponding,’s (which are out
of order in general) ag)p, - -, €anp- NoW, if esp < g1y, thenLepe = 1, Yinopt = 0,

andtp opt = esp/2. However, ifesp > €s(1), assume thak is the largest for which
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€sp > €g(x)- Obviously,K can range from to M.

If esp < min{eqyp, ..., €x)p}, then againLope = 1, Yenopt = 0, @andtoopt =
eésp/2. Otherwise, assume thaf of ¢()p, ..., €k)p are less thargp, and ordered as
€inp < -+ < €uy)p < €sp- Also, assume that the sequenag, ..., mp is recursively
obtained fromiy, ..., iy as follows. We haven; = iy, and for¢ > 1, if my_1 = i;
for someyj, m, is the first term in the sequenég,y, ..., iy less than;. For example, if
i, ..., iy = 4,2,6,1,3 (i.e. N = 5), thenmy, ..., mp = 4,2,1 (i.e. P = 3). Now, we

have

Lo — . S 6.3
opt = argmin egry + (1 €(L)D (6.35)

L=mi,..,mp

and, ifc is such thatL,;, = m,,

1 €(mC)D + €(mc+1)D7 c< P
Tth,opt — 5 €(mp)D + €sp, c= P (636)
and
€S(me
foom = (1 - %;)”hppt' (6.37)

Figs. 6.1a and 6.1b show the exact and approximate valugg gf; andtg ., for two
relays and different average SR and RD SNRs. The exact valuedkan obtained by nu-
merical optimization. As expected, and also suggested by both figuregghexanations
for any single scenario become more accurate as the SD, SR, and RDirfgKé&se. The
approximate values in the case ofyRiiffer from the exact values by abouitdB to about
3 dB. In the case of R; the difference ranges from007 H/W t0 0.062 H/W . Also, both
the exact and approximate valueslgf,;, the optimal Pr parameter, are alwaysfor the

scenarios in Fig. 6.1.

6.5 Numerical Examples

In this section, we assume for simplicity that all time variables, including-thendT"s,

are normalized by{/W. Also, we consider Gaussian-input, Rayleigh fading channels
where the different SNRs are exponentially distributed and where (6\®eid as the ca-
pacity function. Moreover, for ease of illustration, symmetric cases arsidered where

all SR SNRs are identically distributed, as are also all RD SNRs. We denoswé¢hage
SD, SR, and RD SNRs bysp, usr, andugrp.
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Fig. 6.1. The optimal parameters ofyPand P¢ versus the average SD SNR fof = 2. In the figure,
“Rn : (a,b)” denotes that for Relay R, we have(usm, pmp) = psp + (a,b) dB.

In Section 6.5.1, the tradeoffs between the optimal parameters of the rafetisd
schemes, obtained numerically, and the link qualities and number of relagtudred. In
Section 6.5.2, the different optimal and suboptimal schemes are comparensotie?,,, .

and the RSUR (see Section 6.4). The suboptimal schemes are considepsulate with
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their optimal parameters.

6.5.1 Numerical Optimization of the Parameters

Figs. 6.2—6.7 show the optimal parameters of the suboptimal schemes for eawigeof
scenarios. The optimal values in these figures have been obtained raltyersing the
analytical results (6.18)—(6.23), which are verified via simulation in SectiorR 6

Figs. 6.2 and 6.3 depidl,:, the optimal value ofL, in a P scheme versugsgr
and urp and versususp and M, respectively. Fig. 6.2 suggests thaj,; increases as
usr increases an@irp decreases. In fact, largeisy allows for increasingl, without
appreciably increasing the uplink time, while smallge{p warrants having a larget to
partially compensate for the poor RD links that may lengthen the downlink time.

Fig. 6.3 shows that for a givemsr and urp, Lopt decreases withsp, but increases
with M. The former is because the destination needs a smaller number of comperati
decoding relays when the SD link itself improves. In fact, a lafkge the presence of
a sufficiently largeusp or smallrsp can almost block the use of relays. The latter (the
increase with\/) is natural as whef/ increases, the number of candidate relays increases,
allowing the system to take advantage of more decoding relays for the dawnlin

Figs. 6.4 and 6.5 show results fop, .., the optimal value ofy;,, in P-y schemes.
These figures show thaty, ¢ increases with an increaseM, isp, psr, Of prp. In fact,
increasingM, usgr, Or urp improves the quality of the downlink for a giveny,. In this
case, the downlink time can be decreased further by toughening the qumlificriterion,

i.e. by increasingyy,. AlSO, vyin,opt IS an increasing function gisp because increasing
usp While vy, is fixed, makes it more likely that the source becomes AT, i.e. DT occurs. To
avoid this and to better utilize relaying, one should incregge

Fig. 6.4 shows that for a givenmsp and M, i, opt Can change broadly with, and is
almost planar inusr and urp. In contrast, Fig. 6.5 suggests that for a givei and
HRD, Vih,opt dO€S NOt change as widely witlyp, particularly asVl increases. AlSoyiy, opt
exhibits a gentler increase witlf at larger values ofisp.

Similarly, Figs. 6.6 and 6.7 depict the behaviortgf,, the optimal value oty, in
P, with respect tqusr, urp, pusp, andM. Recall thatty . is considered normalized by
H/W. These figures suggest thal, is a decreasing function @fsp, psr, OF rp, but

a decreasing or increasing function &f, which can be justified by the uplink-downlink
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Fig. 6.2. The optimal parametérin a P-» scheme versus the average SR and RD SNRs, Whea 3 and
usp = 7dB.

987654 3

5 35

Fig. 6.3. The optimal parametérin a P-2 scheme versus the number of relays and average SD SNR, when
usr = purp = 20 dB.

tradeoff whent, changes, as follows. Recall from Section 6.3 that the downlink timetin P-
is bounded byty. Decreasing, diminishesTp;, on average, but at the possible expense
of increasinglyy,. This is because at a smallgy, more time on average is needed until

a qualifying downlink node can be found, i.e. one with a RD link strong ehdadelp
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Fig. 6.4. The optimal parametes, in a P<y scheme versus the average SR and RD SNRs, Whea 3 and
usp = 7 dB.
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Fig. 6.5. The optimal parametss, in a P<y scheme versus the number of relays and average SD SNR, when
usr = prp = 20 dB. The optimahy, is co whenM = 1.

the destination decode within timtg. Increasing, causes the opposite behavior to occur.
Now, increasing the average system SNR&/helps the qualifying downlink node emerge
sooner on average, thus decreadiidr.}. However, it appears from the figures that it is

only in the former case (increasingp, usr, Of urp) that decreasingy to some extent,
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= URD =

which adds td= {7y, } but takes fronE{7py,}, can shrink the whole transmission time. In

the decreas&¢fyy,} is not great such

the latter case (increasind) for some scenarios

that increasing,, which additionally reducels{ 7y, }, can diminish the whole transmission

time despite an increase KX 7py, }.
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6.5.2 Performance Comparison

Figs. 6.8 and 6.9 show th&,,, and RSUR (see (6.14) and (6.16)) of the optimal and
suboptimal schemes versugp, for M = 1 andM = 5, when there is a fixed difference in
dB amongusp, usr, andugrp. The DT average rate, obtained from (5.12), is also depicted
as a baseline for performance comparison. Both analytical and simulagidtsrare shown,
except for DT where no simulation for (5.12) is required, and for P-o With= 5 where
only simulation results are available. In all cases, the simulation and analg#adts are

in good agreement. Recall that whéh = 1, all the suboptimal protocols coincide with
P-o when their parameters are chosen to be optimal (see Section 6.4.5).

It is observed from Fig. 6.8 that there is not much difference betweemvbmge
rate performances of the schemes whidn= 5, with P+ exhibiting a slightly inferior
performance for larger values pfp. In other words, B: and P+ perform near-optimally.
The difference in performance betwekh= 1 andM = 5 is not significant and diminishes
from aroundl bit to around).5 bits as the SD link improves. This suggests that adding more
relays is not necessarily efficient in terms of the achievable rate. Noténthia single-
relay case, the schemes outperform DT by an amount ranging fromddibits for small
SNR values to a steady-state difference of aroufd bits for large SNR values.

Fig. 6.9 shows that the schemes are largely different in terms of the traiamiss-
den imposed on relays, in contrast to Fig. 6.8 where the schemes are similarreteh
performance. Recall that the RSUR shows how much on average retaysead compared
to the source. The optimal scheme, P-0, and the schemeBpectively make the least and
most use of relays in transmission. Also, there is a peak in the RSUR for althsnes.
This peak can be explained by noting that all the systems utilize the relaysdgseifitly
if the SNR values are small or large enough. In a small SNR regime, relayesa likely
to decode soon and to be used on a longer period. In a large SNR regamestination
is more likely to decode soon, decreasing relay usage. Hence, the maxataynusage
occurs in a medium SNR regime.

Figs. 6.10 and 6.11 depiét,,, and the RSUR versul! for a fixed average SNR sce-
nario. Again, simulation and analytical results are in excellent agreement6 &g shows
that P£ and P+ have the worst and best performances among the suboptimal schemes,

respectively. Nevertheless, the difference in the rate performaridbs schemes is not
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Fig. 6.9. The RSUR versus the average SD SNR in dBMot= 1 andM = 5 and the different optimal and
suboptimal schemes.

significant and does not exce8®5 bits. Also, this figure suggests that the schemes ex-
hibit quickly diminishing returns ad/ increases. Note that in Fig. 6.10, the long-term
average DT rate, obtainable from (5.12), is alnb8t bits (obviously independent aff),

appreciably smaller than the rates achieved by the relaying schemes.
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Fig. 6.11 indicates, much like Fig. 6.9, that the schemes largely differ in theRRSU

performance, with P-o and R-having the smallest and largest RSUR. Also, increasing

the number of relays generally increases the chance that the relaytliaesluhence the

increase in the RSUR with the number of relays. However, there is a seemdgglarity

observed in the case of P-o whén increases from to 2. This irregularity is explained
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by the fact that adding more relays can also strengthen the average qéighigyRD links.
Then, a stronger relay may help the destination decode more quicklyjmgdbhe amount
of the time that the relay is employed. This effect appears to be dominant iwheo

raisingM from 1 to 2, leading to a reduction in the RSUR.

6.6 Design and Performance Implications

The rate suboptimal selection protocols proposed are natural selectiteg&s for dual-
hop relaying based on rateless coding. In fact, the optimal downlink syrétegateless
dual-hop relaying based on reactive selection (i.e. when the coopmeratay is selected
afterthe source broadcasting) is rather clear, and is the same for all thespbgchemes as
mentioned in Section 6.3.1. Itis the uplink stopping criteria that differentiate gwemes.

There can be many other alternatives, not necessarily as efficiergimpte as the
schemes proposed. For example, it is generally possible for ratelesimsetechniques
that the expected transmission time of a message approaches infinity in Rdgdiggn
The protocols proposed avoid this problem. Also, although suboptimatiegléechniques
may involve the use of multiple parameters, each of the protocols proposedloharac-
terized by a single parameter, yet exhibiting near-optimal rate perforrmaAdelitionally,
the system complexity is independent of the system parameter.

The protocols have low complexity also in terms of feedback. The only teddbre-
quired are limited to those from the decoding relays to the destination for ohertarccess-
ful decoding, and the two feedbacks broadcast by the destination sageesiog, (M +1)
bits to indicate which node shall transmit next, and a one-bit message toadeataressful
decoding.

Itis not obvious which one of the R; P-y, and P¢ protocols is worse or better in terms
of the average rate. However, the numerical results in Section 6.5 $tlggeR- is always

the best, and that the ®rate is larger than the Prate; the differences are small though.

*However, a restriction is that the destination should be able to find or estineatetimal or near-optimal
values of the parameters, as examined in Section 6.4.6.
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Chapter 7

Conclusions and Future Research

Directions

In this chapter, first we present a summary of the contributions in the thesiha conclu-

sions obtained. Then, we proceed to suggest avenues and direotidunsife research.

7.1 Conclusions

The thesis essentially focused on the performance evaluation and cavngarfsxed-rate
and rateless coded dual-hop relaying networks, and on creating meepts and protocols
for these networks.

We commenced by analyzing a three-node (the simplest) relay channel jpteCi2a
with static links and basic AF and DF operations. The exact OPA ratio for maxigiikze
end-to-end SNR in the AF case, and the MRC and ML detection rules and BERe
DF case were derived. The cause of the error floor in the perforenaindF relaying was
shown to be suboptimal MRC detection at the destination. Power optimizationdretive
source and relay, and successful decoding at the relay were sbhdserrequired to assure
the superiority of DF relaying over AF relaying. The best relaying styategl OPA ratio
was determined under a total power constraint assuming that the transnuiptimms are
DT, AF relaying, and DF relaying. Additionally, the maximum CG was derivadeiach
case. It was found that the CG has an inverse relationship with the quatig &D link,
but a direct relationship with the qualities of SR and RD links. Furthermor#éewtionger
SR links favor DF relaying, AF relaying yields larger CG as compared todddying for
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stronger SD and RD links. The value CG can be used as a criterion fgr gelaction
among a set of candidate relays.

In Chapter 3, a multirelay, dual-hop AF relaying network was considératee com-
mon AF schemes include superimposed, selection, and orthogonal Alkngelayt of
which we only considered superimposed and selection relaying. In fabbgonal AF
relaying has been well investigated in the literature, and shown to be infergmlection
AF relaying. We viewed selection AF relaying as a special power allocatibarse for
superimposed AF relaying, in which the whole relaying power is given toglesielay in
every CR. This relay is selected such that it maximizes the largest instansaegaivalent
SNR from the source to the destination, or minimizes the outage probability aamy

The problem of OPA in superimposed AF relaying under an aggregaiepeleer was
formulated as a nonconcave fractional global optimization program, wiicérglly lacks a
closed-form solution. The selection power allocation scheme can be optimaboptimal
for superimposed relaying, depending on the instantaneous link coefffici& necessary
condition for the selection AF optimality in terms of the instantaneous link coeftxigas
derived. It was shown that the selection AF power allocation is asymptot&taidyly sub-
optimal in the sense that the selection AF outage optimality approaches zereetplly
as the number of relays increases. This result was obtained indeplgrafe¢he individual
link fading model provided only that different links suffer independading and that the
phase distortion is uniformly distributed. For example, the selection AF subdityinsa
almost certain for more tharl available relays. It was also observed that the selection AF
protocol deviates noticeably more from optimality as the fading moderates.

A closed-form, suboptimal relay power allocation solution was also develfigresu-
perimposed AF relaying, which performs almost as well as the optimal scremdéfér-
ent numbers of relays. The proposed suboptimal scheme does nataevitke indefinite
search and convergence issues, which generally arise in global optomizégorithms.
However, while the selection AF protocol can be implemented in centralizddbf4dis-
tributed [107] manners with comparable advantages and drawbackspofhespd subopti-
mal scheme is only amenable to centralized implementation in which the destinatien need
to calculate the power allocation ratios and feeds them back to the relaysthétass, the
complexity requirements of the proposed scheme can be shown not ta¢kose needed

for a centralized selection AF scheme.
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In Chapter 4, we considered multirelay, dual-hop DF relaying networkstiuige com-
mon, fixed-rate DF relaying operations, called superimposed, seleatidiorénogonal DF
relaying, each with PCC or RC. The PCC and RC techniques are two extoeperation
methods, allowing to study the limiting behavior of the relaying systems. We desittiss
complexity issues related to CSl acquisition, feedback, and overhead, diiffégrent proto-
cols. Next, the maximum instantaneous achievable rates of the schemesetezrained.
A general methodology to derive the rate-adaptive, power-nonadapierage capacity of
the schemes via the calculation of their outage probabilities was presentetheaaut-
age probabilities were derived for a general fading model. The resalts specialized to
Rayleigh fading, and the outage probabilities and average capacitiestio¢ athemes in
the different cases of asymmetric and symmetric links, each with and withoetffe
of the SD link, were calculated. All the results were exact, except foogahal relaying
with PCC, where only lower and upper bounds were derived. It wasrgbd that the lower
bound on the outage probability and the upper bound on the averagstgapa very tight,
but the other two bounds are not. The analytical results obtained wefeddor two
asymmetric and symmetric scenarios by Monte Carlo simulation. Full diversity inzhe s
of the network was observed from the outage probability graphs foreabthemes. Also,
the PCC over RC gain was observed to be al2out4 dB for the outage probabilities and
8 ~ 8.5 dB for the average capacities, for the different relaying systems.

The outage and capacity performances of the schemes were compaaeH titeer and
to those of DT by two numerical examples. In one example, we considengthaetric
case with a linear network topology and a simplified path loss model, and showed th
performances versus the normalized distance of the relays from theesdtuvas observed
that superimposed relaying has the best and orthogonal relaying hasrteperformance
for the same cooperation strategy (PCC or RC), and that all the relayiegnss, except
for orthogonal relaying in some cases, outperform DT significantly. ,Aflse schemes
benefit from the best performance for an optimal distance of the retays the source.
This optimal distance is different for the different schemes.

In another example, the changes in the outage and capacity perfornvetices in-
crease in the number of relays were studied for a symmetric case. It wasvel that
the outage performance of orthogonal relaying improve up telays, and then deterio-

rate. Also, the capacity performance of orthogonal relaying detergoveith the number
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of relays, and become worse than the DT performance for more3tleara relays. The
deteriorations are generally attributed to orthogonalization loss. Therpenfices of the
other relaying schemes improve with an increase in the number of relaygnphevement
rate is continuous and almost constant for the outage performancehiitediminishing

returns for the capacity performance. Also, the improvement rate is langauperimposed
relaying than selection relaying for the outage performance, but is similauferimposed
and selection relaying for the capacity performance.

Chapters 5 and 6 were devoted to examining rateless coded dual-hapgeiagworks.
Rateless codes are an excellent match for DF relaying schemes, maksitgjgtesss com-
plex, more energy efficient implementation of collaborative systems. Int€h&psingle-
relay systems were considered and the performances of three ratadess@F schemes,
called P-1, P-2, and P-3, were investigated. The P-1 and P-2 scheenegaken from
previous research, whereas P-3 was proposed here. It was paiitR-1 and P-2 and
opportunistic communication, aiming at larger energy efficiency and lessleritypcom-
pared to P-1 and P-2. The salient implementation and complexity featurespbtioeols
were also addressed.

The maximum achievable rate and minimum energy per symbol and per bit afathe p
tocols were derived under two power constraints, called the PPC and TRCPPC is
suitable for energy unconstrained scenarios, while the APC was coedittedraw a fair
comparison of the protocols on a power basis. In fact, it was obseratdhé relay-
ing systems consume different amounts of energy and achieve diffatestin different
CRs, making it almost impossible to compare their energy efficiency directhdastheir
achievable rates in a PPC regime. More specifically, P-1, P-2, and f/k3eaond, first,
and third either in order of achieving larger rates or in order of expgnaiiore energy per
symbol. This means, inter alia, that larger rates may be the result of mowgyengren-
diture. Indeed, this is a general issue in analyzing rateless coded sydte@bapter 5,
two methods were proposed and investigated for comparing the protoktylsrfaerms of
power, the minimum energy per bit under the PPC and the maximum rate undd?the

To characterize and study the long-term behavior of the protocols, na&deyed the
long-term average rate and energy per bit, and also introduced the RBIdR indicates
how much the relay is utilized compared to the source in the long term. We dgevedal

expressions for these quantities, and utilized the results obtained to cotm@am®tocols
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in several numerical examples. The numerical results attested the sitparid?-3 over
the other schemes in energy efficiency in most cases. Also, the optimal pasitiee relay
in P-3 leading to the largest rate or energy efficiency was almost the midpstimeen the
source and destination for a linear network topology. The correspgpdisition in P-1 and
P-2 was closer to the source, around the midpoint, or closer to the destjragjmending
on the desired figure of merit.

Regarding the relay usage, it was observed that in all schemes the R&tigases
as the SD link improves or the SR link deteriorates, as expected. Also, &idesethe
least use of relaying, while P-3 in almost all cases is the most relay utilizingqmio
Therefore, P-3 may not be attractive in the situations where it is not désidue to energy
considerations, that a significant portion of the entire transmission bimdba system be
placed on the relay. It was also observed that the rate maximizing versi2 afses the
relay appreciably more compared to the EB minimizing version of P-2.

Overall, we observe that the P-3 protocol proposed is a promising;teasplement,
and energy efficient relaying strategy for rateless coded, singlg-nelavorks. Although
it is inferior to P-1 and P-2 in energy unconstrained regimes, and sligheyiimfto P-
2 in certain energy constrained scenarios, P-3 can be most appealimg tovits lowest
complexity and implementation costs. It can also be extended with minimum complexity
to the case of multiple parallel relays, as executed in Chapter 6.

In Chapter 6, three protocols, denotedPP-y, and P¢, based on rateless coding and
selection cooperation for multirelay, dual-hop relaying networks weredotred. Each
protocol has only one design parameter and does not rely on globaielhgain informa-
tion at any node. The protocols are distinguished via their uplink stoppitagiar but are
essentially the same in the downlink phase, where the uplink and downlin&ctasgy
refer to the source broadcasting, and relaying transmission phasesles$ign of the pro-
tocols focuses on simplicity and avoidance of unbounded average traiamisne for
block Rayleigh fading. All the protocols in the single-relay case, if used thigir optimal
parameters, convert to the P-3 scheme introduced in Chapter 5.

An analysis of the long-term average rate and RSUR of the protocols reasried.
The protocols are not generally rate optimal, but become rate optimal in tHe-satay
case ({ = 1) with their parameters optimally chosen, i.e. when they become equivalent

to P-3. The optimal values of the parameters were trivially determinedffoe 1, and
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numerically investigated fo/ > 1 for different average SNR scenarios and a Rayleigh
fading environment. A large SNR approximation to the optimal parameterd/fas 1
was also obtained, which is satisfactory for a wide range of SNR valueson#parison

of the average rates achieved by DT and the proposed protocolsdliostehe proposed
schemes are capable of outperforming DT significantly.

As in Chapter 5, we used the RSUR to study how energy consuming the eelays
compared to the source, in the different protocols. The average rdtR&@R perfor-
mances were compared against those of the rate optimal protocol, Pas dthserved that
all the suboptimal protocols, especiallyyRexhibit near-optimal rate performances if their
parameters are optimized. However, they exhibit diverse RSUR penfiaeaawith Pr
making the most, and P-o0 making the least, use of relay energy. Also, thensystiéize

more relay energy when the average SNRs are middle ranged.

7.2 Possibilities for Future Research

In the following, several directions for future research are sugdesteluding multisource
cooperation, small and large SNR characterization of the behavior ginglaetworks,

opportunistic rateless coded relaying, comparison between fixed-rdteateiess coded
cooperation, optimal power allocation, and protocol design and an @afythe capacity

and resource allocation for rateless coded multihop relaying networks.

7.2.1 Multisource Cooperation

In the multirelay systems investigated in the thesis, several relays, not ltatiagsmitting
messages of their own, assist a source to communicate its messages. titre pthere
are situations where a group of independent sources cooperatedtthsémdata to their
respective destinations. We refer to this type of cooperation, where tinaneone node
have independent messages to sendy@tisource cooperatian

One possible direction for research is to explore multisource versiong girttocols
examined in Chapters 3, 4, and 6. For example, consider a scenario in Whiodes,
S, ..., Sy_1, cooperate to pass their messages. Such a scenario can happen i a clus
tered sensor network, where each cluster of sensors has a clustethla¢ receives data

from any other sensor in the cluster. Assume that the transmitting nodestihggonal
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channels facilitating half-duplex operation, and that in a CRn®nitors, and is moni-
tored by, exactlyJ other nodes, fon = 0, ---, N — 1, whereJ is a design parameter.

Such a partner assignment policy is viable in different ways. For exaheple be an ar-

bitrary permutation of0, ---, N — 1}. It can be shown that if for any, S, monitors
Sr(mod(r—1(n)+1,N))s - 3 Sr(mod(r—1(n)+J,N))» Wheremod(-,-) is the modulus operator,
then for anyn, S, is monitored by Sinod(r—1(n)=1,N))s « - +» Sr(mod(r—1(n)—J,N))- AlSO,

assume that each node transmits its own data with poiera) P, and if selected to as-
sist any other node, transmits the data of the other node with pe®ey, whereP is the
maximum sustainable power of any node, and wherg a design parameter representing
the level of cooperation. Altogether, the analysis of the whole system amused into
the analyses oV independeninodels of the type depicted in Fig. 4.1, where the power of
Node S is(1 — «) P, but the power of each relay isP/J.

It is interesting to determine optimal or near-optimal valued a@ind« for optimizing
different rate or energy performances in the setup just described.thit as/ is increased,
the number of cooperative relays for a node increases, but the r@egr pliminishes. A
similar tradeoff exists forr. Whena is decreased, the source power increases, but the relay

power decreases.

7.2.2 Small and Large SNR Characterization

The limiting behavior of relaying systems in terms of small or large values of SMRrith
analyzing for two main reasons. First, such an analysis usually leads to sitmpdéable,
and closed-form results which give insight on how the system generdisates. Second,
there are many practical scenarios that fit into small or large SNR regimasgé\body of
research on the diversity order and diversity-multiplexing tradeoff leyyieg networks is
an example of such studies on limiting behaviors.

It is suggested that research is made to characterize the long-terngavata of the
fixed-rate and rateless coded networks of Chapters 4 and 6 in smallrgacIdR regimes.
If the capacity can roughly be written aslog(p SNR + 1) or mlog(p SNR) for small
or large SNR scenarios, respectively, thenand p can be respectively regarded as the

multiplexing order and coding power gain of the system.
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7.2.3 Opportunistic Rateless Coded Relaying

Recent research has proposed selecting the best available relay arsengf candidates
proactively i.e. before cooperation takes place. This scheme, referred to adwmptic
relaying [107], [109], contrasts witteactiveselection, where the cooperative relay is deter-
mined after a source broadcasting phase. Opportunistic relaying hef¢t®erer and above
reactive selection relaying, such as saving processing energy aélys and minimizing
overhead information for CSI acquisition [107], [109]. In dual-hopaunistic relaying,
the merit of a relay is assessed by a metric which is only a function of the instamts
local SNRs at the relaysg andygrp. For examplemin{~sgr,yrp} iS @ metric proposed
for fixed-rate DF relaying networks.

Opportunistic relaying has been only utilized and investigated for fixedreddging
schemes to date, where outage is the major concern. We suggest to apjypehi
relaying to fountain-based dual-hop relaying networks. In fact, retgittnbenefits, op-
portunistic relaying can be easily integrated with rateless coded relayitgsys Then,
the long-term average rate and RSUR performances of opportunistessatmded relay-
ing can be evaluated, and compared to those of the schemes proposeptar@ Also,
an interesting research problem arises here that what metric function ésappropriate

for rateless coded relaying.

7.2.4 Comparing Fixed-Rate and Rateless Coded Relaying Nedrks

The focus of attention in the realms of cooperative communication has beatedenostly
to the system design and performance analysis of fixed-rate or ratelemmeas to date,
without any comparison made between these schemes. As explained exidless coded
schemes provide great potential for relaying systems and avoid sombatiesvof fixed-
rate schemes [105]. Therefore, it is informative and insightful to drdairacomparison
between the achievable rates in fixed-rate and rateless relaying systehs gaiantify the
energy efficiencies of these systems.

To draw the comparisons, we propose to usettireughputand RSUR as suitable
performance measures, where the throughput, in the case of fixesi/stdens, can refer to
the average capacity considered in Chapter 4, or to the-fatewhich » multiplied by the

nonoutage probability at rateis maximized. In rateless systems, the throughput is taken
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to equal the long-term average rate, as used in Chapters 5 and 6.

We also need two general commensurate fixed-rate and rateless relelygges to
compare their achievable expected throughputs. To retain both genendlgynaplicity and
to achieve large energy efficiency, we consider any of the schempssad in Chapter 6 as
the rateless scheme required. The fixed-rate relaying system selaatedijsarison should
be commensurate with the rateless scheme in terms of bandwidth and enexggliaxe, as
well as complexity. A novel fixed-rate scheme, called fixed-rate codedtsm cooperation
(FISC), is proposed for this purpose, which is essentially taken frorodtied cooperation
scheme of [16], but avoids some of its drawbacks in multiuser cases. 8@ gfotocol
from fixed-rate systems has a duality relationship with the rateless protocoisGhapter
6. Next, we introduce the FISC protocol.

Consider the multirelay system in Fig. 4. All nodes transmit with the same power
and on the same frequency band. Node S splits its codeword of |Ahgimbols to two
parts; the first is a codeword of lengy = (1 — 3)N which can be decoded on its own,
and the second contains parities and is of lenyth= GN symbols. The parametet
represents the level of cooperation [16], and we Have 6 < 1. Node S broadcasts the
first part of its codeword in the first phase. The relays monitor Noddr&rsmissions
and attempt to decode its message. At the end of the first phase, eaclindecay
declares its decoding success to Node D via feedback. Subsequerntty[Nsignals Node
argmaxxcsyupivxp} to be the transmitter of th&;-symbol part of the codeword in the
second phase, whef2 denotes the set of the decoding relays and whgkgis the SNR
associated with the link from Node X to Node D. The multisource version o€k also
be obtained via the same technique introduced in Section 7.2.1. It can be giaISC
avoids the DSTC or MUD needed in the multiuser coded cooperation of[@Z]],and has

a tractable outage analysis.

7.2.5 Optimal Power Allocation

The use of optimal or near-optimal power allocation, instead of equalpaileeation, has
been shown to significantly improve the performance of cooperativersgstespecially
when the number of nodes in the system and/or imbalances between théstirige dif-
ferent links increase. However, one major challenge is to find low complesityralized or

distributed solutions that do not entail much signaling overhead or a hesawfdeedback,
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and that do not cause intolerable delays. The investigation in ChapteisiRleoed power
allocation in multirelay, dual-hop AF relaying networks, and led to a near-opsiahation.

Similar studies can be performed for the DF relaying networks considef@ldadpters 4—6.

7.2.6 Rateless Coded Multihop Relaying Networks

Multihop relaying networks become important when it is needed to inexpapsxtend
the coverage area or nodes’ battery lives. Although much progreske®n made in the
performance evaluation and protocol design of fixed-rate coded multigtwyporks to date,
rateless coded multihop networks remain to be sufficiently explored. THessteoded
multihop protocol, proposed in [22] based on asynchronous transnmessan the decod-
ing relays, and the low complexity routing algorithms introduced in [110] fealeas coded
multirelay networks, are examples of research in this area.

As a future research direction, the possibility of extending the ratelessicathemes
of Chapter 6 to the multihop case can be examined. Also, in a multirelay netvasikna
ing that a multihop route has been found (e.g. by the methods proposedip fibin the
source to the destination, one interesting research problem is to find the malomgrterm
average rate between the source and destination, given that the poweand bandwidth
allocated to each relay in the route are known. Importantly, note that whelayais for-
warding information, the preceding relays are allowed to receive arsirmas data from
the source. Another similar problem is to find optimal resource allocation éoreflays in

a given route such that the achievable long-term average rate usirguteds maximized.
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Appendix A

Maximum Likelihood Detection In

Dual-Hop DF Relaying

In this appendix, the ML detection rule for single-relay DF relaying and t6R Bnder ML

detection at the destination are derived. Recall tggtandrgp, given in (2.4) and (2.18),

are the baseband equivalent received signals at the destination asoulce and relay,

respectively. Also, recall the definitions ofp andxgrp given in (2.21) and (2.22). Itis

verifiable thatRe{(zsp, zrp)} andIm{(zsp, zrp)} are independent functions bf and

by, and in fact, are sufficient statistics fotsp, rrp) relative tob; andbq, respectively. In

the sequel, we determine the ML detection rule fpr Thus, we concern ourselves here

only with Re{xsp } andRe{xzrp } which are given by

Tsp = Re{xsp} = vsp b1 + fasp
and

Trp 2 Re{zrp} = 7rD b1 + fiRD

whereysp andygp are defined in (2.9), and where

~ N R {95 V 255 }
nsp = e N nsp
SD

and

528,
firp = Re {gQNRDR nRD}
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are two independent zero-mean Gaussian RVs with variapgeand~grp, respectively.

Therefore ITsp andTrp are conditionally independent, givéy, and one can write

fsp, Tro by (tsDtRD) = frip b, (tsD) [ (1 - Pe(SR)) S b=, (tRD)
SR
+ PN (tRD)] (A-2)

where fr. mp)- () frgp|.(+), @nd fr, ). (+) are respectively the conditional joint PDF of
Tsp andTgrp, conditional PDF oflsp, and conditional PDF of gp, and wherePe(SR) is

given by (2.19) or (2.27b). Also, the ML detection rule can be written as

+1
fTSD,TRD|b1=+1 (tSD7 tRD) 21 fTSD,TRD|b1=71 (tSD7 tRD) . (A_s)

Using (A-1)—(A-3) and the mathematical form of the PDF of a real Gan$®4[50, eq.

(2.1-92)] yields the ML detection rule after algebraic simplification as

oTsp [(1 _ pe(SR)> eIRD + Pe(SR)e_TRDi| g e~ Isp [(1 _ pe(SR)> e~ TrD + Pe(SR)eTRDi|
3

(A-4)
which can be rewritten as
(1 - P§5R>) sinh (Tsp + Trp) + PO®) sinh (Tsp — Thp) % 0. (A-5)
Expanding the hyperbolic sines in (A-5) and dividing both sides by,
cosh(Tsp) cosh(Trp) (A-6)

gives the ML detection rule (2.28), which is more tractable than (A-5) foRBElculation.
Note that if the real parts in (2.28) are replaced with the correspondingnarggarts, the
ML detection rule for the biby is obtained.

The BER can be written from (2.28) as

P, = (1= PS™) Pr {tanh(Tgp) + (1 - 2P ) tanh(Txp) < 0[ by = +1,by = +1}
+PSR) py {tanh(TSD) + (1 - 2Pe(SR)) tanh(Trp) < 0| by = +1,b; = —1}
(A-7)

whereTsp andTgrp are defined by (A-1). Assuming that (cf. (2.27b))

0< PSR <05 (A-8)
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and defining
p = tanh~! (1 - 2P<SR>) (A-9)

e

we can show that
Pr {tanh(Tsp) + (1 — 2P tanh(Thp) < 0] by = +1,b; | =

p
Froplpi=+1(=p) ‘*‘/ LTS (— tanh ( )) frsplpi=+1(z) dz (A-10)
-p

whereFr|.(-) denote the conditional CDF dfsp. Combining (A-1), (A-7), and (A-10)

tanh z

tanh p

yields the final result (2.29) fab < P®) < 0.5. Eq. (A-7) can be directly invoked for
(SR) (SR)

Pe”V =0andP:""" = 0.5 to give the respective error probabilities
Po=Pr{Tsp + Tap <0 |b1 = +1,b1 = +1} =Q(v3sp +mp) (A1)
and
Py =Pr{Tsp <0 |b1 = +1} = Q(y5D) - (A-12)
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Appendix B

Proof of Theorem 2.1

As the communication under study occurs2iV DoFs (see Fig. 2.4), all Ml rates are
considered to be normalized BW. In other words, the different schemes are compared
based on their achievable rates or equivalent SNRs per 2-D symbalFor D

Recall that in the DT case, the SD SNRnig/2. Therefore, based on the decoding

margin (2.32), the maximum Ml in nats per DoF in this case is given by,

In (1 n ;é") . (B-1)

In AF relaying, the maximum MI between the source and destination is obtasned a

1 1

3 In <1 + p%q) (B-2)
wherey, has been givenin (2.9). The coefficidn® in this expression appears because the
source uses only half of the available DoFs in the cooperative cagbe It relaying case,
the relay is required to be capable of successful decoding, which isadtaianly if the

received value of SNR at the relay exceeds the threshold (2.32)efbherthe maximum

MI between the source and destination in this case is given by,

1 1 .
5 In <1 + ;mlH{VSR, Ysp + '7RD}> : (B-3)

Now, invoking (2.15)—(2.17) one can write the maximum MI per DoF for DI, ralaying,

and DF relaying cases in the common form

r=1im (1 + A) (B-4a)
2 p
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where
Ao = 70 + 75/ (4p), DT
A2 CA; 2 k), AF relaying . (B-4b)
Ao = min {ky1, kv + (1 — k)y2}, DF relaying

The remainder of the proof involves solving

Apax = A (k B-5
i (k) (B-5)
i€{0,1,2}
and
argmax A;(k) (B-6)
ke(0,1]
1€{0,1,2}

by scrutinizing different intricate cases, and also obtaining the maximum @G@hwfrom

(2.30) and (B-4), equals

CG = 10log, [2p (,/1 + Amax _ 1)
Y0 p

First, we establish the first part of the theorem thafif< Ag, then relaying is not

(B-7)

beneficial; i.e Anax = Ag. Note that we can write

YSRYRD
Yeq = YSD + 1 < 7sp + YRD (B-8)

7SR+ 7RD + 1
or

At <Eky+(1—=F)y (B-9)
for any power allocation ratid;. Furthermore, we have

Ag < ko + (1 — K)rye. (B-10)
Also, we have obviously that, < Ag, which, with the fact that, < A, gives

ko + (1 — k)72 < A (B-11)

forany0 < k < 1. Subsequently, (B-9)—(B-11) yield; < Aq fori = 1,2 and any

k € [0, 1], which implies that\,,,.x = A¢. Henceforth, we will assume that

Y2 > Ao. (B-12)
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The parametef; in (2.33) is the uniqué for which kg + (1 — k)v2 = Ao; i.e.,
Livo + (1 = L1)vy2 = Ao. (B-13)
It can be observed that given (B-12), we have
O0<Li<1 (B-14)
and
k< Ly <= kyo+ (1 —k)y2 > Ao (B-15)
Also, Ly in (2.34) is the uniqué for which kv, = kv + (1 — k)ve; i.e.,
Lay1 = Layo + (1 — La)7e. (B-16)

It can be verified that based on (B-12) is positive but not necessarily less than one. In
addition,k~, is a strictly increasing function df. However, based on (B-12) we know that
Y2 > 70, and thereforek~yo + (1 — k)2 is a strictly decreasing function & Now, from

(B-16) one has

klyla k é L2
Ay = (B-17)
Evo 4+ (1 — k)va, k> Lo
and therefore, we obtain
LQ’Yl, L2 S 1
max Ay = . (B-18)
g Y1 Ly >1
Consequently, we have
max Ay = Ay (kSpe) = kit 1 < kGt 0+ (1= k5 ) 7 (B-19a)
where
KO 2 min{ Lo, 1} (B-19D)

is the OPA ratio in the DF relaying case. Note that the inequality in (B-19a)rbes@n
equality whenl, < 1, and a strict inequality otherwise. Meanwhile, making use of (2.2.1)

in (2.9), we obtain, after some algebraic manipulations,

> 1
k(AF)) B {’Yo, Yo > my2/(m1 + 1)

max Ay = maxeq (k) = Teq (kips (B-20)

K, otherwise
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(()ﬁtF), givenin (2.2.1), is the OPA ratio in AF relaying, aidis defined by (2.35).

Now, if L1 < Ls, we have, from (B-14) and (B-19b),

wherek

EPE) > 1. (B-21)

opt

Therefore, using (B-19a) we can write

max Ay < koot 'm0 + (1 - kéﬁf)) Y2 < Ao (B-22)

where the second inequality follows after (B-21) is applied to (B-15). {Bg22) clearly
shows that for the casle; < L,, DF relaying is not the best option and only AF relaying is

compared against DT. In this case, if

Y172
> B-23
Yo > po—— ( )
then one obtains, from (B-20),
max A= < Ag (B-24)

and Case i in the theorem follows. However, if (B-23) does not holdhavemax; Ay = K
from (B-20). Now, if K < Ag, then DT excels. Otherwise, AF relaying is the best option.
Also, note that ifK’ < Ay, AF relaying is inferior to DT, whether (B-23) holds or not. This
concludes the proof for Cases ii and iii.

Now, consider the cask; > Lo. Recall that (B-12) yield® < L; < 1 andLs > 0.
Therefore, in this case the inequalities< L, < L; < 1 hold. Then, from (B-19) we
obtainkéEtF) = Ly and

max Az = kg 91 = Lo (B-25)

Now, using (B-16) and (B-25) one can concluded that
max Ay = Loyo + (1 — L2)va. (B-26)
Meanwhile,Ls < L, yields
Lovo + (1 — La)y2 > Ao (B-27)

after utilizing (B-13) and (B-15). Consequently, we hauex; A, > Ag, which implies
that in the casé.; > Lo, DT must be avoided; the best option is either AF or DF relaying,
to be determined next.

If (B-23) does not hold, then we haveax; A; = K from (B-20). Therefore, from
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(B-25), if K > Lovi, AF relaying outperforms DF relaying, and Case iv is obtained.
However, if K < Loy, AF relaying is inferior. Next, we show that when (B-23) holds, DF
relaying is the best option independently of whethek Ls~y; or not. This completes the
proof for Cases v and vi.

If (B-23) holds, we have, from (B-20),
max A1 = 7. (B-28)
Recall that under (B-12}vo + (1 — k)2 is a strictly decreasing function éfsuch that
Lovo + (1 = L2)v2 >0 (B-29)
where we have made use of the fact that< 1. Combining (B-26)—(B-29) gives
max Ao > max A (B-30)

which means that DF relaying surpasses AF relaying for this case.

Throughout the proof we observed that whenever AF relaying isrEupenaxy Aq

(AF)
opt

= Lo. Applying Apax = K andApax = Loy to (B-7)

equalsk and the OPA ratio i

Lo, and the OPA ratio iséc(()EtF)

. Also, if DF relaying is the best optiompax; Ay =

gives (2.38) and (2.39), respectively, and the proof of the theoreonisluded.
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Appendix C

Proof of Theorem 3.1

If selection AF relaying is optimal, there exists afor which e; is a global solution to
(3.16). Theng; is also a local solution, and must satisfy the Karush-Kuhn-Tucker (KKT)

conditions [111, Section 12.2]; i.e. we have
Vflei)+A=0 (C-1a)

wheref(d) is the objective function in (3.16) and where

A £ ()\17 ) )\M)T (C_lb)
i =0 (C-1c)

and
Am > 0, m # i. (C-1d)

Note that\ is a Lagrange vector multiplier for the inequality constraint in the problem.
Now, one can observe that
2dTAd _
Vfid) = —5—(A+AT)d- —————Dd C-2
/() (a+AT)d - e (€2)
and therefore,
2 2 |ag|?
Re{a; a*} —
1+ |bif taia’) 1+ |b]?

where)\,, > 0. Eq. (C-3) shows that for any+ i, we have

e + A, -, Aie1,0, A1, o, AT =0 (C-3)

Re{a;al} = —X;j(1+[b:]*)/2 < 0. (C-4)
Substituting fora; anda; from (3.9e) concludes the proof.
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Appendix D

Proof of Theorem 3.2

First, we introduce the following terminology and prove a lemma.

Definition. Let
X 2 {xy, -, Xp} (D-1)

be a set of nonzero vectors in a 2-D plane. The angle betwgeandx ;, belonging tqo, 7]
by convention, is denoted(x;, x;). Also, in the setX, the vectorx; is calledisolatedif

there is no other vector in the set making an acute anglexwjthe. if
Vi, j#i L(xi,x5) > /2. (D-2)

Lemma. If the phases of the vectoss,, ..., xp; in a 2-D plane are independent, each
having a uniform distribution ovep), 27),! then the probability that none of the vectors is

isolated is given by

0, M=1
p(M) =43, M=3 . (D-3)
1—M2U-M L Apo22M - Af =92 M >4

Proof of the Lemmalet 6; denote the phase of;, and A; represent the event that is

isolated. One can write

M M
p(M) =1 —Pr{UAZ} =1+> (-1)'S; (D-4a)
i=1

i=1

Here, the phase of; is the directed angle that; makes with a fixed reference vector that is coplanar
with X1y oovy XM
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where
SiE Y Pr{ N Ajm}. (D-4b)
1<j1<<ji <M m=1
Subsequently, we calculate the terts{ ,_; 4;,. } for different values of. First, we

note that

Pr{A,} = Pr ﬁ <L(xm,xp) > ;T) (D-5)
iz

By, ﬁl Pr{é(xm,xp) > 7 ep} (D-6)
m#p

—=
X[

= Ey, —ol-M (D-7)

33
!
=N

forp =1, ..., M, whereEy {-} denotes expectation ovéj, and where (D-6) and (D-7)

come from the independence and distributiorfgf. .., 6, respectively. Also, for any

unequabp andq in {1, ..., M}, one can write
Pr{4,NnA,}
M T T T

=Pri () ({002 5) N (L0 x) 2 3) [N (<0032 5)p - ©-82)

m#p,q

™ M ™ ™
= Eg,0,1(£(x:%,) 2 ) n!‘z[l Pr{(£0ms %) = 3) () (£00ms%0) 2 5 )| 000
m#p,q
(D-8b)

~E 1(£(xpxq) > 7)) <”_4(W>M2 0,0 (D-8c)
— Hop,0q Prq) — 9 2 prvq
o 3m2de (| — o\
L 5 () )
= L (D-8e)

22M=3) (M — 1)
whereEy, . {-} denotes expectation ovés andf,, and wherd(-) is an indicator function
such that for event, I( E') equalsl if E occurs, and otherwise. The equalities (D-8b) and
(D-8c) result from the independence and uniform distributiofi|¢f. . ., 8,,, respectively.
Also, (D-8d) is obtained by conditioning @ and taking the expectation ovéy.

It can be graphically verified that whéd = 3, all three vectors are isolated if any two
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of them are isolated. Therefore, from (D-8), we obtain, for the casd &= 3,

1 1

PI‘{Al NAsN Ag} = Pr{A1 N AQ} = m = E

(D-9)
Furthermore, whed/ > 4, no more than two vectors can be simultaneously isolated; i.e.,

S;=0, i>3, M>4. (D-10)

Combining (D-4)—(D-10) yields the desired result (D-3) after simplification |
Now, let the event that selection AF relaying is outage optimal be dernoteahd the

event that
Vi, 3j, j #i: Re{gsigings gp} >0 (D-11)

be denoted'. Then, according to Theorem 3.1 we have

Pr{E} <1-Pr{F}. (D-12)
Let
Wi 2 gSm GmD (D-13)
form =1, ..., M, and assume that,, is the vector representation a@f,, in the complex
plane. We know that the elements ©fsq, ..., gsm, 91D, -- -, gD} are independent,

each having a uniformly distributed phase o\@r27). Then, it can be verified that the
random vectorsvy, ..., wy, are independent, each having a uniformly distributed phase
over|[0, 2r). Furthermore, the evett is equivalent to the event that
Vi, 35, j £ i L(wi, wy) < /2 (D-14)
i.e. now; is isolated. Using the result (D-3) of the Lemma and from (D-12), we obtain
1, M=1
Pr{E} < {3, M=3 . (D-15)
M2'=M(1 —21=M) " otherwise

Therefore, ad\/ increasesPr{ F'} approache8 exponentially, and the proof is concluded.
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Appendix E

Average Capacities of DF Relaying
Networks for Rayleigh Fading

In this appendix, the derivation steps for the results given in Tables 2.2+d explained.

We assume that in the cases with the SD liplg; is exponentially distributed with mean
valuepsp, PDF fsp(-), and CDFFgp(-). Note that if X is an exponentially distributed RV
with meanX, its PDF, CDF, and MGF are respectively written as

e—m/y
Fx(z)=1—e%X 23>0 (E-2)
and
Mx(s) = 1—1X5’ Re{s} < 1/X. (E-3)

In the no SD-link caseysp is assumed to equalwith probability 1 such that (4.59)
holds. Also, in the asymmetric cases,,, and~,,p are exponentially distributed with
mean valuesgis,,, andu,,p, and CDFsFg,,(-) and F,,,p(-), respectively. In the symmetric
case,ism, tmp, Fsm(+), and F,,,p(-) are denotedisr, purp, Fsr(-), and Frp(-), re-
spectively. We also consider the notations and functjegs, pap, P(-,-), I'(-,-), T'(+),
Im(k,a,b,c,d), In(k,a,b,c), R(k,€,n,a,b), R(n,a,b), h(z;¢,a), g(z;{,w,a), S(x),

and7 («, 3), defined in Section 4.4.2. Next, we investigate the schemes one by one.

152



E.1 Superimposed Relaying

Observe that the outage probabilities in superimposed relaying with PCC@rfiar Ren-
eral fading are given from (4.46) and (4.47) as

2r

e"—1
Pr {II(S;)EJ,PCC) < T} _ /0 dvy FY—sum(e

S —1o) fel) €

and

e27 1

Pr {Igfgg RC) < r} = /0 © dy Fyosum(€®” —1—29) fsp(7) (E-5)

whereFy.qum (+) is the CDF of the summation (4.48). The corresponding average capacities

can be obtained from (4.2), (E-4) and (E-5) as

(sup, PCC) __ > du B
max —/0 w1 [1 FSD(U)]

fe'e) e"—1 627“
+ d/ d [1—F.Sum(—1— ) E-6
/0 ") v % s )| fsp(7) (E-6)
and
1O = [F S R
0o 2u+1
00 e2r—1
+/0 dr ; ©dy [1— Fy-sum (€ — 1 —29)] fsp (7). (E-7)

Also, in the no SD-link case, applying (4.59) to (E-4)—(E-7), one obtd&mmdoth PCC and

RC cases,

Pr {ﬂsupv noSD) 7«} = Fyegum (€2 — 1) (E-8)

max

and
1r(r?;L1)1?7 noSD) = / dr [1 - FY—sum (627, - 1)} (E'g)
0

In fact, in the no SD-link case, the superimposed relaying schemes with RECR@ coin-
cide. This fact can also be verified by inspecting the instantaneous chiievable in the
different schemes given in Table 4.1.

The results (E-4)—(E-9) indicate that to calculate the outage probabilityaesichge
capacity in superimposed relaying, we need to obfgi,,(-) first. In the asymmetric

case, whereisp, the ug,,'s, and theu,,p's can have any value except that thgp's are
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unequal, we can write the MGF of the summation (4.48) from (4.55) and és-3)
M
Mysum(3) = [[ {Fom(e® — 1) + [1 = F(e¥ — 1)] My (s) }

m=1
M 17627‘ m
{1 — (1= /usm e()/us}

[
—

m=1 1- HmD S
M (1—€*")/usm
- 11 {1 | Hmp © 8}
m=1 L= pmp s
E-10a
0 Z 1= pmp s ( )
using partial fraction expansion, where
M 2
Ag & Jim Mygum(s) = [ [1—e0eksn] (E-10b)
m=1
and
e(1—€%") /sy,
An 2 lm (1= D 8) My-sum(s) = (1= nsm [ } E-10c
SHl/UmD( HmD 8)My:sum(s) = kl_Il pmD/ kD — 1 ( )

k#m
form =1, ..., M. Taking the inverse Laplace transform of (E-10a), we obfgig,. (y),
the PDF of the summation (4.48), as

/bmD
Freaum(¥) = Ao 6(y [}jAej“ ](@ (E-11)

whered(-) andH(-) are the Dirac delta and Heaviside step functions, respectively. There-

fore, Fysum (y) for y > 0 can be written, from (E-10) and (E-11), @{sum(y) is zero for

negativey)
M M
FY-sum(y) = Z Ap — Z Ame_y/MmD (E-lZa)
m=0 m=1
M el —e?") sk
—1— o(1=€*")/nsm [ e~ Y/HmD E-12b
Z H MmD/ kD — 1 ( )
k;ém

where we obtain (E-12b) using the fact that

M
MY-sum(o) - Z Am =1 (E'l‘?’)

In the symmetric case, we directly use the definitiorygfgiven in (4.39) and write

M
&m@=2©%%W94mﬁm¥4Wmm@ (E-14)

m=0

whereF,,,.rp(+) is the CDF of the sum of different;p’s. We defineFy.rp(y) as unity
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for any nonnegativg. It is known that the sum of: independent, exponentially distributed
RVs with the same mean value has a chi-square distribution2witllegrees of freedom

[50, p. 45]. Therefore, we can write

m—1 k
Fm-RD(y) = P<m7 7y ) =1 efy//—LRD Z (y//‘II:?D) (E-15)
HRD =0 :

whereP(-, -) is the regularized lower incomplete gamma function [86, eq. 6.5.3].
Now, applying the results (E-12)—(E-15) to (E-4)—(E-9), and uskd.Y and (E-2) for
expressingfsp(-) and Fsp(+), yields the outage probabilities and average capacities in Ta-

bles 4.2 and 4.3 after simplification.

E.2 Selection Relaying

The outage probabilities in selection relaying for general fading aredieen (4.49) and

(4.50) as

e’ —1 M 2r
P I(Sel,PCC) :/ F ( € _1) E-1
IGO0 <rb= |7y II #7575 =) fs0) (E-16)
and
e27‘71 M
Pr{1Ga™ <} = [ dy I] P (e = 1-9) fonl) (E-17)
0 m=1

which give the corresponding average capacities, after being appl{é¢®oas

(sel, PCC) * du B
max _/O w1 [1 FSD(U)]

+ /0 Cdr /O”—ld’Y [1 - I'M[ qum(lej“7 _ 1>1 Fsn(¥) (E-18)

=1

and

sel, RC *  du
Ir(nax ) = /0 u+t 1 [1 - FSD(U)]

e

0o 2;—1 M
+/O dT/O dy [1 — I (¥ =1 —7)] fsp (7). (E-19)

m=1

Also, note that in the no SD-link case, after invoking (4.59), (E-16)39Ereduce to

M
Pr{rfekmes? <ot = I By, (e 1) (E-20)
m=1
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and

- . M
(5ol noSD) / dr l1 ~ I Fvn (e = 1) (E-21)
0 m=1

for both PCC and RC strategies. This means that here again, like supezon@tesying,
the PCC and RC strategies coincide when the SD link is blocked.
All the results (E-16)—(E-21) involve the prodqmﬁ\f:1 Fy, (y)which can be simplified

as follows. In the asymmetric caseye have, from (4.39b) and (4.54),
M

T Fanl) = TT {1= 1= Fone® = )] 1 = Fun(o)]}

m=1

= > ()M I 1= Fsm(e = 1)][1 = Fun(v)]

AcC{1,- M} meA

= Z (_1)"’4‘ H e(lfezr)//"5m7'y/ﬂmD

AC{1, - M} meA

= Z (=) o(1=e*")/usa—y/nap (E-22)
1

where|.A| is the cardinality of4, and whereus 4 andu 4p are defined by (4.60) and (4.61).
In the symmetric case, (E-22) simply becomes

M M M 2r
H Fy (y) = Z ( )(_1)m em(1=e*")/usr—my/uRD (E-23)
m=1

m
m=0
Now, the results for selection relaying given in Tables 4.4 and 4.5 canbheddy
applying (E-22) and (E-23) to (E-16)—(E-21) and substitutingftgs(-) and Fsp(-) from
(E-1) and (E-2), and then, simplifying the expressions obtained.

E.3 Orthogonal Relaying

In orthogonal relaying, the outage probabilities for the general fadiisg can be written

from (4.51) and (4.52) as

(ort, PCC) e o(M+1)r
Pr {In?;x’ < r} = /0 dy Fi+y-prod (M) fsp(7) (E-24)
and
e(M+1)7_q
R /O Ay Fysum (M7 —1-4) fin(y)  (E-25)

'Recall that this case for selection relaying represents the most genenalrio, in whichusp, the uis.,'s,
and theu.,p’s can independently take any value.
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whereFi+y.prod(-) is the CDF of,

M
(14+Yn,)

m=1
Note that we have convertdd, +y-sum(-) in (4.51) (which is the CDF of the summation

(4.53)) toFi+y-prod(+) in (E-24) using the relation

-Fln1+Y-surn (y) = F1+Y-pr0d(ey)

for subsequent analytical convenience.
We also write the average capacities in the PCC and RC cases from (429), (&nd
(E-25) as

" (ort, PCC) ©  du
X 1 — F
ma M+1/ u+1 5p ()]

e(M+1)r_ 1 e(M'H)T
[ Car | [—th.pmd(m)]f@w) (E-26)

and

>  du
[LRO / —F
M 1)y waq L o)

e(M+1)r_q

[ Tar [ dy [1 = Froaum (e —1-9)] fin(r).  (E€27)

Further, the corresponding no SD-link expressions for (E-242Eare derived, using
(4.59), as

Pr { [{ort:m0SPPCO) < pd = Frayeproa (M1F17) (E-28)
Pr {I{omtmoSDRC) < ph = By (M7 - 1) (E-29)
r(rcl);)t( noSD,PCC) /OOOdT |:1 . F1+Y-prod (e(M+1)r) (E-SO)
and
L(é);)t( noSD,RC) /Oood’l“ {1 — Fysum (e(M-l-l)r _ 1)} ) (E-3l)

Egs. (E-24)—(E-31) show that calculating the outage probability andgeeapacity in
orthogonal relaying requires knowledge Bf;y-pro4(-) for the PCC andFy.gum(-) for the
RC case. In orthogonal relaying, the CBF..i, (-) for Rayleigh fading is given by (E-12)—

(E-15) for the different cases of asymmetric and symmetric links, aftés replaced with
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(M + 1)r everywhere (cf. (4.39b)). All the expressions for the RC casengivelables
4.6-4.9 are derived by applying (E-12)—(E-15) to (E-25), (E-2#)29), and (E-31), and
simplifying the results. Therefore, we only considgty-poq(-) for orthogonal relaying
with PCC in the sequel.

It can be observed that no exact closed-form or mathematically tractabtes exists
for Fiiy-prod(+) in the Rayleigh fading case whevi > 1. However, we can derive tight
lower and upper bounds aft+y-prod (), Which, as observed from (E-24), (E-26), (E-28),
and (E-30), lead to lower and upper bounds on the outage probabilitsnandge capacity
of orthogonal relaying with PCC.

Considerk independent, arbitrary, positive R§;. We can write

(1 + z:r{nnsz) < Z_1_[1(1 +X;) < <1 + z ;XZ> (E-32)

where the second inequality in (E-32) follows from the arithmetic mean, gemnmettan
inequality [79, p. 669]. Note that the inequalities (E-32) become equalitieswh= 1.2
Then, (E-32) gives the result

k k k
PT{ZXZ' < kgl/k —k:} < Pr{H(l—}—Xﬂ < CL‘} <1l- H(l —Pr{XZ- < gtk — 1})
=1 =1 =1
(E-33)
for x > 0. Now, using the definition oY, given in (4.39), we can condition on the values

of m for whichY,,, is nonzero, and apply (E-33) to the nonz&tg's. The result is

1— Y e[t - Farn(JA4ly"H - 14])] <

Ac{L, -, M}
A#£D
F1+Y—prod (y)
<1- Y W] [1 — Fup (yl/lf‘l - 1)} (E-34a)
AC{1, -, M} meA
A#o

where A° and|.A| are the complement od with respect to{1, - - -, M} and cardinality of

A, respectively, and where
e(A) 2 TT Fsm (M7 —1) TT [1 = By (M0 —1)] (E-34b)

meA° meA

The tightness of the bounds (E-32) is examined for the final resultingrlawe upper bounds on the
outage probability and average capacity by several numerical exsimgiection 4.5.
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is the probability that’,, is nonzero only forn € A, and where s.gp(+) is the CDF of,

> Ymp- (E-34c)
meA

Again, note that the bounds (E-34a) become the exact values Whenl. The bounds are
simply specialized to the Rayleigh fading case by substitutind§oy(-) and F,,,p () from
(E-2). The only remaining unknown & 4.gp () which can be determined as follows.

In the case of asymmetric link$,4.rp () can be obtained in a manner very similar to
(E-12), by calculating the MGF of the summation (E-34c). The procedstedghtforward

with the final result

e~ ¥/HmD
Farp(y)=1- ) - (E-35)

meA Hfiﬂ (1 - [fr’f%)

In the symmetric casd; 4.rp(-) becomes the CDF of the sum [o4] different~,,,p’s.

Therefore, we can write, directly from (E-15),
Farn(y) = P14 ). (E-36)
HURD

Now, we have the bounds (E-34a) @i.y-prod(-) With F4rp(-) given by (E-35) or
(E-36). Applying these bounds to (E-24), (E-26), (E-28), an@QE-one obtains the results
given in Tables 4.6—4.9 for PCC after performing the integrations and sinapicfic
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Appendix F

Maximum Rates in P-1, P-2, and P-3
Under the APC

In this appendix, the derivation details for (5.39)—(5.41) are givenns@er the system
model of Section 5.2. As explained in Section 5.6.2, only Gaussian-inpuinelaare
considered here for which (5.7¢) gives the capacity.

Assume that for a given positiv€, the source and relay energies per 2-D DoF are
Es=p& and&r = ¢ &, respectively, wherep > 0 andg > 0. Note that based on (5.3)—
(5.5) and (5.6), the SD, SR, and RD SNRs becamg, py1, andg 2, respectively. Also,
using (5.7e), the capacities realized in the SD channel, SR channel, Ribathand the
multiaccess channel from the source and relay to the destination éguai), C(p 1),
C(g~v2), andC(p~o + q2), respectively. Therefore, based on the description of P-1, P-2,
and P-3 in Section 5.3, whef(p~y) > C(p~1) or equivalentlyy, > 1, all the schemes

reduce to DT where the maximum rate’i® ). Henceforth, we assume that

Yo < M- (F-1)

In the sequel, the protocols are investigated each in turn.

F.1 The P-1 Scheme

Taking steps similar to those leading to (5.14)—(5.17), we obtain

H=mnCpm) (F-2)
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H =n1C(p) + (n—n1)C(pyo + q72) (F-3)

pen _ H _ C(pro+q72) Clpm) (F-4)
n  C(pyo+qv2)+Clpy) —CP)
and
. Es+ (n—n1)(Es+ Er) C(p1) —C(po)
B = 1SS —|p+ 3
n P 0+ 472) + Clom) — Clpo)
(F-5)

Therefore, the maximum rate can be written as

Rt = max RED (F-6a)
p>0,4>0

subject to the APCE®-D = £)

C(pm) —C(po)
C(pyo+g72) +C(py) — C(po)

It is clear from (F-6b) and the facts that> 0 andq > 0, that we should have < 1.

p+q =1 (F-6b)

Next, we show that for any in (0, 1], there is a unique nonnegatiydor which (F-6b) is
satisfied. Ifp = 1, theng = 0 is trivially the only solution, which corresponds to DT where

the relay is not used. Therefore, assume that(0, 1), and consider the expression,
[Cpm) —C(py0)la

C(pr0+q72) +Cpm)—Cp)

for ¢ > 0. Note that from (F-1), (F-7) is nonnegative. Also, (F-7) is zerq at 0 and

(F-7)

approacheso asq — oc. Also, the derivative of (F-7) with respect gacan be written as,

q
UV +In(1 +p70+QV2)—m (F-8)

whereU andV are two positive values. Invoking the inequality [86, eq. 4.1.33]
(14+2)ln(l1+2z) >z (F-9)

which holds forz > —1, one can observe that (F-8) is positive for 0. These observa-
tions show that (F-7) strictly increases franio oo with ¢q. Therefore, a unique can be
obtained for which (F-7) equals — p and (F-6b) is satisfied. Now, we proceed to solve
(F-6b) for (the uniquey in terms ofp when0 < p < 1.

After some algebraic manipulations, (F-6b) can be rearranged as
—(1 4 po + q2) Ee~FPr0tam) & — ¢ o~[14prot(1-p)nl¢ (F-10)

where¢ has been given in (5.39c). Now, consider the Lamb@ifunction [106], defined
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asW (z) for a complex-valued such that
W(z) eV = 2. (F-11)

The LambertiW-function, like the logarithm function, is a multivalued function that has
infinitely many branches. Brandhis denotedVj(-) for integerk. The principle branch is
the zeroth branch, also denotdd(-). The ranges of different branches have been shown in
the “IW-plane” in Fig. F.1. The range of a branch is the region onto which thechraraps

the complex plane. In Fig. F.1, the branch boundaries are represeniecy solid lines.
Each boundary line belongs to the region below it.

Now, note that in (F-10), the negative real-valued expressioh+ p~o + ¢2) £ be-
comes a Lambeifid/-function of the right-hand side expression of the equality. Referring to
Fig. F.1, we observe that only Branel and Brancli can return negative real-valued num-
bers, respectively no greater and no smaller thanTo determine which branch should be

employed to solve (F-10), we should examiipey, + ¢ 2 + 1) £ to see if it is smaller or

greater than.
Im{W}
v  — == === = = —
,,,,,,,,, 67
T Branch3
Branch3 504 0 o ___
,,,,,,,,, 47
m Branch2
Branch2 34—
777777777 27 Branchl
Branchl e
—
— 1770 Brancho Re {1V}
\ (the principle branch)
Branch—1 -7 -
,,,,,,,,, — o Branch—1
Branch—2 i R
,,,,,,,,, 4 Branch—2
~54 - —mm——
Branch—3 m
Branch—3
,,,,,,,,, — 674
-t ==

Fig. F.1. The ranges of branches of the LamBb&function (after [106]).
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Substituting for¢ from (5.39c¢), we can write

C(pm1) — C(pyo)

(1+py+agnr)é= (1+pvy +q72) (F-12a)
(L—=p)7
_ (I +pr+g72)In(l+pi0+q72) (F-12b)
(P+qg—1n
o (14 g72)In(l +¢72) (F-120)
a2
> 1 (F-12d)

where (F-12b) is obtained by rearranging (F-6b), and where {ff-d@mes from the facts
that0 < p < 1 andq > 0. Finally, (F-12d) follows from (F-9). Therefore, we have

—(I+py+gr)€<-1 (F-13)
Thus, the functioV_,(-) is employed to solve (F-10), which yields
1

g=—— {1w_1 (_5 e—[1+p’yo+(1—p)72]r£) +1 +p70} _ (F-14)
Y2 L€

Combining (F-4), (F-6a), (F-14), and the fact that whes 1 we haveg = 0, yields the
final result (5.39).

F.2 The P-2 Scheme

Following the analysis in Section 5.3.3 while haviag, C1, Co, andCy, replaced with
C(pv),C(py1), C(g2), andC(p~o + q2), respectively, we observe that again point A in
Fig. 5.1 is the optimal operating point in Phase Il for any gitery), and that

_ 2
RED max CC(P Y +q72) Cép ) 62 (Cp Y0) (F-152)
subject to the APC

p+a Clpy1) = Cpo) —1 (F-15b)

C(pyo+qv2) +C(pm) —2C(p0)
It can be seen from (F-15) that< p < 1. We first show that for any in (0, 1], there

is a unique nonnegativesatisfying (F-15b). If» = 1, theng = 0 is the only solution. Now

assume that € (0, 1), and consider the expression,

[C(p71) —C(p0)lq
C(pyo +qr2) +C(py1) —2C(p0)

which is 0 and approacheso asq = 0 andq — oo, respectively (recall the condition

(F-16)
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(F-1)). Also, we can write the derivative of (F-16) with respecy s

DAU{I 1+pyo+qye) +In(l + —2In(1+ _m} i
n(l+py +qy) +In(l+pn) n(1+p%) 1+p70+6]72( )

whereU is a positive value. Now, we have

1
D:U[1n<1+ a7 )—I—ln( ﬂm)— q72 } (F-18a)
1+pv 1+pv 1+pv+qr
>U[ln<1+ 472 )— 172 } (F-18b)
1+pv 1+pv+qr
>0 (F-18c)

where (F-18b) results from (F-1), and where (F-18c¢) follows diydom (F-9). The results
obtained indicate that (F-16) strictly increases frorno oo with ¢. Hence, for any €
(0,1), there is a positive for which (F-16) equald — p and (F-15b) is satisfied. Next, we
deriveq from (F-15b) in terms op.

Rearranging (F-15b) one obtains an equation similar to (F-10), as
—(14pro+ qy2) e IHPWHTI2)E = (] 4 pryg) g e [HPr0+HA-P)02]E (F-19)

where¢ has been given in (5.39¢). Eq. (F-19) can be solved like (F-10) demgambert
W-function. We should only determine th@dt+ p~y + ¢2) £ is smaller or greater thah

To meet this objective, we write

(14+py +g72)In(l +pyo + ¢v2) — In(1 + pyo)]

(L+py+g72)¢ TETEI ( )
(o) (14 75 ) n (14 152) 200
(p+q—1)
>4 (F-20c)
ptqg—1
>1 (F-20d)

where (F-20a) is obtained from (5.39¢) and by manipulating (F-19),vamele (F-20c¢)
follows from (F-9). Based on (F-20), we ug€_;(+) to deriveq from (F-19). The result is

q= 7i {2\7\/1 (,(1 +p70)Ee—[1+p“fo+(1—p)72}£) +1 +p’Yo} (F-21)
72

which completes the derivation of (5.40).
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F.3 The P-3 Scheme

In P-3, like P-1 and P-2, if (F-1) (which is independenp@ndq) does not hold, the system
reduces to DT. However, unlike P-1 and P-2, even if (F-1) holds ytstem reduces to DT if
the RD SNR is not larger than the SD SNR (see Section 5.3.4). In fact, thredeondition

(F-1) we can write, for P-3,
Py > qy2 < reversionto DT (F-22)

First, we show that ifyy > ~9, the best P-3 rate under the APC is obtained when1
and reversion to DT (based on (F-22)) occurs. Assume-hat -, and consider three
schemes S-A, S-B, and S-C, and two positive vajuasdq. Scheme S-A is a P-3 system
with &5 = p £ and&r = q £ wherepyy < ¢. In S-A, assume that a message of entropy
Hpa is communicated to the destination in Phases | and Il witndny symbols, respec-
tively, and that the short-term average energy eqgflala S-B, the source communicates its
message with entropsl by first transmittingz; symbols with energy per symbpk, and
then transmitting:o Symbols with energy per symbgk. It is obvious that the short-term
average energy in S-B equdlsthe same as that in S-A. Scheme S-C is similar to S-B, with
the difference that the source communicates its message with edipy transmitting
all n symbols with the same energy per symBoNow, itis clear thatHp < Hg, asin S-A,
no Symbols are transmitted with SNfRy2, while in S-B, the corresponding SNR ¢8y.
Also, Hg < Hc as in S-C, all symbols are transmitted with the same enérdgiherefore,
Ha < Hc, which shows that P-3 cannot be superior to DT under the APC when ~-.
In other words, wher, > -2, the maximum APC rate of P-3 equals the DT rate,G(y).

In the following, we assume that not only (F-1) holds, but also we have
Yo < V2 (F-23)

However,p vy may exceed or be exceededdy,, depending on the values pfandg.
Considering the P-3 scheme depicted in Table 5.1 and performing an arsahyikis to
that yielding (5.24), we obtain

] C(pv)C (max{p~yo,q72})
RP-3) —  max : . F-24
- pobi 8o Cpm1) + € (max{pro,¢72}) — C(p0) (F-24)

wheremax{-} in the argument of (-) is for taking (F-22) into account. The maximization
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(F-24) is subject to the APC that the short-term average enéf§y?), equalsS. Next, we
derive an expression fd£("-3 and evaluate the APC.

Consider the example shown in Table 5.1. We obtain, like (5.14) and (5.23),
H=mnCpm) (F-25)
and
H =n1C(p0) + (n—n1) C(g72). (F-26)

Meanwhile, one has

p®-3 _ M Es+ (n—n1)ér _mip+ (n—mn1)q < (F-27)
n n

Now, combining (F-25)—(F-27), and applying (F-22) yields

pClg72)+4[Clp11)—Clpy0)] ¢
C C _C y PYo < g2
p®3) _ (gv2)+C(p71)—C(p0) . (F-28)

p&, PY0 > G2

Therefore, the APE®F-3) = £ becomes,
XorY (F-29a)

whereX andY are two sets of constraints as,

pC(g72) +qlC(py1) — C(p0)]

X: =1 and < F-29b
Clam) + Clom) —Clo) Pao <072 (F-295)
and
Y: p=1 andqgﬁ. (F-29¢)
72

Note that under (F-23) = ¢ = 1 satisfiesX and makes the objective function of (F-24)
exceed’ (). Using this observation and the fact that if (F-23) does not iR equals
C(0), one obtains, from applying (F-29) to (F-24),

. C(py1)C(g72)
MaXsubject toX ¢(p31)+C(g72)~Clpo) 10 <2

Ria) = (F-30)
C(70); Y0 = 72

Next, we investigate the pai(g, ¢) for which X is satisfied.

Consider the expression,

pC(g72) +q[C(py1) — C(p0)]
C(gy2) +C(py) —Cp0)

(F-31)
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It is straightforward to verify by differentiation and using (F-1) andRhat like (F-7) and
(F-16), the expression (F-31) for a giveistrictly increases from to oo with ¢. Therefore,
for a givenp, if (F-31) evaluated a§ = p~o /72 is smaller thari, then a unique can be
found for which.X holds. Otherwise, ng can satisfyX. The expression (F-31) evaluated

atq = po/~2 becomes

L

Now, consider Lemma F.1 which reveals a key fact atdgy).

Lemma F.1. The function

In(1 + az) } (F-33)

o) = {(1 =M+ ba)

for0 <a <b,0<c<1,andx > 0, is an unbounded, strictly increasing functiorwof

Proof. We know thatln(1 + ax)/In(1 + bx) — 1 asxz — oo, by I'Hopital’'s rule [86,

eq. 3.4.1]. Thereforef(z) approachesc asxz — oo, which proves part of the lemma.
To prove the remainder, first note that the function+ =) In(1 + x)/x for x > 0, is a
strictly increasing function. This can be proved by differentiation andguia inequality
In(1 +z) < « forz > 0[86, eq. 4.1.33]. Using this result and by differentiation, we can
show that the functiom(1+az)/In(14bx) for0 < a < bandz > 0 is a strictly increasing

function ofx. As1 — c andc are both positive, the proof of the lemma is completed B

Lemma F.1 indicates that under (F-I)p) is a strictly increasing function which in-
creases frond to co with p. Therefore, if we assume thgg is the (unique) positive root of
L(p) — 1, then only forp < py we haveL(p) < 1 and can findp, ¢) that satisfies.

Before proceeding to derivgin terms ofp for p < pg, we examine the value gf,.

First, note that

Yo ml+pr) g (F-34)
v In(l+pm)

where the left inequality is obtained by the fact thafl + z)/x is a strictly decreasing
function of , verifiable by differentiation and using (F-9), and where the right iaétyu
comes from (F-1). Now, combining (F-23), (F-32), and (F-34), asidg the fact thaL(p)
is an increasing function, yields

-1
1<p0<{<1—%)70+70} . (F-35)
Y2/ 7 2

167



Employing the bounds in (F-35) and an iterative humerical method such dmssenaion
method, fixed-point iteration, and Newton’s method [112, Chapter 2]candindp, with
great accuracy using a few iterations.

Now assume thdl < p < py. We desire to calculatein terms ofp when

pC(g72) +4alCp11) — Cp0)] _ _

Rearranging (F-36), we obtain, assuming that 1,
—(1+72q) e 0H20E = _¢o=(1H72)¢ (F-37)

where¢ is defined by (5.39¢). It can be verified from (F-23) and (F-29b) Wteenp = 1,
g equal tol is the (only) solution satisfying. Subsequently, we assume that 1.

Using a branch of the Lambelt-function, we can solve (F-37) to finglike (F-10)
and (F-19). We only need to determine which branch is used. We knowtfre definition
of £ thatl > 0if p < 1and{ < 0if p > 1. Itis observed from the ranges of the branches
shown in Fig. F.1 that whefi < 0, the zeroth branch has to be used. However, wherD,
it is not readily known if Branch) or Branch—1 is the response. To determine that, we

should examinél + -, q) £ to see if it is smaller or greater thanWe can write

In(1 +pvy1) — In(1 + pyo)

(I+12q) €= 1= (1+7249) (F-38a)
_In(1+729) )
ERCE (1+7249) (F-38b)
>l ma) g, g (F-38¢)

V24
>1 (F-38d)

where (F-38a) comes from (5.39c¢), and where (F-38b) is obtainedanypulating (F-36),
and where (F-38d) follows from (F-9). Therefore, Braneh has to be used whem <
1. Summarizing the results obtained, p&irsq) satisfyingX, the constraint set given in

(F-29b), are characterized by
0<p<pg (F-39a)
and

. _1 {%Wk <_§ e—(1+vz)6) + 1} . p#£1 --390)

1, p=1
wherek = —1 andk = 0 for p < 1 andp > 1, respectively. Combining (F-30) and (F-39)
gives the final result (5.41).
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Appendix G

Expected Values of the Transmission

Times in Pn, P-y, and P4

In this appendix, the derivation details for (6.18)—(6.23) are givenirestigate the pro-
tocols each in turn and obtain the complementary CBRY s > ¢} andPr{Ty,, > t} for
anyt andm. The final results (6.18)—(6.23) can be obtained by applying these corapie
tary CDFs to (6.17). We do not mention the details of the integration (6.17) vidécs
to (6.18)—(6.23) for conciseness, as this only involves basic charntpe ofder of integra-
tion or integration by parts. In the followingsp(+), usm(+), ump(+), Usp(+), Usm(-), and

Unmp(+) are as defined in Section 6.4.1.

G.1 The Ps1 Scheme

Recall the definitions dfyy,, the uplink time,D(t), the set of the indices of decoding relays
at timet, and ther’s (6.4), and that_ is the parameter of R- Based on the protocol, we
have, for a given,
Pr{Ts >t} = Pr{Ts > t, Ty, >t} + Pr{Ts > t,Tur, < t}
= Pr{rsp > ¢,|D(t)| < L}

+ Pr{rsp > t,|D(t)| > L,Ym € D(t): 7sp < TmD }- (G-1)
Now, using the theorem of total probability [81, p. 103], one obtains

Pr{Ts >t} = [1 — Usp(t)] Z H Usim (t) H [1 — Ugm(t)]

AcC{l,-, M} meA meA°©
|A|<L-1
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+ Z Z /toodaz /Otdy usp () usk(y)

Ac{l,--, M} keA

|A|=L
< [T 1= Unp@)] [T Usm() [T [1 = Usm(®)]- (G-2)
meA Tnilé meA°

Variablesr andy in (G-2) respectively represenip andrg ), defined as the time at which
the Lth relay decodes.

Next for Tw,,, wherem € {1, ..., M}, we need to determinBr{7Txw,, > t} for any
givent. First, assume that relay,Rhas been selected to transmit in the downlink. Then,
from (6.13) we havd¥y, > t, or equivalentlylpy, > t, whenever

T t
Ry < (G-3)
TSD TmD
Meanwhile, R, transmits in the downlink only if it excels among the source anfirst
decoding relays and ifsp is greater thamg,,, the decoding time of thé first relays.

Combining all these facts, we can write

T t
Pr{Tw, >t} =Pr {m € D(715(1))s ] + — < 1,7mp < TSD;
TSD TmD

Vi€ D(ry(r)),@ # m: Tmp < T,-D}

_ Z Z /toodx /Ooody UmD () ugk(y)

AC{L, - MY—{m} k€ AU{m}

Al=L—1

X {1 — Usp (max {% xxyt}ﬂ ZHA[l — Uip(2)]

< I Usity) TI [ -Usi(y)] (G-4)
ief};lim} ieAU{m}

where variables andy represent;,p andrg ), respectively.

G.2 The P« Scheme

Recall that the system parameter here is a threshold SNR dengtetliso, 1), is defined
by (6.4) andy,;,, such that for examplegp < 7, Of Top < Ten Means thatsp > 4 OF
YmD > Vth, I-€. Node S or Node R is AT.

The condition that Node S transmits more thaseconds is that no AT node, except
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Node S itself, emerges befoteand that if all relays decode befargvhile no AT node has

been found, Node S has the best link to Node D. Therefore, we have
Pr{Ts >t} = Pr{t < 7sp < Ty} + Pr {TSD > t,7SD > Tih,

M
ﬂ (TSm >t U D 2> Tth)7

m=1

Kmﬂﬁ o> ) (mfﬂ o o) ||

= maX{USD(Tth) — USD(t), O} + [1 — Usp (max{t, Tth})]

M M
X { H [1 — Usm(t) Upmp (7)) H Usm (t) [1 — mD(Tth)}}
m=1

m=1
M
+ H Usn(®) [ oy 12 00() TT 1= Uno @) (G-5)

wheren andu denote the intersection and union operations and where the integral in (G-5
has been derived by conditioning og.
To determinePr{1w,, > t}, observe that Node Rtransmits more thah seconds in

either of these two cases; 1) itis AT and

Bm o (G-6)
TSD TmD
(see (G-3)); 2) all relays decode while no AT node has been foumttiRg has the best link

to Node D, and

t
B L P (G-7)
TSD TmD

whererg(yy) is the time when all relays decode. Based on these facts, one can write

TSm
PI‘{TR > t} =Pr {TSD 2 Tth, TmD < Tth, —— + —— < 1,
TSD TmD
M
() (7si > Tsm UTip = Ten) } (G-8a)
i
TS(M) 13 :
4+ Pr ¢ 7th < 7D < 7SD, 4+ — <1, min 7p > Tmp ¢ (G-8b)
TSD TmD =1, M
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00 max{t,Ten } Ty
= / d:c/ dy ugm () ump (v) [1—USD (max {Tth, ; t})]
0 t _

M
x [T~ Usi(z) Uin ()] (G-8¢)
i
+ d:r/ dy usp () ump(y)
max{t,Ten } max{t,mn }

M

M

t

<I10s («(1-5)) T - Uin(o (G-8d)
=1 ZZ;nlz

where the summands (G-8c) and (G-8d) are respectively obtained Gea) and (G-8b)

by conditioning onrg,,, andr,,,p, and onrsp andr,,p.

G.3 The P+ Scheme

In P4, Node S transmits more tharseconds, for a given if one of the following cases
happens. 1) We havgp < tg, which means that the protocol reduces to DT (see the
proof of Lemma 6.1), and we hawgp > ¢, which means that Node D needs to receive
more thant seconds from Node S to decode. 2) We hawex{t,to} < 7sp < t + tp.

In this case, Node S transmits to Node D more thaaconds only if no relay qualifies as
the downlink node untitsp — t9. Recalling (6.11), one observes that this happens when
Om(7sp — to) > to, Wwhere©.(-) is given by (6.11), or equivalenthy,,p > 7gp, for anym.

3) The conditiormax{t, %y} > t+to holds. In this case, for any. € D(t) we should have

O, (t) > to. This means that no decoding relay qualifies for the downlink transmission
prior tot. Also, if D(¢t) = {1, ..., M}, Node S should have the best link to Node D. Now,

we can write, from these three cases,

Pr{Ts >t} = Pr{t < 7sp < to}

M
+Pr {max{t,tg} < 1sp < t+to, ﬂ (Tsm > 7sp — to U 7D > TSD)}

m=1
M
t
+ Pr< msp >t + to, ﬂ (Tsm >t U (1) TmD >t0>,
m=1 TSD

>t U min >
(TS(M) mefl, - M} TmD 7'SD> }

172



= max{Usp(to) — Usp(t),0}

t+to M
+/ dz ugp(z H [1 — Usm(z — to) Unp ()]
m=1

max{t,to}
+ t:g de uSD(x){ f[l [1 — U () Unp ( ;o_xt”
_ H Usin () |Unnp () — Uit (;U_xt) } (G-9)

Regarding relay transmissions and to calcula{dy,, > t}, first recall from (6.11)

that if Node S transmitsseconds and then Nodg,FRsubstitutes for Node S, it takes

O (t) = (1 _ t) b (G-10)

TSD
seconds more until Node D decodes. tgtbe defined as the timeat which©,,,(t) = to;

i.e.,

b 2 (1 - t°> TSD. (G-11)

TmD
Also, note thatrg,, is the time at which R can decode. Therefore, based on the protocol

description in Section 6.3,
T 2 max{Tsm, tm } (G-12)

is the time at which R qualifies as a candidate for the downlink transmission. Meanwhile,
T[(jSL) = max{0, 7sp — o} (G-13)

is the time at which Node S becomes gqualified.

Combining all these facts, Node,Rbecomes the downlink transmitter in either of
these following two cases. 1) The tirﬂé&m) is the smallest among alll thEL(fIf)’s where
X € {S,Rq,---, Ry}, and not all relays decode befdf R’") . Inthis case, the uplink time
equaIsT[(fEm) and the downlink time i©,, ( 7B ) 2) All relays decode beforﬁ’gim),
and we have thaI’(Rm) < TéL) and that R, has the best link to Node D among the relays.
In this case, the uplink and downlink times are giver§y;) ando®,, (TS(M)), respectively,
whererg(y is the time that the last relay decodes. Now, based on these observations an

using (6.11), (G-13), and (G-12), we can write

Pr{Tg,, >t} = Pr {T&M <7 — to, Tor™ < sy, O (Tgr™) >,
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N (rsi > T 0 0,(TE) > 1) }

=1

Rm ;
+ Pr {TS(M) < T[(IL ) < 18p — to, Gm(TS(M)) >, me{rﬁln’M} TmD = TmD}

t T t
:PT{TSm>TSD (1—0),7'Sm<TSD—t0,Sm+<1,

TmD TSD TmD
M
to
n (TSi > T9m U TiDp > 1_7'Sm> }
=1 TSD
1F=m
to
+Prd7sm < 79p (1 — —— ) < 75(01), TMD < T8D, T < to,
TmD

DS

Il
—

7

t
(TSi > 79D (1 — 0) U mp > TmD) }
TmD
7

t,t
+ Pr {TSD (1 — HM) > T§(M), TmD = _ Min }Tz‘D < TSD}

*®
3

TmD et M
00 T—to t ¢
_ da?/ dy usp () usm () max{UmD ( ox ) — Unmb ( x ) ,0}
to 0 Y Y
M tol’
X 1 —Usi(y) U < ﬂ
11 1= Us ) U (S
[e's) x t
+ [ dz [ dy usp(x) ump(y) Usm (x (1 - 0))
to to y

I 1= Usi (2 (1-2) ) Uty

d

_ ﬁl Us; (aE (1 - ty”)) [1- UiD(y)]}

i=1
i#m i#Em
+ d:c/ dy usp () Ump (v)
max{t,to} max{t,to}
M M
maxit,t
< [[ Usi <x (1 - XZO}» [11-Un) (G-14)
i=1 =1

where the second equality is obtained after separately considering these®s afrs,, >
tm and g, < t,, (see (G-13) and (G-12)), and where the third equality is obtained by

conditioning onrsp, 7sm, andr,p.
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