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ABSTRACT 

A robust heat flux sensor was developed in order to quantify the energy release from high heat 

load scenarios, such as wildland fires. In order to reduce the high errors in the heat flux data, the 

sensor was modified to measure the differential temperature so as to mitigate the propagation of 

error. Controlled laboratory and field validation tests were performed to verify the reduction in 

error and the results were compared to those obtained from an unmodified sensor and a 

commercial heat flux sensor. The capabilities of the improved sensor design were further 

expanded by application of the sensor to the evaluation of wildfire chemicals. As a result, a 

simple and effective test methodology was developed for differentiating wildfire chemicals 

based on the ignition time of foliar vegetative fuel samples. The modified heat flux sensor was 

used to determine the time to flaming ignition along with the incident heat flux and the results 

obtained were compared to those obtained from the transient mass loss data measured by a strain 

gauge-based load cell. Statistical t-test analysis was conducted on the time-to-ignition data to 

determine whether the results were statistically significant for the different chemical treatments. 

The results indicated that the test methodology allowed for effective differentiation between the 

wildfire chemical treatments by comparing their mean ignition times. The narrow standard 

deviations of the mean ignition times suggested that the test methodology was able to produce 

repeatable results. Based on the custom heat flux sensor design and the developed methodology, 

a thermal calorimeter was then designed to measure the heat release rate of the foliar vegetative 

fuel samples, which is considered to be a useful thermal property.   
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NOMENCLATURE 

 

Ac   cross-sectional area, m
2
 

As   surface area, m
2
 

Bi   Biot number 

cp   specific heat at constant pressure, J/kg K 

d   sensor depth, m 

E   electric potential, V 

Fij   radiation view factor 

g   gravitational acceleration, m/s
2
 

H   sensor height, m 

h   convection heat transfer coefficient, W/m
2
 K 

k   thermal conductivity, W/m K 

L   length, m 

m   mass flow rate, kg/s 

Pr   Prandtl number 

p   pressure, N/m
2
 

q'   heat transfer rate, W 

q''   heat flux, W/m
2
 

Ra   Rayleigh number 

T   temperature, 
0
C 

t   time, s 

V   fluid velocity, m/s 



x 

 

W   thermal canister plate thickness, m 

x, y, z   rectangular coordinates, m 

 

 

Greek Symbols 

 

α   thermal diffusivity (m
2
/s) 

β  compressibility factor (K
-1

) 

δ   half thickness (m) 

ε  emissivity  

λ   separation constant (m
-1

) 

μ   mean time (s) 

σ   Stefan-Boltzmann constant, 5.67 x 10
-8

 W/m
2
K

4
 

τ   function dependent on t, only 

υ   kinematic viscosity (m
2
/s) 

ρ  density (kg/m
3
) 

Φ   function dependent on x, only  

Ψ   function dependent on x and t 

ω   error variable 
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1. INTRODUCTION 

 

1.1 WILDLAND FIRES 

Wildland fires have been a common occurrence throughout history and they ultimately play a 

vital role in the shaping of forest ecosystems [1]. However, there has been a significant increase 

in wildland fire activity in recent years, resulting in detrimental effects [2]. According to Wang, 

et al. [3], weather and climate, including temperature, precipitation, wind and atmospheric 

moisture are critical factors of fire activity. There have been numerous studies that suggest that 

the temperature is the most important factor affecting overall wildland fire activity, with warmer 

temperatures leading to increased fire activity [2-5]. This increasing trend of wildland fire 

activity is expected to continue under plausible climate change scenarios, implying a further 

increase in the risk of large wildland fires that cause significant damage [2-5].  

Over the past three to four decades, wildland fires across Canada have consumed, on average, 2 

million hectares each year [6]. Studies have shown that lightning accounts for 35% of Canada's 

wildland fires; however, these fires result in 85% of the total area burned [7]. These lightning-

caused fires often occur in remote areas where human life and property values are not threatened. 

Therefore, fire suppression in these areas may be intentionally limited; leaving fire to play its 

natural role with the end result that lightning fires generally grow larger, as detection and 

subsequent initial attack is often delayed [7]. Human-caused fires, on the other hand, represent 

the majority of ignition sources [7]. Due to the location of occurrence of these human-caused 

fires, they are usually detected early and can be accessed quickly by firefighting crews. Still, the 

threat they pose to human safety and property makes them a major concern. In Canada, fire 
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agencies spend an average of CAD $500 million annually on fire management and these 

expenditures have been increasing due to more active fire occurrences and extreme fire weather 

conditions in recent years and the projected near future. In addition, as residential areas expand 

into relatively untouched wildlands (called the “wildland-urban interface”), the threat to the 

human population by fires is dramatically increased [6, 8-9].  

Given the growing concerns regarding increased wildland fire activity, balancing the potential 

benefits and consequences becomes a complicated, and at times, daunting task, but one that is 

vital to public safety and the sustainable management of forests and wildlands [10]. Therefore, it 

becomes necessary to understand further this complex phenomenon of wildland fires and its 

effects on the surroundings. This will ultimately result in the development of advanced fire 

management and suppression methods, improved fire codes and strategies, and the more accurate 

prediction and assessment of fire effects.  

 

1.2 WILDLAND FIRE FUEL CHARACTERISTICS 

Another important factor that contributes to the occurrence and magnitude of wildland fire are 

the forest vegetative fuels. Fuel types, continuity, structure, moisture, and amount are critical 

factors that influence wildland fire behavior [11]. The different types of wildland fires are 

characterized as being ground, surface, or crown fires [12].  As outlined by Scott and Reinhardt 

[12], a ground fire is one that burns in ground fuels such as duff, organic soils, roots, and rotten 

buried logs. Ground fires burn with very low spread rates, but can be sustained at relatively high 

moisture contents with high fuel consumption, causing significant damage to trees and shrubs. 

Although ground fuels can be ignited directly, they are commonly ignited by a passing surface 
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fire. A surface fire is one that burns in the surface fuel layer, which lies immediately above the 

ground fuels but below the canopy, or aerial fuels. Surface fuels consist of needles, leaves, grass, 

dead and down branch wood and logs, shrubs, low brush, and short trees. Surface fire behavior 

varies widely depending on the nature of the surface fuel complex. A crown fire is one that burns 

in the elevated canopy fuels. Canopy fuels normally consumed in crown fires consist of the live 

and dead foliage, lichen, and fine live and dead branch wood found in a forest canopy. Crown 

fires are usually associated with extreme fire behavior, implying an increase in the rate of spread, 

intensity, flame length, and spotting [12].  

The ignition process for these forest vegetative fuels, as outlined by Holton, et al. [13], occurs in 

several stages. During the pre-ignition phase, the fuel is heated and its temperature rises toward 

the ignition temperature (about 390°C for fuels composed mainly of cellulose); so, the 

ignitability depends on the fuel’s initial temperature, as well as its thermal properties. This 

ignition temperature is typically above the boiling point of water. Therefore, all the moisture 

present in the fuel must vaporize before ignition occurs. At higher temperatures (200-340°C), the 

fuel undergoes pyrolysis, which is the thermal decomposition of the fuel to an envelope of 

flammable gases, semi-volatile tar, and a solid char. Ignition is the transition from pre-ignition to 

combustion, at a temperature at which external heating is no longer required. Once ignition has 

been achieved, the heat generated by combustion brings other fuels to ignition, and continues the 

process. However, combustion may not always involve a flame. After flaming combustion has 

consumed most of the volatile substances, the remaining solid carbon may burn by smoldering 

(surface oxidation, also called glowing combustion).  

The ignition of wildland fuels generate substantial amounts of energy that are transferred to the 

surroundings during the combustion process, and the amount of that energy depends on the 
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conditions that are present. The result of this energy release poses significant threat to the entire 

surroundings as evident from the destructive nature of wildland fires.  

 

1.3 MEASURING ENERGY TRANSFER IN WILDLAND FIRES 

Given the potential impact of wildland fires, understanding the energy transfer during wildland 

fires is essential for the advancement of wildfire science. Advanced understanding of the energy 

transfer remains relatively under-developed and poorly documented, partially due to the 

limitations and shortfalls of the availability of measuring devices for wildland fires [14].  

The most common method to measure the intensity of wildland fires is to use Byram’s fireline 

intensity [15]. Byram’s fireline intensity is the rate of heat release per unit time per unit length of 

fire front, and it is measured in kW/m [15]. The fireline intensity represents the radiant or 

convective energy that is emitted from the flame front and it is an important characteristic for the 

propagation of a fire, and thus provides critical information for fire suppression activities. It has 

also been incorporated into fire danger rating calculations [16-19]. Although fireline intensity is 

a good indication of fire behavior, it can be misleading because it does not correlate to the exact 

energy that may be emitted from the fire to the surroundings. Therefore, using other techniques 

to measure the energy release rates and transfer in terms of heat flux (in kW/m
2
) may be more 

useful to scientists. Heat flux is the rate at which energy is transferred, by conduction, 

convection, or radiation, per unit area perpendicular to the direction of that transfer. For example, 

measuring heat flux, instead of the fireline intensity, provides a single number that can be 

measured with devices such as a mass loss cone calorimeter for the testing of materials or 

products [20]. In addition, fire scientists can use heat flux data and directly correlate it to the type 
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of burn a person could receive [20-21]. For this reason, fireline intensity is not as useful as heat 

flux because it is difficult to relate fireline intensity to the specific amount of energy to which an 

object will be exposed [20].  

Some commercially available devices for measuring heat fluxes include Schmidt-Boelter gauges, 

Gardon gauges (also known as a circular-foil gauge), and thin-film thermopiles [22-24]. These 

commercial sensors are relatively expensive and may be easily damaged when exposed to 

conditions that are typical during wildland forest fires [25]. Therefore, there is value in 

developing an inexpensive, robust, and accurate heat flux measurement device to withstand 

repeated high heat load exposure in extreme fire conditions. Several alternative devices, such as 

the directional flame thermometer and the hemispherical heat flux gauge, have been developed 

over the years to measure heat flux in fire conditions [26-28]. However, these alternative devices 

were not without fault, and it was identified that there were various issues such as inconsistencies 

in the heat flux estimates and slow response times [26-28].  

To resolve some of these adverse issues, Sullivan and McDonald [20] developed a robust and 

inexpensive custom-fabricated sensor that was capable of measuring high heat loads in wildland 

forest fire scenarios for extended periods of time, without the use of external cooling. The sensor 

performed well in both controlled laboratory tests and simulated forest fire tests, estimating the 

total heat flux within one standard deviation of the values measured by a commercial Schmidt-

Boelter heat flux gauge and within an acceptable response time of 8 seconds over an extended 

time period (typically greater than 10 minutes) [20]. A shortcoming of the sensor was that there 

were large errors in the measurements of heat flux that were on the order of 110% at low heat 

flux measurements (order of 13 kW/m
2
 or less), but still significant, errors of 54% at high heat 

flux measurements (order of 43 kW/m
2
 or higher). There can be value added if a method can be 
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conceptualized to reduce the large errors in measurements from the heat flux sensor developed 

by Sullivan and McDonald. 

 

1.4 WILDFIRE SUPPRESSION CHEMICALS 

Fire agencies worldwide apply millions of liters of fire suppression chemicals in an attempt to 

contain and extinguish wildland fires. These chemicals have been proven to be effective 

firefighting tools for inhibiting the spread and reducing the intensity of wildland fires [29]. The 

chemicals can mitigate fires directly, through treatment of the burning fuels, or indirectly, in 

advance of a fire front to create control-lines (a constructed or natural fire barrier) or to reinforce 

constructed fire-lines (the part of a control line that is scraped or dug to mineral soil) in the 

unburnt fuel [29]. Fire suppression chemicals include long-term fire retardants, which inhibit 

combustion, even after vaporization of their water-based matrix, water enhancers, which lose 

their effectiveness after evaporation of their water content, firefighting foams, which form small 

bubbles when mixed with water, and wetting agents, which reduce the surface tension of water 

and increase its ability to spread and wet the fuel surfaces [29-30].  

There are many different experimental and analytical methods available that have been used to 

evaluate the performance of wildfire chemicals, such as gas chromatography, Fourier transform 

infrared spectroscopy, mass spectrometry, and thermal gravimetric analysis [30-35]. However, 

Wang, et al. [35] have shown that the small test samples used and the rapid removal of pyrolysis 

or combustion products can result in erroneous interpretations of the resulting data in terms of 

forest fuel flammability in real situations [30]. Therefore, the information provided by analytical 

methods should be supported by other laboratory-scale fire tests. There are a few laboratory-
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scale tests applicable for evaluating wildfire chemicals. Liodakis, et al. [30] successfully 

developed one such laboratory test and apparatus to determine the influence of retardants on the 

flammability parameters of forest vegetation species. In the wildfire industry, the ASTM E1321-

13 [36] Standard Test Method for Determining Material Ignition and Flame Spread Properties is 

widely accepted as the laboratory test method of choice for wildfire chemicals. The US Forest 

Service uses this standard to develop the Evaluation of Wildfire Chemicals Test Procedure [37]. 

These tests, however, do not use actual vegetative samples to provide an indication of field 

performance where, instead, a plywood substrate is used for evaluation [37].  

Based on a review of several published studies, ignition tests are considered the most suitable for 

the differentiation of wildfire chemicals. There have been numerous experimental ignition 

studies conducted on various materials [38-41]. In relation to studies of wildfire chemicals, 

Tafreshi and Di Marzo [38] conducted ignition studies on gel- and foam-treated samples to 

determine their effectiveness as fire retardants. However, as with much of the ignition studies on 

fire chemicals, the tests were typically done on non-foliar vegetative samples and if so, the 

samples were relatively small and could not provide a true representation of a real fire scenario. 

It was also noted that the time–to-ignition data obtained in these studies were primarily based on 

visual measurements. However, there may be cases where visual measurements may prove to be 

onerous and prohibitive. For example, determining the time-to-ignition visually in flash fires 

may prove to be onerous, from a health and safety point of view, due to the high fluxes generated 

(heat fluxes of approximately 84 kW/m
2
 according to NFPA 2113 [42]) and the spontaneous 

nature of the ignitions (which lasts for approximately 3 s according to NFPA 2113 [42]). Similar 

problems are also encountered in enclosed fires (such as building fires and controlled large-scale 

wildfires) and also fuel oil-based fires. 
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There are a variety of measurement apparatus available on the market that can be used to 

quantify the performance and energy release rates from chemically treated vegetative samples. 

One such apparatus is the mass loss cone calorimeter, a common bench-scale apparatus that uses 

oxygen consumption to estimate heat release rates, which has been used for fire retardancy 

measurements on wood products [43]. This device has been used to measure energy release rates 

of ignited solid and thick materials such as building materials, plastics, and wood products, 

rather than foliar (vegetative) samples [43-46]. Further issues also arise in terms of the 

portability of the mass loss cone calorimeter if tests are required to be conducted in an isolated 

area or field location. 

A device that has been constantly overlooked for evaluating wildfire chemicals is the portable 

heat flux sensor. Heat flux sensors are used to quantify the energy transfer during high heat load 

applications and may have some merit as an essential tool in evaluating the effectiveness of 

wildfire chemicals. Therefore, there is a case for utilizing heat flux sensors in the development of 

an effective methodology to differentiate wildfire chemicals using foliar (vegetative) samples to 

provide an indication of the potential performance in a real fire scenario. Comparison of the 

performance of various types of suppression chemicals will aid in strategic planning for 

combatting wildland fires as well as reduce the immense costs necessary to contain them. In the 

forestry industry, the US Forest Service provides a comparison of the different wildfire 

chemicals based on their time-to-ignition [47-49].  

1.5 FIRE CALORIMETRY 

The heat flux sensor was suggested as a potential tool for evaluating the performance of wildfire 

chemicals in Section 1.4. The sensor would be used to determine the time-to-ignition of a sample 
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treated with wildland fire chemical, based on the incident heat flux from the combustion process. 

The estimated time-to-ignition provides valuable information regarding the relative performance 

of wildfire chemicals. However, the incident heat flux data by itself would not be considered a 

useful quantity for the purposes of evaluating the relative performance of the wildfire chemicals. 

From the combustion process, the incident heat flux may vary based on the orientation and 

position of the heat flux sensor relative to the burning sample. Based on the design of the 

custom-built thermocouple-based heat flux sensor developed by Sullivan and McDonald [20], it 

may be possible to develop a suitable method to measure the total heat release rate from the 

combustion process, and which takes advantage of the heat flux data. According to Janssens 

[50], the heat release rate is regarded as one of the most significant properties for understanding 

the combustion process and fire characteristics, which can be used for evaluating the 

performance of various products. There have been numerous methods that have been developed 

for determining the heat release rate [50]. However, the methods for determining the heat release 

rate are based fundamentally on measurements of oxygen consumption and sensible enthalpy rise 

[50].  

The oxygen consumption method is the most commonly used method for determining the heat 

release rate [50]. The heat release rate is determined from the oxygen concentration and the flow 

rate of exhaust products. Thornton [51] observed that a constant net amount of heat is released 

per unit mass of oxygen consumed for complete combustion. As outlined by Janssens [50], the 

basic requirement to use the oxygen consumption technique is that all of the combustion 

products are collected and removed through an exhaust duct. At a distance downstream that is 

sufficient for adequate mixing, both flow rate and composition of the gases are measured. The 

heat release rate, oc'q  from the oxygen consumption principle can be expressed as [50]: 



10 

 

)(' e

Oe

a

OaOoc 222
YmYmEq   ,   (1-1) 

where E is the heat release per unit mass of oxygen consumed, am is the mass flow rate of the 

inlet air, em is the mass flow rate of the combustion products, 
a

O2
Y is the mass fraction of oxygen 

in the combustion dry air, and 
e

O2
Y is the mass fraction of oxygen in the combustion products. 

According to Janssens [50], the practical implementation of the oxygen consumption method is 

not straightforward. Oxygen analyzers measure the mole fraction and not the mass fraction of 

oxygen in a gas sample [50]. Also, flow meters measure volumetric flow rates, rather than mass 

flow rates [50]. The volumetric flow rate in the exhaust duct, normalized to the same pressure 

and temperature, is usually slightly different from the inflow rate of air because of expansion due 

to the combustion reactions [50]. Equations were later developed for calculating the rate of heat 

release by oxygen consumption for various applications, as presented by Janssens [50]. The 

equations are not repeated here, and can be found in the aforementioned study [50]. The 

differences in treatment and equations to be used are mainly due to the extent to which gas 

analysis is made [50]. As a minimum, the oxygen concentration must be measured. However, 

accuracy can be improved by adding instrumentation for measuring the concentration of CO2, 

CO and H2O [50]. 

The oxygen consumption technique is the most accurate and convenient way to measure the heat 

release rate from fires [50]. Disadvantages of the technique are the high cost of instrumentation 

(only oxygen analyzers of the highest quality and precision are adequate), and the need for a 

rigorous calibration and maintenance schedule [50]. The heat release rate can also be measured 

on the basis of the carbon dioxide that is generated. The advantage of this technique is that it is 

easier and less costly to measure carbon dioxide with sufficient accuracy, than it is to measure 
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oxygen [50]. However, the amount of energy generated per unit mass of carbon dioxide 

generated is much more fuel-dependent than the amount of energy produced per unit mass of 

oxygen consumed [50]. To develop a suitable method for measuring the heat release rate, while 

trying to utilize the concept of the heat flux sensor, based on the oxygen consumption would not 

be practical given the high level of complexity and the high associated costs. Therefore, the 

method of sensible enthalpy rise was explored [50-51]. 

The sensible enthalpy rise method was the first to be used in fire calorimetry due to its 

simplicity; it is still in use today [50]. The heat release rate is measured on the basis of the 

difference in temperature between the air supplied at a constant rate to the combustion chamber, 

and the products of combustion [50]. The sensible enthalpy method is based on the following 

equation [50]: 

)('' aepalf, TTcmqq   ,   (1-2) 

where 'q is the heat release rate, lf,'q  is the rate of heat loss, 
am is the mass flow rate of the 

entrance air, cp is the average specific heat of air, Te is the temperature of the combustion 

products leaving the control volume, and Ta is the temperature of the air entering the combustion 

zone. The heat release rate is calculated from the temperature rise (Te – Ta) of the gases flowing 

through a calorimeter. As outlined by Janssens [50], calorimeters based on the sensible enthalpy 

rise method use a closed configuration. The specimen and heater are located inside a metal box, 

which may be insulated, either completely or in part. By monitoring the temperature change of 

the walls surrounding the combustion gases, the total heat released by a sample can be 

determined in terms of heat balances on and within the total system. The dynamic response of 

the enclosure to changes in the thermal environment creates major impediments to the practical 
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implementation of the sensible enthalpy rise method. After ignition, some of the heat released by 

a burning sample is transferred by radiation to the enclosure walls. A fraction of this heat is 

stored in the walls, causing an increase of its temperature, in turn resulting in enhanced heat 

transfer with the air flowing through the box. The result is that, for a material that quickly 

reaches steady burning conditions, there is a delay for Te to reach the corresponding steady 

temperature. A similar phenomenon occurs when heat release rate from the specimen decreases, 

or after the specimen burns completely and the heat release rate returns to zero. Under unsteady 

burning conditions, Te lags behind the temperature corresponding to the instantaneous heat 

release rate [50]. If high accuracy is not critical, the sensible enthalpy rise method can be used 

because of its simplicity and the simple instrumentation that is needed. However, it is difficult to 

eliminate dynamic errors associated with thermal lag [50]. 

Given the simplicity and low cost, the sensible enthalpy rise method could be considered an 

appropriate method to emulate to measure the heat release rate with a thermocouple-based sensor 

design. The method is based on monitoring the temperature change of the combustion chamber 

walls surrounding the combustion gases and the total heat released is determined in terms of heat 

balances on and within the total system. This can be adopted by developing a combustion 

chamber that is essentially a series of thermocouple-based heat flux sensors, where the incident 

heat flux measurements can be converted to heat flow rate. An energy balance can then be 

performed similar to the sensible enthalpy method to determine the total heat release rate.   



13 

 

1.6 OBJECTIVES 

The overall objectives of this study were to: 

1. Determine a suitable method for reducing the large errors in the custom thermocouple-based 

heat flux sensor that was developed by Sullivan and McDonald. 

2. Validate the performance of the improved heat flux sensor by: 

i. Testing the sensor in a controlled laboratory environment to validate the sensor and 

model. 

ii. Testing the sensor in a simulated forest fire environment. 

iii. Comparing the heat flux results with data obtained from the original heat flux sensor 

and a Schmidt-Boelter gauge, which is a well-documented and calibrated commercial 

sensor. 

3. Develop an effective test method to differentiate wildfire chemicals, utilizing the custom 

thermocouple-based heat flux sensor. 

4. Develop a mathematical model for a custom-made calorimeter, based on the thermocouple-

based heat flux sensor design, which can estimate the total heat release rate from a small-

scale combustion process involving vegetative fuels. 
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1.7 THESIS ORGANIZATION 

This thesis document is divided into the following chapters. Chapter 2 describes the experimental 

method used to improve and validate the design of the custom thermocouple-based heat flux 

sensor. The experimental method for using the improved heat flux sensor design in the 

application of evaluating the performance of wildfire chemicals (water, foam, gels, and long-

term retardant) is also presented. Chapter 3 presents the results and analysis of the validation 

tests for the improved heat flux sensor. The results and analysis from evaluation of wildland fire 

chemical are also presented. Chapter 4 describes the mathematical model that couples with the 

thermal calorimeter that is used to estimate the total heat release rate from the combustion of 

vegetative fuel. The fabrication and operation of the thermal calorimeter is also presented. 

Chapter 5 presents the conclusions of this study, and Chapter 6 discusses the possible future 

work that may be extended from this thesis study. 
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2. MATHEMATICAL MODELS AND EXPERIMENTAL 

METHODS 

 

2.1 HEAT FLUX SENSOR DEVELOPMENT 

The custom heat flux sensor that was developed by Sullivan and McDonald [20] was based on 

using experimentally measured temperature data as input parameters into a heat conduction 

model, idealized as a one-dimensional, finite-length scale problem, for the incident heat flux on 

the surface of the sensor. Equation (2-1) shows the developed heat flux model, that was corrected 

for the radiation reflected from the surface and the radiation emitted from the sensor as it 

increases in temperature [20] 
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where, incident"q  is the incident heat flux in the surface of the sensor, t is time, k is the thermal 

conductivity of the sensor material, ε is emissivity, σ is the Stefan-Boltzmann constant (5.67 x 

10
-8

 W/m
2
-K

4
), L is the thickness of the sensor, d is the depth into the sensor where a 

thermocouple is located, T∞ is the surrounding ambient temperature, T1(t) is the backside 

temperature, and T(d,t) is the temperature at location d in the sensor. 

An uncertainty analysis was conducted by Sullivan [52] on Eq. (2-1) to determine the error in the 

incident heat flux from the heat source. There are eight variables, namely, ε, k, σ, T∞, T(d,t), T1(t), 

L, and d in Eq. (2-1), which may have uncertainty that affects the accuracy of the incident heat 
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flux estimate. The propagation of uncertainties in the estimations of the heat flux was determined 

by Sullivan
 
[52] using Eq. (2-2), as derived by Taylor [53].  

    (2-2) 

The analysis indicated that the sensor produced very large errors of 110% at low heat flux 

measurements (13 kW/m
2
 or less) and lesser, but still significant, errors of 54% at high heat flux 

measurements (43 kW/m
2
 or higher). The inherent thermocouple errors of 1.1°C, based on the 

manufacturer’s limit of error, for each temperature measurement was identified as a significant 

contributor to these large errors. It should be noted that the actual thermocouple error may in fact 

be less than 1.1°C, as this stated value represents an estimate of the limit of error for the entire 

batch of thermocouples manufactured; however the worst case scenario was used for the 

analysis. Based on the most conservative scenario, this poses a serious problem when measuring 

the small temperature differences that occur within the sensor [20]. In order to reduce these large 

errors, more focus was therefore given to temperature measurements. 

The large errors in the heat flux estimates, caused by the inherent errors in the thermocouple 

readings of temperature, can be mitigated if the differential temperature is measured directly 

instead of the absolute temperature of the back and front side of the sensor as was done by 

Sullivan and McDonald
 
[20] and Sullivan [52]. Measuring the temperature difference, rather than 

the absolute temperature values, will reduce these large errors since the propagation of the 

inherent thermocouple errors will be reduced, as is evident from the first term in Eq. (2-2). To 
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that end, the heat flux model that was developed by Sullivan and McDonald
 
[20] was modified to 

use experimentally measured differential temperatures. In this study, the measured temperature 

differential was represented as 

  )(),( 1 tTtdTT          (2-3) 

Therefore, Eq. (2-1) was modified to become, 
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The temperature difference was measured in terms of the induced voltage produced in order to 

negate the reference junction (cold junction) compensation. The voltage difference that was 

produced was converted to a temperature difference by using an established scale based on a 

reduced order approximation of the quartic form from the IPTS-68 (International Practical 

Temperature Scale) [54]. The reduced order approximation is given in Eq. (2-5) as  

  
4

3
3

2
2

10  EaEaEaaT 
      (2-5) 

where E is the voltage in millivolts, and an is the approximation coefficient obtained from 

calibration data [54]. 

 

2.2 MODIFIED HEAT FLUX SENSOR DESIGN AND FABRICATION 

The modified heat flux sensor was similar in design to that which was developed by Sullivan and 

McDonald (The Thermal Cube) [20], and was a 50.8 mm x 63.5 mm x 25.4 mm (2 in x 2.5 in x 1 

in) rectangular block of 6063-T6 aluminum, with thermocouples inserted for temperature 
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measurement as shown in Fig. 2-1. The front and back side of the block was painted with a high-

temperature black spray paint (Krylon 1618 BBQ and Stove Paint, The Sherwin-Williams 

Company, Cleveland, OH, USA) to increase the emissivity so that it approached that of an ideal 

black-body and to enhance absorption of almost all radiation heat transfer. The key modification 

to the design was that an additional 2 mm (0.08 in) diameter hole that was drilled adjacent to the 

2 mm (0.08 in) hole at the front of the sensor. A thermocouple was inserted in the additional hole 

in order to measure the absolute temperature at the front side.  

 

Figure 2-1: Drawing of the modified sensor block (all dimension in mm). 

 

The thermocouple arrangement in the sensor of Sullivan and McDonald [20] is shown 

schematically in Fig. 2-2(a). The thermocouples were used to measure the backside and the front 

side temperatures of sensor. Type-J, 30 gauge thermocouples (Iron-Constantan) (Omega 

Engineering, Inc., Laval, QC, Canada) were selected due to their ability to measure temperatures 

over a broad temperature range (-210 to 750°C), high sensitivity (51 μV/ºC), and low cost. The 

sides of the sensor were then insulated by using M-board insulation (M-board, Industrial 
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Insulation Group, Augusta, GA, USA) in order to drive a one-dimensional transfer of energy 

through the sensor. 

 

Figure 2-2: Thermocouple arrangement (a) in the sensor of Sullivan and McDonald and (b) to 

measure the differential temperature 

 

The arrangement to measure the differential temperature for the modified sensor is shown in Fig. 

2-2(b). To obtain the differential temperature, the two identical metals (constantan) of the 

thermocouples were joined together while the two iron wires were fixed to the thermocouple 

connector. The voltage generated between the two iron wires corresponded to the temperature 

difference between the two thermocouple junctions, which represented the differential 

temperature that was measured.  
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2.3 MODIFIED HEAT FLUX SENSOR VALIDATION 

The objective of the validation tests was to provide heat flux data for testing the performance of 

the modified heat flux sensor using differential temperature measurements. To accomplish this, 

transient heat flux tests, constant heat flux tests, and controlled field tests were conducted by 

using an electric-powered radiant heater (Omegalux QH-121260, Omega Engineering, Inc., 

Laval, QC, Canada), a mass loss cone calorimeter (Mass Loss Calorimeter ISO 13927, Fire 

Testing Technology, East Grinstead, West Sussex, UK), and a control field plot respectively.  

For each test, the results were collected by using a stand-alone data acquisition and analysis 

system (DaqPROTM 5300, Fourier Systems Inc., Mokena, IL, USA). The data acquisition 

system used a 16-bit system with 8 channels for data collection. The temperature measurements 

were collected at a sampling rate of 1 Hz (1 data point per second) for the thermocouples from 

the sensors. Also, to establish a benchmark for the tests and to provide data for comparison, a 

calibrated Schmidt-Boelter gauge (64 series, Medtherm Corporation, Huntsville, AL, USA) was 

used along with the original heat flux sensor by Sullivan and McDonald [20]. The cooling water 

flow rate for the Schmidt-Boelter gauge was set to approximately 30 L/hr, with the water supply 

temperature at approximately 22ºC. 

 

2.3.1 Electric Powered Radiant Heater Test 

Transient heat flux tests were conducted with a 0.31 m x 0.31 m (12 in x 12 in) electric-powered 

radiant heater (Omegalux QH-121260, Omega Engineering, Inc., Laval, QC, Canada). The 

radiant heater was rated at 240 VAC, 1 phase, 1660 – 8640 watts, which allowed for incident 

heat fluxes of up to 90 kW/m
2
, with a maximum surface temperature rating of up to 980  C.  The 
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heater was connected to a silicon-controlled rectifier (SCR) power controller (SCR39P- 24-040, 

Omega Engineering, Inc., Laval, QC, Canada), a 1/32 DIN temperature controller (CN7533, 

Omega Engineering, Inc., Laval, QC, Canada), and an AC current indicator (DP450-HACC, 

Omega Engineering, Inc., Laval, QC, Canada) to monitor and control the power output, all of 

which were securely mounted inside a NEMA (National Electrical Manufacturers Association) 

13 enclosure located at 2.44 m (8 ft.) from the heater. Figure 2-3 shows a complete wiring 

diagram of the system. 

 

Figure 2-3: Radiant heater panel wiring diagram. 

 

The radiant heater was securely mounted on to a portable skid. The thermal cube was positioned 

directly in front of the radiant heater (see Fig. 2-4). The thermal cube was clamped on to a 

sliding plate, capable of moving along the skid to vary the exposure energy as a function of the 

distance from the radiant heater (the stand-off distance). The stand-off distances used for the 

tests were 0.102 m (4 in) and 0.152 m (6 in) in order to absorb the maximum possible energy 
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output safely from the radiant heater. Before each test, the samples were shielded from the heater 

by using an aluminum sheet until the heater surface temperature was approximately 120°C. 

Then, the shield was removed to expose the sensor to the thermal load. This shielding process 

ensured that for each test that was performed, the sensors were consistently exposed to the same 

initial heat flux of approximately 2 kW/m
2
 at the 0.102 m (4 in) stand-off distance and 

approximately 4 kW/m
2
 at the 0.152 m (6 in) stand-off distance. The radiant heater was then 

allowed to heat its surface up from 120°C to 620°C to evaluate the response of the thermal cube 

to increasing heat flux values. Each test was performed twice to ensure repeatability and the 

sensor was cooled to within ±10°C of the first test to ensure that the sensor had the same initial 

temperature for each test. 

 

Figure 2-4: Radiant heater test apparatus (dimensions shown are in meters). 
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2.3.2 Mass Loss Calorimeter Test 

By adjusting the temperature settings on the mass loss cone, heat fluxes in the range of those 

produced by typical wildland fires were used in the simulated tests up to a heat flux of 100 

kW/m
2
. For the tests performed in this study, the temperature of the mass loss cone surface was 

set to 600ºC to generate a heat flux of approximately 40 kW/m
2
. This heat flux was selected to 

accord with the heat fluxes observed by Silvani and Morandini [55]. To evaluate the 

effectiveness of the sensor at low heat fluxes, the temperature of the mass loss cone was adjusted 

to 400ºC to generate a heat flux of approximately 15 kW/m
2
. The sensors were positioned 

horizontally at 0.025 m (1 in.) from the edge of the mass loss cone as shown in Fig 2-5. Prior to 

each test, at 40 kW/m
2
 and 15 kW/m

2
, a calibrated Schmidt-Boelter gauge (64 series, Medtherm 

Corporation, Huntsville, AL, USA) was used to ensure that the targeted heat flux values were 

achieved at the set temperature of the mass loss cone.  

The heat flux was varied by opening a shutter for two minutes, closing for one minute, and then 

reopening for another two minutes to evaluate the response of the sensor and demonstrate that 

the sensor was capable of measuring large, abrupt changes in heat flux, similar to tests conducted 

by Sullivan and McDonald [20]. Each test was performed twice to ensure repeatability and the 

sensor was cooled to within ±10°C of the initial temperature condition of the first test. In 

addition, an extended test was conducted to measure the heat flux, where the shutter was left 

open for 5 minutes to evaluate the effectiveness of the sensor when exposed to extended periods 

of low and high heat fluxes. Silvani and Morandini
 
[55] have shown that heat fluxes of burning 

vegetative fuels ranges from 20 to 80 kW/m
2
, for periods of three to four minutes. 
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Figure 2-5: Mass loss cone test apparatus 

 

2.3.3 Controlled Crown Fire Test 

A controlled crown fire test was conducted at the Canadian Boreal Community FireSmart Project 

site, North West Territories (located west off highway #3 approximately 40 km north east of Fort 

Providence) in order to test the capabilities and performance of the sensors in a high heat load 

field environment. The crown fire was initiated in a selected control plot (approximately 7800 

m
2
) adjacent to Plot # I-3 (See Appendix A), where transient temperature data was collected by 

using both the original and modified heat flux sensor. The control burn plot consisted of live and 

dead Jack Pine (Pinus banksiana) stands along with various mixed surface fuels accumulated 

over time.  

The heat flux sensors were placed in the ground, mounted on a 1 m pole approximately 6 m from 

the ignition line with a small hole dug below the sensors that was approximately 50 cm deep in 

order to bury an 8-channel data logger (DaqPROTM 5300, Fourier Systems Inc., Mokena, IL, 

USA), as shown in Fig. 2-6. The logger was buried and wrapped in plastic bags for protection 
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from the anticipated high intensity crown fire and also from the water used during extinguishing 

of the fire. The thermocouples in the sensors were then attached to the logger and were set to 

take a sample every second (1 Hz sampling rate). Both sensors were placed at similar distances 

from the ignition line for purposes of comparing the collected data. An insulated video camera 

box was placed 0.91 m (3 ft.) behind the sensors to observe the fire behavior during the crown 

fire and also how the fire affects the sensors. The plot was then ignited (line ignition) using a 

MYAC Terra-Torch (MYAC Consulting, Sherwood Park, Alberta, Canada), along the upwind 

edge of the control plot as shown in Fig. 2-7, and was burnt to completion.  

 

Figure 2-6: Crown fire sensor and logger placement. 

 

 

Figure 2-7: Crown fire plot layout. 



26 

 

2.4 EVALUATION OF WILDFIRE CHEMICALS 

2.4.1 Wildfire Chemicals Evaluation Apparatus 

The same test skid used for the electric-powered radiant heater test (Section 2.3.1) was also 

utilized to accommodate the test equipment and instrumentation as shown in Fig. 2-8 for the 

wildfire chemicals evaluation. The radiant heater panel was securely mounted on to the skid in 

front of the vegetative fuel sample that was in an aluminum mesh cage (see Fig. 2-8). The 

vegetative fuel sample was mounted on to a calibrated S-Beam type load cell, rated for a 

maximum mass load of 2 kg (4.4 lbs.). The load cell assembly was moved along the skid to vary 

the energy incident on the vegetative fuel sample as a function of the distance from the radiant 

heater (the stand-off distance). The modified custom-built heat flux sensor was positioned 

directly behind the fuel sample. 

For each test, the results were collected by using a stand-alone data acquisition and analysis 

system (DaqPROTM 5300, Fourier Systems Inc., Mokena, IL, USA). The data acquisition 

system used a 16-bit system with 8 channels for data collection. The temperature measurements 

were collected at a sampling rate of 1 Hz by thermocouples connected to the heat flux sensor, as 

well as voltage measurements from the load cell. 
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Figure 2-8: Radiant heater test skid assembly for wildland fire chemical evaluation. 

 

2.4.2 Wildland Fire Chemical Evaluation Methodology 

The wildland fire chemical products that were used in this study were water, foam, gel, and long-

term retardants. The names of these products have been intentionally excluded for proprietary 

reasons. The concentration of the products chosen was within the range of the mix ratio qualified 

by the US Forest Service Specifications [47-49]. Lodgepole Pine (Pinus Contorta) was the 

vegetative fuel sample that was used to evaluate the performance of the specified chemical 

treatments. The pine samples were dried over a 2-month period. The moisture content was 

measured, in accordance with the ASTM D4442 oven dry standard method [56], before the burn 

tests were conducted. This was necessary to ensure that a “dry” sample, with less than 5% 

moisture content, was used to reduce variability in the test results and provide an attainable and 

repeatable condition of the vegetative fuel material. The vegetative samples, weighing 75 g, were 

prepared from the pine branches and then sandwiched inside the 0.31 m x 0.31 m x 0.025 m (12 

in x 12 in x 1 in) aluminum mesh casing. The wildfire chemicals were applied to the vegetative 
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fuel samples by dipping the entire aluminum mesh casing into a container containing the 

suppression chemical. The mesh casing containing the vegetative fuel samples was then mounted 

on the load cell, which was positioned at a stand-off distance of 0.102 m (4 in) from the radiant 

heater. Before each test, the samples were shielded from the heater by using an aluminum sheet 

until the heater surface temperature was approximately 200°C. Then, the shield was removed to 

expose the sample to the thermal load. This shielding process ensured that for each burn test that 

was performed, the vegetative fuel samples were consistently exposed to the same initial heat 

flux of 5 kW/m
2
 at the 0.102 m (4 in) stand-off distance.  

Prior to the combustion tests, an evaluation of the performance of the radiant heater was 

conducted to determine the variation of heat fluxes and temperatures that were experienced by 

the vegetative fuel sample at the specified standoff distance. The response time of the heater was 

measured by a Type-J, 30 gauge thermocouple (iron-constantan) (Omega Engineering, Inc., 

Laval, QC, Canada), from cold start to an operating temperature of 600°C. The heat flux and the 

temperatures were measured at the specified standoff distance by using a Schmidt-Boelter Gauge 

(64 series, Medtherm Corporation, Huntsville, AL, USA) and a Type-J, 30 gauge thermocouple 

(iron-constantan) (Omega Engineering, Inc., Laval, QC, Canada), respectively. The operating 

temperature of the heater was restricted to 600°C, which is the recommended limit for using the 

Schmidt-Boelter Gauge without water-cooling. The results from the evaluation that was 

conducted at the 0.102 m (4 in) standoff distance is shown in Fig. 3-7 (Section 3.5.1). 

The time to glowing ignition was determined by visual observation and with a stopwatch. An 

exhaust fan in the test hood was powered on after the sample started to glow to reduce the 

accumulation of heavy smoke inside the space. The heat flux data was used to determine the time 
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to flaming ignition and the transient mass loss data from the load cell was used for verification of 

that ignition time. Figure 2-9 shows the burn test during combustion of the vegetative sample. 

 

 

Figure 2-9: Burn test during combustion (flaming of vegetative sample after ignition). 
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3. RESULTS AND DISCUSSIONS 

 

3.1 ELECTRIC POWERED RADIANT HEATER TEST 

The resulting incident heat fluxes that were estimated from the heat flux sensors for one of the 

representative tests conducted with the radiant heater at the stand-off distances of 0.102 m (4 in) 

and 0.152 m (6 in) are shown in Fig. 3-1.  

 

Figure 3-1: Incident heat flux curves from the radiant heater tests for stand-off distance of (a) 

0.102m and (b) 0.152m. 
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Initially, Eqn. 2-1 and Eqn. 2-4 were used to generate data points for the incident heat flux curve, 

as predicted with temperature data from the original and modified sensor, respectively. It should 

be highlighted that the initial heat flux was not zero since the initial temperature of the radiant 

heater was 120°C, which produced approximately 2 kW/m
2
 of heat flux at the 0.102 m stand-off 

distance and 3 kW/m
2
 at the 0.152 m stand-off distance. There was an observed over-prediction 

of approximately 3 kW/m
2
 for the initial heat flux estimates from both custom sensors, with 

eventual agreement with the measurements from the commercial Schmidt-Boelter gauge. This 

can be attributed to the smaller surface area of the Schmidt-Boelter gauge that resulted in the 

measurement of a heat flux that was lower than that which was estimated by the custom sensors. 

When the radiant heater was then powered down, there were further deviations between the 

measured heat fluxes of the commercial sensor and those of the custom sensors. This was mainly 

due to the influence of water-cooling that resulted in the rapid removal of heat from the Schmidt-

Boelter gauge, while the custom sensors were only air-cooled.  

At the 0.102 m stand-off distance, there was a linear variation in the incident heat flux as the 

temperature of the radiant heater increased. According to the manufacturer [57], by positioning 

the commercial sensor at 0.0508 m (2 in) from the radiant heater, the sensor was able to absorb 

up to 80% of the emitted radiant energy from the heater. The percentage of radiant energy 

leaving the heater that was incident on the heat flux sensors at 0.102 m stand-off distance was 

determined graphically based on the view factor. The view factor is a function the geometric 

relationship between the size of the radiant heater and the heat flux sensors and the distance 

between them, and it determines how much of the radiated energy is incident on the sensors [58]. 

The radiant heater and heat flux sensor arrangement was assumed to be aligned parallel 

rectangular surfaces and the view factor was determined graphically from Fig. 3-2 [58]. 
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Figure 3-2: View factor for aligned parallel rectangles [58]. 

 

Based on Fig. 3-2, the percentage of the radiant energy that was incident on the heat flux sensors 

was approximately 60% at the stand-off distance 0.102 m. Therefore, the maximum available 

heat flux at 0.102 was approximately 54 kW/m
2
 (based on the heater rated maximum of 90 

kW/m
2
). The observed noise levels in the estimated incident heat fluxes from the sensors data 

was due to the combined result of convection at the surface of the sensors and the absence of 

signal filters. The noise levels from the commercial Schmidt Boelter gauge was minimized due 

to the presence of adequate built-in filters for signal smoothing. 

The maximum heat flux measured by using the commercial Schmidt Boelter gauge was 35 

kW/m
2
 at 295 seconds. The original sensor (Sullivan and McDonald) measured a maximum of 

37 kW/m
2
 at 325 seconds while the modified sensor measured 33 kW/m

2
 at 310 seconds. The 

estimates of maximum heat fluxes for both the modified and original sensors were within 2 

kW/m
2
 of those measured by the Schmidt-Boelter gauge. However, the response time to the 

maximum heat flux of the modified sensor was within 4% of that of the commercial Schmidt-
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Boelter gauge compared to 10% for the original sensor. This indicates that the modified sensor 

had a slightly improved response time to the applied heat load. 

At the 0.152 m stand-off distance, there was less agreement between the measured incident heat 

fluxes among the custom sensors and the Schmidt-Boelter gauge. The increased stand-off 

distance resulted in lower heat flux measurements and slower response times for all the sensors 

as shown in Fig. 3-1(b). The maximum heat flux measured by the commercial Schmidt-Boelter 

gauge was 30 kW/m
2
 at 360 seconds. The original sensor measured a maximum of 35 kW/m

2
 at 

400 seconds while the modified sensor measured a maximum of 31 kW/m
2
 in 425 seconds. The 

measured maximum heat fluxes of the modified sensor were within 1 kW/m
2
 of the Schmidt-

Boelter gauge compared to 4 kW/m
2
 for the original sensor. The response time to the maximum 

heat flux of the modified sensor was within 17% of the commercial Schmidt-Boelter gauge 

compared to 11% for the original sensor. The faster response time can be attributed to the higher 

thermal conductivity of the copper material (approximately 400 W/m-K at 300 K [59]) of the 

commercial Schmidt-Boelter gauge. The custom sensors were fabricated from aluminum metal 

with a thermal conductivity of approximately 240 W/m-K at 300 K [59]. 

To investigate the effects of natural convection in a mixed radiation convection environment, the 

dimensionless Rayleigh number (Ra) was examined at the 0.102 m and 0.152 m stand-off 

distances, where the problem was assumed to be flow over a vertical plate subjected to uniform 

surface heat flux. The Rayleigh number is: 

2

3 Pr)(
Ra


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H
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where g is gravity, β is the compressibility factor of the fluid, (Ts - T∞) is the temperature 

difference between the surface of the sensor and the ambient surroundings, H is the height of the 

sensor, Pr is the Prandtl number, and υ is the kinematic viscosity of the fluid. The Rayleigh 

number confirms the possibility of free convective currents at the front face of the sensor, further 

increasing the energy loss due to convection [60]. To obtain an estimate of the heat loss due to 

convection at the 0.102 m and 0.152 m stand-off distances, it was noted that the temperature 

difference between the surface of the sensor and the ambient surroundings was approximately 

170
 
K and 120 K, respectively (based on the actual maximum measured temperatures during the 

tests). The properties of air were found at the film temperature [61] and are shown in Table 3-1. 

The Rayleigh number at the 0.102 m and 0.152 m was calculated to be 8.0 x 10
5
 and 7.0 x 10

5
, 

which is below the critical Rayleigh number (10
9
) for transition from laminar to turbulent free 

convective flow [60].  Also, the boundary layer approximation for free convection was valid 

since the Rayleigh number was greater than the critical Rayleigh number = 10
4
 [60]. 

Table 3-1: Properties of air at film temperature [61]. 

Standoff Distance 

(m) 

Film Temp.  

(K) 
k (W/mK) Pr υ (m

2
/s) β (1/K) 

0.102 378 0.03095 0.7090 2.400 x 10
-5

 2.65 x 10
-3

 

0.152 370 0.03150 0.7111 2.306 x 10
-5

 2.70 x 10
-3

 

 

The average convective heat transfer coefficient was calculated by using the similarity solution 

given by Jiji [60]. The average heat transfer coefficient, h  at the 0.102 m and 0.152 m stand-off 

distance was calculated to be 11.60 W/m
2
K and 11.30 W/m

2
K, respectively. With Newton’s law 

of cooling [60], 
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_

.     (3-2) 

The estimated heat flux lost due to free convection from the surface of the sensor was 

approximately 2.00 kW/m
2
 at the 0.102 m stand-off distance and 1.43 kW/m

2
 at the 0.152 m 

stand-off distance. This result indicates that there was heat loss due to free convection during the 

tests that were conducted at the varying stand-off distances. The estimates of the free convective 

losses that occur were insignificant compared to the measured heat fluxes that were greater than 

30 kW/m
2
. It should be noted that the temperature data that was used to calculate the heat lost 

due to convection were at the maximum heat flux for each test. As the temperature difference 

between the surface of the sensor and the ambient surroundings decreases, the heat flux lost due 

to free convection will also decrease.  

The main factor that was pertinent for reduction in the heat flux at the increased stand-off 

distance was the reduction in radiant power. Based on Fig. 3-2, the view factor at the 0.152 m 

stand-off distance was determined to be approximately 50% of the maximum energy output from 

the radiant heater and that was incident on the sensors, compared to 60% at the 0.102 m stand-off 

distance.  

 

3.2 MASS LOSS CALORIMETER TESTS 

High Heat Flux Scenario. Previous research has shown that the heat flux of burning surface 

vegetative fuels ranges from 20 to 80 kW/m
2
 [55]. For the purposes of this current study, high 

heat flux scenarios will be those in which the incident heat flux on the sensor is 40 kW/m
2
 or 

higher. The resulting incident heat fluxes that were estimated from the heat flux sensors for one 
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of the representative tests conducted with the mass loss cone are shown in Fig. 3-3(a). The 

response of the sensor during the tests, where abrupt changes of heat flux were induced, can be 

seen in the figure. Once the shutter on the cone calorimeter was opened on each cycle, it was 

observed that steady-state was not achieved immediately. The Schmidt-Boelter gauge achieved 

steady state within 10 seconds after opening the shutter while the custom sensors achieved 

steady-state within approximately 20 seconds. The faster response time of the Schmidt-Boelter 

gauge can be attributed to the higher thermal conductivity of the copper material construction. At 

the end of the tests, beyond 120 s and 300 s, there were deviations in the measured heat flux 

between the custom sensors and the Schmidt-Boelter gauge. This deviation was due to the 

emitted radiation from the custom sensors to the shutter of the mass loss cone and ultimate 

reflection back to the sensors. This also occurred with the Schmidt-Boelter gauge since it 

measured a small heat flux at the end of the test. However, due to its smaller surface area, the 

measured heat flux was lower than that which was estimated by the custom sensors. This 

deviation was also observed by Sullivan and McDonald [20]. The influence of water cooling in 

the Schmidt-Boelter gauge was also a factor. 

From the transient heat flux curve shown in Fig. 3-3(a), there is close agreement between the 

measured heat flux values of the Schmidt-Boelter gauge and those measured by the custom 

sensors once steady-state operation was achieved. The agreement became more pronounced on 

the second cycle, after 180 s, and after achieving steady-state. The targeted heat flux from the 

mass loss cone was 40 kW/m
2
. It was observed that, at steady-state, the heat flux values 

fluctuated slightly. This level of noise was due to the unsteady forced convection caused by an 

exhaust fan within the mass loss cone and the small clearance between the edge of the mass loss 

cone and the sensors. The average steady-state heat flux that was measured by using the 



37 

 

Schmidt-Boelter gauge was 37 ± 1 kW/m
2
 (n = 240), 34 ± 3 kW/m

2
 (n = 240) for the original 

sensor, and for the modified sensor, it was 35 ± 2 kW/m
2
 (n = 240). The modified sensor 

produced slightly less variations in the heat flux and the average steady-state incident heat flux 

was in closer agreement to that measured by the commercial Schmidt-Boelter gauge. 

 

Figure 3-3: Incident heat flux curve from the mass loss cone tests at 40 kW/m
2
 over (a) short, 

abrupt time periods and (b) an extended time period. 
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In industrial practice, the measurement and estimation of incident heat fluxes from high heat load 

sources such as wildland fires will need to be captured over long time periods [52]. Figure 3-3(b) 

shows transient heat flux results from the original sensor, the modified sensor, and the Schmidt-

Boelter gauge for extended operation of the mass loss cone. The average steady-state heat flux 

that was measured using the Schmidt-Boelter gauge was 39 ± 1 kW/m
2
 (n = 300), for the original 

sensor, it was 38 ± 3 kW/m
2
 (n = 300), while for the modified sensor it was 38 ± 2 kW/m

2
 (n = 

300). The custom sensors (original and modified) were able to measure intense heat fluxes over 

extended time periods similar to those observed in field experiments [55]. This suggests that the 

modified sensor would also perform satisfactorily under conditions of outdoor field fires. At 

steady-state, the temperatures at any given point in the custom-made sensors are constant, even 

though there is a spatially varying temperature distribution. The absence of transient temperature 

variation in the sensors eliminates errors due to response of the sensors, and improves agreement 

among the predicted incident heat fluxes. 

 

Low Heat Flux Scenario. In order to observe the response of the sensors exposed to low 

incident heat fluxes, the mass loss cone test was conducted at a targeted heat flux of 15 kW/m
2
. 

The resulting transient heat fluxes for one of the representative tests over an extended time 

period, is shown in Fig. 3-4.  
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Figure 3-4: Incident heat flux curve from the mass loss cone tests at 15 kW/m
2
 over an extended 

period. 

 

The noise in the data from the sensors, as shown in Fig. 3-4, became more pronounced at lower 

steady-state incident heat fluxes as a result of the relative increased impact of forced convection 

at the surface of the sensors with the absence of adequate filters. For the custom sensors, the 

smaller temperature difference resulted in a larger error. The average steady state heat flux that 

was measured using the Schmidt-Boelter gauge was 14 ± 0.5 kW/m
2
 (n = 300), for the original 

sensor, it was 17 ± 4 kW/m
2
 (n = 300), while for the modified sensor, it was 15 ± 2 kW/m

2
 (n = 

300). These tests showed closer agreement between the measured incident heat flux values of the 

commercial Schmidt-Boelter gauge and those estimated by using the modified sensor. The 

modified sensor also had less variation in the steady-state incident heat flux compared to the 

sensor developed by Sullivan and McDonald
 
[20], as evidenced by the lower standard deviation 

reported with the average steady-state heat flux. 
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3.3 CONTROLLED CROWN FIRE TEST 

 

The modified heat flux sensor performed well in the electric-powered radiant panel and mass 

loss cone tests that were conducted. It was then necessary to evaluate the performance of the 

custom-built sensors in a real fire scenario, such as a high intensity crown fire. The surface fuels 

in a plot were ignited and quickly became a fast moving crown fire with observed laddering from 

the surface to aerial fuels. The transient heat flux calculated from the model as measured by the 

original and modified sensors is shown in Fig. 3-5. 

 

Figure 3-5: Transient incident heat flux curve from the controlled crown fire. 

 

The heat flux does not begin at zero due to starting the logger long before the fire was ignited. 

The initial energy originated from the solar radiation incident on the surface of the sensors after 

being left in position for over two hours. The heat flux increased rapidly as the crown fire 

propagated and the flame engulfed the sensors completely and continued to burn past it, as 

shown in Fig. 3-6.  
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Figure 3-6: Images of the heat flux sensors under extreme crown fire conditions (a) flame front 

approaches, (b) sensors fully engulfed in flames, (c) after the flame passes the sensors. 

 

The delay observed in Fig. 3-5 is as a result of the sensor placement relative to the path of the 

fire. The original heat flux sensor observed a maximum heat flux of approximately 136 kW/m
2
 

while the modified sensor observed a maximum of approximately 132 kW/m
2
. The maximum 

heat fluxes measured are similar in magnitude to those observed by Frankman et al. [14]. The 

difference in the measured maximum heat flux between the sensors was estimated to be 

approximately 3%. After the fire had passed, a small amount of energy remained due to some 

small spot fires that were still burning. The crown fire test provided evidence of the successful 

performance of the heat flux sensors under high heat load, direct flame conditions. 
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3.4 UNCERTAINTY ERROR ANALYSIS 

The propagation of uncertainty errors in the heat flux estimates was determined by using Eq. (3-

3), which is based on a similar analysis conducted by Sullivan
 
[52]. Equation (3-3) states 
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In Eq. (3-3), ω is the error variable of the measured quantity, L is the thickness of the sensor, d is 

the depth into the sensor where a thermocouple is located, T1(t) is the backside temperature, 

T(d,t) is the temperature at location d in the sensor, and ΔT is the measured differential 

temperature. The data from the mass loss cone tests (see Table 3-2) were used in Eqs. (2-2) and 

(3-3) to estimate the errors in the estimates of the incident heat fluxes obtained from the original 

sensor and the modified sensor, respectively. 

 

Table 3-2: Data values from the mass loss cone test for calculation of error values. 

Test High Heat Flux 

(Approximately 42 kW/m
2
) 

Low Heat Flux 

(Approximately 13 kW/m
2
) 

 Original Heat 

Flux Sensor 

Modified (J-Type) 

Heat Flux Sensor 

Original Heat 

Flux Sensor 

Modified (J- Type) 

Heat Flux Sensor 

t (s) 234 271 26 20 

T(d, t) (˚C) 271.74 259.60 107.83 107.31 

T1(t) (˚C) 268.73 256.14 106.79 106.10 

L (mm) 22.23 22.23 22.23 22.23 

d (mm) 3.18 3.18 3.18 3.18 

T∞ (˚C) 22 22 22 22 

Heat Flux (kW/m
2
) 42.31 42.26 13.00 13.14 

Calculated Error: 54% 32% 110% 90% 
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The error values obtained using the original sensor design by Sullivan and McDonald for the low 

heat flux condition was 110% and for the high heat flux condition, it was 54%. On implementing 

the new thermocouple circuitry, and by using the differential temperature, rather than the 

absolute temperatures, the error in the low heat flux condition was reduced to 90% while that in 

the high heat flux condition was reduced to 32%. As stated in Section 2.1, the actual 

thermocouple errors may in fact be less than the manufacturer’s stated limit of error of 1.1°C, 

resulting in lower and more acceptable errors in the heat flux estimates. To determine the actual 

errors in the heat flux estimates, would require the actual thermocouple errors to be determined 

through rigorous calibration procedures.  

To reduce the errors further, the J-Type thermocouples could be replaced by R- or S-Type 

thermocouples. The R- or S-Type thermocouples have a manufacturer-rated error of 0.6°C and 

using the aforementioned data in this study, they would possibly yield an error of 50% in the low 

heat flux condition and 19% in the high heat flux condition, which is a significant reduction in 

the errors obtained when the J-Type thermocouples are used. This option would however prove 

to be more expensive. 

 

3.5 WILDLAND FIRE CHEMICAL EVALUATION 

3.5.1 Radiant Heater Evaluation 

An evaluation of the performance of the radiant panel heater was necessary to determine the heat 

fluxes and temperatures to which the vegetative fuel samples at the specified stand-off distance 

0.102 m (4 in). The result from the evaluation that was conducted at the standoff distance is 
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shown in Fig. 3-7. The figure shows that as the radiant heater panel surface temperature 

increases, there is a resulting proportional increase in the heat flux at the stand-off distance.  

 

Figure 3-7: Relationship between the heat flux at the stand-off distance of 0.102 m and the 

radiant heater surface temperature. 

 

Based on the results from the evaluation, placing the vegetative fuel samples at the specified 

standoff distance from the heater was adequate to provide the required heat flux of 18 kW/m
2
 for 

ignition during the heating up process. This required heat flux for ignition of the vegetative was 

identified by Sullivan [52] during a similar study on vegetative fuels. The view factor from the 

electric-powered radiant heater was similar to that determined during the radiant heater test in 

Section 3.1 at the 0.102 m stand-off distance. Therefore, the maximum available heat flux at the 

specified stand-off distance at the vegetative fuel sample was approximately 54 kW/m
2
. 
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3.5.2 Heat Flux Data 

The main feature of the test methodology was the incorporation of a heat flux sensor to 

determine the ignition time of vegetative fuel samples. The data gathered from the heat flux 

sensors was therefore investigated. Figure 3-8 shows a curve of the incident heat flux on the 

original sensor that originated from the heated, untreated vegetative fuel. The curve shows that 

after approximately 190 seconds of heating, the heat flux originating from the fuel increases 

suddenly, which is indicative of ignition that caused flaming. Given the level of noise in the data, 

the glowing ignition time cannot be confidently identified using this method. As the sample 

burned, the heat flux increased to a maximum value, and decreased as the material was 

consumed by the fire. Similar interpretations of signals have been presented, where a relation 

between the patterns of voltage signals indicated the occurrence of a physical phenomenon or a 

change in a measured parameter [62]. 

 

Figure 3-8: Mean ignition time of an untreated vegetative fuel sample from transient heat flux 

data (original heat flux sensor by Sullivan and McDonald). 
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The modified heat flux sensor was also used to evaluate the transient heat flux that was generated 

during the heating of the fuel. Figure 3-9 shows a curve of the incident heat flux on the modified 

sensor that originated from the heated, untreated vegetative fuel. The curve is similar to that of 

the original sensor where, after approximately 190 seconds of heating, the heat flux originating 

from the fuel increases suddenly, which is indicative of ignition that caused flaming. This further 

validates the accuracy of the modified sensor following the mass loss cone tests. The difference 

observed between Figs. 3-8 – 3-9 for the maximum heat flux incident on the sensors at ignition 

can be attributed to the non-uniformity and inhomogeneity of the composition of the vegetative 

fuel samples that were used. 

 

Figure 3-9: Mean ignition time of an untreated vegetative fuel sample from transient heat flux 

data (modified heat flux sensor). 
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3.5.3 Transient Mass Loss Data 

Transient mass loss data was used to validate the time-to-ignition that initiated flaming of the 

fuel as measured from the heat flux sensors. A graph of the transient mass of an untreated 

vegetative fuel sample is shown in Fig. 3-10. The time at which flaming was initiated (190 

seconds) is indicated by a sharp, nearly singular, decrease in the mass of the fuel as it is 

consumed during the burning process. Given the level of noise in the data, the glowing ignition 

time cannot be confidently identified using this method. 

 

Figure 3-10: Mean ignition time of an untreated vegetative fuel sample from transient mass data. 

 

Comparison of the mean ignition times obtained from the heat flux (both the original and 

modified sensors) and transient mass loss data are presented in Table 3-3. The results show that 

the variation in the ignition times required for flaming of the fuel, as determined from data from 

the two methods, was less than 2%. The results from the two methods were also in accord with 
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respect to the time at which the flame was extinguished and the burnt fuel began to cool. From 

Figs. 3-8 – 3-10 for the untreated vegetative fuel sample, that time appears to be approximately 

225 seconds after initial heating of the fuel. For the transient mass, the mass did not decrease 

further beyond 225 seconds and for the transient heat flux, the heat flux began to decrease from a 

maximum at approximately the same time. Table 3-3 also presents ignition time data for the 

treated vegetative fuels. The transient heat flux and mass loss curves for the treated fuel samples 

were characteristically similar to those of the untreated fuel, with quantifiable differences in the 

ignition time due to the treatment type. 

 

Table 3-3: Comparison of average flaming ignition time from the heat flux and mass loss data. 

Treatment Flaming Ignition Time 

(sec) – Original Sensor 

Heat Flux 

Flaming Ignition Time 

(sec) – Modified Sensor 

Heat Flux 

Flaming Ignition Time 

(sec) – Mass Loss 

Untreated 182 180 184 

Water 210 208 209 

Gel 308 304 307 

Foam 341 338 342 

Long-Term Retardant No Ignition (> 900 seconds) 

 

 

3.5.4 Wildfire Chemicals Performance 

The mean ignition times, based on glowing ignition and flaming ignition, for each of the 

treatments that were explored are shown in Table 3-4, along with the standard deviation and 

number of tests (n) that were conducted. The glowing ignition time data that are presented in the 

table were gathered manually with the use of a stopwatch and visual observation. The data for 
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the time to flaming ignition were determined from the transient heat flux (using the modified 

sensor developed in this present study) and mass loss measurements. Glowing ignition is 

characterized by solid phase combustion of the charred products, which is then immediately 

followed by flaming ignition (combustion of volatile gases). The heat flux and transient mass 

loss data were not able to indicate the time at which glowing ignition occurred. 

 

Table 3-4: Results from the burn tests for the different wildfire chemicals. 

Treatment Glowing Ignition Time 

(sec.) - Visually 

Flaming Ignition Time 

(sec.) – Modified sensor 

Flaming Ignition Time 

(sec.) – Visually 

Untreated 167 ± 3 (n = 12) 180 ± 4 (n = 12) 184 ± 8 (n = 12) 

Water 179 ± 10 (n = 15) 208 ± 8 (n = 15) 215 ± 13 (n = 15) 

Gel 270 ± 25 (n = 12) 304 ± 22 (n = 12) 308 ± 25 (n = 12) 

Foam 309 ± 28 (n = 10) 338 ± 38 (n = 10) 339 ± 40 (n = 10) 

Long-Term Retardant No Ignition (> 900 seconds) 

 

The results presented in Table 3-4 show the variations in the ignition time (both glowing and 

flaming ignition) for the different treatments, with the untreated fuel serving as an experimental 

control. The results confirm that the flaming ignition time as determined from the modified 

sensor is in close agreement with the flaming ignition time obtained visually. There was a delay 

in the transition of the ignition time from glowing ignition to flaming ignition as shown in the 

table. As the vegetative fuel is heated by the radiant heater, off-gassing and charring is initiated, 

followed by the combustion of volatile gases. 

From the results, the most effective treatment that delayed ignition was the long-term retardant-

based chemical. As expected, the untreated sample had the shortest ignition time. The long-term 
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fire retardant gains its effectiveness through the use of chemicals, which alters the combustion 

process. The active ingredient, salt, permits pyrolysis at a lower temperature and promotes the 

formation of water (H2O), carbon dioxide (CO2) gas, and char, at the expense of flammable 

gases. The vegetative sample itself does not burn. Rather, the gases that are produced through 

pyrolysis ignite when the “flash point” is reached, and provide the heat necessary to produce 

more flammable gases. This “flash point” was not attainable using this test methodology. 

However, incorporation of a reliable piloted ignition source may influence the ignition of the 

long-term retardant-treated samples. 

 

3.5.5 Statistical Analysis 

A statistical analysis, using a two sided t-test at a significance level of α = 0.05, was conducted 

on the mean time to flaming ignition (as measured by the developed modified sensor) to 

determine whether the results from the burn test were statistically different for the various 

treatments. A review of the t-test hypothesis procedure has been provided elsewhere [63]. The 

hypothesis is stated as follows, that 

   210 :  H
  Null Hypothesis        (3-4) 

   211 :  H   Alternative Hypothesis       (3-5) 

where µ1 = mean ignition time of treatment type A and µ2 = mean ignition time of treatment 

type B. 
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The appropriate test statistic to use for comparing the average ignition time is: 
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where 1y and 2y  = mean ignition time of treatment A and B, respectively, n1 and n2 = sample 

sizes of A and B, respectively, and Sp = estimate of the common variance. 

In order to determine if H0: µ1 = µ2 should be rejected, to is compared with the t-distribution 

tables with n1 + n2 – 2 degrees of freedom. If │to│> tα/2,n1+n2-2, where tα/2,n1+n2-2 is the upper α/2 

percentage point of the t-distribution with n1 + n2 – 2 degrees of freedom, H0 should be rejected 

and this would indicate that the means differ [63]. The results from the t-tests are shown in Table 

3-5 for the different wildland fire chemical treatments. 

 

Table 3-5: t-test results of the average (mean) flaming ignition times through comparison of the 

wildfire chemicals. 

Treatment Mean Ignition Time (s) t-Value Calculated t-Value Distribution Tables
63

 

Untreated vs. 

Water 

180 ± 4 (n = 12) 11.0 1.7 

208 ± 8 (n = 15) 

Untreated vs. 

Foam 

180 ± 4 (n = 12) 14.4 1.7 

338 ± 38 (n = 10) 

Untreated vs. 

Gel 

180 ± 4 (n = 12) 19.2 1.7 

304 ± 22 (n = 12) 

Water      vs. 

Foam 

208 ± 8 (n = 15) 12.9 1.7 

338 ± 38 (n = 10) 

Water      vs. 

Gel 

208 ± 8 (n = 15) 15.7 1.7 

304 ± 22 (n = 12) 

Foam       vs. 

Gel 

338 ± 38 (n = 10) 2.6 1.7 

304 ± 22 (n = 12) 
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Based on the results presented in Table 3.5, and since the calculated t-values in each case is 

greater than the t-value from the distribution tables, it can be concluded that the mean flaming 

ignition times are statistically different for the different treatments. This result suggests that the 

test methodology developed is effective in comparing the different wildfire chemicals. 
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4. THERMAL CANISTER DEVELOPMENT 

 

The methodology for evaluating the performance of wildfire chemicals required measurement of 

the time-to-ignition based on heat flux data. However, the incident heat flux data by itself may 

not be considered a quantity that allows for a complete evaluation of the relative performance of 

wildfire chemicals. From the combustion process, the incident heat flux may vary based on the 

orientation and position of the heat flux sensor relative to the burning sample. Based on the 

design of the custom-built thermocouple-based heat flux sensors, it may be possible to develop a 

suitable method to measure the total heat release rate from the combustion process which takes 

advantage of the heat flux data. From the literature review, it was found that the heat release rate 

was considered to be a significant property for the purpose of product evaluation and 

performance, and the heat release rate is typically measured by using a calorimeter [50-51]. The 

idea of a custom-built thermal calorimeter, hereinafter known as the “Thermal Canister,” was 

conceptualized in this present study. The calorimeter that was developed would be an expansion 

on the concept of the custom-built thermocouple-based heat flux sensors. The thermal canister 

was designed to measure the heat release rate along with the ignition time from a burning fuel, in 

a fashion similar to that of the sensible enthalpy calorimeter [50]. Details of the mathematical 

modelling and fabrication of the thermal canister are discussed further in the following sections. 

 

4.1 THERMAL CANISTER FABRICATION AND OPERATION 

The thermal canister was fabricated completely from 6061 aluminum plate. The dimensions for 

each of the canister walls were 0.508 m x 0.279 m x 0.01905 m (See Appendix A). The total 
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internal volume of the thermal canister was approximately 0.033 cubic meters. The canister 

walls, cover plate, and exhaust pipe were fabricated for easy assembly/or disassembly for the 

mounting/or dismounting of the samples. The parts of the canister were connected by socket 

head cap screws. The connection points were sealed using M-board insulation (M-board, 

Industrial Insulation Group, Augusta, GA, USA) to prevent the escape of exhaust product from 

the system. The internal faces of the canister walls were painted with a high temperature black 

spray paint similar to the custom-built heat flux sensors to increase the emissivity so that it 

approached that of an ideal black body and also to enhance absorption of almost all radiation 

heat transfer. In each wall and cover, eight 1.98 mm (0.078 in.) diameter holes were drilled to 

allow for insertion of the thermocouples, as shown in Fig 4-1. The thermocouples that were 

located at the center of the walls and cover were used to validate the model experimentally. The 

data from the thermocouples was used to generate transient temperature profiles and to establish 

the boundary conditions at the internal and external face of each wall. Similar to the custom-built 

heat flux sensors, Type J, 30 gauge thermocouples were selected. The thermocouples were wired 

to measure the differential temperature as shown in Fig. 2-2. A 6.35 mm diameter hole was 

drilled into the exhaust pipe to accommodate the insertion of a Pitot tube and thermocouple. 
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Figure 4-1: Representation of the thermal canister walls. 

 

The thermal canister‘s complete configuration included a 0.31 m x 0.31 m (12 in x 12 in) 

electric-powered radiant heater (Omegalux QH-121260, Omega Engineering, Inc., Laval, QC, 

Canada). The radiant heater was rated at 240 VAC, 1 phase, 1660 – 8640 watts, which allowed 

for incident heat fluxes of up to 90 kW/m
2
, with a maximum surface temperature rating of the 

heater of up to 980  C. The radiant heater was used to provide a uniform heat flux to ignite the 

test samples. The heater was arranged horizontally below the thermal canister at a distance of 

0.102 m. The final system configuration is shown in Fig. 4-2.  
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Figure 4-2: a) Thermal canister configuration, b) exploded view of the thermal canister. 

 

 

4.2 THERMAL CANISTER MATHEMATICAL MODEL 

A heat conduction model was developed to determine the temperature distribution in the thermal 

canister, containing the fuel samples to be combusted, was based on the assumption of uniform 

heating of a rectangular-shaped body. Similar to the heat flux sensor developed by Sullivan and 

McDonald [20], the model was idealized as a one-dimensional, finite-length scale problem. It 

was assumed that heat transfer across the exposed walls of the canister was relatively uniform. In 

addition, the high thermal diffusivity of aluminum facilitated the reduction of any thermal 

fluctuations that may occur. 

The separation of variables method was used to solve for the temperature distribution in each 

plate and then determine the total incident heat flux on all the plates. In order to model the 
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thermal canister, the walls were subdivided into two even different sections along lines of 

symmetry as shown in Fig. 4-3a. Consider the following plate with thickness, W as shown in Fig. 

4-3b: 

 

Figure 4-3: (a) Representation of the thermal canister wall showing line of symmetry and (b) 

schematic for the mathematical model. 

 

To determine whether the wall can be assumed to be one-dimensional, the Biot number (Bi) was 

verified. If the Biot number is less than 0.1, then the problem can be modelled as one-

dimensional [64]. The Biot number is defined as: 

k

h
Bi ,          (4-1) 

where h is the heat transfer coefficient, k is the thermal conductivity of the wall material, and δ is 

the half thickness. Aluminum 6061 was the material chosen based on its high thermal diffusivity, 

high thermal conductivity, high melting point of approximately 580 to 650ºC [65], and relatively 

constant thermal conductivity at elevated temperatures beyond 0
o
C [66]. The heat transfer 

coefficient, h, was estimated to be 13.3 W/m
2
K, and was based on the assumption of free 
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convective flow over a vertical plate subjected to uniform heat flux as determined by Sullivan 

and McDonald for the maximum temperature differences expected in wildland fire conditions 

[20]. The thermal conductivity of the material, k, was 167 W/mK [59] and the half thickness, δ 

was calculated to be 0.0095 m. Therefore, the Biot number is: 

00076.0
K W/m167

m 0095.0K W/m3.13
Bi

2

2




 . 

Since Bi = 0.00076 <<< 0.1, the one dimensional model assumption is justified. 

The one-dimensional governing equation for the temperature distribution in the canister plate 

shown in Fig. 4-3 is given by 

t

T

x

T












1
2

2

’             (4-2) 

where α is the thermal diffusivity of the material, which is defined as α = k/ρcp, and represents 

the ability of a material to adjust to temperature changes. 

The boundary and initial conditions are given by: 

)(),0( 1 tTtT  ,         (4-3) 

)(),( 2 tTtWT  ,        (4-4) 

iTxT )0,( .         (4-5) 

Since the boundary conditions of Eqs. (4-3) and (4-4) are non-homogeneous, the method of 

superposition and separation of variables was used to solve the governing equation. Therefore, a 

solution of the form  
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)(),(),( xtxtxT  ,
        (4-6) 

was assumed, where Ψ depends on x and t for the homogenous solution and Φ depends on x, only 

for the particular solution. 

Equation (4-6) was substituted into the governing equation of Eq. (4-2) to yield 

txx 















1
2

2

2

2

.        (4-7) 

The homogenous and non-homogeneous terms of Eq. (4-7) were separated into two equations, 

one for Ψ(x,t) and the other for Φ(x) to give 

tx 










1
2

2

,         (4-8) 

0
2

2






x
.          (4-9) 

Boundary conditions to solve Ψ(x,t) and Φ(x) were obtained by substituting Eq. (4-7) into the 

boundary and initial conditions. Therefore, the boundary condition at x = 0 in Eq. (4-3) gives 

)()0(),0( 1 tTt  .        (4-10) 

For a simple homogeneous problem, let 

0),0(  t .        (4-11) 

Therefore 

)()0( 1 tT .        (4-12) 
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Similarly, substituting the boundary condition at x = W in Eq. (4-4) gives 

)()(),( 2 tTWtW  .       (4-13) 

Let 

0),(  tW .        (4-14) 

Therefore 

)()( 2 tTW  .        (4-15) 

The initial condition gives 

iTxx  )()0,( .         (4-16) 

Rearranging Eq. (4-16) yields 

)()0,( xTx i  .       (4-17) 

Starting with the simple linear ordinary differential equation, Eq. (4-9) was solved by integrating, 

yielding 

BAxx  )( ,         (4-18) 

where A and B are the constants of integration. Application of the boundary conditions of Eqs. 

(4-12) and (4-15) to Eq. (4-18) gives the two constants of integration as 

1TB  , 

)(
1

12 TT
W

A  . 
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Therefore, the solution becomes 

112 )(
1

)( TxTT
w

x  .        (4-19) 

The solution of Ψ(x,t) in Eq. (4-8) is obtained using the method of separation of variables. 

Therefore, a product solution was assumed in the form 

)()(),( txXtx  ,         (4-20) 

where X depends on x, only and τ depends on t, only. 

Equation (4-8) was substituted into Eq. (4-20) to give  

X
dt

d

dx

Xd 




1
2

2

 .         (4-21) 

Separating the variables and setting the resulting equation equal to a constant, ± 2
n , gives 

02

2

2

nn
n X

dx

Xd
 ,         (4-22) 

02 nn
n

dt

d



 .         (4-23) 

Since the x-variable has two homogeneous boundary conditions, the eigenvalue is positive. 

Therefore, Eqs. (4-22) and (4-23) become 

02

2

2

 nn
n X

dx

Xd
 ,         (4-24) 

02  nn
n

dt

d



.         (4-25) 
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For the case n = 0 (λn = 0), the equations become 

0
2

0
2


dx

Xd
,          (4-26) 

00 
dt

d
.          (4-27) 

The simple ordinary differential equations of Eqs. (4-26) and (4-27) were solved by direct 

integration, which yields 

000 )( BxAxX  ,         (4-28) 

00 )( Ct  .          (4-29) 

where A0, B0, and C0 are the constants of integration. Applying the boundary conditions of Eq. 

(4-11) and (4-14) and the initial condition (4-17) to Eqs. (4-26) and (4-27) gives a trivial solution 

0)(0 xX , 

0)(0 t . 

When n is greater than zero, integration of Eqs. (4-24) and (4-25) yields  

xBxAxX nnnnn  cossin)(  ,       (4-30) 

t
nn

neCt
2

)(
 

 ,         (4-31) 

where An, Bn, and Cn are the constants of integration. Then applying the boundary condition from 

Eq. (4-11) yields 
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0)( xBn . 

Also, applying the boundary condition from Eq. (4-14) gives 

0sin WA nn  . 

Therefore, the characteristic equation for λn is  

W

n
n


  , where ...3 2, 1,n          (4-32) 

Therefore, the complete homogeneous solution becomes 







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1

sin),(
2

n

n
t

n xeatx n 
,       (4-33) 

where an = AnCn. 

Applying the initial condition of Eq. (4-17) gives 








1

sin)(

n

nni xaxT  .        (4-34) 

To solve for an, the concept of orthogonality was applied [64]. The characteristic function, sin 

λnx in Eq. (4-34) are solutions to Eq. (4-24). Equation (4-24) was compared with the Sturm 

Liouville equation shown in Eq. (4-35) [64]: 

  0)()()( 2 







nn

n Txwxq
dx

dT
xp

dx

d
  ,       (4-35) 

where )()(,)(,)( 32
1

xpaxwdxaxqexp
dxa

 
. 
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For this problem, ,21 aa  ,13 a ,1)()(  xwxp and .0)( xq Multiplying both sides of Eq. (4-

34) by sin λnx, integrating from x = 0 to x = W, and invoking orthogonality gives 

 

W W

nnni xdxaxdxxT

0 0
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
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 .  (4-36) 

Substituting an into Eq. (4-33), the temperature distribution in the section becomes 









1

112 sin)(
1

),(
2

n

n
t

n xeaTxTT
W

txT n 
.     (4-37) 

The series solution of Eq. (4-37) decays rapidly as n and λn increase due to the exponential decay 

function. Therefore, for times greater than approximately two seconds, the term 
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






1

sin
2

n

n
t

n xea n 
 has negligible effect on the final solution and was neglected. A similar test was 

also employed by Sullivan and McDonald [20]. The reduced solution then becomes 

112 )],0(),([
1

),( TxtTtWT
W

txT  .      (4-38) 

Finally, the heat flux is given by 

q"(t)= -k
dT(x, t)

dx
.         (4-39) 

Substituting Eq. (4-38) into Eq. (4-39) gives 

q"(t) = -k
1

W
[T2(W, t)-T1(0, t)]

é

ë
ê

ù

û
ú.       (4-40) 

A similar solution for the heat flux was also determined by Sullivan and McDonald [20]; 

however a boundary condition of the second kind was used. The heat flux is a function of time 

and is spatially independent. The dependence on time originates from the dependence of the 

measured temperatures on time. It should also be highlighted that based on the uncertainty error 

analysis that was conducted in Section 3.4, Eq. (4-40) requires the determination of only the 

dimensional length, W, which will result in a reduction in the propagation of uncertainty error. In 

the model presented by Sullivan and McDonald [20], two-dimensional lengths (L, d) were 

required, which results in an increased uncertainty in the measured heat flux. 
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4.2 ESTIMATION OF LOSSES 

4.2.1 Radiation Losses 

The model does not take into account radiation heat transfer. Therefore, Eq. (4-40) needs to be 

corrected for the radiation reflected from the surface and the radiation emitted as it increases in 

temperature. Sullivan and McDonald [20] performed an energy balance (as shown in Fig. 4-4) on 

the thermal cube sensor, which yielded the net heat flux measured by the sensor as the incident 

heat flux minus the reflected and emitted heat flux to give [20] 

q"net (t)= q"incident (t)-q"reflected(t)-q"emitted(t) .     (4-41) 

The reflected heat flux will depend on the absorptivity of the surface, and it will be assumed to 

be equal to the emissivity [20]. Furthermore, since the body is opaque, radiation will not transmit 

through the body. Therefore, the reflected heat flux is  

q"reflected(t)= (1-e)q"incident (t).       (4-42) 

The incident heat flux was found by substituting Eq. (4-42) into Eq. (4-41) to give 

 )()(
1

)( "
emitted

"
net

"
incident tqtqtq 


.      (4-43) 

The temperature of the canister walls will increase over the duration of the test due to the 

absence of a cooling medium such as water. This will result in radiation heat loss from the 

canister to the ambient surroundings. To compensate for the radiation heat loss, the Stefan-

Boltzmann law [61] was included in the model, 

  44"
emitted ,)(  TtxTtq  .      (4-44) 
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Figure 4-4: The absorption and reflection of incident radiation and emitted radiation of the 

thermal cube sensor [20] 

 

The incident heat flux on the surface of each of the canister walls then becomes 









  ]2),0(),([)],0(),([

1
)( 44

1
4

212
"
incident TtTtWTtTtWT

W

k
tq 


. (4-45) 

 

4.2.2 Combustion Exit Losses 

The exit losses from the combustion process were quantified based on the energy balance for 

steady flow systems through the exhaust pipe of the thermal canister similar to the thermal 

method for calorimeter models (See Section 1.5). The flow of exhaust gases in and out of a 

control volume through the exhaust pipe is as shown in Fig. 4-5.  
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Figure 4-5: Control volume of the energy through the exhaust pipe. 

 

The flow of exhaust gases through the exhaust pipe was assumed to be one-dimensional. As a 

result, the properties were assumed to be uniform at any cross section normal to the flow 

direction, and the properties were assumed to have bulk average values over the entire cross 

section. Under the one-dimensional flow approximation, the mass flow rate through the pipe is 

expressed as 

cVAm  ,          (4-46) 

where   is the mass flow rate of the exhaust gases, Ac is the cross-sectional area of the pipe, ρ is 

the gas density, and V is the velocity of the exhaust gas. When the changes in kinetic and 

potential energies are negligible, there is no work, and the energy balance for the steady-flow 

system reduces to, 

ecpp)(' TVAcTcmtq   ,       (4-47) 

where q' (t) is the rate of net heat transfer out of the control volume corresponding to the energy 

losses from the combustion process, cp is the specific heat capacity of air, and ΔTe is the 

temperature difference between the control volume. To determine the losses experimentally, a 
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Pitot tube (Dwyer Instruments International, Michigan City, IN, USA) was utilized. Pitot tubes 

are also used in other exhaust gas applications [67]. The Pitot formula of Eq. (4-48) can be 

substituted into Eqn. (4-47), as shown in the equations below: 



)(2 st PP
V


 ,        (4-48) 

where, Pt is the total pressure and Ps is the stagnation pressure. (Pt – Ps) is determined using the 

Pitot tube. Therefore,  

e
st

p

)(2
)(' T

PP
Actq c 





 .       (4-49) 

 

4.2.3 Total Heat Release Rate 

In order to determine the total heat release from the combustion process, it is required that the 

incident heat flux to each section of the canister wall be converted to heat flow, q'. The heat flow 

is defined as 

s)(")(' Atqtq  ,          (4-50) 

where As is the surface area of the canister wall. Therefore, substituting Eq. (4-45) in Eq. (4-50), 
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
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The thermal canister was divided into 10 sections along the line of symmetry (including the top 

cover plate). Therefore, the total heat flow to the thermal canister is given by 
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The total heat release rate from the entire system is found by adding the convective loss term, 

and is given as 
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As described in detail in Chapter 3, to reduce the propagation of errors, the thermocouples can be 

modified to use experimentally measured differential wall temperatures, ΔTw 

)(0,),( 1 tTtWTTW  .         (4-54) 

Therefore the total heat release rate in the thermal canister is given as    
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4.3 THERMAL CANISTER MODEL VALIDATION 

 

An analysis of the temperature distribution in a section of the thermal canister wall was 

conducted to determine the accuracy of the incident heat flux values estimated from the 

mathematical model in Eq. (4-45). The mathematical model was used to estimate the incident 

heat flux from a transient temperature distribution and compared with the heat flux estimated 

from the mathematical model by Sullivan and McDonald [20]. The experimental data used in 

this validation was acquired from an actual simulated test where a transient heat load was applied 

to the custom-built heat flux sensors. Figure 4-6 shows the result of the incident heat flux 
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estimated by the thermal canister model compared with the heat flux estimated by the Sullivan 

and McDonald [20] model. Both models estimated a transient heat flux over the specified time 

period. The maximum heat flux predicted by the Sullivan and McDonald sensor was 15 kW/m
2
 

and the thermal canister model predicted a maximum 12 kW/m
2
. The results indicated that the 

canister model was in close agreement with the thermal cube model. It was observed however, 

over the time period, the thermal canister model showed signs of lagging when estimating the 

incident heat flux. This can be attributed to the lower thermal conductivity of Aluminum 6061 

(167 W/mK) for the thermal canister compared to the thermal conductivity of Aluminum 6063 

T-6 (240 W/mK) for the Sullivan and McDonald sensor, which resulted in a slower response 

time for the thermal canister. 

 

Figure 4-6: Predicted results from the thermal canister model vs. the thermal cube model 

 

The analysis performed validates the accuracy of the heat flux estimation from the thermal 

canister mathematical model when compared to FEM simulations and the thermal cube model by 

Sullivan and McDonald. It is therefore recommended that experimental validations be performed 

for determining the accuracy of the total heat release model in Eq. (4-55). 
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5. CONCLUSIONS 

To improve on the design of the heat flux sensor developed by Sullivan and McDonald [20], 

which produced large errors in the estimates of incident heat flux, the method of differential 

temperature measurements was implemented. The incident heat flux data obtained from the 

modified sensor was found to be on the same order of magnitude as that of the original sensor 

developed by Sullivan and McDonald [20] and that of a commercial Schmidt–Boelter gauge. 

There was a noted reduction in noise in the heat flux data and also variations in the transient 

incident heat flux from the modified sensor were noticeably lower than those of the sensor 

developed by Sullivan and McDonald [20]. 

To expand on the capabilities of this modified sensor, a test methodology for comparing the 

effectiveness of various wildland fire chemical treatments was developed to determine the time-

to-ignition of foliar vegetative fuel samples. From the experiments conducted, it was possible to 

determine the time to flaming ignition from the incident heat flux data, which was validated with 

transient mass loss data. However, both the heat flux and transient mass loss data were not 

suitable to determine the time to glowing ignition given the high level of noise in the data before 

occurrence of flaming combustion. A comparison of the results obtained from the transient heat 

flux and mass loss data showed that the time to flaming ignition was in agreement to within less 

than 2% for both measurement systems, which validates the ignition time obtained. There was a 

slight delay in the ignition time for transition from glowing ignition to flaming ignition due to the 

physical and chemical burning process of the vegetative fuels. Statistical analysis using a two-

sided t-test indicated that the results from the burn test were statistically different for the various 

chemical treatments. This indicated that the test methodology allowed for effective 
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differentiation between the wildland fire chemical treatments by comparing their mean ignition 

times. The narrow standard deviations of the average ignition times suggested that the test 

methodology was able to produce repeatable results. 

The test methodology highlighted in this study may be considered as a feasible alternative for 

situations in which visual measurements may prove to be onerous and prohibitive. In addition to 

providing ignition data, this test would contemporaneously provide incident heat flux and 

transient mass loss data, which may reduce the time required to perform these individual tests. 

Furthermore, from an applications perspective, the improved heat flux sensor may be used in 

building alarm and warning systems to supply heat flux data to those systems. This type of 

system application of the sensor would be particularly useful in buildings that are located within 

close proximity to wildland forests at wildland–urban interfaces. 

Based on the concept of the thermocouple-based heat flux sensor, a thermal calorimeter, “The 

Thermal Canister,” was developed. For product evaluation purposes, the incident heat flux from 

the wildfire chemicals evaluation would not be considered an important property as it may vary 

based on the orientation of the heat flux sensor in relation to the burning sample. Therefore 

measuring the heat release rate during the combustion process would be a more viable option. 

The thermal calorimeter was therefore designed to measure the heat release rate along with the 

ignition time from the burning fuel. The mathematical model developed for the heat flux portion 

of the thermal calorimeter was compared with that of the model for the Sullivan and McDonald 

heat flux sensor [20]. The results indicated that the canister model was in close agreement with 

the Sullivan and McDonald model. Experimental validation is now required to assess the 

operability of the thermal canister for measuring the total heat release rate.  



74 

 

6. RECOMMENDATIONS FOR FUTURE WORK 

 

The modified heat flux sensor was shown to be capable of estimating the total heat flux in close 

agreement with a commercial Schmidt-Boelter gauge. However, the transient response time of 

the custom heat flux sensor, related to the response of the thermocouples, was not studied in 

great detail. The transient response is a crucial parameter for rapid response processes 

encountered in flash fire scenarios. This would require determining a heat transfer solution for 

the characterization of the thermocouple’s transient response by modeling the thermocouple as 

embedded into a solid block.  

The modified thermocouple arrangement also resulted in significant reduction in errors of the 

heat flux estimates. However, these errors were determined using the most conservative scenario 

based on the manufacturer’s stated limit of error for the thermocouples that were used in the 

study. Therefore, the errors in the heat flux estimates may actually be significantly lower. To 

determine the actual errors in heat flux estimates, determining the actual thermocouple errors 

would therefore be required. This would involve developing a rigorous calibration procedure, 

according to industrial standard, to determine the actual errors in the temperature values from the 

thermocouples used in the heat flux sensor. Also, to allow for final commercial use, the sensor 

would need to be calibrated according to industrial standards. This may require the design of a 

calibration system to be implemented in the laboratory and can be done along with the 

calibration of the thermocouples. 

In the evaluation of wildfire chemicals, additional useful data may be possible. The methodology 

can be modified to measure the rate of spread. The effect on the rate of spread based on the type 



75 

 

of wildland fire chemical applied can be studied. Also, one of the main causes of the variabilities 

in ignition times of the different chemicals was the application of the chemicals to the sample. A 

more efficient method of chemical application can be further investigated. Once a suitable 

application method is developed, the coverage area factor can now be controlled and the 

influence on the ignition times can now be investigated which may be an important economic 

factor. Other factors such as moisture content, the vegetative sample type, and stand-off distance 

also had a significant impact on the ignition times. The influence of each of the factors on the 

ignition can be investigated using correlation studies that can also include the coverage area of 

the chemicals. The evaluation tests were an attempt to replicate the conditions in a real fire 

scenario and as such a constant heat flux from the radiant heater was not performed. The use of 

constant heat fluxes may now be investigated, to observe the effects on the ignition time. 

Experimental validation of the developed thermal canister model is required to be performed. 

Comparing the performance of the thermal canister with other calorimeters using similar 

materials is required to test the accuracy of the heat release measurements. Once the model has 

been validated, a test methodology for evaluating the performance of the wildfire chemicals is to 

be developed. Investigation into evaluating the performance other materials can also be 

performed. 
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8. APPENDIX 

1. Modified Heat Flux Sensor Block Engineering Drawing 

 

 



86 

 

2. Omega Radiant Heater Specifications [56] 
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Omega Radiant Heater Specifications [56] 
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Omega Radiant Heater Specifications [56] 
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3. Canadian Boreal Communities FireSmart Project Site 
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4. Thermal Canister Engineering Drawings 
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