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Abstract

Ultra-wideband (UWB) radar technology can provide solutions for many exist-

ing challenges in the industry. In this research, we tackle three existing prob-

lems in the oil industry and tunnel construction operations. First, microwave

imaging and associated signal processing techniques are proposed for multi-

phase flow monitoring and metering in oil and gas pipes. A high-resolution

image of the pipe cross-section has been generated using UWB synthetic aper-

ture radar (SAR) technique. The image is then used to estimate the area of

each phase by identifying and extracting its edges. Individual phase volume is

estimated based on the corresponding area and the flow speed. Additionally,

a generalized impulsization technique is presented and applied to reconstruct

a sharp image and to reduce the error in flow area estimation. Furthermore,

a novel technique to enhance the detectability of weak targets is proposed.

Finally, a sectional image reconstruction technique is also applied to improve

the stratified flow’s imaging and metering. All the proposed techniques are

evaluated through experiments.

Secondly, the feasibility of applying the UWB radar technology to probe the

tunnel face for buried objects or hidden man-made obstacles is investigated. In

this study, different buried objects extracted from tunnel construction projects

in Edmonton area are considered and characterized by radar techniques. The

electrical properties of buried objects, which include the dielectric constant

and loss tangent, are measured and compared to the vector network analyzer
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dielectric probe measurements. Then, based on its dielectric constant, the

buried object is determined. By using a low-power UWB radar, the depth of

the buried object from the surface of the tunnel face and its thickness are ex-

tracted. In addition, three different pipes containing various fluids are buried

in the sand, and the fluids’ relative permittivity and loss tangents are esti-

mated. These measurements distinguish the sewer pipes from oil pipes. This

study demonstrates the capability of UWB radar technology for acquiring on-

line geological conditions in tunnel construction operations.

Then, with the motivation of automating the future ground-penetrating radars

(GPR) or tunnel boring machines (TBM), the reconstructed images of the

buried objects are classified into three categories, i.e., boulder, cutter head

tooth, and wrench by a deep convolutional neural network. When the model

is trained, the effect of the SAR system polarization on the image feature

extraction is studied. Moreover, the speed of model training and the classi-

fication accuracy across different SAR system polarizations are investigated,

and it is shown that the classification accuracy improves by 13.3% due to the

inclusive feature of the quad-pol images.

In a real tunnel construction site, large boulders, metal objects, or hidden

pipes can hamper the TBM during the excavation operation. In this research,

the feasibility of microwave radial imaging by UWB SAR technique is studied

through finite difference time domain (FDTD) simulations. In this modeling,

a sensor array is placed along the spokes of a wheel that mimics a TBM, and

the data is collected at different angles. Then, the image reconstruction pro-

cess is proposed based on the time domain global back projection. In this

study, the effect of the sensor arrangement, the range and cross-range resolu-

tion, and the proposed method’s effectiveness for imaging the hidden object

at the wheel’s margin are investigated and presented. These results confirm
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the proof of concept and lead us to the next stage of this research.

Lastly, a modified Kirchhoff’s migration technique for near-field imaging using

the UWB radar transceiver is presented. In the near-field region, the velocity

of the pulse propagation is a function of the distance and angle. The pro-

posed technique compensates for this non-uniform propagation velocity. It is

shown that the conventional Kirchhoff technique is not successful in focusing

the target’s image in the near-field; however, the modified Kirchhoff technique

results in the focused image of the target with the correct position.
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Chapter 1

Introduction

Ultra wideband (UWB) radar operates by transmitting and receiving a

series of electromagnetic (EM) pulses with a relatively large fractional band-

width, i.e., equal to or greater than 0.20 or an absolute bandwidth equal to

or greater than 500 MHz [1], [2]. One of the remarkable advantages of EM

pulses is the ability to penetrate into opaque or inaccessible objects and/or me-

dia. Typically, UWB radar systems employ short electromagnetic pulses for

sensing and imaging applications. Finer range resolution and higher accuracy

for imaging and sensing applications require a narrow pulse width. A UWB

Gaussian transmitter with a pulse width in the order of 100 ps can achieve a

1.5-cm range resolution in air. Synthetic aperture radar (SAR) creates a large

artificial aperture to improve the cross-range resolution [3]. Hence, UWB SAR

exploits high-resolution properties in both range and cross-range directions [4].

UWB SAR data acquisition can be approached from either the time domain

or frequency domain, each offering distinct benefits and limitations. One of the

advantages of UWB SAR data acquisition in the time domain is exceptional

range resolution due to its short pulse duration, enabling the differentiation of

closely spaced objects. Moreover, UWB signals inherently incorporate range

compression, which makes data processing simpler [5]. Additionally, UWB sig-
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nals can distinguish various target types based on their unique signatures, en-

hancing target identification capabilities [6]. One of its disadvantages is added

complexity in Doppler processing, particularly for scenarios involving station-

ary platforms. Doppler processing in SAR is mainly utilized to correct for the

Doppler frequency shifts caused by the relative motion between the radar sys-

tem and the targets on the ground [7]. When the radar system is on a moving

platform like an aircraft or satellite, the Doppler information is essential to

compensate for the effects of this motion and achieve accurate imagery. How-

ever, in scenarios where the platform is stationary or nearly stationary (not

moving significantly), the complexity of Doppler processing will be increased

because there is little to no motion-induced Doppler shift to correct. On the

other hand, UWB SAR data acquisition in the frequency domain is flexible

to employ diverse antenna designs and configurations, enhancing adaptability

to various imaging scenarios. Furthermore, frequency-domain UWB SAR can

extract more accurate Doppler information through coherent processing, en-

hancing motion compensation and velocity estimation accuracy. Conversely,

UWB SAR in the frequency domain has disadvantages, such as diminished

range resolution due to longer pulse durations, impacting the ability to resolve

closely spaced objects. The frequency-domain UWB SAR data processing is

more complex, including separate range compression and Doppler processing,

which can be more demanding and time-consuming [8], [9]. In this thesis,

we tackled the stationary or quasi-stationary challenges. Hence, we adopted

time-domain data acquisition and processing to use the advantage of simple

data processing and high-resolution imaging.
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1.1 Motivation

UWB radars have attracted attention to be used in different applications [10],

such as steam-flow monitoring [11], ice-road monitoring [12], material char-

acterization [13], nondestructive evaluation (NDE) [14], [15], heart-rate es-

timation [16], biomedical detection and imaging [17], [18], navigation [19],

localization, and tracking of targets [20], [21]. For example, in [11], near real-

time monitoring of steam-assisted gravity drainage (SAGD) is performed by

UWB radar. The UWB system is employed as a buried sensor to monitor

oil-sand reservoirs. The collected data is used for steam chamber detection

and imaging. The acquired dynamic data can provide feedback to the au-

tomated machines and/or field engineers and increase the production rate.

Ground-penetrating radars (GPR) are also effective for NDE and material

characterization. For instance, [13] exploits the SAR data to extract the com-

plex permittivity map of the target scene. Also, W. B. Muller has developed

an automated and reliable technique to retrieve the layer depth, permittivity,

and moisture content from 3D GPR array data [22]. The presented data are

used for road pavement profiling. The moisture content of the pavement is

needed to evaluate the pavement’s performance. Furthermore, UWB radar

has been proven to provide a high-resolution, relatively cheap, and safe modal

to detect and monitor the damaged tissues [23]–[25]. A. T. Mobashsher et al.

proposed and investigated a UWB system to detect and localize brain strokes

in a realistic 3D human head phantom [23]. In addition, UWB impulse radar

is exploited to image the internal tissues of the breast and detect tumors [24].

Moreover, in [26], directional UWB sensors are used for lung tumor detection.

This thesis addresses some of the existing industrial problems in the oil and

gas industry and tunnel excavation operations by employing UWB technology.
3



The UWB SAR technology is adopted for creating high-resolution images from

the crude oil pipe, and associated novel signal processing algorithms are pre-

sented to estimate each phase flow rate. Secondly, a UWB GPR and the

related signal processing are presented as a solution to characterize, image,

and classify the object at the tunnel forehead. Finally, Kirchhoff’s migration

technique is corrected in the near-field of the UWB antenna to improve the

image quality acquired by the UWB SAR technique.

1.2 UWB Radar Systems and SAR Processing

This section introduces UWB radar, its applications, and the SAR technique.

It also discussed different migration techniques and the advantages and disad-

vantages of each migration technique.

1.2.1 Radar

Radar, which is short for ”Radio Detection and Ranging,” is a technology that

plays a crucial role in various fields such as aviation, navigation, and military

applications. It operates by transmitting electromagnetic signals and then

detecting their reflections from targets in the surrounding region. By analyzing

the properties of the backscattered signals, radar systems can determine the

distance, direction, speed, and even certain characteristics of objects, ranging

from aircraft and ships to weather phenomena.

The fundamental principle of radar is based on the propagation of radio waves,

which travel at the speed of light. Radar systems consist of a transmitter, i.e.,

an antenna that radiates EM pulses into space, and a receiver that captures

the echoes of these pulses after they bounce off objects. By measuring the

time delay between transmission and reception, radar calculates the distance

to the target.
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Figure 1.1: Simple radar scenario.

1.2.2 Specifications and Characteristics of UWB Radar

• Pulse Duration: UWB radar pulses have very short durations, often in

the picosecond to nanosecond range. This ultra-short pulse duration

enables high-range resolution, allowing the radar to distinguish between

objects that are close together.

• Frequency Range: UWB radar pulses cover an extensive frequency range,

typically from five hundred megahertz to several gigahertz [2]. This

broad frequency coverage provides the radar with excellent resolution in

the frequency domain, enabling it to detect fine spectral features.

• Range Resolution: The short duration of UWB pulses translates to high

range resolution, making UWB radar well-suited for applications requir-

ing accurate distance measurements and the ability to distinguish be-

tween objects with small separations.

• Penetration and Obstacle Detection: UWB radar can penetrate various

materials, including walls, clothing, and foliage, which makes it suitable

for applications such as through-wall sensing, ground-penetrating radar,
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and detecting objects hidden under clutter.

• Material Characterization: The wide frequency range of UWB pulses al-

lows for unique material discrimination capabilities. Different materials

have distinct frequency-dependent absorption and scattering properties,

enabling UWB radar to differentiate between materials based on their

responses to the radar pulses [27].

• Low Probability of Intercept (LPI): The low-energy, short-duration pulses

of UWB radar result in a low radar cross-section, making it difficult for

adversaries to detect and intercept UWB radar signals. This feature is

particularly advantageous in military and security applications.

• Resolution in Multiple Domains: UWB radar offers not only high range

resolution but also high resolution in other domains, such as time, fre-

quency, and angular resolution. This makes it an adaptable tool for

various sensing and imaging tasks.

1.2.3 UWB Radar Transceiver

Every UWB system needs a UWB antenna, a critical component that trans-

mits and receives extremely short-duration pulses across a wide spectrum.

Different UWB antennas are developed and designed by researchers, including

3D monopole antennas, 2D monopole antennas, printed slot antennas, printed

dipole antennas, and metamaterial antennas [28]. Vivaldi antenna, which is

a printed dipole antenna, is a well-known example of a UWB antenna and is

capable of operating efficiently across a wide frequency range. Vivaldi antenna

features a tapered geometry that allows it to radiate or receive electromagnetic

waves over an extended bandwidth. This unique design enables the Vivaldi

antenna to achieve excellent impedance matching, low side lobes, and reduced
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dispersion, making it well-suited for UWB applications [29]. In this thesis, the

Vivaldi antenna is used as the radar transmitter and receiver.

In this research thesis, in all the experiments, the Vivaldi antenna is fed with

a DC-free pulse, i.e., monopulse or first derivative Gaussian pulse. Vivaldi

antenna has demonstrated a time derivative operation on the input signal.

Hence, the propagated pulse is a second derivative Gaussian pulse [30]. An

example of a second derivative Gaussian pulse and its frequency component is

shown in Fig. 1.2.
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Figure 1.2: a) Second derivative Gaussian pulse. b) Spectrum of the second
derivative Gaussian pulse.

1.2.4 Applications of UWB Radar

1) Through-Wall Imaging: UWB radar can be used to image objects and

people behind walls, offering potential applications in search and rescue oper-

ations such as finding a child in a burning building or locating hostages and

their captors by law enforcement officers [31].

2) Ground-Penetrating Radar: UWB radar can detect buried objects, under-

ground utilities, and archaeological features by analyzing how radar waves

interact with different subsurface materials [32].

3) Microwave Imaging and Medical Imaging: UWB radar can be employed
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for non-invasive imaging of the human body, offering potential applications in

medical diagnostics and monitoring [4], [33].

4) Object Detection and Tracking: UWB radar is used for detecting and track-

ing moving objects, such as vehicles, pedestrians, and wildlife, even in chal-

lenging environments [34].

5) Automotive Radar: UWB radar technology is also utilized in advanced

driver assistance systems (ADAS) and autonomous vehicles for collision avoid-

ance and object detection [35].

In summary, UWB radar’s distinctive features, including its ultra-short

pulses and wide frequency coverage, enable it to excel in applications requiring

high-resolution imaging, accurate distance measurements, and the ability to

distinguish materials. Its versatility and unique capabilities make it a valuable

tool across a wide range of fields, from defense and security to medical imaging

and automotive technology.

(a) (b)

(c) (d)

Figure 1.3: UWB radar applications; a) ground penetrating radar, b) mi-
crowave medical imaging, c) through-wall imaging, d) automotive industry.
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1.2.5 SAR

Synthetic Aperture Radar (SAR) is a sophisticated remote sensing technology

that employs radar signals to create high-resolution images. SAR operates

on the principle of coherent radar imaging [36]. It involves transmitting mi-

crowave pulses toward the region of interest and then receiving the echoes

reflected by objects at different physical locations. These radar echoes are

processed to create detailed images, revealing various physical properties of

the imaged area. One of the key concepts of SAR is the creation of a synthetic

aperture, which effectively extends the physical antenna length using compu-

tational techniques.

SAR realization can be performed in Linear SAR (L-SAR) and Circular SAR

(C-SAR). In the case of L-SAR, the radar transceiver moves on a line, as il-

lustrated in Fig. 1.4(a). In the case of C-SAR, the radar moves in a circular

fashion and collects the back-scattered signal from the image region, as shown

in Fig. 1.4(b).

(a) (b)

Figure 1.4: Different SAR configuration, a) Linear SAR. b) Circular SAR.

1.2.6 SAR Migration Techniques

The raw SAR data needs to be processed and converted to the spatial domain

to form a focused image of the image region. The process of converting the raw

time-space or frequency-space data to a 2D or 3D image is called migration [37].
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In SAR processing, migration techniques are crucial for correcting geometric

distortions introduced during data acquisition and generating accurate images

of the Earth’s surface. These techniques are employed to account for factors

like the radar platform’s motion, topography, and imaging geometry. Here’s

an introduction to some common migration techniques and comparing their

characteristics.

1. Back Projection (BP): Back Projection is a basic SAR imaging technique

where radar echoes are directly projected onto an image grid. It’s simple and

computationally efficient, but it may result in distorted images, especially in

the presence of non-linear platform motion and complex region of interest [37].

2. Range Migration Algorithm (RMA): RMA is used to correct range walk

effects caused by non-linear radar platform motion. It shifts radar echoes

to their proper range positions, improving image accuracy. However, RMA

doesn’t fully address azimuth scaling effects [38].

3. Omega-k (ω − k) Algorithm: The ω − k algorithm is effective for

spotlight-mode SAR imaging. It transforms data from the time domain to the

frequency-wavenumber domain, correcting both range migration and azimuth

scaling effects. This technique offers high-resolution images and is suitable for

narrow-beam SAR systems.

4. Polar Format Algorithm (PFA): PFA operates in two steps: first, cor-

recting range migration and then azimuth scaling. It transforms raw data to

polar coordinates, eliminating azimuth scalloping and simplifying azimuth pro-

cessing. PFA is advantageous for wide-beam and wide-swath imaging modes.

5. Kirchhoff Migration: The Kirchhoff Migration technique considers the

physical properties of the radar system and terrain scattering. It calculates the

contributions of radar echoes to each image pixel, leading to improved image

quality. Kirchhoff Migration is flexible, but computationally intensive [39].
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6. Stolt Migration: Stolt Migration utilizes the Fast Fourier Transform

(FFT) to shift data from time to frequency domain. It corrects for both range

migration and azimuth scaling effects, yielding geometrically accurate images.

Stolt Migration strikes a balance between accuracy and computational effi-

ciency [40].

Comparison of the migration techniques:

• Accuracy: Techniques like Kirchhoff migration, Stolt migration, and ω−

k algorithm offer higher accuracy due to their consideration of system

geometry and scattering properties [41].

• Computational Complexity: Back Projection is computationally efficient

but might compromise accuracy, while Kirchhoff and Stolt migration

require more computation.

• Motion Correction: Techniques like Kirchhoff migration and Stolt migra-

tion consider both range migration and azimuth scaling effects, providing

a comprehensive correction.

• Image Quality: Kirchhoff migration and Stolt migration often produce

higher-quality images, but the choice depends on trade-offs between ac-

curacy and processing time.

In summary, the choice of migration technique depends on factors like imag-

ing mode, system complexity, desired image accuracy, and computational re-

sources available. Different techniques offer varying levels of accuracy, ef-

ficiency, and applicability, providing different SAR processing requirements

[42].

11



1.3 The Contributions of this Thesis

In this research study, we addressed some of the industry’s existing challenges

and proposed UWB radar solutions. First, the monitoring and metering of the

multiphase flows in the oil industry are addressed [43]. Real-time multiphase

flow metering (MFM) is recognized as one of the best methods for optimizing

field operations in oil and gas fields. The cost of MFM in 2009 was estimated

to be in the range of hundreds of thousands of dollars [4]. Hence, there is a

significant demand from the oil and gas industry for a reliable and inexpen-

sive technique for MFM. The existing MFM techniques are either destructive,

pricey, or computationally expensive. In this research thesis, UWB Circular

SAR is adopted to monitor, and post-processing techniques are presented and

applied for metering each phase flow rate.

Secondly, we investigated the existing challenge of tunnel boring (TB) op-

erations. In many TB excavations, the TBMs may face unexpected geological

ground conditions or ram into unknown man-made obstructions, such as ex-

isting pipes or piles with inaccurate as-built information, boulders, abandoned

metallic objects, or any hidden objects with archaeological or paleontologi-

cal value. Tunneling engineers rely on either excavating a limited quantity

of vertical boreholes during site investigation or taking core samples at the

tunnel face to acquire geotechnical data and probe for obstacles. This process

is time-consuming and expensive. It also fails to provide accurate and timely

information that is needed to detect the boulders or man-made obstructions

lying immediately ahead of the tunnel face. UWB radar techniques are ex-

ploited to analyze the geological conditions present in the tunnel face using

material characterization. The buried object’s material is determined by com-

paring the measured dielectric constant with the priory-developed material
12



electrical properties catalog.

In chapter four, a convolutional neural network is designed to classify three

types of objects from reconstructed images acquired by the UWB-GPR. Both

single-polarized and quad-polarized SAR systems are widely used in many

applications. Three categories of buried objects are classified, including asym-

metrical objects. All the reconstructed images have shown different features

resulting from single-pole and quad-pole SAR data. The study investigated

how the choice between single-pole and quad-pole SAR influences feature ex-

traction, model training speed, and classification accuracy. Furthermore, it

was observed that the model’s training is faster when both training and test

images belong to the same polarization groups. Additionally, a higher pre-

diction accuracy is achieved when both training and test datasets share the

same polarization characteristics. This investigation highlights that for accu-

rate classification of quad-pole SAR images, it is essential to train the model

using quad-pole SAR data rather than relying on single-pole SAR images.

Moreover, chapter five presents an exploration of UWB GPR for the detec-

tion and analysis of small practical objects located at the tunnel face. Various

sensor arrangements, including equally and non-equally spaced sensors, are

investigated. The analysis focuses on achievable range and cross-range resolu-

tions, demonstrating the potential to achieve a range resolution of 1.74 cm and

a cross-range resolution of 4.6 cm using a pulse width of 282 ps. Furthermore,

the study extends to a more complex scenario involving four distinct small

objects: two boulders, a metal nail, and a water patch. By employing Finite-

Difference Time-Domain (FDTD) simulations and SAR processing, accurate

3D images are reconstructed. These images capture the precise positions and
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dimensions of the objects. This proof of concept suggests that UWB sensors

can be integrated into the tunnel boring machine and automate the process of

acquiring geological conditions of the tunnel face in real-time.

In Chapter Six, a novel Kirchhoff’s migration technique is proposed, simu-

lated, and experimentally validated within the near-field region of the antenna.

The conventional Kirchhoff’s migration assumes a uniform propagation ve-

locity in the far-field region of the radar transceiver, i.e., antenna. In the

near-field region of the antenna, the pulse propagates at a significantly greater

speed compared to the far-field region. The propagation speed can vary as a

function of the distance and angle in a non-linear manner. This non-linearity

causes non-focused images. In chapter six, a modified Kirchhoff’s migration

method is proposed to take into account the non-uniformity of the propagation

speed. It is shown that the proposed method results in focused images in the

near-field region.
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Chapter 2

Crude Oil Flow Monitoring and
Imaging

2.1 Introduction

Real-time, accurate, and non-destructive flow monitoring and measuring mul-

tiphase flows are widely needed in many industries, such as food, aerospace,

geothermal, and oil and gas industries [44]–[46]. As mentioned earlier, real-

time multiphase flow metering (MFM) is recognized as one of the best methods

for optimizing field operations in oil and gas fields. The cost of MFM in 2009

was estimated to be in the range of hundreds of thousands of dollars [47].

Hence, there is a large demand from the oil and gas industry for a reliable and

inexpensive technique for MFM.

The most popular available techniques for MFM can be categorized into seven

classes based on their technology: conventional method or separation [48],

impedance techniques [49], Radio Frequency (RF) sensor [50], resonant cavity

sensors [51], [52], gamma-ray [53], x-ray [54], and Coriolis-microwave flow me-

ter [55].

However, none of the aforementioned techniques are appealing enough to be

widely used in the industry. The conventional method is invasive and expen-

sive [48]. Impedance techniques, which include electrical capacitance tomogra-
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phy (ECT), electrical resistance tomography (ERT), and magnetic induction

tomography (MIT), need to identify the flow pattern before measurements.

The low image quality makes it more complicated to distinguish different

phases [56]. The accuracy of the RF sensor technique is dependent on the

water percentage, and a look-up table is required [50]. The resonant cav-

ity method cannot be used in situations with continually flowing fluids [51].

Gamma-ray and x-ray methods are costly to implement and not very popular

due to safety aspects [50]. The combined microwave and Coriolis technique is

bulky and hard to install [55].

In this chapter, a non-invasive microwave sensing and imaging (MSI) method

based on UWB SAR imaging is presented for MFM in crude oil pipelines.

UWB SAR imaging provides a high-resolution and low-cost solution for the

imaging of different components (phases) in a multiphase flow. Then, by ap-

plying an edge detection algorithm, the reconstructed image is used to find dif-

ferent phases. Finally, each phase flow rate is estimated based on its area and

the flow speed. Moreover, to increase the accuracy of the flow rate estimation,

a generalized impulsization technique and a novel weak scatterer enhancement

technique are presented. Both techniques are then validated through simula-

tion and experimental measurements. Also, the sectional image reconstruction

for stratified flows is proposed to improve the image accuracy and flow rate

estimation.

2.1.1 Problem Statement

In general, the flow in a crude oil pipe is a mixture of three main components

(phases): water, oil, and gas [see Fig. 2.1(a)]. Petroleum operators need to

monitor and measure the volume or flow rate of each phase before making
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decisions for possible further processing [47]. Since the final goal of MFM

is the flow metering of each phase, the flow rate error is considered as the

metric in this study. A detailed explanation of the flow rate and flow rate

error calculation is presented in the next section.

(a) (b)

Figure 2.1: a) General crude oil pipe. b) CSAR data acquisition.

This chapter uses MSI technology to create a 2D image of any arbitrary

pipe cross-section. The image is then used to estimate the area of each compo-

nent i.e., phase in a specific cross-section, S(z), where z is used to differentiate

between different cross-sections. It is assumed that for a small-enough ∆z:

S(z1) ≃ S(z1 +∆z), which implies the cross-sectional area of each component

(phase) is constant over ∆z. Hence, the total volume of each component can

be represented as:

V = S(z)∆z. (2.1)

Consequently, the flow rate Q of each component or phase can be calculated

as:

Q =
V

∆t
=

S(z)∆z

∆t
= S(z)× v̄, (2.2)

where v̄ is the average velocity of the flow, which can be extracted using

Doppler techniques [61]. Therefore, estimating S(z) leads to flow metering for
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each component or phase. Then, the flow rate error of each flow component

or phase is calculated using the following formula:

err = |Qcal −Qtrue

Qtrue

| × 100 (2.3)

where Qcal and Qtrue are the estimated flow rate and the true flow rate, respec-

tively. It should be noted that the maximum average velocity of a multiphase

flow in industrial oil-gas pipes is reported at 50 km/h or 13.8 meters per second

[62]. Since data acquisition of the proposed method is completed in 10 ms,

the target scene can be modeled as a stationary problem in each cross-section

of the pipe.

2.2 Individual Phase Flow Velocity

In the context of the crude oil industry, multi-phase flow involves the simul-

taneous movement of various phases, including crude oil, water, and natural

gas. Typical velocity ranges for these phases can vary based on factors like

fluid properties, well design, and operational conditions. Crude oil velocities

in pipelines typically span from 0.5 to 3 meters per second (1.6 to 9.8 feet per

second), while water velocities tend to range from around 0.2 to 1.5 meters

per second (0.7 to 4.9 feet per second). Natural gas, with its lower density,

exhibits velocities ranging from 10 to 30 meters per second (32.8 to 98.4 feet

per second). These approximations serve as general guidelines for understand-

ing the behavior of multi-phase flow, but actual velocities can deviate due to

factors unique to each production scenario [63]. However, in some scenarios,

such as balanced multiphase flow in a Well-Managed Reservoir, the velocity of

the oil and water can be approximately equal. In some well-managed oil reser-

voirs, the production rates of oil, water, and gas are carefully controlled. The

reservoir has been optimized to have a stable balance between the phases, and
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the production rates have been adjusted to minimize any phase separation or

stratification. In this scenario, the average velocities of the individual phases

might be relatively close because the flow rates are balanced. The crude oil

might be flowing at an average velocity of around 1.5 meters per second, the

water at 1 meter per second, and the natural gas at 15 meters per second [64].

Please note that in the case where the individual phase velocity is different,

Equation 2.2 can be re-written as:

Qi =
Vi

∆t
=

Si(z)∆z

∆ti
= Si(z)× v̄i, (2.4)

where v̄i is the average velocity of the individual phase, i.e., crude oil, water,

and natural gas. However, measuring the individual phase velocity will add

complexities to the proposed UWB SAR technique; it can be measured by

ultrasonic techniques [65], [66]. In other words, all the following calculation for

measuring individual phase flow rates is valid, i.e., Qi; however, an additional

step for measuring the v̄i is required.

2.3 System Configuration

A complete experimental setup of microwave sensing and imaging system for

MFM is illustrated in Fig. 2.2. It consists of N sensors arranged in a circu-

lar fashion around the pipe. Each sensor includes two antennas: one is for

transmitting and the other for receiving the reflected pulse from the multi-

phase fluid. The pulse generator generates a UWB pulse, and it connects to

an RF switch box, which in turn, connects to the transmitter and receiver of

the active sensor. In other words, N − 1 sensors are inactive, and only one

sensor is active at a time. The received signals from the sensors are processed

to reconstruct the image and estimate the flow rate. The following section

provides more details about circular SAR (CSAR) microwave imaging.
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Figure 2.2: System setup.

2.3.1 Data Acquisition and Image Reconstruction

A basic schematic of CSAR is shown in Fig. 2.1(b). As can be seen, N

apertures are used for collecting data. At aperture position i, the transmitted

and the backscattered signal can be written as:

sT,i = s(t) (2.5)

sR,i = As′(t−∆t), (2.6)

where A, s′(t), and ∆t are the amplitude of the received signal, the time

derivative of s(t), and the round trip time of the pulse between the antenna

and a scatterer, respectively [67]. Hence, the raw data will be in a matrix

format with dimensions N ×M , where N and M are the number of apertures

and the number of sampled points of the received pulse, respectively. In this

study, the transmitted signal is a second derivative Gaussian pulse, which can

be written as[68]:

sT,i =
2

τ 2
exp

(
−( t

τ
)2
)(

2t2

τ 2
− 1

)
(2.7)

where sT,i and τ are the second derivative Gaussian pulse and the time con-

stant, respectively. The range resolution and the cross-range resolution of

CSAR are the same and are estimated as [4]:

∆R =
c

3BW
√
εr

(2.8)
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where c, BW , and εr are the speed of light in a vacuum, pulse bandwidth,

and dielectric constant of the propagation medium, respectively. In order to

remove the mutual coupling between the transmitter and the receiver, as well

as ambient effects, a calibration process is needed. In this study, the calibrated

signal is calculated as follows:

sc,i = sraw,i − sam,i, i = 1, 2, ..., N (2.9)

where sc,i, sraw,i, and sam,i are the calibrated signal, the raw signal, and the

ambient signal in the presence of all other sensors for the aperture position i,

respectively.

Then, the calibrated signals, medium electrical properties, along with the aper-

ture locations are fed to the time-domain global back-projection (TD-GBP)

technique [69] and 2D images are reconstructed, i.e., f(x, y). It is important

to highlight that image pixels are real numbers. Different image formats are

proposed to evaluate different dielectric interfaces and sharpen the boundaries

of the target in the image by eliminating the side lobe effects of the received

pulse [70]. The positive image and absolute image are defined in [4], [70] as:

Absolute Image =
∥∥f(x, y)∥∥ (2.10)

Positive Image = real
{
f(x, y)

}
+
∥∥f(x, y)∥∥ (2.11)

2.3.2 Imaging and Flow Metering

Different flow patterns in oil pipes have been reported, including dispersed

bubble flow, stratified, slug, and annular flow [71]. In this study, the first

two types of flows are considered. The following sections describe the imaging

techniques for both cases.
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(a) (b)

(c) (d)

Figure 2.3: a) Simulation setup. b) Calibrated data. c) Real image. d) Positive
image.

Dispersed Bubble Flow

In this section, several dispersed bubble flow scenarios are investigated. A

three-phase scenario, which includes a water bubble and two air bubbles in

crude oil, as shown in Fig. 2.3(a), is simulated using a 2D Finite Difference

Time Domain (FDTD) solver. The dielectric constants of water, air, and crude

oil are considered to be: 78, 1, and 2.1, respectively. Note that all materials

are considered non-dispersive due to small dielectric constant variations within

the radar frequency. Since the bubble size is in the range of 3 to 23 mm [72],

all three bubbles are considered as circles with a radius of 10 mm. The most

frequently used pipes are made of glass-reinforced plastic, also known as fiber-

glass composites; and the diameter is reported as 10.2 cm [73]. The dielectric

constant of the fiberglass composites is in the range of 3.45 to 4.42 [74]. There-
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fore, the considered pipe has a dielectric constant of 4, and an inner radius of 9

cm with a thickness of 1 cm. In Fig. 2.3(a), the transmitters and receivers are

shown as red and green ‘+’ symbols, respectively. The transmitted signal is a

second derivative Gaussian pulse with a full width at half maximum (FWHM)

of 100 ps, which corresponds to a -10 dB bandwidth of 4.12 GHz.

The calibrated data, the reconstructed real, positive, and absolute images are

shown in Fig. 2.3. Note that the solid blue lines correspond to the pipe and

the air and water targets. The reconstructed images clearly show air and water

bubbles. However, the final goal of MFM is an automatic measurement of the

area or flow rate of each phase in the pipe. One possible solution is to detect

edges in the reconstructed image, distinguish each phase boundary, and then

estimate the flow rate of each phase. The next section provides more details

about edge detection algorithms.

Edge Detection Algorithms for MFM

Generally, edge detector algorithms apply a first or second-order spatial deriva-

tive to the image and find the local maxima or zero-crossing points [75]. A

wide range of edge detectors is presented and studied in [76]. Four of the most

popular edge detectors are Canny, Sobel, Prewitt, and Roberts. Canny edge

detection is based on three objectives: 1) low error rate, 2) thin edges, and 3)

accurate localization [77]. The Sobel edge detector performs a second deriva-

tive of the image luminance to extract the edges [78]. Prewitt and Roberts

are two other gradient-edge detectors that use Prewitt and Roberts’ operators,

respectively. For the case of MFM, the edge detection algorithm with the least

error should be applied. To study the quality of edge detector algorithms, the

four edge detectors are applied to the real image, shown in Fig. 2.3(d), and re-

sults are shown in Fig. 2.4. In all four cases, the true edges are shown in solid

black lines, and the detected edges are marked with yellow lines. As can be
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seen, the Sobel and Prewitt detectors perform poorly and fail to successfully

detect the continuous edge of the water target. The Robert operator output

provides jagged edges. The evidence suggests that the Canny edge detector

might be the best candidate for this application. The local maximum in spa-

tial domain variation is considered as edges, and the maximum variation of

the pixels values in the real image and the positive image are equal; hence,

the edge detection can be applied to either the real image or the positive im-

age. The functionality of the edge detectors can be controlled by a threshold

[79]. The edge detector threshold should be adjusted based on several factors,

such as the noise level and number of pixels [80]. The Canny edge detection

is performed with four different thresholds, and the results are shown in Fig.

2.5. The large black circles are the true pipe edges and the small black circles

are the true bubbles’ edges. As can be seen, a zero threshold results in the

detection of unnecessary edges. On the other hand, a 0.9 threshold fails to

detect one of the target edges. While thresholds 0.3 and 0.6 are both success-

ful at detecting all three targets’ edges, the 0.6 threshold is the best threshold

for this case. It should be emphasized that the targets’ image brightness and

the reconstructed images’ special gradient are structure-dependent. Hence,

a fixed threshold value cannot be recommended. A suitable threshold might

be considered to be one in the range of 0.3 to 0.6. In a real-case scenario,

the threshold adjustment requires prior information that can be attained by

properly training the operators.

The flow rate error of each phase is calculated based on Fig. 2.5(d) and

presented in Table 2.2. Air bubbles and the water bubble generate more errors

than crude oil in flow rate estimation. The area of the water and air bubbles

is small compared to that of the crude oil; therefore, a small deviation from

the true value of the area causes a large error compared to the crude oil.
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(a) (b)

(c) (d)

Figure 2.4: a) Canny edge detector. b) Sobel edge detector. c) Prewitt edge
detector. d) Roberts edge detector.

Impulsization

The ideal pulse for MSI is a Dirac delta function since this would have infinite

range resolution. The pulse generator used in this experiment generates pulses

with FWHM in the range of 80 ps to 100 ps. The impulsization technique is

a surrogate post-processing method to generate a definite image with sharp

edges. A mathematical representation of this method [81], can be formulated

Table 2.2: Phase error of the simulated dispersed bubble flow .

Target(phase) Phase area error (%)
Air 1 16.1
Air 2 19.3
Water 43.9

Crude oil 2.1
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(a) (b)

(c) (d)

Figure 2.5: Canny edge image; a) threshold =0, b) threshold =0.3, c) threshold
=0.6, d) threshold =0.9.

Table 2.3: Phase error of the simulated two-phase flow.

Target (Phase) Phase area error (%)
(conventional technique)

Phae area error (%)
(impulsization technique)

Water 28.1 14.9
Oil 2.6 1.4

as:

δ

(
sc,i(t)

)
=


sc,i(tpeak) if t = tpeak

& sc,i(tpeak) > T
0 otherwise

(2.12)

where tpeak and T are the time at which the sc,i has a peak and a threshold

for picking max values, respectively. The tpeak can be easily determined by

finding the peaks of sc,i. The idea of impulsization can be generalized by the

following formula:

δg

(
sc,i(t)

)
=


sc,i(t) if |t− tpeak| < ∆T

& sc,i(tpeak) > T
0 otherwise

(2.13)

27



where δg and ∆T are a generalized impulsized signal and the specified time

window, respectively. The choice of ∆T depends on the pulse width and the

level of noise. As shown in Fig. 2.4, the edge detection algorithms find two dif-

ferent circles which correspond to the side lobes of the received pulse. In order

to enhance the accuracy of the edges, the generalized impulsization technique

has been used. Fig. 2.6(a) shows a scenario with an arbitrary non-smooth

water bubble. Figs. 2.6(b) and 2.6(f) show the calibrated data and the cor-

responding edge image, respectively. The Equation (2.13) with a ∆T = 29.7

ps, which is 20 time steps, is applied to the calibrated data and the positive

image is shown in Fig. 2.6(e). As ∆T decreases, the generalized impulsization

method will be equivalent to transmitting a Dirac delta signal, i.e., s(t) = δ(t).

However, this technique does not increase the spatial resolution and only re-

sults in a non-blurred image, which is a perfect input for the edge detection

algorithm. Fig. 2.6(g) shows the edge image after applying generalized im-

pulsization. The two inner and outer yellow lines in Fig. 2.6(f), caused by

the pulse width, are merged in Fig. 2.6(g). There are some extra lines in

Fig. 2.6(g). These lines are the drawback of the impulsization technique. The

flow rate error of each phase is calculated and presented in Table 3.3. The

water flow rate error and oil flow rate error are improved to 14.9% and 1.4%,

respectively.

Weak Scaterrer Enhancement

MSI technology is based on the discontinuities in the permittivity of the ma-

terials. The magnitude of the received signal is proportional to the contrast

of the target compared to the background. Hence, the reflected signal from

the high-contrast targets carries far more energy than the corresponding sig-

nal from the low-contrast ones. To illustrate this phenomenon, a three-phase

scenario, as shown in Fig. 2.7(a), is simulated in the FDTD solver. In Fig.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 2.6: a) Simulation setup. b) Calibrated data. c) Calibrated data
applying generalized impulsization. d) Positive image. e) Positive image.
f) Edge image applying generalized impulsization. g) Edge image applying
generalized impulsization.
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(a)

Water

Water

Air

(b) (c)

(d) (e) (f)

(g) (h)

(i) (j)

Figure 2.7: a) Simulation setup. b) Calibrated data. c) Peaks with a value
greater than the threshold. d) Modified calibrated data. e) Conventional real
image. f) Real image applying weak scatterer enhancement. g) Conventional
positive image. h) Positive image applying weak scatterer enhancement. i)
Conventional edge image. j) Edge image applying weak scatterer enhancement.
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Algorithm 1 Proposed weak scatterer enhancement
sc, W : inputs, Total Image: output W : Pulse width
Image1← sc, Image reconstruction using TD-GBP
for i = 1, ..., N do

find the peaks of the sc,i k: Number of peaks
for j = 1, ..., k do
if sc,i(tpeak) > Hp then: HP : Threshold

‘scm,i(t) =

{
0 if |t− tpeak| < W/2
sc,i(t) otherwise, (2.14)

scm,i: modified calibrated signal
Image2← scm, Image reconstruction using TD-GBP
Total Image = Image1 + Image2

2.7(b), the magnitude of the air sinogram is approximately three times weaker

than that of the water sinogram. This causes a pale appearance in the recon-

structed image, as shown in Figs. 2.7(e) and 2.7(g). When MSI is used in a

practical application, the reconstructed image will be drastically affected due

to the presence of noise and clutter [82]. A flowchart of the proposed novel

weak scaterrer sinogram enhancement algorithm is shown in Fig. 2.8. The al-

gorithm takes sc and W , the calibrated signal and the pulse width, as inputs.

The peaks of the calibrated signal for the aperture position i are found, and

their corresponding pulse segment is set to zero if sc,i(tpeak) is greater than a

threshold (Hp). This process repeats for all aperture positions, and the mod-

ified calibrated signal is then forwarded to the image reconstruction process.

The steps of implementing the technique are presented in algorithm 1. 1.

Consider Fig. 2.9 for understanding steps 5-7. The blue curve is the sc,i, i.e.,

i = 10. The red line is the threshold line, and the detected peaks are marked

with a circle. The green peaks are greater than the threshold. Step (5) removes

the full pulse that corresponds to the green labeled peaks. Finally, the scm,i is

shown with a black line. It should be noted that the threshold is constant for

all the aperture positions. One possible choice of threshold is to scale it with
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Table 2.4: Phase error of simulated three-phase flow.

Target (Phase) Phase area error (%)
(conventional technique)

Phase area error (%)
WSE technique)

Water1 15.9 15.3
Water2 19.1 13.6

Air 100.0 60.0
Oil 0.9 0.4

respect to the maximum value of |sc|. Typically, Hp should be small enough

to completely eliminate the strong reflection. On the other hand, Hp should

be high enough to preserve the weak reflection. The best choice of Hp for the

crude oil pipes is in the range of Hp = [0.3×max{|sc|}−0.45×max{|sc|}. The

reconstructed image using scm only consists of weak scatterer targets. In order

to present a complete image, which includes all of the targets, the image of the

modified calibrated data is added to the original image. This novel method is

applied to the time-gated calibrated data, which is shown in Fig. 2.7(b). The

threshold has been chosen: Hp = 0.31×max{|sc|}. The green marked labels

on Fig. 2.7(c) show the peaks that are greater than Hp. It is evident that the

algorithm removes the reflections corresponding to the water bubbles. The

signature of water bubbles mostly vanished in the calibrated data, but the air

bubbles’ signature is left, as illustrated in Fig. 2.7(d). Conventional real and

positive are shown in Figs. 2.7(e) and 2.7(g), respectively. The canny edge

detector is applied to the positive image and the edge image is illustrated in

Fig. 2.7(i). The air bubble appears as a pale target, and it has not been found

by the edge detector. In Fig. 2.7(f), the air bubble is roughly as clear as water

bubbles. The Canny edge detector is applied to the enhanced positive image,

and the air bubble appears in the edge image, as shown in Fig. 2.7(j). The

flow rate errors for all targets and crude oil are calculated and presented in

Table 2.4. The flow rate error of the crude oil is improved to 0.4%.
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Figure 2.8: Weak scatterer enhancement flowchart.

Figure 2.9: Illustration of the weak scatterer enhancement.
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(a)

Pipe-air boundary 

Air-oil boundary 

Oil-water boundary 

Pipe-water boundary 

(b)

𝜀=1.1 𝜀=4 𝜀

=2.5

 

(c)

(d) (e)

(f) (g)

(h) (i)

Figure 2.10: Stratified flow case. a) Simulation setup. b) Non-uniform group
velocity in the sectional image reconstruction technique. c) Calibrated data. d)
Conventional real image. e) Real image applying sectional image reconstruc-
tion. f) Conventional positive image. g) Positive image applying sectional
image reconstruction. h) Conventional edge image. i) Edge image applying
sectional image reconstruction.
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2.3.3 Stratified Flow

In the stratified flow, different phases flow in a layered manner. Imaging of

a stratified flow is barely addressed in multiphase flow studies. For instance,

in [59], [83], two-phase stratified profiles are considered; however, the straight

boundaries of the profiles are shown as curvy boundaries in the reconstructed

images. MSI can provide a more accurate and reliable solution for MFM in a

situation of stratified flow.

A numerical simulation setup is conducted, as shown in Fig. 2.10(a). In the

layered structure, a uniform group velocity cannot be considered for the image

reconstruction process. The sectional image reconstruction method, which

is presented in [24], is applied to the stratified case. The principle behind

the method consists of detecting different regions and then reconstructing the

image using non-uniform group velocities. In a three-phase stratified flow, the

first reflection from the bottom of the pipe is caused by the interface between

the pipe and water. Similarly, the first reflection from the top of the pipe

is caused by the interface between the pipe and air. The second and third

reflections are caused by the air-oil and the oil-water interfaces, respectively.

These three reflections appeared as peaks in the calibrated data and can be

clearly seen in spatial-time data, as shown in Fig. 2.10(b). Hence, by finding

peaks of sc,i, the first, second, and third boundaries are identified. Then

non-uniform group velocity based on the group velocity of the corresponding

regions is used in the image reconstruction process, as shown in Fig. 2.10(c).

The conventional real and positive images are shown in Figs. 2.10(d) and

2.10(f), respectively. The sectional real and positive images are shown in Figs.

2.10(e) and 2.10(g), respectively. As shown in Figs. 2.10(d) and 2.10(f), curved

borders have appeared between layers. However, the borders in the sectional

images are not curved anymore and provide a more accurate illustration of each
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Table 2.5: Phase error of the simulated stratified flow.

Target (Phase) Phase area error (%)
(conventional technique)

Phase area error (%)
(sectional technique)

Water 57.0 12.2
Air 41.0 10.3
Oil 4.6 3.4

(a)

(b) (c)

Figure 2.11: a) Measurement setup. b) Pulse Generator. c) Vivaldi antenna.

phase. Table 3.4 suggests that the sectional image reconstruction improves the

water, air, and oil flow rate errors to 12.2%, 10.3%, and 3.4%, respectively.

2.4 Experimental Validation

To evaluate the proposed method, several two-phase and three-phase scenarios

are conducted. Fig. 2.11 illustrates the experimental setup, pulse generator,

and Vivaldi antennas used as transmitter and receiver. The pulse generator

feeds the sensors with a first derivative Gaussian pulse with an approximate

FWHM of 82 ps, which corresponds to a -10 dB bandwidth of 5.9 GHz at 1
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MHz PRF. The received signal is measured by a sampling oscilloscope and

then processed to reconstruct the image and estimate the flow rate. In all

the experiments, a polyvinyl chloride (PVC) pipe and diesel fuel are used

to emulate the industrial setup since their dielectric constants are 4 and 2.1,

respectively [62], [84]. The inner radius of the pipe is 7.7 cm with a 0.8 cm

thickness. The first experiment is a two-phase flow monitoring with a water

bubble, which is emulated by placing a water-filled pipe with a radius of 1.1 cm

in the diesel. The calibrated signal is calculated using Equation (2.9), where

sam is the measured signal in the presence of the pipe containing the diesel.

Hence, the reconstructed images would not include the pipe. As shown in Fig.

2.12(a), the positive image is blurry, and the edges are not fully matched to the

dimension of the water bubble. This is because of transmitted pulses have an

FWHM of 82 ps. By applying the impulsization technique on the calibrated

data, the improved positive image is shown in Fig. 2.12(b). Although the

conventional positive image of the target is smoother, the improved positive

image is more precise in terms of bubble dimension. As mentioned in Table 3.5,

the water and oil flow rate error improved to 15.0% and 0.3%, respectively.

In the second experiment, an additional pipe with an 11 mm radius filled

with air is placed in the diesel. The distance between the two targets is 21

mm. The real and positive images are shown in Fig. 2.13. It should be noted

that the dielectric constant of water is more than that of diesel, whereas the

dielectric constant of air is less than that of diesel. Hence, the received signals

from water and air have different polarities. Therefore, the water bubble has

Table 2.6: Experiment 1 phase error.

Target (Phase) Phase area error (%)
(conventional technique)

Phase area error (%)
(impulsization technique)

Water 65.9 15.0
Oil 1.3 0.3
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(a) (b)

(c) (d)

Figure 2.12: a) Experiment 1, two-phase scenario. a) Conventional positive
image. b) Positive image applying impulsization. c) Conventional edge image.
d) Edge image applying generalized impulsization.

a positive value, and the air bubble has a negative value in the reconstructed

image. The Canny edge detector with a 0.6 threshold is applied to the real

image, and only the stronger scatterer, the water bubble, is detected.

The proposed weak scatterer enhancement technique, as discussed in sec-

tion 2.3.2, is applied to the calibrated data, and the results are shown in Figs.

2.13(b), 2.13(d), and 2.13(f). As it is presented in Table 3.6, the oil flow rate

Table 2.7: Experiment 2 phase error.

Target (Phase) Phase area error (%)
(conventional technique)

Phase area error (%)
(WSE technique)

Water 10.0 10.8
Air 100.0 30.0
Oil 2.3 0.7
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(a) (b)

(c) (d)

Figure 2.13: Experiment 2, three-phase scenario. a) Conventional positive im-
age. b) Positive image applying weak scatterer enhancement. c) Conventional
real image. d) Real image applying weak scatterer enhancement. e) Conven-
tional edge image. f) Edge image applying weak scatterer enhancement.

Table 2.8: Experiment 3 phase error.

Target (Phase) Phase area error (%)
Water 23.0
Air 1 18.0
Air 2 24.0
Oil 0.4
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(a) (b) (c)

Figure 2.14: Experiment 3, three-phase scenario. a) Real image. b) Positive
image. c) Edge image.

error improved to 0.7%.

The third experiment includes a water bubble and two air bubbles. The dis-

tances between the three targets are 15, 18, and 21 mm. The reconstructed

real and absolute images are shown in Fig. 2.14. The Canny edge detector

with a 0.3 threshold successfully identified three bubbles. The area and flow

rate of each bubble are estimated and then flow rate errors are summarized in

Table 2.8. It should be noted that, for the first three experiments, εr in the

image reconstruction process is set to 2.1 based on prior knowledge.

The last experiment investigates the stratified flow situation. The setup

includes a water layer, a diesel layer, and an air layer, from bottom to top.

The height of each phase is 37 mm, 62.7 mm, and 55.3 mm, respectively. The

sectional real, positive, and edge images are shown in Fig. 2.15, and the error

of each layer is summarized in Table 2.9. These experiments, alongside the tai-

lored signal processing techniques, may suggest that the UWB SAR technique

might be a potential solution for MF monitoring and metering in industrial

applications.

Table 2.9: Experiment 4 phase error.

Target (Phase) Phase area error (%)
Water 16.9

Air 7.0
Oil 3.8
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(a) (b) (c)

Figure 2.15: Experiment 4, three-phase stratified scenario. a) Sectional real
image. b) Sectional positive image. c) Sectional edge image.

2.5 Limitations

The UWB SAR method is proposed for imaging, detection, and measurement

of individual phases in multi-phase flow (MF), and exhibits notable strengths

in scenarios characterized by balanced flow conditions. This technique can

effectively capture and quantify the different phases—such as oil, water, and

gas—when their proportions are stable and production rates are well-matched.

However, its effectiveness diminishes when faced with dynamic flow situations

where phase ratios fluctuate widely.

It also should be noted that MSI resolution of CSAR is limited, as per Eq. 2.8,

meaning that imaging of the bubbles with a distance of smaller than expected

resolution is not feasible. In the aforementioned experiments, a pulse with an

FWHM of 82 ps, which corresponds to a -10 dB bandwidth of 5.9 GHz, is

utilized.

∆R =
c

3BW
√
εr

=
3× 108

3× 5.9× 109 ×
√
2.1

= 1.17 cm (2.15)

Hence, any two bubbles with a distance of less than 1.17 cm cannot be resolved

and would appear as a single merged bubble in the images.
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2.6 Conclusion

This chapter utilizes the UWB SAR technique to achieve multiphase monitor-

ing and metering of crude oil pipelines. A range of scenarios involving two-

phase and three-phase dispersed bubble flows, as well as stratified flows, are

examined in the simulations and experiments. To begin, a two-phase scenario

featuring a water bubble within a diesel pipe is investigated. The generalized

pulse impulsization technique is employed to mitigate flow estimation errors.

Subsequently, a three-phase scenario comprising a water bubble and an air

bubble in diesel is studied. A method to enhance the imaging of weak scat-

terers is applied to improve the visualization of air bubbles in reconstructed

images.

Furthermore, a more intricate situation involving two air bubbles and one

water bubble is explored. Finally, a three-phase stratified flow experiment is

conducted, employing the sectional image reconstruction technique to enhance

image quality and flow estimation accuracy for each phase. Notably, the ex-

periments consistently yield a crude oil flow estimation error of less than 4%.

These results affirm the practical applicability of the proposed method within

an industrial setting.
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Chapter 3

Buried Object and Fluid
Characterization

3.1 Introduction

Tunnel boring machines (TBMs) have been extensively used in the construc-

tion of transportation and utility tunnels around the world [85]. During tunnel

construction, however, the TBMs are hampered by many complexities [86].

Difficulties found during the excavation due to unexpected or under-evaluated

geological ground conditions are a common cause of damage. In glaciated ge-

ological conditions (e.g., Edmonton, Alberta), unexpected boulders in soil or

sudden change from hard clay to unstable sand has resulted in cutter head

damage, time, and cost overruns, adversarial relationships, and claims [86].

In addition, the TBM could also ram into unknown man-made obstructions,

such as existing pipes or piles with inaccurate as-built information, boulders,

abandoned metallic objects, or any hidden objects with archaeological or pa-

leontological values. Tunneling engineers rely on either excavating a limited

quantity of vertical boreholes during site investigation or taking core samples

at the tunnel face in order to acquire geotechnical data and probe obsta-

cles. This process is time-consuming and expensive. It also fails to provide

accurate and timely information that is needed to detect the boulders or man-
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made obstructions lying immediately ahead of the tunnel face. Other geologi-

cal probing techniques that have been considered include acoustic holography

and ground-penetrating radar (GPR) techniques. The development of GPR

techniques that focus on detecting hidden objects has been a topic of research

since the 1970s [97]. Early work in this field was motivated by applications

in oil explorations [98]. Other applications of GPRs include seismic imaging,

glaciology, sedimentology, hydrology, mining/tunneling, concrete/pavement

evaluation, and archaeology [99]–[101]. In [102], UWB GPR is exploited for

pavement profiling by time-delay estimation algorithms. However, this algo-

rithm is limited to the pulse width. Lambot et al. [103] extracted subsur-

face material characteristics using a UWB stepped-frequency continuous-wave

(SFCW) radar and the results of this research are promising. The only concern

is the computational complexity of the algorithm and the frequency depen-

dency of the real part of relative permittivity is ignored to limit the number of

unknowns. The existing state-of-the-art research for material characterization

and their limitations is summarized on Table 3.1. Although much research

has proposed material characterization, they suffer from long acquisition data

collection (number of measurements), high-computational time, being destruc-

tive, or failing to characterize multi-layer MUTs.

This chapter presents an investigation of ultra-wideband (UWB) radar tech-

niques [11], [43], [104]–[107] that analyze the geological conditions present in

the tunnel face using material characterization. The material of the buried

object is determined by comparing the measured dielectric constant with the

priory developed material electrical properties catalog. Also, fluid identifica-

tion within the buried pipe using UWB radar is presented and experimented.
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3.2 Methodology

To estimate the dielectric constant of buried objects, transmitting and receiv-

ing antennas are placed pointing at the surface of interest, as illustrated in

Fig. 3.1. The transmitting antenna (Tx) radiates a sequence of short pulses

toward the ground, while the receiving antenna (Rx) captures scattered sig-

nals from the ground and buried objects. In the measurement scenario, an

additional layer of air (layer 5) is introduced at the bottom of the soil, see Fig.

3.1. In other words, the ground layer (i.e., layer 4 in Fig. 3.1) is terminated

with a free-space layer so that the unwanted reflection from the layer4-layer5

interface can be removed with time gating. This is proposed because it is

challenging to emulate an infinitely extended ground after the buried object

in a lab condition. It should be noted that the introduction of the additional

layer of air does not compromise the performance of the method when applied

to buried objects in the ground since in-ground soil continues, and there will

not be any reflections.

The transmitting antenna (Tx) is excited by a first derivative Gaussian pulse,

s(t), which radiates into the air in layer 1. The radiated signal propagates

down to layer 2 (soil) and is scattered by layers 2, 3, 4, and 5. The scattered

signal propagates back to the receiving antenna (Rx) and is received as r(t).

The transfer function of the antennas in transmitting and receiving modes are

gt(t) and gr(t), respectively [108].

Estimating the transfer function of soil with a buried object, ys(t), from

the measured signal r(t) is a crucial step in estimating the dielectric con-

stant of the buried object. Measured received signal, r(t), contains different

components such as source signal, antenna effect, antenna coupling and other

reflections caused by nearby scatterers such as radar fixtures and mounting

vehicles. Calibration measurements are carried out to decouple all the un-
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Figure 3.1: Multilayered dielectric slab that models the soil and buried object.

desired information so that ys(t) can be estimated. In the first calibration

measurement, ra(t), the received signal is recorded when the antennas radi-

ate into free space, and it contains the effect of mutual coupling between the

antennas, scattering from nearby objects and measurement fixers. In the sec-

ond calibration measurement, rm(t), the received signal is recorded when the

antennas point at a large thin metal sheet placed on the soil surface. The

analysis provided in [109] showed that γs(t), which is the reflection coefficient,

can be derived as

γs(t) = F−1{Γs(f)} = F−1
{
− F [r(t)− ra(t)]

F [rm(t)− ra(t)]

}
(3.1)

where F{...} and F−1{...} are Fourier and inverse Fourier transforms, respec-

tively; Γs(f) is the Fourier transform of γs(t); ra(t) and rm(t) are the two

received signals for calibration measurements; and r(t) is the measured re-

ceived signal from soil with the buried object.

On the other hand, γs(t) can also be derived, assuming plane wave prop-

agation, by using the analogy of impedance transition in transmission line
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theory [110] as

γs(t) = F−1
{Z1,2 − Z01

Z1,2 + Z01

}
(3.2)

where

Z1,2 = Z02
Z2,3 + Z02 × tanh(γ2d2)

Z02 + Z2,3 × tanh(γ2d2)
(3.3)

Z2,3 = Z03
Z3,4 + Z03 × tanh(γ3d3)

Z03 + Z3,4 × tanh(γ3d3)
(3.4)

Z3,4 = Z04
Z05 + Z04 × tanh(γ4d4)

Z04 + Z05 × tanh(γ4d4)
(3.5)

γi =
2πf
√
εri

c
i = 2, 3, 4, 5 (3.6)

Z0i =
η0√
εri

i = 2, 3, 4, 5 (3.7)

εr1, εr2, εr3, εr4, and εr5 are the dielectric constants of the multilayered dielec-

tric slab shown in Fig. 2; d2, d3, and d4 are the thicknesses of the dielectric

layers 2, 3 and 4; f is the frequency of interest; η0 is the intrinsic impedance

of free space (377Ω) and c is the speed of light in free space. Please note that

all layers are assumed to be homogeneous in the above formulation. To satisfy

the assumption of plane wave propagation that is required in the theoretical

derivations of γs(t), the antennas used in the measurement must be high-gain

antennas, such that, the illumination area is smaller than the transverse area

of buried objects. Hence, the ground and buried objects can be approximated

to be horizontally layered, and the edges of the objects are not visible to the

antenna.

Therefore, based on the analysis described above, γs(t) can either be computed

from measurements with (1) or derived with (2). If the dielectric constant of

the soil ( εr2 and εr4 ) is known, theoretically, (1) and (2) can be equated, and

a simple solution can be found for the depth, thickness and dielectric constant

of the buried object. This assumption is valid because the dielectric constant of

soil can be measured before the actual buried object measurement. However,
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because of conditions such as measurement noise, inhomogeneous ground, and

surface roughness, it is not feasible to reach a simple solution.

3.2.1 Minimization

To find a practical estimate of the solution, more complicated methods such as

parameter estimation techniques are applied in [109]–[111]. In this research,

a search algorithm has been proposed to recover the depth, thickness, and

dielectric constant of the buried object. Let M0 be the absolute difference

between the measured and the theoretical reflection coefficients for all possible

combinations of physical and electrical properties. The goal of minimization

is

M0(d2, d3, ε
′
r3
, ε′′r3 , f0) =

min{|Γsc(f0)− Γt(d2, d3, ε
′
r3
, ε′′r3 , f0)|}

(3.8)

ε3 = ε0(ε
′
r3
− j ∗ ε′′r3) (3.9)

where d2, d3, and ε3, are the depth from the surface, the thickness of the

buried object, and the complex permittivity of the buried object, respectively.

It should be mentioned that (5) becomes

Z3,4 = Z04 (3.10)

due to the time gating. The pseudo-code of the minimization algorithm is

presented in algorithm 2. For each frequency, the unknown parameters (i.e., d2,

d3, ε′r3, and ε′′r3) vary such that the absolute difference between the measured

reflection coefficient and the theoretical reflection coefficient becomes minimal.

D2max, D3max, ε′3max, and ε′′3max can be set based on any prior knowledge of

the experimental scenario. However, in the absence of any prior information,

these values should be high enough to achieve the global minimum of the M0

function.
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Algorithm 2 Proposed minimization method( frequency dependant)
Minimization of M0:
Γsc: input, d2, d3, εr3: output
for f = f0, ..., f0 +N∆f do

Min← large number (i.e.100),
for x2 = 0, ..., D2max do

for x3 = 0, ..., D3max do
for x4 = 1, ..., ε′3max do

for x5 = 0, ..., ε′′3max do
if |Γsc − Γt| < Min then:

d2(f) = x2,

d3(f) = x3,

εr3(f) = x4 − jx5,

Min← |Γsc − Γt|,

3.2.2 Measurement Procedure

To validate the above methodology, a measurement setup for the buried ob-

ject identification is illustrated in Fig. 3.2. The soil used in the experiment

is obtained from excavated tunnel projects in Edmonton. Slabs of different

materials are buried in the soil, one at a time, so that the proposed identi-

fication method is tested for different materials. As shown in Fig. 3.2, the

soil and buried objects are placed in an open box (εr = 1.03). The box is

placed at 38 cm above the ground to provide a sufficient distance between the

box and the ground. This gap provides a sufficient time interval to eliminate

reflections from the ground. The radar transmitter generates a train of first

derivative Gaussian pulse at 10 MHz pulse repetition frequency with a peak-

to-peak voltage of 2 V. The radar receiver consists of a sampling oscilloscope

(Agilent DCA 86100B) that samples the signal at 40 GS/s. Recorded signals

are processed off-line. For the measurements, Vivaldi antennas [21] are placed

in a monostatic configuration, 21 cm above the soil surface. The measurement

procedure can be summarized into three steps: First, ra(t) is recorded in free
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Figure 3.2: Experimental setup to estimate the dielectric properties of buried
objects.

Figure 3.3: Photo of the objects used for identification while buried in tunnel
soil; a) concrete slab, b) granite slab, c) marble slab.
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space without the presence of the sand and the buried slab. Second, a large

thin aluminum sheet (300× 300mm2, σ = 3.56× 107 S/m) is placed on top of

the sand and the rm(t) is recorded. Finally, rs(t) is measured in the presence

of the sand with the buried slab. Different dielectric materials that frequently

encountered in tunnel construction are shown in Fig. 3.3. Before the dielectric

properties of buried objects can be estimated, the dielectric constant of soil

should be measured and determined. To do that, soil is characterized by two

different layer thicknesses (4 cm and 5.5 cm). Before each measurement, the

soil surface is carefully re-leveled to minimize errors due to the surface tilt and

surface roughness. Fig. 4.5(a) shows the measured dielectric constant and loss

tangent of the soil in black and blue lines with respect to frequency. The red

line indicates the measured dielectric constant with standard dielectric probe

measurement. The average dielectric constant and loss tangent of the soil are

found to be 3.35 and 0.02, respectively. It should be noted that for the free

space measurements, ε2 and ε4 are set to ε0. The only unknown parameters

are d3, ε′r3, and ε′′r3 . The buried objects ( Fig. 3.3) in the soil are: granite

slab (30 × 30 × 1.0 cm3), marble slab (30 × 30 × 1.0 cm3), and concrete slab

(34 × 34 × 4.2 cm3). The thicknesses of the objects are first measured with

an vernier caliper for verification purposes. In addition, the dielectric con-

stants of the slabs are verified by free space measurements. The ra(t), rs(t),

and rm(t) are measured and the minimization problem, provided in (3.9), is

performed. Figs. 4.5(b)-(d) compare the measured electrical properties of the

buried objects in soil with free space measurements. In all cases, buried object

characterization results agree to the free space measurement results. In order

to find the value of each unknown, the values of the unknown are averaged

over the number of frequencies

D2 =
1

N + 1

N+1∑
i=1

d2(f0 + (i− 1)∆f) (3.11)
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Table 5.1 summarizes the measured dielectric constants of the buried objects

from three measurement methods – free-space measurement, buried measure-

ment, and dielectric probe measurement. As can be seen in Table 3.3, the

dielectric constant of the buried objects varies slightly from the free space and

dielectric probe measurements.
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Figure 3.4: a) Measured dielectric constant and loss tangent of the sand. b)
Measured dielectric constant and loss tangent of the concrete slab in free space
and in soil. c) Measured dielectric constant and loss tangent of the marble slab,
and d) Measured dielectric constant and loss tangent of the granite slabs in
free space and in soil.

Measured thicknesses of the buried objects using the proposed technique

are compared to the free space and vernier caliper measurements in Table

II. Comparison shows that an average accuracy of 1.5 mm in estimating the

thicknesses of the buried objects has been achieved. The measurement results

demonstrate the capability of low-power UWB radar to identify buried objects

through their dielectric properties.
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Table 3.2: Measured dielectric constants of the buried objects.

Material Free space
measurement Error Buried

measurement Error Dielectric
probe

Sand 3.31 14.5% N.A. N.A. 2.89
Concrete 6.72 N.A. 7.01 N.A. N.A.
Marble 8.68 0.9% 8.38 2.5% 8.6
Granite 9.65 4.7% 10.39 12.9% 9.2

3.2.3 Discussions on the Optimization Function

The minimization of M0 is performed by Algorithm 1. In this section, by

illustrating the objective function of M0, the uniqueness and stability of the

proposed minimization algorithm within the limited parameter space is stud-

ied. As it is mentioned earlier, the unknown parameters are d2, d3, ε′r3, and

ε′′r3 . In order to illustrate the objective function planes, two parameters are

varied and the rest of the parameters are held constant at their true values

and the values of M0 is plotted [112]. Hence, these surfaces are only sampled

planes of the full four-dimensional parameter space.

The investigated area is performed in large parameter space: 0.001 < d2 <

0.04; 0.001 < d3 < 0.02; 1 < ε′r < 15; and 0 < ε′′r < 3. For these four pa-

rameters, there are six possible surface functions: ε′r − ε′′r plane, ε′r − d2 plane,

ε′r − d3 plane, ε′′r − d2 plane, ε′′r − d3 plane, and d2 − d3 plane. Fig 3.5 (a)-(f)

show these six planes at f = 6.22 GHz and the solution to the M0 function is

marked as a red circle in each case. For each plane, the M0 function demon-

strates a well-defined minimum within the bounded parameters space if the

rest of the parameters are set to true values. These plots confirm the solution

is partially unique. It should be noted that the response plane can be plotted

for other frequencies as well.

Fig. 3.5 (b)-(f) present the response surfaces have several local minima and

one global minimum within the limited range. In other words, a locally global
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solution is demonstrated within the bounded range of unknowns. Note that

to not trap to the local minimums, the steps for d2 and d3 should be selected

small. The steps for d2 and d3 are chosen 1 mm and 0.2 mm, respectively.

The step for parameter d3 is smaller than d2 because more accuracy is needed

for the buried object thickness. It should be noted that if the step for d2 is

chosen to be 0.2 mm, the same response surface is expected, only with much

more computational time. The step for both the ε′r and ε′′r are set to be 0.1

which leads to 141 and 31 iterations for each loop. Considering the 40 and 96

iterations for parameters d2 and d3, a total number of 16784640 calculations

of the M0 function is performed.

3.3 Sensitivity of the Proposed Technique

In many practical cases, the multilayered dielectric slab model (Fig. 3.1)

is not thoroughly satisfied. In other words, the MUT is not a flat object,

and the thickness is non-uniform. Consequently, the input impedance of the

multilayered dielectric slabs does not strictly follow Eq. 3.3. As a result,

some errors are introduced to the objective function, M0. In order to study

the effect of the MUT with a non-uniform thickness, the marble slab with

various surface roughness is considered, and simulations are conducted using

CST Microwave Studio [113]. The tabulated surface impedance exploits the

Hammerstad-Jensen model [114] to describe the effect of surface roughness

on the impedance, as shown in Fig. 3.6(b). This empirical model generally

leads to a violation of Kramers-Kronig [115]. The causality is enforced to the

simulations to construct an imaginary part of kappa (i.e., dielectric constant)

by means of a Hilbert transform of the Hammerstad-Jensen-modified real part,

such that Kramers-Kronig is fulfilled [113]. The marble slab (εr = 8.6− j0.1)

with a three-layer configuration is the MUT, as it is demonstrated in Fig.3.6(b),
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Table 3.3: Measured thickness of the buried objects.

Object Vernier Caliper Free space Buried in Soil
Sand 40-41 39.5 N.A.

Concrete slab 42.80 42.2 41.3
Marble slab 10.70 10.6 10.3
Granite slab 10.34 11.3 10.8

where ∆1 is the RMS tooth height of Layer 1. Surface roughness (RMS) of

the outer layers (layers 1 and 3) is varied from 2 mm to 10 mm, and the

calibrated signals are collected. Layer 2 is considered to be 10 mm and ∆2 = 0.

The recorded data is fed to the minimization algorithm 1, and the averaged

retrieved real part of complex permittivity vs. surface roughness is illustrated

in Fig. 3.7. This analysis shows a surface roughness of 10 mm or 1 cm results in

25% error; and it is convenient to apply the proposed technique approximately

up to 9 mm surface roughness if 15% error of the estimated real part of complex

permittivity can be tolerated.

3.4 Identification of Fluids in a Buried Pipe

Several man-made obstacles such as crude oil pipes and sewage pipes, can be

found in the tunnel excavation and accidents while tunneling can have critical

damage to the metropolitan services or/and the TBM itself. Identification of

the fluid flows inside the pipe is crucial and needed for the TBM operations.

UWB radar technology can be applied to estimate the material properties of

the fluid inside the pipe that is buried in the sand. The methodology is similar

to the one presented in the previous section. The only difference is that the

dielectric constant of the third layer in Fig 3.1 is unknown. In other words,

in addition to d2, d3, ε′r3, and ε′′r3 ; ε′r4 and ε′′r4 are also unknowns and need

to be estimated. Hence, the new minimization problem can be formulated as
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follows:
M0(d2, d3, ε

′
r3
, ε′′r3 , ε

′
r4, ε

′′
r4, f0) =

min{|Γsc(f0)− Γt(d2, d3, ε
′
r3
, ε′′r3 , ε

′
r4, ε

′′
r4, f0)|}

(3.12)

where Γsc and Γt are the measured reflection coefficient and the theoretical

reflection coefficient, respectively. It should be noted that the radius of the

typical pipes is in the range of 0.1 to 9 m [73], [116]. Hence, the dimensions

of the pipe are large compared to the antennas and the flat surface model (as

shown in Fig. 3.1) is valid but approximate.

The existing pipes can be categorized into three main types: crude oil pipes,

sewage pipes, and water pipes. The dielectric constant of the crude oil is

reported to be 2.5-3 [117]. The dielectric constant of the sewage is in the range

of 20-45 [118], and the real part of water’s relative permittivity is reported to be

78 [119]. For this problem, two unknowns are added and the search algorithm

may not be as suitable as before since two inner loops with a relatively large

number of iterations are added. To perform the minimization (3.12), genetic

algorithm (GA) is applied [120]. Briefly, the GA explores the large 6D space of

the unknowns and selects the solutions that minimize the objective function,

which is the absolute difference between the theoretical and the measured

reflection coefficients.

3.4.1 Experimental Validation

In all three experiments, a large cube plastic box (40×59×40 cm3) is filled with

sand to emulate the practical situation. Then, a polyvinyl chloride (PVC) pipe

is placed inside the sand. The minimum distance from the container wall to the

pipe is in the range of 10-11.5 mm. The inner and outer diameters of the pipe

are 77 mm and 85 mm, respectively. To evaluate the functionality of the UWB-

radar technique for identifying the fluid inside the pipe, three experiments are

conducted. First, the pipe is filled with vegetable oil, which is emulating
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crude oil since the dielectric constant of both materials is 2.5, as reported

in [121], [122]. The GA ran for a maximum number of generations of 4000

with 0.01 migration rate, 100% crossover rate, and 200-member population.

The estimated dielectric constant and loss tangent of the vegetable oil and the

measured ones with the dielectric probe are illustrated in Fig. 3.9(a).

In the second experiment, the pipe is filled with acetone to emulate the

sewage pipe since the permittivity of the acetone is reported to be 20.7 accord-

ing to [123]. For the last experiment, the pipe is filled with tap water and the

optimization is performed to minimize (3.12). The results for the acetone pipe

and the water pipe are presented in Figs. 3.9(b) and 3.9(c), respectively. In all

three cases, the pipe thickness and the pipe dielectric constants are estimated

as well. Fig. 3.9(d) shows the estimated dielectric constant of the pipe in three

experiments. The results of the three experiments are all in agreement with

each other. Table 3.4 summarizes the estimated average dielectric constants

of the fluids and compares them to the average dielectric probe measurements.

Also, the average dielectric constant of the pipe is presented in Table 3.4. The

depths of the buried pipe and the pipe thickness are also estimated for the three

experiments and presented in Table 3.5. The discrepancies are attributed to

the non-uniform distribution of pebbles in the soil, the tilted container, and

the tilted alumni sheet, as shown in Fig. 3.8. It should be noted that the

permittivity of the vegetable oil and the PVC pipe is very close to the sand’s

permittivity. Thus, only a small portion of the transmitted signal is reflected

from the pipe-vegetable oil interface and the rs(t) carries small information

about εr4. Hence, the estimated parameters of this experiment are likely to

be less accurate compared to the second and third experiments.

To compare the execution time of the MSE [108] and GA, both algorithms

are analyzed for the above three fluid characterization experiments. Table VI
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presents the optimization run time for three fluid identification experiments

in minutes. The optimization is performed on a computer with the following

specifications: Intel(R) Core (TM) i7- 8700 CPU, @ 3.2GHz, and 32.0 GB

RAM. It is shown that the averaged optimization speed of GA is approximately

28 times faster than MSE.

Table 3.4: Measured dielectric constant of the fluids inside the buried pipe.

Fluid Estimated
dielectric constant Reference Estimated pipe

dielectric constant
Vegetable oil 3.31 - 0.116i 2.82- 0.101i 3.19 - 0.139i

Acetone 21.50 - 0.013i 24.30-0.152i 4.78 - 0.034i
Water 73.09 - 0.082i 74.76- 0.261i 3.61 - 0.092i

Table 3.5: Measured depth and pipe thickness in mm.

Variable True d2 Estimated d2
True pipe
thickness

Estimated pipe
thickness

Vegetable oil 10.7 13.8 8.0 11.4
Acetone 11.5 13.8 8.0 6.9
Water 11.0 12.8 8.0 11.0

Table 3.6: Optimization time in minutes.

Experiment Vegetable oil Acetone Water Average
MSE [108] 3.23 31.90 37.23 24.12

GA (Our work) 0.48 0.49 1.59 0.85

3.5 Conclusion

In this chapter, the results of our investigation on the application of radar

techniques for acquiring near online geological conditions of a tunnel face is

presented. The electrical properties of buried objects are used to identify

different buried objects. First, the UWB radar technology is exploited to

identify the buried material through the dielectric constant. The dielectric

properties of the buried objects are measured to reasonable accuracy. Second,
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the identification of the fluids inside a buried pipe is investigated. Based on

the electrical properties of the fluid in the pipe, sewer pipes, and oil pipes can

be distinguished. It is shown that the GA improves the optimization speed 28

times compared to MSE. All the mentioned experiments confirm the potential

of the ultra-wideband technology in estimating the dielectric properties of

buried objects and identifying the materials and geological features. Based on

these investigations, it is believed that by integrating UWB sensors into TBM

and having appropriate power levels and frequency bandwidths, it is possible

to acquire the near real-time geological features of the tunnel face up to a

meter.
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Figure 3.5: Response planes of the objective function logarithm: log10 (M0);
a) ε′′r − ε′r plane, b) ε′′r − d3 plane, c) ε′′r − d2 plane, d) ε′r − d3 plane, e) ε′r − d2
plane, f) d3 − d2 plane.
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Figure 3.6: a) Hammerstad-Jensen roughness model. b) Three-layered marble
structure in CST simulations.
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Figure 3.7: Evaluation of the proposed method as a function of surface rough-
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Figure 3.8: Experimental setup to estimate the dielectric properties of the
fluid inside the PVC pipe that is buried in the soil.
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Figure 3.9: a) Measured dielectric constant and loss tangent of vegetable oil,
acetone, and water inside the pipe. d) Estimated dielectric constant and loss
tangent of the PVC pipe for three experiments.

63



Chapter 4

Feature Extraction and Object
Classification from GPR Data

4.1 Introduction

Ground-penetrating radar (GPR) has been extensively used for construction,

biomedical, and military applications thanks to its non-destructive, efficient,

and high-resolution properties [124]. One of the most attractive benefits of

the GPR is the ability to image the subsurface objects in the case of limited

access to the target scene.

The data acquisition in GPR systems can be either in the time domain or

frequency domain. In the case of the time domain, the GPR system transmits

a sequence of impulses toward the target scene and records the backscattered

signals in the time domain. In the case of the frequency domain, the GPR

system collects the frequency response of the backscattered signals. The pro-

cess of converting the space-time or space-frequency domain data into 2D or

3D images is called migration or focusing methods. The most popular mi-

gration methods are hyperbolic summation, Kirchhoff’s migration, frequency-

wavenumber migration, and back-projection method [37]. In this chapter, the

focus is on time-domain global back-projection (TD-GBP).

The reflections from the buried object need to be manually marked in many
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industrial GPR systems [125]. Furthermore, subsequent classification of the

buried object is required for GPR data interpretation, even with a high-quality

focused image. Conventional neural networks (CNN) and classification have

been used for landmine detection. Deep learning models are reported to be

more effective for GPR data interpretation since it can be affected enormously

by experimental noise and the environment clutter [125]. Several studies have

adopted machine learning models for GPR data classification [124]–[126]. In

[124], the support vector machine classifiers have been suggested for material

classification of the underground objects in a noisy environment. Moreover, a

deep learning classifier has been proposed based on multi-channel GPRs [125].

Furthermore, a deep convolutional network has been presented to perform

pixel-wise classification of quad-polarized images [126].

Although several research studies have adopted the CNN for the classification

of different microwave images [126], there is a lack of research in precisely dis-

tinguishing the impacts of single and quad-polarized SAR GPR images on the

feature extraction, model training speed, and accuracy level of the classifiers.

In this chapter, two sets of the SAR GPR Data, i.e., single and quad-polarized

SAR, are generated for three basic objects, such as boulder, cutter head tooth,

and wrench [See Fig. 4.1]. The positive 2D images are formed by the TD-

GBP technique (refer to Eq. 2.10 ) and white Gaussian noise is added to the

reconstructed images. Then, a seven-layer CNN model is trained three times.

Afterward, the trained models are tested with images attained by single and

quad-polarized SAR systems, and the feature properties, accuracy, and speed

of the model training are explored. Finally, the trained models are validated

by the experimental data.

It is shown that the models whose train and test data are from the same

groups learn faster than the models whose train and test data are from dif-
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(a) (b) (c)

Figure 4.1: Examples of the RGB 2D positive images; a) cutter head tooth,
b) wrench, and c) boulder.

ferent polarization groups. It is also observed that the images from quad-pole

SAR represent some features that cannot be extracted from single-pole images.

Furthermore, the classification accuracy is improved from 85.3% to 98.6% due

to the feature extraction of the quad-pole images.

4.2 Methods
4.2.1 Generating Data set

To create a data set, the FDTD solver, GprMax [127], is used to generate

SAR data. Three different shapes are considered for the classification. i)

boulder: The boulders tend to be like a circle or oval shapes. ii) cutter head

tooth: the 2D cross-section of the industrial cutter head teeth are mainly in

a triangle shape. iii) wrench. Fig. 4.1 shows some examples of the boul-

der focused-images, cutter head teeth image, and one-headed and two-headed

wrench images in gray scale.

A two-stage resampling technique is applied to create a large dataset.

• Space resampling: in this stage, the object’s image is moved toward the

edge of the image in the x- and/ or y-direction.

• Noise resampling: A Gaussian white noise with various means and variances

is added to the reconstructed images with the mean value and variance given

in 4.1-4.2.
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Figure 4.2: The architecture of deep convolutional neural network for GPR
image classification.

mean = ±0.003,±0.006 (4.1)

var = 0.001, 0.0025, 0.005, 0.006 (4.2)

The three-channel images have a dimension of 64 × 64 × 3 ( i.e., RGB) with

64 pixels in both x- and y-direction. Finally, the data set is split into 70 and

30 percent for training and the validating model, respectively.

4.2.2 Neural Network Architecture

CNNs with different architectures typically consist of convolution layers, fol-

lowed by pooling and fully connected layers [128], [129]. In this study, a deep

neural network architecture is considered to examine the impacts of the polar-

ization on the feature extraction and accuracy level of the classification since it

has been designed for the general classification of images [125]. The proposed

CNN, as shown in Fig. 4.2, includes two convolutional layers, two pooling lay-

ers, and three fully-connected layers. The filter size for the first convolutional

layer is 5 and the number of filters is 10. The next layer is a max-pooling layer,

which uses a 2×2 filter with a stride of 2. The next layer is a convolutional
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Figure 4.3: Illustration of the reconstructed image of single- and quad-pole
SAR data; a) simulated asymmetric wrench, b) reconstructed image attained
by horizontal polarization, c) reconstructed image attained by vertical polar-
ization, and d) reconstructed image attained by quad-pole SAR.

layer consisting of 20 filters with a filter size of 5. Then, the same max pooling

is applied to reduce the dimensions by half. A matrix flattener follows the

max-pooling layer to obtain a 1-D matrix. Finally, softmax activation is used

to determine the class of the object. The batch size is chosen to be 128 and

the number of epochs is 20. Adam optimization is utilized to backpropagate

the error for model training.

4.3 Simulation Results
4.3.1 Train and test data: single-pole SAR (Model 1)

For a non-symmetrical shape such as a wrench, a single vertical-pole SAR

and a single horizontal-pole SAR data are used to attain the vertical and the

horizontal features, respectively. Different one- and two-head wrenches, boul-

ders, and cutter head teeth are simulated to train the model. For instance,
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     (a)                                                                     (b)                                                                   (c) 

Fig. 4.  Accuracy vs. epoch. a) Model 1, b) Model 2, c) Model 3. 
 

 
Figure 4.4: Accuracy vs. epoch; a) model 1, b) model 2, and c) model 3.

Fig. 4.3 shows the simulated two-head wrench and the reconstructed images

by HH-polarization, VV-polarization, and quad polarization. For the sake of

simplicity, the scattering matrix is considered as 4.3.

S =

[
Shh 0
0 Svv

]
=

[
1 0
0 1

]
(4.3)

Inspecting the images in Fig. 4.3, the reconstructed images attained by the

single-pole SAR fail to catch some essential parts of the object. However, the

image of the quad-pole SAR depicts all features and edges of the object. The

CNN model is trained by 7923 images from three classes and validated for

3396 images. The learning curve is illustrated in Fig. 4.4(a).

4.3.2 Train data: single-pole SAR, test data: quad-pole
SAR (Model 2)

Inspection of the images in Fig. 4.3(b) and (d) may raise the concern that the

single-pole SAR images might not depict some exclusive features compared to

the quad-pole SAR images. To examine this assumption, CNN is trained only

with single-pole SAR images and validated by quad-pole SAR images. The

classification accuracy is shown in Fig. 4.4(b). As expected, the trained model

is not successful in predicting classes since the training data (single-pole SAR

images) fail to catch some of the test data features (quad-pole SAR images).
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Table 4.1: Averaged accuracy of the trained models.

Models
Average accuracy

After 2 epochs After 14 epochs After 20 epochs
1 76.4% 99.4% 99.%
2 79.9% 84.8% 85.3%
3 73.3% 98.1% 98.6%

4.3.3 Train and test data: quad-pole SAR (Model 3)

In this section, the train and test data are determined to be quad-polarized

SAR images. Compared to the single-pole SAR images, the quad-pole images

are expected to have more features. The possibility of the training model with

the same architecture, e.g., an equal number of features, an equal number of

hidden layers, and neurons, is studied. The learning curve is plotted in Fig.

4.4(c).

The average accuracy after training two epochs, fourteen epochs, and all

Predicted
Boulder Tooth Wrench

Tr
ue

Boulder 864 40 0
Tooth 0 889 0

Wrench 0 0 902

Table 4.2: Confusion matrix of experimental data (model 1).

epochs are summarized in Table 4.1. Model 1 and 3, in which the train and

data sets are from the same polarization groups, are trained much faster than

model 2. Also, the final accuracy of the model 1 and 3 are close to 100%.

However, model 2, trained with only reconstructed images of single-pole SAR,

might not extract the whole features of the quad-pole SAR data. This is ex-

pected since the single-pole SAR data can not catch some details of the object,

as discussed in III-A. This is also the reason for the significant discrepancy

between the train (blue-colored) and test (red-colored) data curves in Fig.

4.4(b). By comparing row 1 and 3 of Table 1, we observe a higher accuracy of
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Figure 4.5: Experiment details; a) perspective view of the setup, b) top view,
c) boulder, d) cutter head tooth, and e) metal shapes representing two-headed
and one-headed wrench.

model 1 compared to model 3 since the proposed architecture tends to extract

all the essential features of the single-pole reconstructed images, whereas it is

not picking all the features for the quad-pole reconstructed images.

4.4 Experimental Validation

Several SAR imaging experiments are conducted to verify the impacts of polar-

ization on the feature extraction of the reconstructed images. Fig. 4.5(c)-(e)

demonstrate boulder, cutter head tooth, and simplified metal shapes represent-

ing wrench used to achieve 2D images. The data were collected in xy-plane

with a total aperture length of 24 cm in each direction. The transmitting
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(a)                             (b)                              (c) 
 

 Figure 4.6: Experimental reconstructed image; a) boulder, b) cutter head
tooth, and c) one-headed wrench.
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Figure 4.7: Classification accuracy vs. three types of shapes (classes); a) model
1. b) model 2, and c) model 3.

and the receiving antennas are pointed to the imaging scene in a quasi-mono-

static configuration. The three aforementioned models are validated by the

experimental data and classification accuracy graphs are demonstrated in Fig.

4.7. Although the accuracy of the experimental data is slightly less than the

simulation data, it is in complete agreement with the simulation data. The

classification of the experimental data confirms that quad-pole images repre-

sent some exclusive features compared to single-pole images. Inspecting the

measured results in Fig. 4.7(b), and (c), 14% and 30% accuracy enhancements

are reported for cutter head tooth and wrench classification due to providing

the sufficient feature of the quad-pole images. For more insight of the dis-
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cussed aforementioned models, the confusion matrix of the experimental data

is presented in Tables 4.2, 4.3, and 4.4. Looking at Table 4.3 implies that

wrench images are mislabeled with boulder and tooth since the test data is

from quad-pole SAR images. Please note that in model 3, the classification

accuracy of the cutter head tooth and wrench is much higher compared to

the boulder’s classification accuracy. This is due to the distinct feature of the

quad-pole images of tooth and wrench, i.e., several sharp edges that have been

picked up by CNN while the model is trained.

Predicted
Boulder Tooth Wrench

Tr
ue

Boulder 874 0 5
Tooth 130 791 0

Wrench 169 98 628

Table 4.3: Confusion matrix of experimental data (model 2).

Predicted
Boulder Tooth Wrench

Tr
ue

Boulder 778 72 31
Tooth 0 991 0

Wrench 0 0 895

Table 4.4: Confusion matrix of experimental data (model 3).

4.5 Conclusion

In this chapter, a deep learning neural network is presented to classify the

three types of the buried object, including some asymmetrical objects. It is

shown that the single- and quad-pole SAR data result in different reconstructed

images accompanied by various distinct features. The impacts of single- and

quad-pole SAR on the feature extraction, speed of the model training, and

model accuracy is studied. Moreover, it has been shown that the model trains
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faster if the train and test images are from the same polarization groups.

Also, the prediction accuracy is higher when the train and test sets are from

the same polarization groups. This study suggests that when a classification

of quad-pole SAR images is needed, it is necessary to train the model with

quad-pole SAR rather than the single-pole SAR images. In other words, the

classification accuracy of the simulated data improves from 85.3% to 98.6%

by reclaiming the missing features of the quad-pole images. According to the

experimental data, the classification accuracy of the cutter head tooth and

wrench are enhanced from 86.0% to 100% and 70.0% to 100%, respectively,

by providing the suitable extracted features and classifier.
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Chapter 5

Tunnel Forehead Imaging

5.1 Introduction

Numerous tunnel boring (TB) operations are currently underway globally, and

in many cases, sizeable boulders or obstructive pipes are frequently encoun-

tered within the tunnel face. Thus, the availability of a predictive mechanism

for the tunnel forehead would be of immense value to both operators and Tun-

nel Boring Machines (TBMs). Various methodologies have been explored in

literature to address this challenge, including probe drilling and elastic wave

reflection techniques [130]. Additional geological probing strategies considered

encompass techniques like acoustic holography and ground-penetrating radar

(GPR) [131]. For instance, Y. Park et al. [132] employed an impulse Ground

Penetrating Radar (GPR) to visualize metal and concrete pipes within tun-

nel soil. However, this approach yields a limited spatial resolution due to the

relatively wide pipe spacing of over 1 meter.

In another study [133], a multistatic GPR was developed to yield a three-

dimensional depiction of buried objects and pipes, exhibiting promising imag-

ing outcomes even in the presence of considerable surface clutter atop sand.

Nonetheless, a significant drawback is the extensive long data acquisition time,

approximately 14 hours, causing it less suited for real-time TB operations.

A comprehensive exploration of acoustic probing’s capabilities for TBM
75



monitoring is presented in [134], where a passive seismic approach is adopted

to visualize the tunnel’s ahead vicinity. While this approach is sensitive to

acoustic impedance variations, its typical resolution lies in the range of 10-

15 meters. A distinct development, Sonic Softground Probing (SSP) [134],

extends its probing reach to up to 40 meters ahead of the tunnel face. Yet,

this technique suffers from extended analysis times, often spanning several

days, and exhibits a limited spatial resolution of 0.5-1 meter. Consequently,

these methodologies lack the appeal for widespread utilization within indus-

trial TBMs. In the case of the passive approach, the TBM can face a large

object, and the cutter head of the TBM can be damaged. The passive TBM

also causes some delays in delivering the projects.

In this chapter, the possibility of the UWB SAR technique for the forehead

imaging of the tunnel face is investigated through FDTD simulations. The mi-

crowave imaging system has several advantages: it is portable, cost-effective,

and provides images with a satisfactory resolution.

The idea of MSI for TBM was previously presented in the literature [135], [136];

however, it was limited to physically-large object identification. Specifically,

only three sensors per arm/wheel have been used and the target dimension is

4 ×1 ×0.5 m3. In this chapter, a microwave sensor array is proposed to image

small objects as well as large objects that may exist at the tunnel face. The

data acquisition process in the proposed technique aligns with the rotational

speed of the TBM wheel, ensuring fast and synchronized measurements. The

achievable resolution is in the range of a few centimeters, significantly enhanc-

ing the precision of the reconstructed 3D images. Additionally, the subsequent

data processing is efficiently completed within a timeframe of less than one

minute, showcasing the method’s capability for fast and streamlined analysis.
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5.2 System Specification

As shown in Fig. 5.1, the sensors can be installed on the wheel, and it sends a

train of the pulses toward the clay and receives the reflected signal. Then, the

received signal is processed and the target scene image is reconstructed. This

image can be used to set up some alarms for the operator or control center.

The excitation signal for all simulations is a second derivative Gaussian

pulse with a pulsewidth of 282 ps and -10 dB-BW of [0.36 − 1.87] GHz. For

conducting simulations, the electrical properties of the tunnel face and possi-

ble buried objects are required to emulate the actual situation in the FDTD

solver. The material of the excavated tunnel is found to be mostly clay, clay

till, sandy clay, etc. [137]. The permittivity of the clay is dependent on the

moisture level. For proof-of-concept, zero percent moisture clay is considered

in the simulations. In [138], the dielectric constant of the clay for zero percent

moisture level is:

ε = ε0 (ε′ − jε′′) = ε0 (2.27− j0.0341) (5.1)

The dielectric constant of the water patch is in the range of 25-40. The boulder

and water patch dielectric constants are considered to be 4 and 25, respectively.

In addition, the calibration process is performed to remove the reflections from

the air-sand interface using Eq. 2.9.

5.3 Mathematical Modality of the Image Re-
construction

Fig. 5.1(a) shows an example of the TBM face and the target area. The

number of sensors per arm is considered Ns

P = [ρ1, ρ1, ..., ρNs ] (5.2)
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Figure 5.1: a) A schematic of the TBM wheel and the target area. b) Installed
sensors on the rotating wheel.
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The number of angles at which data are captured is considered to be Nang

Φ = [φ1, φ2, ..., φNang ]. (5.3)

Hence, the total number of apertures can be calculated as follows

N = Nang ×Ns (5.4)

Therefore, the captured data is a matrix with a dimension of N ×M , where

N and M are the number of apertures and the number of sampled points

of the received pulse, respectively. The target scene or the area of interest is

discretized into L and K and M grids in the x, y, and z directions, respectively;

hence the output image is an L ×K ×M matrix. For each l, k, and m, the

distance between the antenna and the target position can be calculated as:

∆Ri,j,l,k,m =
√

(ρiCosφj − xl)2 + (ρiSinφj − yk)2 + (Z0 − zm)2 (5.5)

where (ρi, φj, Z0) and (xl, yk, zm) are the antenna aperture position and the

corresponding position of the grid (l, k,m), respectively.

∆ti,j(l, k,m) =
2∆Ri,j,l,k,m

√
εr

c
(5.6)

where ∆ti,j(l, k,m) is the time of flight between the grid (l, k,m) and the

antenna position. Then, the image value is calculated as:

image(i, j, l, k,m) = sc,i,j

(
∆ti,j(l, k,m)

)
(5.7)

Image(l, k) =
Ns∑
i=1

Nang∑
j=1

image(i, j, l, k,m) (5.8)

where the sc,i,j is the calibrated data aperture that corresponds to ρi and φj.
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5.4 Possible Sensors Arrangements

In this section, two different sensor arrangements are presented and corre-

sponding simulations are conducted. First, a point target is placed in the

center of the plane with a 22.5 cm distance from the rotating wheel. The

sensors or antenna radii are:

P = [0.1, 0.19, 0.28, 0.37, 0.46, 0.55, 0.64, 0.73, 0.82] (5.9)

The data is collected in 18 angles with a 20-degree increment to cover 360

degrees, hence: N = 18 × 9 = 162. It should be noted that simulations are

conducted in the space of 2 × 2 × 0.7 m3, and 10 Perfectly Matched Layers

(PML) cells are set as absorbing boundaries.

Then, another simulation with the same specification is conducted with dif-

ferent sensors’ arrangements:

P = [0.1, 0.25, 0.4, 0.5, 0.57, 0.64, 0.71, 0.77, 0.82] (5.10)

These two sensor arrangements are illustrated in Figs. 5.2(a) and 5.4(a), re-

spectively.

The target is a 5-cm diameter sphere at the location (1, 1, 0.34). The recon-

structed images z = 36 cm are shown in Figs. 5.3 and 5.5, respectively. The

isosurfaces of the reconstructed images for equally distance sensors and non-

equally distance sensors are illustrated in Figs. 5.2(b) and 5.4(b), respectively.

As can be seen, in both cases, the sphere target images are reconstructed suc-

cessfully in the correct position.

5.5 Resolution

Range and cross-range resolution is one of the most important aspects of any

radar system. In this section, both resolutions with respect to the aforemen-

tioned pulse for the equally distanced sensor arrangement are investigated and
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(a) (b)

Figure 5.2: a) Sensor arrangement (once one rotation of the wheel is com-
pleted). b) Isosurface of the reconstructed image.

(a) (b)

Figure 5.3: Reconstructed image of the 5-cm sphere. a) Absolute image. b)
Negative image.
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(a) (b)

Figure 5.4: a) Sensor arrangement. b) Isosurface of the reconstructed image.

(a) (b)

Figure 5.5: Reconstructed image of the 5-cm sphere. a) Absolute image. b)
Positive image.

presented. The expected range resolution is in agreement with the resolution

achieved via simulations.

5.5.1 Range Resolution

The expected resolution in range direction can be calculated as follows:

∆R =
cXFWHM

2
=

3× 108 × 282× 10−12

2×
√
(2.27)

= 1.74 cm (5.11)

The targets are 5-mm radius spheres at locations (1, 1, 0.34) and (1, 1, 0.37),

2 cm distance. The reconstructed images at z = 34 cm and z = 37 cm are

shown in Figs. 5.6(a) and 5.6(b), respectively. The isosurface image, which is
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(a) (b)

(c)

Figure 5.6: Range resolution. a) Absolute image z = 34cm. b) Absolute image
z = 37cm. c) Isosurface image.

shown in 5.6(c), shows that the two targets are clearly resolved in the range

direction.

5.5.2 Cross-range Resolution

The cross-range resolution is found to be 4.6 cm. The targets are a 5-mm

radius spheres at locations (1, 1, 0.34) and (1.04, 1.04, 0.34), 4.6 cm distance.

The reconstructed absolute and negative images z = 34 cm are shown in

Fig. 5.7(a) and 5.7(b), respectively. The isosurface image, shown in 5.7(c),

demonstrates the two targets are clearly resolved in the cross-range direction.
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(a) (b)

(c)

Figure 5.7: Cross-range resolution. a) Absolute image z = 34cm. b) Negative
image z = 34cm. c) Isosurface image.

(a) (b)

(c)

Figure 5.8: Marginal imaging scenario (equally spaced sensors). a) Absolute
image z = 36cm. b) Negative image z = 36cm. c) Isosurface image.
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(a) (b)

(c)

Figure 5.9: Marginal imaging scenario (non-equally spaced sensor). a) Abso-
lute image z = 36cm. b) Negative image z = 36cm. c) Isosurface image.

5.6 Marginal Imaging

One of the major concerns is the greatest radius at which a target can be

imaged. To examine the greatest radius for successful imaging, a boulder with

a dimension of 10× 10× 4 cm is placed in the location (1.68, 1.68, 0.34). The

data is collected in 72 angles with a 5-degree increment to cover 360 degrees

(N = 72 × 9 = 648). Two different aforementioned sensor arrangements are

tested. Figs. 5.8(a) and 5.8(b) show the absolute and negative images for equal

distance sensors, respectively. Figs. 5.9(a) and 5.9(b) show the absolute and

negative images for non-equal distance sensors, respectively. The isosurface of

the cubic boulder is also illustrated in Fig. 5.8(c) and 5.9(c). All reconstructed

images and isosurface images show that the UWB-SAR technique can image

the object at any radius up to the greatest radius of the sensors.
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5.7 Realistic Scenario

In an actual TBM face, different types of objects, such as metal nails, boulders,

and water patches may exist. Hence, a simulation including all these objects

is conducted.

Four objects, including one metal nail, two boulders, and one water patch, are

placed inside the clay. The metal nail is a cylinder with a 4 cm diameter and

a height of 10 cm. The water patch shape is a sphere with a 6 cm diameter

placed at (0.6, 0.6, 0.5). The cubic boulders are 10 × 10 × 10 cm and they

are placed in location (0.6, 1.4, 0.34) and (1.4, 0.55, 0.34). The reconstructed

negative images at z = 36 cm, z = 45 cm, z = 49 cm, and z = 56 cm are

illustrated in Figs. 5.10(a), (b), (c), and (d), respectively. The isosurface of

the reconstructed image is illustrated in Fig. 5.10(e). The processing time that

includes calibration, image reconstruction, and image display is presented in

Table 5.1.

Table 5.1: Processing time in seconds.

Number of Reconstructed
Image’s Grid Processing Time (s)

201 ×201× 31 = 1252431 14.99

5.8 Limitations

What are the limitations of this proposed forehead imaging?

1) The depth of investigation: As the pulse goes or penetrates toward the

depth, it is attenuated. Hence, as the illumination depth increases, higher

transmitted power is required. If there is enough transmitted power and no

risk to human health, the investigated depth can be increased.
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(a) (b)

(c) (d)

(e)

Figure 5.10: Realistic tunnel face scenario. a) Negative image z = 36cm. b)
Negative image z = 45cm. c) Negative image z = 49cm. d) Negative image
z = 56cm. e) Isosurface image.

87



2) Moisture level: As the level of water increases, the attenuation of the

signal increases. Hence, this technique is limited to a low level of water or

moisture content of the clay or sand.

3) Sensor installation: The average pressure on the TBM face is estimated

to be 6000 psi [139]. In such harsh conditions, the specific antenna or sensor

needs to designed that bear this pressure without breaking or erosion.

5.9 Analysis of TBM Rotation in GPR SAR
Data Collection

In this section, an in-depth exploration of the GPR SAR data collection time

is presented. The fastest rotational speed of the TBM cutter head is 10 rev-

olutions per minute (RPM) [140]. In other words, the maximum cutter head

rotational speed is 1
6

revolutions per second or 60 degree per second. The time

of flight for a depth of 0.5 meters can be computed as follows:

∆T =
2d

c
=

2d

c0/
√
ε′

=
2× 0.5

(3× 108)/
√
2.27

= 5.02 ns (5.12)

where d is the depth of the probe, c is the propagation speed in the Tunnel

face, and c0 is the speed of light in a vacuum. The GPR can use expansion

factor architecture to reduce the cost of the GPR [141]. If an expansion factor

of 100000 is considered, the total data acquisition time can be computed as:

Ttotal = 100000× 5.02n = 0.502 ms = 5.02× 10−4 (5.13)

Hence, the maximum angular rotation of the cutter head within this 0.502

ms timeframe is derived as:

∆ϕ = 5.02× 10−4 × 60◦ ≈ 0.03◦ (5.14)
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Evidently, the maximum cutter head’s rotation is found to be 0.03 degrees

during GPR-SAR data collection, effectively characterizing the scenario as

static.

5.10 Conclusion

This chapter primarily discusses the application of UWB GPR to detect and

investigate small practical objects situated at the forefront of a tunnel. The

exploration encompasses various sensor arrangements, including equally dis-

tanced and non-equal distanced sensors. The investigation also studies attain-

able range and cross-range resolutions, revealing the feasibility of achieving

a range resolution of 1.74 cm and a cross-range resolution of 4.6 cm using a

pulse width of 282 ps.

Additionally, the study extends to a more complex scenario involving four

distinct small objects: two boulders, a metal nail, and a water patch. Through

FDTD simulation and SAR processing, 3D images are successfully recon-

structed, capturing these objects within their correct position and dimensions.

Originally, the intention was to physically implement the UWB radar onto

an actual Tunnel Boring Machine (TBM) to examine the tunnel face in real-

world conditions. Regrettably, practical constraints emerged, blocking the

feasibility of securing an authentic tunnel construction site and relocating a

high-frequency sampling oscilloscope. Consequently, the chapter concludes

with simulation-based evidence as a satisfactory outcome.
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Chapter 6

A Modified Kirchhoff Migration
in Superluminal Propagation
Region

Microwave imaging is a nondestructive technique to acquire information on

inaccessible objects in the ground, behind the wall, etc [106]. The data acqui-

sition can be performed either in the time-domain or the frequency-domain

[43]. The raw data is then post-processed and converted to the spatial do-

main to form a focused image of the Region of Interest (ROI). The process of

converting the raw time-space or frequency-space data to a 2D or 3D image is

called migration [37].

In the literature, various migration techniques are available, which can be clas-

sified into i) Diffraction summation, (ii) Phase-shift migration, iii) Kirchhoff’s

migration, vi) Frequency-wavenumber (w-k) migration, and v) Back-projection

based migration [37], [41], [142]. Diffraction summation is the most popular

algorithm thanks to their easy implementation. However, it is not well-suited

for high-quality imaging applications. This inaccuracy originates from the

fact that these methods are not developed based on rigorous wave equations

[41]. Kirchhoff’s and frequency-wavenumber migration techniques are rooted

in wave equations. The goal of Kirchhoff’s migration is to find a solution to

the scalar wave equation, and it exploits Kirchhoff’s integral theorem [143].
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Kirchhoff’s migration technique can provide higher-quality images compared

to diffraction summation. The frequency wave number is also derived from

the scalar wave equation, and the image reconstruction is done in the spatial

Fourier domain. Frequency wave number migration is a more computation-

ally efficient method than other time-domain integral techniques, i.e., Kirch-

hoff’s migration. However, the data acquisition must be in uniformly spaced

transceiver positions, which may limit the usage of this technique [41]. The

back-projection based migration techniques are developed on the tomographic

principles. Unlike the frequency-wave number migration, the back-projection

algorithm does not need an evenly-spaced data acquisition. Another advan-

tage of this migration is that the image reconstruction can be started before

the data capture is entirely completed, making this technique suitable for real-

time applications. However, back-projection techniques migrate a single spike

to an arc that causes the undesired sidelobe in the reconstructed image [144].

In ultra wideband (UWB) microwave imaging, the ROI is illuminated by a se-

ries of short pulses and the transient response is recorded. Then the space-time

domain data are transformed into a 2D or 3D image by one of the aforemen-

tioned migration techniques. Kirchhoff’s migration provides a focused image

with significantly higher quality and is more computationally efficient. For

these reasons, Kirchhoff’s migration is one of the most popular focusing tech-

nique for UWB radar SAR imaging [39], [41].

In many practical applications, the target is in the antenna’s near-field. Many

researchers developed near-field migration techniques [145]–[149]. However,

none of them has addressed the time-domain Kirchhoff’s migration in the near

region of the antenna. In [150], the propagation speed of the signal in the

medium is considered to be constant. This approximation is not valid in the

near-field and Fresnel region of the antenna [151], [152] and deteriorates the
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reconstructed image created by Kirchhoff’s migration.

In this chapter, a modified Kirchhoff’s migration technique for the near-field

region is proposed, and the non-uniformity of the pulse propagation speed

is compensated. Then, the modified technique is validated through several

simulations and experimental scenarios. The proposed modified Kirchhoff’s

migration is applied to Circular SAR (C-SAR) and Linear SAR (L-SAR)

techniques, and the reconstructed images are compared to the conventional

Kirchhoff’s technique

6.1 Modified Kirchhoff’s Migration Formula-
tion

The scalar wave equation in a lossless medium can be written as

∆2Ψ(r⃗, t)− 1

vm2

∂2Ψ(r⃗, t)

∂t2
= −f(r⃗, t) (6.1)

where Ψ is the wave amplitude, vm is the propagation velocity, and f is the

source function of the wave evaluated at position r⃗ and time t. In a source-free

ROI, i.e., f(r⃗, t) = 0, Green’s theorem can be applied to solve the Eq. 6.1.

Ψ(r⃗, t) = − 1

4π

∫ ∞

0

∫ (
Ψ
∂G

∂n′ −G
∂Ψ

∂n′

)
dA′ dt′ (6.2)

Eq. 6.2 is known as Kirchhoff’s integral theorem, where n′ and G are the unit

normal vector to the surface and Green’s function, respectively. In an isotropic

medium
∂G

∂n′ = 0 (6.3)

It should be noted that the wave amplitude or Ψ can be acquired from the

measurements. The solution to the above equation is [39]

Ψ(r⃗, t) =

∫∫
V

(Cosθ

vm r

∂

∂t
Ψ(r⃗, t − r

vm
)
)
dϕ dρ (6.4)
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where θ is the angle of the incident wave to the propagation axis. i.e., z . Cosθ

can be calculated as follows

Cosθ =
z − zt

r
(6.5)

where (xt, yt, zt) is the coordinates of the observation point. The above integral

equation with N number of receiver positions can be approximated with the

following

Ψ(r⃗, t) =
N∑
i=1

(
Cosθi
vm ri

∂

∂t
Ψ(r⃗, t − ri

vm
)
)

(6.6)

where ri is the euclidean distance between the observation point and the re-

ceiver position.

To reconstruct the image of ROI, each point of the imaging area can be con-

sidered as a point scatterer and the goal is to retrieve the wave amplitude at

the time the wavefront intersects that point. For all the receiver apertures,

the above procedure is carried out and an image value is calculated for each

observation point by aggregating the wave amplitudes.

As mentioned in Eq. 6.4, the propagation velocity of the wavefront is needed

for the reconstruction. The group velocity is defined as

vm =
dw

dβ
(6.7)

where w and β are the angular frequency and the wavenumber, respectively.

In the far-field region of the antenna, the group velocity is equal to phase

velocity and can be acquired as follows

vm = vph = C =
c0√
εr

(6.8)

where C, c0, and εr are the speed of the light in the medium, the speed of the

light in the vacuum and the dielectric constant of the propagation medium, re-

spectively. However, in the near-field region of the antenna, the group velocity
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is not equal to C. In [145], [152], is shown that the pulse propagation speed is

a function of the distance and angle in superluminal propagation region. To

compensate for the variable propagation speed for Kirchhoff’s Migration, the

modified Kirchhoff’s is proposed as

Ψ(r⃗, t) =

∫∫
V

( Cosθ

vm(ϕ, ρ) r

∂

∂t
Ψ(r⃗, t − r

vm(ϕ, ρ)
)
)
dϕ dρ (6.9)

where the propagation velocity i.e., vm is a function of the observation point.

This is extra essential for any near-field microwave imaging since the pulse

propagation speed can escalate up to 6 times for a 6-GHz dipole antenna as

we move from the far-field region to a few centimeters [145]. In order to verify

the proposed modified Kirchhoff’s migration, the discrete version of the Eq.

6.9 is presented as follows

Ψ(r⃗, t) =
N∑
i=1

(
Cosθi

vm(ϕ, ρ) ri

∂

∂t
Ψ(r⃗, t − ri

vm(ϕ, ρ)
)
)

(6.10)

Note that vm should be measured beforehand and it varies for different an-

tenna. In this work, miniaturized Vivaldi antennas are used as transceiver and

the pulse propagation velocity as a function of distance and angle i.e., vm(ϕ, ρ)

are employed to reconstruct the image. Fig. 6.1 illustrated the measured ve-

locity (i.e., vm) profile of the miniaturized Vivaldi antennas transceiver.

6.2 Simulation Validation

In order to verify to proposed modified Kirchhoff migration, several imaging

scenarios are conducted in near-filed region of the antenna. In all cases, the

reconstructed images by conventional and modified Kirchhoff migration tech-

nique are presented side by side. The SAR technique is exploited to sample

the wave amplitudes in spatial domain. To mitigate the effect of surrounding
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Figure 6.1: Propagation velocity in the near-field region.

objects, the calibration procedure is done as follows

scal,i = sraw,i − sam,i, i = 1, 2, ..., N (6.11)

where scal,i, sraw,i, and sam,i are the calibrated signal, the raw signal, and

the ambient signal of aperture i, respectively. Two sets of experiments are

conducted, including C-SAR and L-SAR configurations. Note that all the

images are presented in a log scale to improve illustration and highlight the

distinction of the targets with respect to the background.

6.2.1 Modified Kirchhoff Migration for the C-SAR Near-
Field Imaging

The simulation setup is a three-point target scenario as shown in Fig. 6.2(a).

The maximum distances between the three targets are 2.83, 2.83, and 4 cm.

The data are collected in a circular fashion in 18 different apertures, as it it is

marked with green plus markers on Fig. 6.2(a). The calibrated signal along the

apertures is illustrated in Fig. 6.2(b). The focused images using conventional

and modified Kirchhoff algorithm are shown in Fig. 6.2(c), and Fig. 6.2(d),

respectively. Both images are normalized and the same color map is used for

the comparison purpose. As seen, the conventional Kirchhoff migration is not
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Figure 6.2: C-SAR simulation scenario; a) b) reconstructed image by conven-
tional Kirchhoff’s migration, c) reconstructed image by the proposed Kirch-
hoff’s technique.

successful to focus the image of left targets due to non-uniform speed velocity

of the propagation. However, the proposed modified Kirchhoff’s is able to

focus the left point targets since the variable speed profile compensates for the

near-field region non-linearity.

6.3 Experimental Validation

In all conducted experiments, miniaturized Vivaldi antennas were employed

as the radar transmitter and receiver, exhibiting a gain of 5-8 dBi across

the frequency range of 3.2-15 GHz. This antenna is characterized and the

propagation velocity as a function of distance and angle is illustrated in Fig.
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Figure 6.3: a) C-SAR experiment setup. Reconstructed positive image by b)
conventional Kirchhoff’s migration, c) proposed Kirchhoff’s technique. d) Re-
constructed real image by conventional Kirchhoff’s migration, and e) proposed
Kirchhoff’s technique.
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Figure 6.4: C-SAR Experiment with four nails. a) Experiment setup. b)
Reconstructed image by conventional Kirchhoff’s migration. c) Reconstructed
image by the proposed Kirchhoff’s technique.

6.1, as it was mentioned earlier. The distance between the transmitter and

receiver is 1 cm. The excitation signal is a first derivative Gaussian pulse with

a full width at half maximum (FWHM) of 48 ps. This pulse is generated

by AVTECH AVP-3SA-C with a chain of 10-V steps and a pulse repetition

frequency (PRF) of 1 MHz. The receiver antenna is connected to the high

frequency sampling oscilloscope. To increase the the received signal SNR, a 64-

time averaging is performed in the sampling oscilloscope. The number of data

points is 4050. The recorded data are then interpolated to 10000 data point.

In addition, a moving average filter is applied to reduce the measurement noise.
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6.3.1 Experiment 1, Circular SAR Near-Field Imaging

First, a three-target C-SAR scenario experiment is conducted. Three metal

nails with a height of 15 cm and radius of 3.75 mm are adhered to a rotating

wooden board. The transceiver radius is 2 cm and the data is collected in 36

positions with an increment of 100. The reconstructed positive and real images

by the conventional Kirchhoff migration and the modified Kirchhoff migration

are illustrated in Fig. 6.3 (b)-(e). All the images are normalized and shown

into a same scale for the purpose of comparison. By comparing Fig. 6.3(b)

and 6.3(a), it is observed that the conventional Kirchhoff’s algorithm represent

each point target as multiple point targets, particularly the middle bottom

target. While the proposed modified Kirchhoff’s technique successfully maps

the spatial-time data into one single focused point targets with true positions.

6.3.2 Experiment 2, Circular SAR Near-Field Imaging

The second experiment is a four-target scenario which is emulated by gluing

four metal nails in a tilted square shape, as shown in Fig. 6.4(a). The square

side is 2 cm and the transceiver radius is 5 cm. The total number of aperture

is 36 with a 100 increment to cover 3600.

The spatial-time domain collected data is exploited to focus 2D image by

conventional and proposed modified Kirchhoff’s migration technique. The re-

constructed conventional image using c0 is shown in Fig. 6.4(b), and the

reconstructed image using the pulse-peak velocity is shown in Fig. 6.4(c).

The reconstructed image using the characteristic speeds clearly focuses four

targets; whereas, in the conventional Kirchhoff image, the four targets are

completely merged together.
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Figure 6.5: Linear SAR Experiment. a) Experimental setup. b) Reconstructed
image by conventional Kirchhoff’s migration, c) reconstructed image by the
proposed Kirchhoff’s technique.

6.3.3 Experiment 3, Linear SAR Near-Field Imaging

In this subsection, the L-SAR configuration are used to collect data, where

the antenna apertures are aligned in a line. The total aperture length is 41 cm

with a spacing of 1 cm, as illustrated in Fig. 6.5(a). The targets are two metal

pins which are glued to a wooden board with the Cartesian coordinates of

(3.7, 1.4) cm and (12.7, 2.3) cm , as shown with blue dots in Fig. 6.5(a). The

reconstructed image using conventional Kirchhoff and the one using proposed

modified Kirchhoff are shown in Fig. 6.5(b) and 6.5(c), respectively. As can

be seen, the conventional Kirchhoff’s migration image fails to focus the target,

particularly the left nail which is very close to the antenna transceiver and

the propagation speed is more deviated from c0. The modified Kirchhoff’s

technique, which takes into account the variable propagation speed, focuses
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the targets with correct positions.
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Figure 6.6: Linear SAR Experiment. a) Experimental setup. b) Reconstructed
image by conventional Kirchhoff’s migration, c) reconstructed image by the
proposed Kirchhoff’s technique.

6.3.4 Experiment 4, Linear SAR Near-Field Imaging

The last experiment is conducted to emulate UWB SAR technology for oil well

perforation [106]. The transceiver configuration is monostatic, with a spacing

of 0.5 cm between the Tx and Rx antenna. Three holes with radius of 1.27

cm are cut from a metal sheet. Then, the metal sheet is placed in a distance

of 1 cm below the transceiver. The total antenna aperture length is 50 cm,

with 1 cm distance between each aperture. The experiment setup detail is

illustrated in Fig. 6.6(a). The target is in the near-field of the miniaturized

Vivaldi antenna. The conventional modified Kirchhoff’s migration is applied to

reconstruct the ROI. Then a threshold of 0.6 is applied and the image is shown
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in Fig 6.6(b). Then the space-time domain data is the fed to the proposed

modified Kirchhoff’s and the same threshold is applied. The final image is

illustrated in Fig. 6.6(c). The modified Kirchhoff’s migration technique focuses

the three holes in the true position, however, the conventional Kirchhoff’s

technique focuses the targets in wrong positions.

6.4 Conclusion

This chapter presents a novel focusing algorithm based on Kirchhoff’s mi-

gration technique to compensate for the superluminal group velocity in the

near-field region of the antenna. The proposed modified Kirchhoff migration

is applied to various scenarios, including C-SAR and L-SAR. First, a C-SAR

data acquisition is generated in the simulator, and the image is reconstructed

using different target scenarios, and the image of the ROI is reconstructed

using the conventional Kirchhoff and the proposed modified Kirchhoff’s mi-

gration. It is shown that the conventional Kirchhoff’s migration fails to focus

the energy on at least one target among all the experiments. In L-SAR exper-

iments, the modified Kirchhoff algorithm generates the image with the correct

position and dimension, whereas in the image reconstructed by conventional

Kirchhoff, the position of the targets is not matched to the true location. The

proposed algorithm can be effectively used for near-field radar imaging.
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Chapter 7

Conclusions and Further
Direction

7.1 Conclusion

This thesis explores the versatility of Ultra-Wideband (UWB) radar technol-

ogy in solving industry challenges. Firstly, it addresses issues in the oil sector

by proposing microwave imaging and signal processing techniques for multi-

phase flow monitoring in pipes, achieving high-resolution cross-sectional im-

ages for flow rate estimation. It also introduces methods to enhance target

detectability and improve stratified flow imaging. Secondly, it investigates the

applicability of UWB radar in probing tunnel faces for buried objects or ob-

stacles, characterizing buried objects’ electrical properties and demonstrating

UWB radar’s capability for online geological condition assessment during tun-

nel construction. Furthermore, it delves into automating ground-penetrating

radar (GPR) and tunnel boring machines (TBM) by classifying reconstructed

images of buried objects using deep learning. Lastly, a modified Kirchhoff’s

migration technique is presented to address non-uniform pulse propagation in

the near-field region of UWB radar transceivers. This research broadens the

potential applications of UWB SAR technology and signal processing methods,

particularly in tunnel construction and multiphase flow monitoring.
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7.2 Future Direction
7.2.1 UWB radar sensor for unbalanced multiphase flow

metering

The UWB radar can provide a high-resolution image of the crude oil pipe;

however, in the process of individual phase calculation, the velocity of each

phase is assumed to be known. The next step of the proposed technique

involves integrating a Doppler meter into the UWB radar and installing it on

an actual crude oil pipe to evaluate the flow rates of crude oil, water, and

natural gas.

7.2.2 UWB radar for industrial tunnel boring machines

The UWB radar has demonstrated its capability to generate images of the tun-

nel face and extract dielectric properties of tunnel face materials in a labora-

tory environment. However, for practical application, it is essential to mount

the UWB radar system onto an actual Tunnel Boring Machine (TBM) and

transmit short pulses toward the real tunnel face. Subsequently, by process-

ing the back-scattered signals from real-world cases, material characterization

and high-resolution imaging can be achieved. The author emphasizes that ad-

ditional post-processing steps, including clutter reduction and noise filtering,

will be necessary as the real tunnel face is not a homogeneous medium.

7.2.3 Modified Kirchhoff’s technique in superluminal re-
gion for multi-layered medium

The proposed Kirchhoff algorithm is based on the assumption that the pulse

propagates through a single medium with a constant ε′. However, in numer-

ous practical Ground-Penetrating Radar (GPR) scenarios, the pulse travels

through both air and sand, creating a multi-layered near-field region. In such

instances, it is essential to assess the UWB antenna and derive the pulse’s
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propagation speed profile, considering both distance and angle as variables.

Consequently, it becomes necessary to develop a modified Kirchhoff algorithm,

complete with mathematical formulation, to effectively focus the GPR image

in this complex multi-layered near-field environment.
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