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Abstract

Plants in arid environments have evolved many strategies to resist drought. Among them, the
developed water storage tissue is an essential characteristic of xerophytes. To clarify the role of
water storage capacity in plant performance, we originally formulate a stoichiometric model to
describe the interaction between plants and water with explicit water storage. Via an ecological
reproductive index, we explore the effects of precipitation and water storage capacity on plant
dynamics. The model possesses saddle-node bifurcation and forward or backward bifurcation,
and the latter may lead to the emergence of alternative stable states between a stable survival
state and a stable extinction state. Numerical simulations illustrate the persistence and re-
silience of plants regulated by soil conditions, precipitation and water storage capacity. Our
findings contribute to the botanical theory in the perspectives of environmental change and
plant water storage trait.

Keywords: Drought stress, Ecological stoichiometry, Model, Ecological reproductive index,
Alternative stable states

1. Introduction1

Arid and semi-arid regions are one of the most vulnerable regions in the world’s ecosystems2

and water resource systems, as well as regions with the greatest variability in precipitation3

(Xu et al., 2021, Allen et al., 2015). Plants growing in this environment often encounter4

temporary or permanent drought stress, which severely restricts plant growth and distribution5

compared to other environmental factors, resulting in substantial productivity losses (Allen6

et al., 2010, 2015). In particular, in recent years, the increasing climate change has seriously7

affected the survival, growth, and evolution of plants, posing severe challenges to regional8

ecological construction and improvement of vegetation functions (Gustafson and Sturtevant,9

2013).10

Plants growing in arid and semi-arid environments generally have good adaptability to11

drought stress. They respond to drought to a certain extent, which is not caused by a s-12
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ingle factor, but a comprehensive response generated by the interaction of multiple factors,13

mainly involving plant growth and development, morphological structure, drought stress signal14

transduction and drought stress gene expression regulation and other characteristics (Wei and15

Wang, 2015). These characteristics of plants are often referred to as drought resistance. Plants16

with strong drought resistance have some morphological or physiological characteristics, and17

the drought resistance of the same plant will change with season and age (DOdorico et al.,18

2019, Wei and Wang, 2015). In general, the adaptability of plants to the arid environments is19

mainly manifested in developed root systems, small leaf areas, developed water storage tissue,20

and high protoplasmic osmotic pressure (DOdorico et al., 2019).21

It is generally known that plants need four suitable environmental factors for growth and22

reproduction: light, water, temperature, and nutrients. Drought may lead to stomatal clo-23

sure, thereby reducing transpiration rates and limiting nutrient transport from roots to shoots.24

Therefore, drought stress can reduce the availability and transport of nutrients in soil substrates25

and plant tissues (Singh and Sale, 2000). Recently, some researchers have developed mathemat-26

ical models to study the dynamics of nutrient cycles such as carbon, nitrogen (Manzoni et al.,27

2019), and phosphorus (Runyan and DOdorico, 2019) in drylands. Despite various reports on28

the effects of nutrient supply on plant growth, it is generally accepted that, under drought29

conditions, increasing nutrient supply does not improve plant growth if sufficient nutrients are30

already in the soil (Ahanger et al., 2016, Hu and Schmidhalter, 2005). On the contrary, soil wa-31

ter availability has been recognized as one of the main limiting factors for plant growth in arid32

regions (Snyder and Tartowski, 2006), which is affected by precipitation, infiltration, evapora-33

tion, transpiration, and soil drainage (Yin et al., 2019), and can also affect the occurrence and34

intensity of plant drought stress, and has an important impact on the net primary production35

capacity of the ecosystem (Yin et al., 2019).36

Plants growing in arid environments generally have the ability to store a large amount of37

water in their bodies through various special tissues to maximize water retention and maintain38

their morphology. Compared with the water in the soil, the proportion of water in plants is39

also quite large (Waring and Running, 1978). Vacuoles are the water storage tissues of plants.40

The water storage capacity of plants varies with plant species, environmental conditions, age,41

etc. Different types of plants, as well as the same plant under different environmental condi-42

tions, different ages, and different organs have great differences in water content. For example,43

plants growing in hidden, moist environments have higher water content than those growing44

in sunny, dry environments; the active parts of plant life also have higher water content. This45

water source, that is, the water in plants is protected by plants and will not be affected by soil46

evaporation and competition for water between plants. Plants consume stored water through47

transpiration and replenish water storage through root absorption (Čermák et al., 2007). Tran-48

spiration demand and soil water availability jointly determine the storage and release mode of49

the water in plants. When transpiration demand is low and soil water availability is high, it50

is beneficial to water absorption and storage; With the increase of transpiration demand and51

the decrease of soil water availability, the water removal rate of leaves is higher than that of52

roots, so more stored water needs to be released to maintain transpiration. Under this strategy,53

plants can be supplied with water more stably, delaying the occurrence of drought stress and the54

corresponding closure of stomata. Hartzell et al. (2017) investigated a resistance-capacitance55

model, and they found that plant water storage may strongly affect plant growth performance56
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by increasing carbon assimilation during the peak period of evaporation water demand and re-57

ducing plant water stress. It follows that water storage capacity of plants can play an important58

role in the plant performance in a water-limited ecosystem.59

Under the condition that other factors are suitable, if water resources are sufficient and60

plant vacuoles are filled with water to fully swell, then the growth and development of plants61

are in the best state. If the water content of the vacuole is lower than that when it is fully62

expanded, there is a certain degree of water deficit and the plants will consume water from the63

soil, and if the plants cannot absorb water from the soil, they will start to consume the water64

previously stored in the plant tissues, if there has been no precipitation supplement, the plants65

will gradually stop growing or even wilt. Motivated by the idea of ecological stoichiometry66

(Loladze et al., 2000, Sterner and Elser, 2017, Wang et al., 2007), an approach that analyzes67

the constraints and consequences of mass balance of multiple chemical elements in ecological68

interactions, we mechanistically introduce a new variable (the water content in plants) and the69

Droop approach (different from the Monod approach in the literature) to explicitly describe the70

water storage in plants and the internal water-based growth following the same logic in Wang71

et al. (2022) that provided comprehensive comparisons and modeling guidance in using Monod72

and Droop forms. Our results show that for different types of soil, plants respond differently73

to the changes of environmental factors and plants’ traits. Particularly, in sandy soils, plants74

are resilient to precipitation and water storage capacity.75

The remaining parts of this paper are organized as follows. In Section 2, we propose a76

mathematical model with water storage capacity to describe the dynamics of soil water, water77

in plants, and plant biomass. The well-posedness of the model, and the qualitative analysis78

including the existence and stability of equilibria and related bifurcation analysis, are discussed79

in Section 3. Subsequently, we carry out some numerical simulations to illustrate the impact80

of precipitation and water storage capacity on the plant dynamics. Finally, we present some81

biological implications of our results.82

2. Model Formulation83

In this section, we formulate a coupled plant-water model to capture the growth dynamics of84

plants. We mainly focus on plants living in arid regions, where the solar radiation and mineral85

nutrients needed for the plant growth are assumed to be abundant, and the water is the only86

element limiting the growth of plants due to the particular climatic characteristics.87

There are five categories for soil water: runway water, gravitational water, hygroscopic88

water, chemically combined water and capillary water. Among them only the capillary water is89

available to plants, which is the water that exists in the gaps between soil particles and can flow90

along the soil gaps. Plants absorb capillary water from the soil into the root xylem through91

root hairs during various processes such as respiration, transpiration, and infiltration. Noting92

that the dry weight of most organisms is mainly carbon (C), then we use carbon to characterize93

the plant density.94

Three variables are introduced to describe the interaction between water and plants: the soil95

water content (W , kg H2O/m2), the water content in an individual plant (Q, kg H2O/kg C),96

and the plant density (P , kg C/m2). Here, the soil water is specifically referred to the water97
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available to plants in the soil. In what follows, we will formulate our model by discussing the98

change rate of the three variables.99

We first describe the change of the water content in a single plant. As noted, plants absorb100

water mainly through their roots, which are affected by root pressure and transpiration pull, as101

well as by external environmental factors such as the available water in the soil, soil aeration, and102

soil temperature. Also, plants capture carbon dioxide from the atmosphere for photosynthesis103

and loses water through transpiration. These biological processes work together to maintain the104

water balance in plants to meet the needs of plant survival and growth. Otherwise, plant water105

shortage may lead to leaf wilting, stomatal closure, photosynthesis reduction and protoplasm106

disorder. According to ecological stoichiometry, we denote the minimum and maximum water107

content in an individual plant by Qmin and Qmax: at the level Q = Qmax, the water available108

to the growth and development of plants is sufficient, in this case, the plants have the largest109

growth rate; at the level Q = Qmin, the plants suffer from severe water shortage and thus the110

growth may cease. Therefore it can be seen that the water absorption by a single plant depends111

on the soil water content W , the water content in plants Q, and the water holding capacity112

Qmax −Qmin, and we assume that it takes the form of113

ρmax ·
Qmax −Q
Qmax −Qmin

· W

W + C
, (2.1)

where ρmax is the maximum water absorption rate of vegetation and the plant growth function114

for water takes the Monod form W
W+C

, where C is the half-saturation constant. On the other115

hand, plants consume the water inside them through photosynthesis and convert it into the116

energy needed for growth. The per capita growth rate of plants is assumed to subject to the117

Droop form (Wang et al., 2022), which is an increasing function of the water content in a single118

plant Q:119

µmax

(
1− Qmin

Q

)
, (2.2)

where µmax is the maximum growth rate. Then the decreased water content in plants caused120

by the plant growth is µmax

(
1− Qmin

Q

)
Q and the growth rate of plants is µmax

(
1− Qmin

Q

)
P .121

For soil water, it is affected by precipitation (the only source of soil water), evaporation, and122

the absorption by the plant roots. The rainfall infiltrates into the soil and the infiltration rate123

of water I depends on the plant biomass and the soil conditions, i.e., there exists an infiltration124

feedback mechanism between plants and water (Gilad et al., 2004, Rietkerk et al., 2002, Gilad125

et al., 2007). Then the infiltration rate I can be writen as126

I = α
P +Bf

P +B
, (2.3)

where B means the speed at which the permeation rate reaches the maximum value α. f ∈127

[0, 1] characterizes the infiltration contrast for a specific soil: The smaller f is the higher the128

infiltration contrast is; specifically when f = 1 no infiltration feedback exists. The decrease129

of the soil water content includes two aspects: evaporation with a constant rate L and water130

absorption by the plant roots. The absorption rate of water by plants depends on the soil water131

content, the water potential difference inside and outside the roots of the plants and the plant132
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biomass. Arguing as for (2.1), we know that the absorption rate of the soil water by plants is133

ρmax
Qmax −Q
Qmax −Qmin

WP

W + C
. (2.4)

For plants, they mainly absorb water, minerals and inorganic substances in the soil through134

their roots, and absorb carbon dioxide through their leaves. Through a series of life activities135

such as photosynthesis and respiration, the absorbed nutrients are converted into organic matter136

and stored in plants, and then continuous transformation and accumulation of organic matter137

enables plant cells to grow, divide, and finally achieve the growth of plants. In addition, more138

and more studies show that drought causes a large number of plant deaths worldwide (McDowell139

et al., 2008, Phillips et al., 2010). Climate change may make droughts more frequent and severe,140

and one concern is whether droughts will become more likely to induce the collapse of forest141

ecosystems. It is generally believed that the combined effects of drought and secondary disasters142

lead to large-scale tree death, and intraspecific competition is a very important factor. Here,143

we describe this loss of plants by crowding effect (quadratic mortality) and the mortality rate is144

assumed to be S. Disturbances other than water stress, such as storms, fires, pests or pathogens,145

can also cause plant mortality. We might as well call this mortality background mortality and146

assume the mortality rate to be M .147

Assume the average daily precipitation is a constant A. Then, summarizing above, the148

mathematical model studied in this paper has the following form149

dW

dt
= IA︸︷︷︸

precipitation infiltration

− LW︸︷︷︸
evaporation and drainage

− ρmax
Qmax −Q
Qmax −Qmin

WP

W + C︸ ︷︷ ︸
soil water loss due to plant absorption

,

dQ

dt
= ρmax

Qmax −Q
Qmax −Qmin

W

W + C︸ ︷︷ ︸
plant water absorption from soil

− µmax

(
1− Qmin

Q

)
Q︸ ︷︷ ︸

water loss in a single plant due to plant growth

,

dP

dt
= µmax

(
1− Qmin

Q

)
P︸ ︷︷ ︸

plant growth limited by water

− MP︸︷︷︸
background mortality

− SP 2︸︷︷︸
crowding effect

.

(2.5)

The state variables of model (2.5) are shown in Table 1. The values, interpretations, units and150

sources of parameters appearing in (2.5) are shown in Table 2.151

Table 1: State variables of model (2.5).

Variable Description Units
W Soil water content kg H2O/m2

Q Water content in a single plant kg H2O/kg C
P Plant density kg C/m2

Model (2.5) is an ordinary differential equations describing the evolution of soil water, water152

in plants and the plant density. Considering the biological significance of these variables, we153
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Table 2: Parameters in model (2.5).

Parameter Description Value (Range) Units Sources

α Infiltration rate in fully vegetated soil 40 1 Gilad et al. (2007)

A Average precipitation rate [0,1000] kg H2O/m2/year Gilad et al. (2007)

B The rate at which the infiltration rate 0.05 kg C/m2 Gilad et al. (2007)

reaches the maximum value

f Infiltration contrast between bare soil [0,1] − HilleRisLambers et al. (2001)

and vegetated soil Gilad et al. (2007)

L Evaporation rate of soil water 4 year−1 Gilad et al. (2007)

ρmax Maximum soil water consumption rate 20 kg H2O/kg C/year HilleRisLambers et al. (2001)

Qmax Maximal water content in a single plant [0.5,0.9] kg H2O/kg C Default

at which the water uptake ceases

Qmin Minimal water content in a single plant [0.001,0.1] kg H2O/kg C Default

at which the plant growth ceases

C Half saturation constant of specific 5 kg H2O/m2 HilleRisLambers et al. (2001)

plant growth and water uptake

µmax Maximum vegetation specific production rate 0.032 year−1 HilleRisLambers et al. (2001)

M Background mortality rate of plants 1.2 year−1 HilleRisLambers et al. (2001)

S Specific loss rate of plant due to crowding effect 0.22 m2 kg C/year Gilad et al. (2007)

will discuss the solutions of model (2.5) with the initial values satisfying154

W (0) ≥ 0, Qmin ≤ Q(0) ≤ Qmax, P (0) ≥ 0. (2.6)

To facilitate mathematical analysis, we use the scaling listed in Table 3 to transform model155

(2.5)-(2.6) into the following nondimensionalized form156

dw

dt
= a

p+ f

p+ 1
− lw − γ(δ − q) wp

w + 1
:= h1(w, q, p),

dq

dt
= β(δ − q) w

w + 1
− c(q − 1) := h2(w, q, p),

dp

dt
= c
(

1− 1

q

)
p− p− sp2 := h3(w, q, p)

(2.7)

with initial value157

w(0) ≥ 0, 1 ≤ q(0) ≤ δ, p(0) ≥ 0, (2.8)

where we still use t by replacing t′. For the simplification of notation, denote158

G := R+ × [1, δ]× R+. (2.9)

Obviously, (w(0), q(0), p(0)) ∈ G if and only if it satisfies (2.8). Thus we need only to consider159

model (2.7) with initial values in G.160

Notice that plants can survive successfully in bare soil only if their growth rate exceeds the161

loss rate; otherwise they will die. Therefore, in this paper, we always assume that µmax > M162

in model (2.5), i.e., c > 1 in model (2.7).163
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Table 3: Relations between non-dimensional variables and parameters,
and the dimensional ones appearing in (2.5) and (2.7).

Quantity Scaling Quantity Scaling

w W
C

γ Bρmax

CM(δ−1)

q Q
Qmin

β ρmax

MQmin(δ−1)

p P
B

c µmax

M

δ Qmax

Qmin
s SB

M

a Aα
MC

l L
M

t′ Mt

3. Model dynamics164

3.1. Feasible domain165

Our first theorem states the well-posedness of model (2.7).166

Theorem 3.1. Any solution of model (2.7) starting from G remains in it for all t ≥ 0. More-167

over, they are uniformly ultimately bounded.168

Proof. We first show that G is positively invariant for model (2.7). Obviously, the vector valued169

function (h1, h2, h3) defined in model (2.7) is continuous and local Lipschizian with respect to170

(w, q, p) in G. Notice from the third equation of p in model (2.7) that p = 0 is a solution171

of model (2.7). According to the existence and uniqueness theorem of solutions for ordinary172

differential equations, any solution starting from G cannot leave it by crossing the coordinate173

plane p = 0. It then follows from the first equation of w in model (2.7) that174

dw

dt

∣∣∣
w=0

= a
p+ f

p+ 1
> 0, (3.1)

which means that any solution starting from G with w(0) = 0 will enter the interior of G. Notice175

further from the second equation of q in model (2.7) that176

dq

dt

∣∣∣
q=1

= βδ
w

w + 1
≥ 0 and

dq

dt

∣∣∣
q=δ

= −c(δ − 1) < 0. (3.2)

Thus we can conclude that for any solution of model (2.7) starting with the initial value in G,177

it will remain in the region.178

Now we are in a position to prove that all solutions starting from G are uniformly ultimately179

bounded. Define180

N = pq +
β

γ
w. (3.3)
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Then we can compute that

dN

dt
= −lN + (l − 1)pq − sp2q +

aβ(p+ f)

γ(p+ 1)

≤ −lN + (l − 1)pq − sp2q +
aβ

γ

≤ −lN +
(l − 1)2q

4s
+
aβ

γ

≤ −lN +
(l − 1)2δ

4s
+
aβ

γ
,

which implies that181

lim sup
t→∞

N(t) ≤ (l − 1)2δ

4ls
+
aβ

lγ
. (3.4)

Thus all solutions of model (2.7) with initial values in G are ultimately bounded and therefore182

exist globally for all t ≥ 0.183

Denote184

Ω =
{

(w, q, p) ∈ G
∣∣∣pq +

β

γ
w ≤ (l − 1)2δ

4ls
+
aβ

lγ

}
. (3.5)

Then Ω is a globally attracting region of model (2.7) with initial values in G.185

3.2. Ecological reproductive index186

The viability of plants can be characterized by the ecological reproductive index, which is187

defined for model (2.7) by188

R0 =
βcaf(δ − 1)

βδaf + caf + cl
. (3.6)

In terms of the original parameters in model (2.5), R0 can be written as189

R0 = µmax

(
1− Qmin

Q̃

)
· 1

M
, (3.7)

where

Q̃ =
ρmax

Qmax

Qmax−Qmin
+ µmaxQmin

µmax + ρmax

Qmax−Qmin

αfA
L

αfA
L

+C

is the water content in a single plant at the ‘zero-vegetation’ equilibrium state (αfA
L
, Q̃, 0); 1

M
is190

the average life span of plants. Biologically, R0 characterizes the average amount of new plants191

produced by one unit plants during the average life span of plants.192

Remark 3.2. R0 can be obtained by analyzing the stability of ’zero-vegetation’ equilibrium state,193

which is shown in Appendix A. From (3.6), we can see that increasing water storage capacity194

of plants δ or precipitation a, improving the soil condition f , and reducing the loss rate of soil195

water l can enhance the colonized rate of plants in the bare soils.196

8



3.3. Existence and stability of equilibria197

Notice from (3.5) that all the equilibria of model (2.7) should lie in the region Ω and can be
determined by solving

a
p+ f

p+ 1
− lw − γ(δ − q) wp

w + 1
= 0, (3.8)

β(δ − q) w

w + 1
− c(q − 1) = 0, (3.9)

c
(

1− 1

q

)
p− p− sp2 = 0. (3.10)

Clearly, model (2.7) always possesses a ‘no-vegetation’ equilibrium E0(w0, q0, 0), where198

w0 =
af

l
, q0 = 1 +

βaf(δ − 1)

lc+ (β + c)af
. (3.11)

In the following, we try to find other nonnegative equilibria with p 6= 0. Notice from (3.10)199

that if 0 < p < c−1
s

, we have200

q =
c

c− 1− sp
. (3.12)

Substituting (3.12) into (3.9), we obtain that if δ > c(β+1)
(c−1)β

and 0 < p < p̂ := βδ(c−1)−βc−c
(βδ+c)s

, then,201

w =
c(1 + sp)

βδ(c− 1− sp)− βc− c(1 + sp)
. (3.13)

It is easy to check that p̂ < c−1
s

. Thus, we only need to pay our attention to the range202

p ∈ I := (0, p̂) under conditions δ > c(β+1)
(c−1)β

and c > 1. By substituting (3.12) and (3.13) into203

(3.8), we obtain the following equality204

a(p+ f)

(1 + p)(1 + sp)
=

lc

βδ(c− 1− sp)− βc− c(1 + sp)
+

cγp

β(c− 1− sp)
. (3.14)

For the convenience of analysis, we respectively denote the expressions on the left and right205

side of (3.14) as F (p) and G(p). Then the positive roots of (3.14) can be determined by looking206

for the intersection point of function curves of F (p) and G(p) in the range p ∈ I.207

For the function F (p), its derivative has the form

F ′(p) =
a
(
− sp2 − 2sfp+ 1− f(s+ 1)

)
(sp2 + (s+ 1)p+ 1)2

.

By a direct computation, we can find that when f < 1
s+1

, there exists a positive number

p̃ =
2sf −

√
4s(f − 1)(sf − 1)

−2s
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such that F ′(p) > 0 for 0 < p < p̃ and F ′(p) < 0 for p > p̃; while when f > 1
s+1

, F ′(p) < 0 for208

all p > 0.209

Similarly, the derivative of G(p) indicates that G(p) is a continuous and increasing function210

in the interval I. In addition, by taking the second derivative of G(p), we have211

G′′(p) =
2lcs(βδ + c)2(

βδ(c− 1− sp)− βc− c(1 + sp)
)3 +

2cγs(c− 1)

β(c− 1− sp)3
. (3.15)

It is easy to see that G′′(p) > 0 for p ∈ I, which indicates that G(p) is also convex increasing.212

Notice also that213

F (0) = af, lim
p→∞

F (p) = 0, G(0) =
lc

βδ(c− 1)− βc− c
> 0, lim

p→βδ(c−1)−βc−c
(βδ+c)s

G(p) =∞. (3.16)

Combining the properties of these two functions F (p) and G(p) for p ∈ I, we can obtain the214

following results:215

(i) if f < 1
s+1

and δ > c(β+1)
(c−1)β

, then when a > lc
f(βδ(c−1)−βc−c) , the functions F (p) and G(p)216

have a unique intersection point in I; when a < lc
f(βδ(c−1)−βc−c) , the two functions may217

have none, one or two intersection point in I;218

(ii) if f > 1
s+1

and δ > c(β+1)
(c−1)β

, then when a ≥ lc
f(βδ(c−1)−βc−c) , then the functions F (p) and G(p)219

have a unique intersection point in I; when a < lc
f(βδ(c−1)−βc−c) , then the two functions220

have no intersection points in I.221

Then, summarizing, we obtain the following theorem about the existence of equilibria of222

model (2.7).223

Theorem 3.3. Model (2.7) always exists a ‘no-vegetation’ equilibrium E0(w0, q0, 0), where

w0 =
af

l
, q0 = 1 +

βaf(δ − 1)

lc+ (β + c)af
.

Moreover, if δ > c(β+1)
(c−1)β

and c > 1 are satisfied, then224

(1) when R0 > 1, then model (2.7) has a unique positive equilibrium;225

(2) when R0 < 1, then model (2.7) has none, one or two positive equilibria.226

We now begin to study the stability of equilibria with respect to spatially homogeneous227

perturbations. For this purpose, we discuss the Jacobi matrix of model (2.7), which is given by228

229

J(E) =

 −l −
γ(δ−q)p
(w+1)2

γwp
w+1

a(1−f)
(p+1)2

− γ(δ−q)w
w+1

β(δ−q)
(w+1)2

− βw
w+1
− c 0

0 cp
q2

c(1− 1
q
)− 1− 2sp

 :=

 a11 a12 a13

a21 a22 0
0 a32 a33

 , (3.17)
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where (w, q, p) is any constant steady state of model (2.7).230

For the boundary equilibrium E0(w0, q0, 0), the eigenvalues of Jacobi matrix J(E0) are231

λ1 = −l < 0, λ2 = − βaf

af + l
− c < 0, λ3 = R0 − 1. (3.18)

Then the stability of E0(w0, q0, 0) is governed by λ3, which is locally asymptotically stable if232

R0 < 1 and unstable if R0 > 1.233

Notice that R0 < 1 implies that 1 < δ < c
c−1
· βaf+af+l

βaf
for which E0 is locally asymptotically234

stable with respect to spatially homogeneous perturbations. If δ is further restricted in the235

range 1 < δ < c
c−1

, then E0 is also globally asymptotically stable (see Appendix B for the236

proof).237

Lemma 3.4. Assume that 1 < δ < c
c−1

and c > 1. Then for model (2.7), the ‘zero-vegetation’238

uniform state E0(w0, q0, 0) is globally asymptotically stable.239

For the positive equilibrium E∗(w∗, q∗, p∗), if exists, the corresponding characteristic equation240

is241

λ3 − Tr0λ
2 − h0λ−Det0 = 0, (3.19)

where

Tr0 =− l − γ(δ − q)p∗

(w∗ + 1)2
− βw∗

w∗ + 1
− c− sp∗ < 0,

h0 =− sp∗
(
l +

γ(δ − q∗)p∗

(w∗ + 1)2
+

βw∗

w∗ + 1
+ c
)
− l
( βw∗

w∗ + 1
+ c
)
− γc(δ − q∗)p∗

(w∗ + 1)2
< 0,

Det0 =− sp∗
(
l
( βw∗

w∗ + 1
+ c
)

+
γc(δ − q∗)p∗

(w∗ + 1)2

)
− cβγ(δ − q∗)2p∗w∗

q∗2(w∗ + 1)3
+
acβ(1− f)(δ − q∗)p∗

q∗2(w∗ + 1)2(p∗ + 1)2
,

and

Tr0h0 + Det0 =sp∗l
(
l +

γ(δ − q∗)p∗

(w∗ + 1)2
+ sp∗

)
+
γs(δ − q∗)p∗2

(w∗ + 1)2

(
l + sp∗ +

γ(δ − q∗)p∗

(w∗ + 1)2
+

βw∗

w∗ + 1

)
+
(βsp∗w∗
w∗ + 1

+ scp∗ +
βlw∗

w∗ + 1
+ cl +

γc(δ − q∗)p∗

(w∗ + 1)2

)(
l + c+ sp∗ +

γ(δ − q∗)p∗

(w∗ + 1)2

+
βw∗

w∗ + 1

)
− cβγ(δ − q∗)2p∗w∗

q∗2(w∗ + 1)3
+
acβ(1− f)(δ − q∗)p∗

q∗2(w∗ + 1)2(p∗ + 1)2
> 0.

Then Hurwitz criteria implies that all the roots of (3.19) has the real parts with negative signs242

if243

Det0 < 0, (3.20)

and has the real parts with positive signs if (3.20) is violated.244

Then, we have the following conclusion about the stability of equilibria.245

Theorem 3.5. Assume that c > 1. For the equilibria of model (2.7), we have the following246

results.247
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(1) The boundary equilibrium E0(w0, q0, 0) is locally asymptotically stable provided R0 < 1 and248

unstable provided R0 > 1. In particular, when 1 < δ < c
c−1

, it is globally asymptotically249

stable.250

(2) Any positive equilibrium E∗(w∗, q∗, p∗), if exists, is locally asymptotically stable provided251

Det0 < 0 and unstable provided Det0 > 0.252

3.4. Bifurcation analysis253

It follows from Theorems 3.3 and 3.5 that when R0 < 1, model (2.7) may show the coex-254

istence between a boundary equilibrium and two positive equilibria. To identify this dynamic255

property, we explore possible bifurcations that model (2.7) may undergo. For the convenience,256

we denote the variables w, q, p in model (2.7) by x1, x2, x3, and H = (h1, h2, h3). The257

dimensionless precipitation a is taken as the bifurcation parameter.258

We first prove the existence of a transcritical bifurcation by using Theorem 4.1 in Castillo-259

Chavez and Song (2004) (also can refer to Theorem 2.5 in Lan et al. (2021)).260

Theorem 3.6. If a = a∗ = cl
f(βδ(c−1)−βc−c) , (i.e., R0 = 1), then model (2.7) undergoes a trans-261

critical bifurcation at E0(w0, q0, 0), which is backward provided m1 > 0 and forward bifurcation262

provided m1 < 0, where263

m1 =
2(βδ(c− 1)− βc− c)

βc2(δ − 1)
+

2sβlf(c− 1)(βδ(c− 1)− βc− c)
c(fγ(βδ(c− 1)− βc− c) + βl(c− 1)(f − 1))

. (3.21)

Proof. It follows from R0 = 1 that a = a∗. From (3.18), it is easy to see that when a = a∗,
the Jacobi matrix at (w0, q0, 0) has a zero simple eigenvalue. For the zero eigenvalue, a right
eigenvector is µ = (1, µ2, µ3)T where the superscript T denotes the transpose of a vector and

µ2 =
(βδ(c− 1)− βc− c)2

βc(c− 1)2(δ − 1)
,

µ3 = − βlf(c− 1)(βδ(c− 1)− βc− c)

c
(
fγ(βδ(c− 1)− βc− c) + βl(c− 1)(f − 1)

) ,
and a left eigenvector is

ν = (ν1, ν2, ν3) =
(

0, 0,
1

µ3

)
.

In order to apply Theorem 4.1 in Castillo-Chavez and Song (2004), we need to examine the264

signs of two quantities m1, m2, where265

m1 =
3∑

k,i,j=1

νkµiµj
∂2hk
∂xi∂xj

, m2 =
3∑

k,i=1

νkµi
∂2hk
∂xi∂a

. (3.22)

Due to the left eigenvector l, we just need to calculate the second derivatives of h3. Simple266
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calculations show that267

∂2h3

∂x2∂x3

∣∣∣
(w0,q0,0)

=
c

q2
,

∂2h3

∂x2
3

∣∣∣
(w0,q0,0)

= −2s, (3.23)

and the rest of the second derivatives in (3.22) are all zero. Therefore,

m1 =
2(c− 1)2µ2

c
− 2sµ3

=
2(βδ(c− 1)− βc− c)

βc2(δ − 1)
+

2sβlf(c− 1)(βδ(c− 1)− βc− c)
c(fγ(βδ(c− 1)− βc− c) + βl(c− 1)(f − 1))

,

m2 =
βfl(c− 1)2(δ − q)

(af + l)((β + c)af + cl)
> 0.

Based on Theorem 4.1 in Castillo-Chavez and Song (2004), we immediately obtain that the268

bifurcation at R0 = 1 (a = a∗) is backward when m1 > 0 and forward when m1 < 0.269

According to (3.19), it is easy to check that Jacobi matrix J at the positive equilibrium270

E∗(w∗, q∗, p∗) has a simple zero eigenvalue λ = 0 when Det0 = 0, i.e., when271

a = a∗∗ :=
γ(p∗ + 1)2

β(1− f)

(slq∗2((β + c)w∗ + c)(w∗ + 1)

cγ(δ − q∗)
+ sq∗2p∗ +

β(δ − q∗)w∗

w∗ + 1

)
. (3.24)

The following theorem shows that a saddle-node bifurcation occurs when a crosses the value272

a∗∗.273

Theorem 3.7. Assume that δ > c(β+1)
(c−1)β

and c > 1, and E∗(w∗, q∗, p∗) is a positive equilibrium274

of model (2.7). If a = a∗∗ and Θ̃ 6= 0, then model (2.7) undergoes a saddle-node bifurcation at275

E∗(w∗, q∗, p∗).276

Proof. Let U and V be a right and left eigenvector of Jacobi matrix J corresponding to λ = 0.
Direct calculation yields to

U = (U1, U2, U3)T =
((βw∗ + c(w∗ + 1))(w∗ + 1)

β(δ − q∗)
, 1,

c

sq∗2

)T
,

V = (V1, V2, V3)T =
(

1,
l(w∗ + 1)2 + γ(δ − q∗)p∗

β(δ − q∗)
,
a∗∗(1− f)

sp∗(p∗ + 1)2
− γ(δ − q∗)w∗

sp∗(w∗ + 1)

)T
.

Also, we have

Ha(E
∗, a∗) =

(p∗ + f

p∗ + 1
, 0, 0

)T
,

and then277

V THa(E
∗, a∗) =

p∗ + f

p∗ + 1
6= 0. (3.25)
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We now need to compute D2H(E∗, a∗)(U,U), which has the form

D2H(E∗, a∗)(U,U) =
(

Θ,
−2(β + c)2w∗ + c(β + c)

β(δ − q∗)
,
2c2(1− s)

sq∗4

)T
,

where

Θ =
2γp∗((β + c)w∗ + c)2

β2(δ − q∗)
+

2γp∗((β + c)w∗ + c)

β2(δ − q∗)(w∗ + 1)
− 2cγ((β + c)w∗ + c)

βsq∗2(w∗ + 1)

+
2cγw∗

sq∗2(w∗ + 1)
− 2a∗∗c2(1− f)

s2q∗4(p∗ + 1)3

It then follows that

V TD2H(E∗, a∗)(U,U) =Θ +
(l(w∗ + 1)2 + γ(δ − q∗)p∗)(−2(β + c)2w∗ + c(β + c))

β2(δ − q∗)2

+
2c2(1− s)

sq∗4

( a∗∗(1− f)

sp∗(p∗ + 1)2
− γ(δ − q∗)w∗

sp∗(w∗ + 1)

)
:= Θ̃.

It then follows from Sotomayors theorem (Perko, 1996) that system (2.7) undergoes a saddle-278

node bifurcation at E∗(w∗, q∗, p∗) when a crosses a∗∗.279

4. Numerical simulations280

Notice that soil texture is crucial to the availability of soil water for plants. In general, sandy281

soil has large gaps and permeability, but poor water retention, low nutrient content, and poor282

fertility. In contrast, clay soil has small gaps, poor permeability, strong water and fertilizer283

retention, more organic matter. These soil properties will affect the absorption of water by284

plants and the transmission and consumption of water in plants to a certain extent. In this285

paper, we focus on these two soil conditions by setting f = 0.1 as sandy soils and f = 0.9 as286

clay soils, and study the impact of climatic factors (precipitation, a) and plant traits (water287

storage capacity, δ) on the growth of plants. For other parameters appearing in model (2.7),288

we take the following values according to Table 1:289

l = 0.5, γ = 0.00079, β = 0.59, c = 2.5, s = 0.075. (4.1)

Water storage capacity is the performance of drought resistance of plant species, which290

represents a certain kind of plants. The impacts of water storage capacity of plants δ on291

the soil water, the water in plants, and the plant growth are shown in Fig. 1 by bifurcation292

analysis. If plants are supported by sandy soil (f = 0.1, see the upper row in Fig. 1), model293

(2.7) undergoes a saddle-node bifurcation at δ = 5.790977 := δ1 and a backward bifurcation at294

δ = 8.733055 := δ2, respectively. When δ < δ1, model (2.7) only has a ’no-vegetation’ state E0,295

which is globally asymptotically stable. When δ1 < δ < δ2, model (2.7) has a ’no-vegetation’296

state E0 and two vegetated states E∗1 and E∗2 where p∗1 < p∗2. In this situation, model (2.7)297

shows a bistability (alternative stable states) between a stable ’no-vegetation’ equilibrium and298

a stable positive equilibrium. When δ > δ2, the ’no-vegetation’ state becomes unstable, and299
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Figure 1: (Color online) Bifurcation diagram of model (2.7) with respect to water storage capacity of plants δ
for sandy soil (f = 0.1) and clay soil (f = 0.9). The other parameters except δ are taken as a = 3.33, l = 0.5,
γ = 0.0079, β = 0.59, c = 2.5 and s = 0.075. The red/black curves denote the stable/unstable equilibria,
respectively. The label ‘SN’ denotes the saddle-node bifurcation and ‘BP’ the transcritical bifurcation point.
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model (2.7) has a unique stable vegetated state. If plants are supported by clay soil (f = 0.9,300

see the lower row in Fig. 1), the dynamics of model (2.7) is quite different from the previous301

case. Only the forward bifurcation occurs. The bifurcation value of δ is at δ = 4.962806 := δ3.302

When δ < δ3, model (2.7) only has a ’no-vegetation’ state E0, which is globally asymptotically303

stable. When δ > δ3, the ’no-vegetation’ state becomes unstable, and a positive equilibrium304

emerges, which is a global attractor.305

Fig. 1 is obtained with a precipitation level of a = 3.33, which means that the plants are in306

a relatively dry environment. These results show that the water storage capacity of plants has307

an important impact on the survival of plants in arid environments, mainly in the following308

three aspects:309

• For plants with weak water storage capacity, due to the relative lack of water resources in310

arid environments, it is impossible to meet the normal growth needs of plants. Therefore,311

no matter in sand or clay soil, plants cannot survive, and the plant population will collapse.312

There is no change in the soil water content in the equilibrium state (the left panel of Fig. 1),313

because it is assumed that the precipitation is a fixed value, while in the equilibrium state,314

the plants die, and the soil water will not be consumed.315

• There is a critical value of plant water storage capacity in both types of soil, and when the316

water storage capacity exceeds this critical value, plants begin to have the ability to survive317

in arid environments. If plants are supported by sandy soil, then in a suitable range of water318

storage capacity system (2.7) may exhibit a bistable phenomenon. The final plant biomass319

depends on the initial plant biomass: if the initial vegetation is sparse, then the plants will320

die out, while if the initial vegetation is luxuriant, then the plants can survive. If plants are321

supported by clay soil, the bistable behavior does not occur. These indicate that it is very322

sensitive to different soils for low plant biomass. Due to the low water retention rate of sandy323

soil, when the biomass is small, plants cannot absorb enough water from the soil to maintain324

their growth and development, and eventually die. Clay soil, on the other hand, has a high325

water retention rate, so plants can absorb water from the soil and grow normally.326

• For plants with strong water storage capacity, the growth rate of plants in sandy and clay327

soils will not make much difference due to their strong drought resistance. However, for the328

water in the soil, the equilibrium density in the sandy soil will not change with the change329

of water storage capacity, while in the clay, the equilibrium density will decrease with the330

increase of water storage capacity.331

The effect of precipitation on plant growth and development has always been an important332

topic in plant research. For plants with different water storage capacity, the effect of precip-333

itation may be quite different. Here, we conduct some numerical simulations for the level of334

water storage capacity of plants δ = 6.25 to explore the influence of precipitation on plants.335

The corresponding results are shown in Fig. 2. It can be seen that the dynamics of model336

(2.7) is similar to that in Fig. 1. In extremely dry conditions (i.e., precipitation is very few),337

plants cannot survive and the plant population collapses. As precipitation gradually increas-338

es, the amount of the soil water also increases accordingly. Until the soil moisture reaches a339

certain amount, plants can survive in arid environments. We mainly consider precipitation as340
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Figure 2: (Color online) Bifurcation diagrams of model (2.7) with respect to the precipitation a for sandy soil
(f = 0.1) and clay soil (f = 0.9). The other parameters except a are taken as δ = 6.25, l = 0.5, γ = 0.00079,
β = 0.59, c = 2.5 and s = 0.075. The color of the curves and the labels have the same meaning as in Fig. 1.

an indicator to describe the role of precipitation in plant growth. As can be seen from Fig.341

2, there is a precipitation threshold, at which model (2.7) has a ’no-vegetation’ equilibrium342

and a positive equilibrium point with multiplicity 2. When precipitation is greater than this343

threshold, the plants survive, otherwise the plants die. When the climate is relatively humid,344

the phenomenon of alternative stable states appears. Similar to the impact of water storage345

capacity, we find that the low plant biomass is very sensitive to the soil types in this humid envi-346

ronment. Compared with sandy soil, clay soil is more favorable for plant colonization with low347

initial biomass. When the climate is very humid, the plant biomass increases with the increase348

of precipitation, until the plant biomass reaches a certain amount and no longer increases. At349

this time, precipitation is no longer a limiting factor for plant growth.350

5. Discussion351

In order to survive in arid environments, plants have developed some drought resistance352

strategies, including developed root system and developed water storage tissues, etc. In this353

paper, we use the method of mathematical modeling to explore the influence of plant water354

storage capacity on plant growth and development in arid environments. Specifically, we char-355

acterize the water storage capacity of plants as the ratio of the maximum and minimum water356

content in plants. Based on this, a three-variable model describing the dynamics of soil water,357

water in plants, and plant biomass is proposed. We have investigated the existence and stability358
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of equilibria, and proved that the model may undergo a forward or backward bifurcation and a359

saddle-node bifurcation.360

The bifurcation diagrams illustrate that the soil conditions can significantly affect successful361

colonization of plants. For plants supported in clay soil, the ecological reproductive index R0362

can be seen as an indicator that the plants can be colonized successfully in the bare areas (see363

the lower lines in Fig. 1 and Fig. 2). According to the formula R0 = 1, the critical values364

of climatic conditions (for example, precipitation) or plant traits (for example, water storage365

capacity) for plant survival can be determined. In this case, the plant biomass changes slowly366

with precipitation. For plants supported in sandy soil, it is obvious that R0 = 1 is not the367

indicator that the plants can be colonized successfully in the bare areas. The true indicator368

is dominated by the saddle-node bifurcation point, which is smaller than that determined by369

R0 = 1. This critical point is also called tipping point. In addition, it is interesting to note that370

the plants are resilient to precipitation and water storage capacity for the sandy soil. The result371

about precipitation is consistent to that in Rietkerk et al. (1997). In appropriate parameter372

ranges, the phenomenon of alternative stable states may emerge, and the initial plant biomass373

determines the final plant size. In particular, if the initial biomass of plants is sparse, then they374

may become extinct. In ecology, this phenomenon is called Allee effect.375

In natural ecosystems, especially in arid ecosystems, alternative stable states and tipping376

points are not uncommon (van Nes et al., 2014, Xu et al., 2020, Hirota et al., 2011, Scheffer377

et al., 2001). Some studies show that these phenomena are closely related to the degradation378

and restoration of ecosystems. As the parameter approaches the tipping points, the original379

stable ecosystem may undergo unpredictable rapid degradation or even collapse in a short time,380

and the degraded system state also has high stability and is often difficult to recover. On the381

other hand, these phenomena also can explain some irrational facts in nature, such as the382

increase of surface runoff in the Sahel region after a long-term severe drought from the 1970s to383

the mid-1990s (Wendling et al., 2019). In the mechanisms causing these phenomena, drought384

may be an important factor in arid environments (van Nes et al., 2014, Hirota et al., 2011,385

Rietkerk et al., 1997). Moreover, Rietkerk et al. (1997) showed that the site-specific properties386

such as nutrients or soil water availability is very important for the resilience of vegetation387

change. In this paper, it is interesting to note that plant traits such as water storage capacity388

also can induce the occurrence of these phenomena. This finding provides us a new way to389

identify the early warning signals for imminent critical transitions, which plays an important390

role in maintaining the stability of arid ecosystems.391

As noted, the water storage capacity of different types of plants and their seasonal changes392

are quite different. Since most plants growing in arid regions have the ability to obtain water393

from deep soil, and their hydraulics are very complex, determining the dynamics of the water394

storage capacity of plants in arid environments is itself a great challenge. In this paper, we395

do not directly model the water storage capacity of plants as a state variable, but describe396

it by the water content in plants. It is shown that the decrease of water storage capacity397

of plants may have a catastrophic effect on the plant ecosystem, which again proves that the398

water storage capacity plays a very important role in the drought resistance strategies of plants.399

Moreover, recent researches have indicated that the response of plants to drought has a lag effect400

(Rundquist and Harrington, 2000, Wu et al., 2015, Tong et al., 2017, Choubin et al., 2019).401

When the drought stress is over, although the water and soil conditions have been restored402
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to the conditions suitable for plant growth, the plant functions and various growth indicators403

cannot be restored immediately, that is, some effects of stress on plants will last for a period of404

time. Therefore, considering this lag effect in the process of describing the interaction between405

plants and water will make the model more consistent with the real growth law of plants. We406

will further consider this in future research.407
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Appendix A. Computation of R0420

According to (3.18), we know that the eigenvalues of Jacobi matrix J(E0) are

λ1 = −l < 0, λ2 = − βaf

af + l
− c < 0, λ3 =

βcaf(δ − 1)

βδaf + caf + cl
− 1.

It is obvious that the stability of E0(w1, q1, 0) is determined by λ3. Define

R0 =
βcaf(δ − 1)

βδaf + caf + cl
.

Then R0 is the ecological reproductive index of plants for model (2.7).421

Appendix B. Proof of Lemma 3.4422

Proof. The condition 1 < q < δ implies that

dp

dt
= p
(
c
(

1− 1

q

)
− 1− sp

)
≤ p
(
c
(

1− 1

δ

)
− 1
)
.
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It then follows that when 1 < δ < c
c−1

, we have limt→∞ p(t) = 0 for any initial value p(0) ≥ 0.
Accordingly, we have the limiting equation of w(t) in (2.7) as

dw

dτ
= af − lw,

from which we know that for any initial value w(0) ≥ 0, limt→∞w(t) = af
l

. Similarly, we obtain
the limiting equation for q as

dq

dτ
=

βaf

af + l
δ + c−

( βaf

af + l
+ c
)
q,

from which we immediately have that

lim
t→∞

q(t) = 1 +
βaf(δ − 1)

lc+ (β + c)af
= q0.

The proof is thus completed.423
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