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Abstract 

This thesis is concerned with fault detection of sampled data systems with special 

emphasis on the time varying characteristics of the system. A discretization 

method based on the norm invariant transformation is proposed for time invariant 

systems with aperiodic sampler and time varying systems with periodic sampler. 

The outcome of this transformation for both cases is a discrete time varying 

system. 

The problem of fault detection for discrete time varying systems is studied and the 

proposed approach along with the norm invariant transformation is used for fault 

detection of sampled data system with time varying characteristics. Also, because 

of the time varying nature of Kalman filter, its application as an observer for fault 

detection of discrete time varying systems is investigated. 

Finally, the fault detection method with norm invariant transformation is used for 

fault diagnosis of network control system with network induced delay. 
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Chapter 1 

Introduction and Literature Review 

 

1.1 Introduction 

Faults in feedback control systems can result in undesirable performance or 

instability. Therefore they should be identified so that appropriate remedies can be 

applied and desirable performance is achieved. Numerous design methods are 

available in the literature for fault detection [1, 2, 3].   

The model-based fault detection technique has been developed remarkably since 

early 1970’s. Its efficiency in detecting faults has been successfully demonstrated 

by a great number of applications in the aerospace, chemical and automotive 

industries [1]. Generally speaking, model based fault detection is concerned with 

residual generation and evaluation. A fault detection filter can be constructed for 

this purpose to reduce the effects of external disturbance and model uncertainty, 

while maximizing its sensitivity to faults so that faults in the system can be 

detected as soon as possible. Figure 1.1 shows a schematic description of a model 

based fault detection approach. 

On the other hand, most controllers are implemented on computers where the 

actual process is a continuous time system, while the controller and the fault 

detection system are implemented in computers or other digital devices. Fault 

detection in sampled data systems has received a lot of attention during the last 

two decades. 
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Figure 1.1: Schematic description of model based fault detection 

In the development of sampled data control and fault detection (FD) theory, one 

of the important properties considered is periodic sampling which results in a 

periodic time varying closed loop system. It is reasonable to assume periodic 

sampling in the conventional implementation of sampled data systems. However, 

it is hard to perform periodic sampling in some of the more recent applications. 

For example, in networked control systemsresources for measurement are 

restricted and hence the sampling operation tends to be aperiodic and uncertain 

[4]. In view of the widespread use of such types of system, it is important to study 

the fault diagnosis for varying sampling intervals as well. 

In this thesis, a general framework for fault detection of time varying sampled 

data systems is developed. These systems include continuous time linear time 

invariant systems with aperiodic sampler and linear time varying systems with 

periodic sampler. By defining norms of the sampled data systems and the resulted 

discrete time varying system, this framework allows us to extend norm based 

method of discrete time varying fault detection to sampled data systems.  

In contrast to the existing results for fault diagnosis of linear time invariant 

systems, there are relatively few results on linear time varying systems. In this 

thesis, we introduce a method for designing the residual generator for linear 

discrete time varying systems. Furthermore, when studying fault detection of 

discrete time varying systems, it is worthwhile to investigate the possibility of 
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using the time varying nature of Kalman filter [5] to utilize it as a fault detection 

tool. Part of this thesis focuses on this approach and elaborates on the idea and its 

application. 

In summary, the proposed fault diagnosis approach together with norm invariant 

transformation is used for fault detection of a sample data system composed of 

either a time invariant system with aperiodic sampler or a time varying system 

with periodic sampler.  

The effectiveness of the above described approach is shown by implementing it to 

fault detection of network control systems (NCS). Network control systems are 

feedback control systems wherein the control loops are closed via real time 

networks and are comprised of a large amount of actuators, sensors and 

controllers which are equipped with network interfaces, and are defined as nodes 

of the network.  

Despite the enormous advantages of NCS, the introduction of networks also 

brings some new problems and challenges, such as network-induced delay, packet 

dropout, network scheduling and quantization problems. Induced delay in the 

network, either constant or time-varying, can degrade the total performance of the 

system and even can destabilize the system. Some constraints of NCS, such as 

networked induced delay and packet dropout, can influence the fault diagnosis 

system as well; therefore, fault diagnosis and tolerant control approaches that are 

used for traditional control systems cannot be used directly for this type of 

systems. In this thesis, a sampled data system model for NCS is proposed in 

which the network induced delay is also considered. Using this model, the fault 

detection problem can then be handled by applying the norm based time varying 

residual generation method. 
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1.2 Literature review 

1.2.1 Norm invariant transformation 

Many research results on fault detection of sampled data system suggest an 

indirect design by either  

- Designing a continuous time FD for the continuous time process and then 

discretizing the FD and applying that to the real system, or 

- Discretizing the continuous time system and designing a discrete time FD 

for that system and then applying that to the real system.  

Approximations exist in both approaches and therefore the FD system may not 

perform as expected. There are also methods based on introducing appropriate 

operators that capture the inter sample behavior [7, 8]. 

Izadi et al. developed a general framework for sampled date fault detection [8]. 

By defining the norms of sampled data systems and the so-called norm invariant 

transformation, this framework allows the extension of any (ܪଶor ܪஶ ) norm 

based method of discrete time fault detection to sampled data systems. In their 

work, a linear time invariant continuous time system with a transfer function ො݃ሺݏሻ 

was considered as 

ො݃ሺݏሻ ൌ ܫሺܵܥ െ  .ܤሻିଵܣ

The sampling system was considered to have a sampling period of ݄. A norm 

invariant transformation was introduced which is a method of discretization that 

preservers the norms of sampled data systems. The norm invariant transformation 

of system ܩ is defined as  

ො݃௃ሺݖሻ ൌ ൤
௃ܣ
ܥ
ฬ
௃ܤ
0
൨ 

Where  

௃ܣ ൌ ݁஺௛   ,     ܤ௃ܤ௃
் ൌ ׬ ݁஺ఛ்ܤܤ

௛
଴ ݁஺

೅ఛ݀߬ 
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It is shown that in order to design a norm based residual generator, one can 

replace the sample data system with	 ො݃௃ሺݖሻ so the discrete time FD design can be 

applied.  Any optimal norm based residual generator for this discrete time system 

will be optimal for the original sample data system as well. 

1.2.2 Fault diagnosis 

Observer based fault detection has attracted a lot of attention during the past two 

decades [9-12]. The core of observer based fault detection is generation of the 

residual signal which is robust to disturbance and sensitive to faults. Some 

suitable criteria for both objectives based on ܪஶ norm and ܪଶnorms, have been 

proposed in the frequency domain to evaluate the effectiveness of robust fault 

detection filter design [6, 11, 13]. 

In Ding et al., a unified ܪஶ optimization approach has been proposed for fault 

detection [14]. Through co-inner-outer factorization, a residual generator was 

given by solving a Riccati equation. In [15], linear matrix inequality (LMI) 

method has been applied to robust fault diagnosis problems. Both Li et al. [16] 

and Zhang et al. [17], extended the unified optimization results on FD in LTI 

systems to linear time varying systems in the framework of ܪஶ/ܪஶ.  Another 

research has shown that the robust FD problems under different performance 

indicesܪஶ/ܪஶ ஶܪ/ଶܪ ,  and ܪ/ିܪஶ  can be solved by a unified optimal fault 

detection filter solution [16]. 

A game detection approach has been also proposed in [18] for fault detection 

filter design, however, the model considered is too specific and the sensitivity of 

the residual to faults has not been considered. 

The results shown in [14] were then extended to linear time varying systems from 

a time domain perspective by Liu and Zhou [19]. By applying Coprime 

factorization, an optimal solution to robust FD was given.  
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A finite frequency domain approach to fault diagnosis has been proposed in [20]. 

The unified approach by Ding et al. [14] has also been extended to linear periodic 

discrete time system by Zhang et al. [21]. Same authors also provided a Fault 

Detection Filter (FDF) design under the assumption of disturbance being 

completely decoupled [22]. Zhong et al., presented a Krein space approach to ܪஶ 

fault estimation for linear discrete time varying systems in the framework of ܪஶ 

filtering formulation [23].  In Zhong et al., after introducing the finite horizon ܪஶ 

and ିܪ criteria of FD systems, the problem has been formulated as an ܪஶ/ܪஶ or 

 ஶ maximization problem concerned with finding the optimal observer gainܪ/ିܪ

matrix and a post filter [12]. 

It should be noted that in contrast to the existing results for linear time invariant 

systems, there are very few results on fault detection of linear time varying 

systems.  

1.2.3 Fault diagnosis of Network Control Systems with networked 

induced time delay 

Introduction of networks brings some new problems and challenges such as 

network induced delay [30-34]. Compared with rich results in control and stability 

of network control systems, there are limited number of contributions on fault 

detection of NCS with network induced time delay [35]. A switched fault 

detection filter was proposed by Mao et al. to detect the faults where the network 

induced delay was assumed to be an integer multiple of sampling period [36]. To 

deal with arbitrary unknown network induced delay, a threshold was used in [37] 

to enhance robustness of fault detection system to network induced delay. In [38], 

an adaptive fault diagnosis method was proposed after the matrix of delay was 

obtained. Both of the previously mentioned methods made the assumption that the 

delay is less than one sampling period. Some considered a networked induced 

delay of greater than one sampling time and transformed it to a polytopic 

uncertainty [39]. In [40], a residual generation method was proposed based on an 
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estimation of the uncertain delay, however the persistent excitation of the process 

is required. 

1.3 Review of Existing Results 

This section provides a review of the existing results on discretization of sampled 

data systems with periodic sampler, basic structure of residual generator and the 

idea of norm based fault detection for linear discrete time invariant systems. 

1.3.1 Definitions 

A brief description of Sampler, Hold, signal and system spaces and the definitions 

of ܪଶ norm and ܪஶ norm are given as follows: 

Ideal Sampler ࡿ: the sampling operator with sampling rate ݄ 

 

The sampler periodically samples ݕሺݐሻ to yield to the discrete time signal ߰ሺ݇ሻ 

where 

߰ሺ݇ሻ ൌ  ሺ݄݇ሻݕ

Hold Operator	ࡴ: the hold operator with sampling rate ݄ 

 

The hold operator converts the discrete time signal ߭ሺ݇ሻ to continuous time signal 

  .ሻ by holding it constant over the sampling intervals, i.eݐሺݑ

ሻݐሺݑ ൌ ߭ሺ݇ሻ for	݄݇ ൑ ݐ ൏ ሺ݇ ൅ 1ሻ݄ 

Signal and System Spaces: 

For continuous time, Թ	,Թାୀሼݐ: ݐ ൒ 0ሽ and  Թି ൌ ሼݐ: ݐ ൏ 0ሽ , if a signal ݂ሺݐሻ is 

defined as  

ݕܵ ߰

߭ܪ ݑ
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݂ሺݐሻ ൌ ൥
ଵ݂ሺݐሻ
⋮

௡݂ሺݐሻ
൩ 

The signal spaces would be 

ࣦሺԹ,Թ௡ሻ ൌ ሼ݂:Թ	 ⟶ Թ௡ሽ 

ࣦሺԹା,Թ௡ሻ ൌ ሼ݂:Թା 	⟶ Թ௡ሽ 

System ܩ௠ൈ௣ is a linear transformation ࣦሺԹ,Թ௠ሻ ⟶ ࣦሺԹ,Թ௣ሻ. 

In discrete time, Ժ	,Ժା ൌ ሼ݇: ݇ ൒ 0ሽ and  Ժି ൌ ሼ݇: ݇ ൏ 0ሽ, if a signal ߰ሺ݇ሻ is 

defined as  

߰ሺ݇ሻ ൌ ൥
߰ଵሺ݇ሻ
⋮

߰௡ሺ݇ሻ
൩ 

The signal spaces would be 

ℓሺԺ,Թ௡ሻ ൌ ሼ߰: Ժ	 ⟶ Թ௡ሽ 

ࣦሺԺା,Թ௡ሻ ൌ ሼ߰: Ժା 	⟶ Թ௡ሽ 

System ܩௗ௠ൈ௣ is a linear transformation ℓሺԺ,Թ௠ሻ ⟶ ℓሺԺ,Թ௣ሻ. 

 :૛ Normࡴ

For a SISO system, the ܪଶ norm is defined as [7] 

‖ ො݃ሺݏሻ‖ଶ
ଶ ൌ ‖݃ሺݐሻ‖ଶ

ଶ ൌ න ݃ሺݐሻଶ݀ݐ
ஶ

ିஶ
 

This means that the ܪଶ norm of the transfer function ො݃ሺݏሻ equals to the ࣦଶ norm 

of its impulse response.  For MIMO systems, the ܪଶ norm is defined as 
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‖ ො݃ሺݏሻ‖ଶ
ଶ ൌ෍‖ߜܩሺݐሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

 

where ݁௜, ݅ ൌ 1,… , denotes the standard basis vector in Թ௣ ,݌  and ߜሺݐሻ denotes 

the unit impulse function. Thus, ߜሺݐሻ݁௜  is an impulse applied to the ݅ th input 

channel.  

ܩܵ  is a time varying but ݄  periodic system. To generalize the definition of 

 as the total energy ܩܵ ଶ norm ofܪ ଶnorm to sampled data systems, we define theܪ

of the outputs when impulses are applied in one sampling period to the system: 

ଶ‖ܩܵ‖
ଶ ൌ ଵ

௛
∑ ሺ׬ ݐሺߜܩܵ‖ െ ߬ሻ݁௜‖ଶ

ଶ௛
଴ ݀߬௣

௜ୀଵ ) 

 :Norm	ஶࡴ

For both SISO and MIMO system, the ܪஶ norm is defined as [7] 

‖ ො݃ሺݏሻ‖ஶ ൌ supሼ‖ݕ‖ଶ:	 ଶ‖ݑ‖ ൌ 1ሽ 

The major difference between ‖ ො݃ሺݏሻ‖ଶ  and ‖ ො݃ሺݏሻ‖ஶ  is that the 2-norm is an 

average system gain for known inputs, while ܪஶ norm is the worst case system 

gain for unknown inputs.  

The ܪஶ norm of sampled data system ܵܩ (in signal space)is defined as [7] 

ஶ‖ܩܵ‖ ൌ supሼ‖ܵݑܩ‖ଶ:	 ଶ‖ݑ‖ ൌ 1ሽ 

1.3.2 Discretization Transformation For Sampled Data Systems 

In this section, an overview of existing discretization methods for sampled data 

systems is provided which can be used for control and fault detection of this type 

of systems. The continuous time invariant system is considered here where it is 

sampled using a periodic sampler.  Step invariant transformation and bilinear 

transformation are discussed. It should be noted that norm invariant 

transformation discussed in the previous section, is a discretization method that 
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only preserves the norms and it is only used for fault detection of sampled data 

systems. 

1.3.2.1 Step Invariant Transformation 

A continuous time invariant system ܩ with the following state space realization is 

considered: 

ሶݔ ൌ ݔܣ ൅  ݑܤ

ݕ ൌ ݔܥ ൅  ݑܦ

The step invariant transformation maps system ܩ to system ܩௗwith the following 

state space realization: 

ሶݔ ൌ ݔௗܣ ൅  ݑௗܤ

ݕ ൌ ݔܥ ൅  ݑܦ

where 

ௗܣ ൌ ݁஺௛ and	ܤௗ ൌ ׬ ݁஺ఛ
௛
଴  ܤ߬݀

It should be noted that only matrices ܣ and ܤ change in this transformation. Step 

invariant transformation is used for both direct and indirect control of sampled 

data systems. 

1.3.2.2 Bilinear Transformation 

Another common way of discretizing sampled data systems is bilinear 

transformation.  For the continuous time invariant system, ො݃ሺݏሻ, given by 

ො݃ሺݏሻ ൌ ܦ ൅ ܫሺܵܥ െ  ,ܤሻିଵܣ

the bilinear transformation maps ො݃ሺݏሻ  to ො݃௕௧ሺߣሻ  with the following 

representation: 
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ො݃௕௧ሺߣሻ ൌ ൤
௕௧ܣ
௕௧ܥ

ฬ
௕௧ܤ
௕௧ܦ

൨ 

where 

௕௧ܣ ൌ ൬ܫ െ
݄
2
൰ܣ

ିଵ

ሺܫ ൅
݄
2
 ሻܣ

௕௧ܤ ൌ
݄
2
൬ܫ െ

݄
2
൰ܣ

ିଵ

 ܤ

௕௧ܥ ൌ ܫሺܥ ൅  ௕௧ሻܣ

௕௧ܦ ൌ ܦ ൅  ௕௧ܤܥ

ݏ ൌ
2
݄
1 െ ߣ
1 ൅ ߣ

 

In order for the above state formula to be valid, ቀܫ െ
௛

ଶ
 ቁ should be invertibleܣ

which means that 
ଶ

௛
 is not an eigenvalue of  ܣ. 

1.3.3 Fault detection For Discrete Time Invariant Systems 

There are basically three types of residual generators including fault detection 

filter, diagnostic observer and parity relation based residual generator.  The fault 

detection approach to be used later in the thesis is based on fault detection filter, 

and therefore an overview of this approach is provided in this section.  

1.3.3.1 Basic structure of residual generators 

The basic idea of model based residual generation is to reconstruct the process 

outputs, therefore the input-output model  

ሻݖሺݕ ൌ ሻݖሺݑሻݖ௨ሺܩ ൅ ሻݖሻ݀ሺݖௗሺܩ ൅  ሻ                                               (1.1)ݖሻ݂ሺݖ௙ሺܩ
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is a suitable tool for the description of LTI system, where ݑሺݖሻ and ݕሺݖሻ denote 

the input and output vectors, ܩ௨ሺݖሻ is the known transfer function matrix that 

describes the modeled input/output behavior of the process under consideration. 

݀ሺݖሻ  is a vector representing disturbances and model uncertainty that are 

unknown but bounded. ݂ሺݖሻ is an unknown vector that represents all possible 

faults and will be zero in the fault free case. ܩ௙ሺݖሻ and ܩௗሺݖሻ  are known transfer 

function matrices. We assume that the state space realization of ܩ௨ሺݖሻ  is 

represented by ሺܣ, ,ܤ ,ܥ  .ሻܦ

The following form of LTI residual generator is given 

ሻݖሺݎ ൌ ܳሺݖሻ൫ܯ෡௨ሺݖሻݕሺݖሻ െ ෡ܰ௨ሺݖሻݑሺݖሻ൯                                                         (1.2) 

where ܳሺݖሻ is the parameterization matrix which can be arbitrarily selected from 

the set of stable systems ࣬ܪஶ, and ܯ෡௨ሺݖሻ and ෡ܰ௨ሺݖሻ are  derived using coprime 

factorization 

ሻݖ෡௨ሺܯ ൌ ܫ െ ܫݖሺܥ െ ܣ ൅  ܮሻିଵܥܮ

෡ܰ௨ሺݖሻ ൌ ܦ ൅ ܫݖሺܥ െ ܣ ൅ ܤሻିଵሺܥܮ െ  ሻܦܮ

with the so-called observer gain matrix ܮ. 

The relationship of the residual generator (1.2) to the original idea of the model 

based residual generator is demonstrated by the fact that 

ሻݖሺݕሻݖ෡௨ሺܯ െ ෡ܰ௨ሺݖሻݑሺݖሻ ൌ ሻݖሺݕ െ  ሻݖොሺݕ

where ݕොሺݖሻ is an estimation of ݕሺݖሻ, delivered by an identity observer. 

In this way, the ܳ ∈ ࣬࣢ஶ is defined as the post filter. Moreover, it can be shown 

that the dynamics of the residual generator (1.2) is governed by  

ሻݖሺݎ ൌ ܳሺݖሻܯ෡௨ሺݖሻሺܩௗሺݖሻ݀ሺݖሻ ൅  ሻሻ                                                  (1.3)ݖሻ݂ሺݖ௙ሺܩ
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1.3.3.2 Fault detection Filter (FDF) 

The fault detection filter was proposed by Ding et al.[41] and is summarized here. 

Suppose that the following sate space model is used for process description  

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔܣ ൅ ሺ݇ሻݑܤ ൅ ௙݂ሺ݇ሻܧ ൅  ௗ݀ሺ݇ሻ                                          (1.4)ܧ

ሺ݇ሻݕ ൌ ሺ݇ሻݔܥ ൅ ሺ݇ሻݑܦ ൅ ௙݂ሺ݇ሻܨ ൅  ௗ݀ሺ݇ሻܨ

The core of an FDF is a full order state observer of the form  

ොሺ݇ݔ ൅ 1ሻ ൌ ොሺ݇ሻݔܣ ൅ ሺ݇ሻݑܤ ൅ ሺ݇ሻݕሺܮ െ ොሺ݇ሻݔܥ െ  ሺ݇ሻሻ                           (1.5)ݑܦ

Using equation (1.5), the residual vector is defined by 

ሺ݇ሻݎ ൌ ܳሺݕሺ݇ሻ െ ොሺ݇ሻሻݕ ൌ ܳሺݕሺ݇ሻ െ ොሺ݇ሻݔܥ െ  ሺ݇ሻሻݑܦ

whose dynamics is governed by 

݁ሺ݇ ൅ 1ሻ ൌ ሺܣ െ ሻ݁ሺ݇ሻܥܮ ൅ ൫ܧ௙ െ ௙൯݂ሺ݇ሻܨܮ ൅ ሺܧௗ െ  ௗሻ݀ሺ݇ሻܨܮ

ሺ݇ሻݎ ൌ ሺ݇ሻ݁ܥܳ ൅ ௙݂ሺ݇ሻܨܳ ൅  ௗ݀ሺ݇ሻܨܳ

The design parameters of the FDF are the observer gain and the matrix ܳ which is 

equivalent to an algebraic post filter. The advantages of using FDF lie in its close 

relationship with the state observer and modern control theory. 

1.3.3.3 Norm based fault detection 

The dynamics of residual signal was given in equation (1.3).  As mentioned, 

ܳ ∈ ࣬࣢ஶ is a designable post filter. If a post filter ܳ can be found such that 

ௗܩ෡௨ܯܳ ൌ 0 

௙ܩ෡௨ܯܳ ് 0 

then the perfect decoupling of the residual signal from the unknown inputs is 

achieved. If such a post filter cannot be found, an optimization is necessary to 
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compromise between sensitivity of residual signals to faults and its robustness to 

the disturbance.   

Norm based optimization is a widely accepted approach for this problem where 

the optimization problem is considered as: 

ܬ ൌ ݉݅݊ொሺ௭ሻ∈Ը࣢∞

ฮܳሺݖሻܯ෡௨ሺݖሻܩௗሺݖሻฮఎ
ฮܳሺݖሻܯ෡௨ሺݖሻܩ௙ሺݖሻฮఎ

 

where ߟ ൌ 2	 or ∞. In other words, the problem is to find ܳ such that the above 

minimization problem is satisfied.  

There are different methods to solve this minimization problem [14 ,41, 42]. In 

this section, the results of post filter design for discrete time invariant systems 

developed by Li et al. [43] is presented, where the post filter that they present 

satisfies both ∞ and 2 norm optimization problem.  

Consider a discrete time invariant system with the following state space 

realization 

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔܣ ൅ ሺ݇ሻݑܤ ൅ ௙݂ሺ݇ሻܤ ൅  ௗ݀ሺ݇ሻܤ

ሺ݇ሻݕ ൌ ሺ݇ሻݔܥ ൅ ሺ݇ሻݑܦ ൅ ௙݂ሺ݇ሻܦ ൅  ௗ݀ሺ݇ሻܦ

where ݂ሺ݇ሻ, ݀ሺ݇ሻ and ݑሺ݇ሻ are fault, disturbance and input signals, respectively. 

Matrices ܣ, ,ܤ ,௙ܤ ,ௗܤ ,ܥ ,ܦ  is ܦ ௗ are of appropriate dimensions. Assumeܦ ௙ andܦ

full rank and ሺܥ,  .ሻ is detectableܣ

The residual signal is generated using  

ොሺ݇ݔ ൅ 1ሻ ൌ ሺܣ ൅ ොሺ݇ሻݔሻܥ଴ܮ ൅ ሺܤ ൅ ሺ݇ሻݑሻܦ଴ܮ െ  ሺ݇ሻݕ଴ܮ

ሺ݇ሻݎ ൌ ܴ൫ݕሺ݇ሻ െ ොሺ݇ሻݔܥ െ  ሺ݇ሻ൯ݑܦ

The post filter	ܳ  is found such that it satisfies the optimization problem. ܳ  is 

defined as ܳ ൌ ܴௗ
ିଵ/ଶ , and the following conditions hold 
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ܴௗ ൌ ௗܦௗܦ
் ൅ ்ܥଵିܲܥ ൐ 0 

଴ܮ ൌ െሺିܲܣଵ்ܥ ൅ ௗܦௗܤ
்ሻܴௗ

ିଵ 

்ܣଵିܲܣ െ ܲିଵ ൅ ൫ିܲܣଵ்ܥ ൅ ௗܦௗܤ
்൯ܴௗ

ିଵ൫ܦௗܤௗ
் ൅ ൯்ܣଵିܲܥ ൅ ௗܤௗܤ

் ൌ 0 

In chapter 3, we extend this norm based fault detection of discrete time invariant 

systems to fault detection of discrete time varying systems. 

1.4 Outline of thesis 

In chapter 2, the norm invariant transformation for a time invariant system with 

aperiodic sampler and a time varying system with periodic sampler is presented.  

Chapter 3 provides a fault diagnosis approach for discrete time varying systems. 

This approach is an extension of a robust fault detection for continuous time 

varying systems proposed by Li et al. [6]. An example is given to illustrate the 

effectiveness of this approach. Also, an overview of discrete time varying Kalman 

filter is given and a fault detection approach using Kalman filter as an observer 

for discrete time varying systems is studied. Simulation results are used to 

illustrate the proposed method. 

Chapter 4 illustrates how to present a network control system with a varying delay 

as a discrete time varying system using norm invariant transformation, and how to 

implement the fault detection method of chapter 3 for this system. 

Chapter 5 is a summary of the thesis and presents possible future research 

directions. 

 

 

 



 

16 
 

Chapter 2 

Discretization Transformation For 

Sample Data System 

 

2.1 Introduction 

One of the important properties considered in fault detection of sampled data 

systems is periodic sampling which results in a periodic time varying system. It is 

reasonable to assume periodic sampling in the conventional implementation of 

sampled data systems. However, it is hard to perform periodic sampling in some 

applications such as network control systems [4].  

A framework was developed in [8] for time invariant sampled data systems with 

periodic sampler using norm invariant transformation. In this chapter, we develop 

a framework for discretization of sampled data systems which is particularly 

useful for fault detection of these systems. A continuous time invariant system 

with aperiodic sampler and continuous time varying system with periodic sampler 

is considered. By defining norms of sampled systems and the system resulted 

from norm invariant transformation, which is a discrete time varying system, it 

can be shown that the norms are equivalent. This framework allows us to extend 

norm based fault detection methods for discrete time varying systems to sampled 

data systems.  

The purpose of this chapter is to show that the norms of sampled continuous time 

varying system with periodic sampler are equal to the corresponding norms of a 

proposed discrete time varying system.  Also it is shown that the norms of a 
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sampled LTI system with aperiodic sampler are equal to the corresponding norms 

of the resulted discrete time varying system.  

The remaining of the chapter is organized as follows: In section 2, the norms of 

sampled systems and the norm invariant transformation are defined for discrete 

time system with aperiodic sampler. Section 3 provides the norm invariant 

transformation formulation for continuous time varying system with periodic 

sampler. The step invariant transformation is also presented to compare the results 

with norm invariant transformation. Some concluding remarks are presented at 

the end. 

2.2 Norms of sampled data time invariant system with aperiodic 

sampler 

Assume that ܩ is a stable and strictly proper continuous time system with ݌ inputs 

and ݉ outputs, and 

ො݃ሺݏሻ ൌ ൤
௖ܣ
௖ܥ
ฬ
௖ܤ
0
൨ 

The sampled system ܵܩ maps the continuous time signals to discrete time signals.  

2.2.1 Norm Invariant Transformation 

In this section, a norm invariant transformation for time invariant systems with 

aperiodic sampler is developed. 

The variable sampling rate ݄௜ is considered to be a summation of constant known 

݄ and unknown uncertainty ሺ∆ሺ݅ሻሻ as ݄௜ ൌ ݄ ൅ ∆ሺ݅ െ 1ሻ where 0 ൏ ݄௜ ൑  The .ܮ

sampling operator and the hold operator are considered to have a sampling period 

݄௜. 

A linear time invariant continuous time system is considered as 

ො݃ሺݏሻ ൌ ܫ௖ሺܵܥ െ  ௖ܤ௖ሻିଵܣ
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where ሺܣ௖, ,௖ܤ ,௖ܥ 0ሻ is the state space realization of system ܩ. The norm invariant 

transformation of ܩ is denoted as ݃௃with the state space realization 

௃ሺ݇ݔ ൅ 1ሻ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܣ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܤ

௃ሺ݇ሻݕ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܥ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܦ

where 

௃ሺ0ሻܣ ൌ ݁஺೎ሺ௛భି௛బሻ, ௃ሺ݇ሻܣ ൌ ݁஺೎ሺ௛ೖశభି௛ೖሻ 

௃ܤ௃ሺ݇ሻܤ
்ሺ݇ሻ ൌ න ௖ܤ௖ܤ஺೎ఛି݁ܯ

்݁ି஺೎
೅ఛ்߬݀ܯ

௅

଴
 

௃ܥ ൌ
ଵ

√௅
௃ܦ ,௖ܥ ൌ 0 

ܯ ൌ ݁஺೎௛బ݁஺೎௛బ݁஺೎௛భ … ݁஺೎௛ೖ 

In the following sections we show that ܪଶ  and ܪ∞  norm of system ݃௃  is 

equivalent to the ܪଶ  and ܪ∞  norm of sampled system ܵܩ  where ܵܩ  is a time 

varying but ܮ periodic system. 

 ࡳࡿ ૛ norm ofࡴ	2.2.1.1

The sampler is considered to be periodic.  We define the signal ܪଶ-norm of ܵܩ as 

the total energy of the outputs when impulses are applied in one period to the 

input channels, i.e. 

ଶ‖ܩܵ‖
ଶ ൌ ∑ ଵ

௅
ሺ׬ ݐሺߜܩܵ‖ െ ߬ሻ݁௜‖ଶ

ଶ௅
଴ ݀߬௣

௜ୀଵ ) (2.1) 

where ݁௜, ݅ ൌ 1,… ,  ሻ denotes theݐሺߜ denote the standard basis vector in Թ௣ and ,݌

unit impulse function. Thus, ߜሺݐሻ݁௜ is an impulse applied to the ݅th input channel.  

The ܪଶ-norm of ܵܩ is related to the ܪଶ-norm of the discrete time varying system 

݃௃ as shown in the following lemma. 
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Lemma 1. The ܪଶ norm of a sampled data system ܵܩ with aperiodic sampler is 

given by 

ଶ‖ܩܵ‖
ଶ ൌ ฮ݃௃ฮଶ

ଶ
 

Proof: 

From linear control theory, it is known that 

ሻݐሺߜܩ ൌ  ሻ (2.2)ݐ૚ሺܤ௖݁஺௧ܥ

Where ૚ሺݐሻ is the unit step function. 

From the above equation, ܵߜܩሺݐ െ ߬ሻ with aperiodic sampler is given as 

ݐሺߜܩܵ െ ߬ሻ ൌ ൛0, ,௖ܤ௖݁஺೎ሺ௛బିఛሻܥ … , ,௖ܤ௖݁஺೎ሺ௛೔ିఛሻܥ … ൟ (2.3) 

Using equations (2.1) and (2.3) we get 

1
ܮ
෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

ൌ ݎݐ ൭෍
1
ܮ
௖ܤ௖ܤ஺೎ఛି݁ܨ௖ܥ

்

ஶ

௞ୀଵ

݁ି஺೎
೅ఛܥ்ܨ௖

்൱ 

where 

ܨ ൌ ݁஺೎௛బ݁஺೎௛భ … ݁஺೎௛ೖ 
(2.4) 

Integrating equation (2.4) results in 

1
ܮ
න ෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

௅

଴
݀߬ ൌ ሺ෍ݎݐ

1
ܮ
ሺනܨ௖ܥ ݁ି஺೎ఛܤ௖ܤ௖

்݁ି஺೎
೅ఛ݀߬	ሻܥ்ܨ௖

்
ሻ

௅

଴

ஶ

௞ୀଵ

 

 

ൌ ሺ෍ݎݐ
1
ܮ
௖ܰሺනܥ ݁ି஺೎ఛܤ௖ܤ௖

்݁ି஺೎
೅ఛ݀߬	ሻ்ܰܥ௖

்
ሻ

௅

଴

ஶ

௞ୀଵ

 

where 

ܰ ൌ ݁஺೎௛బ݁஺೎ሺ௛భି௛బሻ݁஺೎௛బ … ݁஺೎ሺ௛ೖି௛ೖషభሻ݁஺೎௛ೖషభ 
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A change of variable from ሺ݇ െ 1ሻ to ሺ݇ሻ yields 

1
ܮ
න ෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

௅

଴
݀߬				

ൌ ሺ෍ݎݐ
1
ܮ
௖ܥ

ஶ

௞ୀ଴

ሺනܧ ௖ܤ௖ܤ஺೎ఛି݁ܯ
்݁ି஺೎

೅ఛ்߬݀ܯ	ሻܥ்ܧ௖
்ሻ

௅

଴
 

where 

ܧ ൌ ݁஺೎ሺ௛భି௛బሻ … ݁஺೎ሺ௛ೖశభି௛ೖሻ and ܯ ൌ ݁஺೎௛బ݁஺೎௛బ݁஺೎௛భ … ݁஺೎௛ೖ 

and the following equality can be concluded: 

1
ܮ
න ෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

௅

଴
݀߬ 

ൌ ଵܣ଴ܣ௃ܥሺ෍ݎݐ ௃ܤ௃ሺ݇ሻܤ௞ሺܣ…
்ሺ݇ሻሻሺܣ଴ܣଵ ௃ܥ௞ሻ்ܣ…

்ሻ

ஶ

௞ୀ଴

 

																																													ൌ ฮ݃௃ฮଶ
ଶ
 (2.5) 

 

where	݃௃ is a time varying system with the state space realization defined as 

௃ሺ݇ݔ ൅ 1ሻ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܣ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܤ

௃ሺ݇ሻݕ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܥ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܦ

and	ܣ௃,  ௃ are given byܦ ௃andܥ,௃ܤ

௃ሺ0ሻܣ ൌ ݁஺೎ሺ௛భି௛బሻ	, ௃ሺ݇ሻܣ ൌ ݁஺೎ሺ௛ೖశభି௛ೖሻ 

௃ܤ௃ሺ݇ሻܤ
்ሺ݇ሻ ൌ න ௖ܤ௖ܤ஺೎ఛି݁ܯ

்݁ି஺೎
೅ఛ்߬݀ܯ

௅

଴
 

ܯ ൌ ݁஺೎௛బ݁஺೎௛బ݁஺೎௛భ … ݁஺೎௛ೖ 
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௃ܥ ൌ
ଵ

√௅
௃ܦ ,௖ܥ ൌ 0 

 ࡳࡿ ஶ norm ofࡴ 2.2.1.2

 is defined as follows [7] (signal space norm) ܩܵ ஶ norm ofܪ

ஶ‖ܩܵ‖ ൌ  ଶ‖ݑܩܵ‖௨‖మஸଵ‖݌ݑݏ

The following lemma is helpful in calculation of ‖ܵܩ‖ஶ. 

Lemma 2. The ܪஶ norm of ܵܩ is given as  

ฮ݃௃ฮஶ ൌ  ஶ‖ܩܵ‖

Proof: 

The ܪஶ norm of ܵܩ is defined as 

ஶ‖ܩܵ‖ ൌ supሼ‖ܵܩ‖ଶ:	 ଶ‖ݑ‖ ൌ 1ሽ 

Since the 2-norm is preserved using norm invariant transformation, using Lemma 

1, the above definition can be written as 

ஶ‖ܩܵ‖ ൌ supሼฮ݃௃ฮଶ:	 ଶ‖ݑ‖ ൌ 1ሽ ൌ ฮ݃௃ฮஶ 

which proves that the ܪஶ norms of ݃௃ and ܵܩ are equal. 

2.2.2 Norm invariant transformation properties 

Lemmas 1 and 2 show that the norm of the sampled system ܵܩ is equal to the 

norm of the discrete time varying system	݃௃. Since this approach preserves ܪଶ 

and ܪஶ norms, the discretization method is called norm invariant transformation. 

Note that the inputs of the discrete time varying system ݃௃ are not related to the 

actual inputs of the original continuous time varying system ܩ. Also system ݃௃ 
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introduces some fictitious inputs which are only used for design and have no 

physical meaning. 

2.2.3 Step Invariant Transformation 

Step invariant transformation for continuous time invariant system with aperiodic 

sampler maps the state matrices ሺܣ௖, ,௖ܤ ,௖ܥ ,ௗܣሻ to ሺܦ ,ௗܤ ,௖ܥ   ሻ whereܦ

ௗሺ݇ሻܣ ൌ ݁஺೎ሺ௛ೖశభି௛ೖሻ and	ܤௗሺ݇ሻ ൌ ׬ ݁஺೎ఛ݀߬
௛ೖశభି௛ೖ
଴  .ܤ

As can be verified by Lemma 1, matrices ܣௗሺ݇ሻ  derived from step invariant 

transformation and ܣ௃ሺ݇ሻ  derived from norm invariant transformation are the 

same. 

2.3. Norms of sampled data time varying system with periodic 

sampler 

2.3.1. Norm Invariant Transformation 

In this section, the concept of  ܪଶ  and ܪஶ  norms are generalized to define 

appropriate norms for time varying sampled data system with periodic sampler.  

The sampling rate is a constant ݄. A linear time varying continuous time system ܩ 

is considered where 

,ݐሺܩ ߬ሻ ൌ ,ݐሻΦሺݐሺܥ ߬ሻܤሺ߬ሻ 

and the continuous state transition matrix Φ holds the following equality 

Φሺݐ, ௢ሻݐ ൌ Φሺݐ, ,ଵݐଵሻΦሺݐ  ௢ሻ (2.6)ݐ

The norm invariant transformation of ܩ  is denoted by ܩ௃  with the state space 

realization  

௃ሺ݇ݔ ൅ 1ሻ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܣ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܤ
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௃ሺ݇ሻݕ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܥ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܦ

where 

௃ሾ݇ሿܥ ൌ
1

√݄
 ሺ݄݇ሻܥ

Φ௃ሾ݇,݉ ൅ 1ሿ ൌ Φሺ݄݇,݄݉ሻ,						݇ െ 1 ൒ ݉ 

௃ܤ௃ሾ݉ሿܤ
்ሾ݉ሿ ൌ න Φሺ݄, ߬ሻܤሺ߬ሻ்ܤሺ߬ሻΦ்ሺ݄, ߬ሻ݀߬

௛

଴
 

௃ሺ݇ሻܦ ൌ 0 

Φ௃ is the state transition matrix for the discrete time varying system ܩ௃.We shall 

prove that ܪଶ and ܪ∞ norm of system ݃௃ is equivalent to the ܪଶ and ܪ∞ norm of  

sampled system ܵܩ where ܵܩ is a time varying but ݄ periodic system. 

 norm of SG	૛ࡴ	2.3.1.1

The sampler is considered to be periodic.  We define the	ܪଶ-norm of ܵܩ as the 

total energy of the outputs when impulses are applied in one period to the input 

channels, i.e. 

ଶ‖ܩܵ‖
ଶ ൌ

1
݄
෍ሺන ݐሺߜܩܵ‖ െ ߬ሻ݁௜‖ଶ

ଶ
௛

଴
݀߬

௣

௜ୀଵ

 

where ݁௜, ݅ ൌ 1,… ,  ሻ denotes theݐሺߜ denote the standard basis vector in Թ௣ and ,݌

unit impulse function. Thus, ߜሺݐሻ݁௜ is an impulse applied to the ݅th input channel.  

The ܪଶ-norm of ܵܩ is related to the ܪଶ-norm of discrete time varying system ܩ௃ 

as shown by the following lemma. 

Lemma 3. The ܪଶ norm of a ܵܩ with aperiodic sampler is given by 



 

24 
 

ฮܩ௃ฮଶ
ଶ
ൌ ଶ‖ܩܵ‖

ଶ 

The 2-norm here represents the signal norm. 

Proof: 

We know that ܩሺݐ, ߬ሻ ൌ ,ݐሻΦሺݐ௖ሺܥ ߬ሻܤ௖ሺ߬ሻ . Therefore ܵܩሺݐ, ߬ሻߜሺݐ െ ߬ሻ  with 

aperiodic sampler is given as 

ݐሺߜܩܵ െ ߬ሻ ൌ ሼ0, ,௖ሾ݄ሿΦሺ݄ܥ ߬ሻܤ௖ሺ߬ሻ, … , ,௖ሾ݄݇ሿΦሺ݄݇ܥ ߬ሻܤ௖ሺ߬ሻ, … ሽ (2.7) 

Then 

ଶ‖ܩܵ‖
ଶ ൌ

1
݄
෍ሺන ݐሺߜܩܵ‖ െ ߬ሻ݁௜‖ଶ

ଶ
௛

଴
݀߬ሻ

௣

௜ୀଵ

 

For continuous time system condition (2.6) holds, therefore we have  

Φሺݐ, ߬ሻ ൌ Φሺݐ,݄݉ሻΦሺ݄݉, ߬ሻ (2.8) 

which results in 

1
݄
෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ ൌ

௣

௜ୀଵ

 

1
	݄
,ሺ݇ሻΦሺ݄݉ܮሺ෍ݎݐ ߬ሻܤ௖ሺ߬ሻܤ௖

்ሺ߬ሻΦ்

ஶ

௞ୀଵ

ሺ݄݉, ߬ሻ்ܮሺ݇ሻሻ 

where	ܮሺ݇ሻ ൌ  ௖ሺ݄݇ሻΦሺ݄݇,݄݉ሻܥ

Therefore integrating both sides results in 

1
݄
න ෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

௛

଴
݀߬

ൌ
1
݄
ሺ෍නݎݐ ,ሺ݇ሻΦሺ݄݉ܮ ߬ሻܤ௖ሺ߬ሻܤ௖

்ሺ߬ሻΦ்ሺ݄݉, ߬ሻ்ܮሺ݇ሻ݀߬	ሻ
௛

଴

ஶ

௞ୀଵ
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1
݄
න ෍‖ܵߜܩሺݐ െ ߬ሻ݁௜‖ଶ

ଶ

௣

௜ୀଵ

݀߬
௛

଴
	

ൌ
1
݄
ሺ݇ሻනܮሺ෍ݎݐ Φሺ݄݉, ߬ሻܤ௖ሺ߬ሻܤ௖

்ሺ߬ሻΦ்ሺ݄݉, ߬ሻ்݀߬ܮሺ݇ሻሻ
௛

଴

ஶ

௞ୀ଴

 

A typical discrete time varying system is defined as: 

ௗሾ݇,݉ሿܩ ൌ ௗሾ݇ሿΦௗሾk,mܥ ൅ 1ሿܤௗሾmሿ 
(2.9) 

where 

Φௗሾ݇, ݇௢ሿ ൌ ௗሾ݇ܣ െ 1ሿܣௗሾ݇ െ 2ሿ…ܣௗሾ݇௢ሿ (2.10) 

Therefore defining a discrete time system ܩ௃ with the state space realization: 

௃ሺ݇ݔ ൅ 1ሻ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܣ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܤ

௃ሺ݇ሻݕ ൌ ௃ሺ݇ሻݔ௃ሺ݇ሻܥ ൅  ௃ሺ݇ሻݑ௃ሺ݇ሻܦ

where 

௃ሾ݇ሿܥ ൌ
1

√݄
 ௖ሺ݄݇ሻܥ

Φ௃ሾ݇,݉ ൅ 1ሿ ൌ Φሺ݄݇,݄݉ሻ,							݇ െ 1 ൒ ݉ 

௃ܤ௃ሾ݉ሿܤ
்ሾ݉ሿ ൌ න Φሺ݄݉, ߬ሻܤ௖ሺ߬ሻܤ௖

்ሺ߬ሻΦ்ሺ݄݉, ߬ሻ݀߬
௛

଴
 

(2.11) 

results in the conclusion that	ฮܩ௃ฮଶ
ଶ
ൌ ଶ‖ܩܵ‖

ଶ. 

Now ܣ௃ሾ݇ሿ	 needs to be defined. From the definition of Φ௃,Φ௃ሾ݇, ݇௢ሿ ൌ

௃ሾ݇ܣ െ 1ሿܣ௃ሾ݇ െ 2ሿ…ܣ௃ሾ݇௢ሿ, we have 

Φ௃ሾ݇, ݇௢ሿ ൌ ௃ሾ݇ܣ െ 1ሿΦ୎ሾ݇ െ 1, ݇௢ሿ 
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From equation (2.11), we know that Φ௃ሾ݇, ݇௢ሿ ൌ Φሺ݄݇,݄݉ሻ, so 

Φሺ݄݇,݄݉ሻ ൌ ௃ሾ݇ܣ െ 1ሿΦሺሺ݇ െ 1ሻ݄,݄݉ሻ 

which results in 

௃ሾkሿܣ ൌ Φ൫ሺ݇ ൅ 1ሻܶ,݉ܶ൯ (2.12) 

 ࡳࡿ ஶ norm ofࡴ 2.3.1.2

 is defined to be [7] (signal space) ܩܵ ஶ norm ofܪ

ஶ‖ܩܵ‖ ൌ  ଶ‖ݑܩܵ‖௨‖మஸଵ‖݌ݑݏ

The following lemma will help in the calculation of ‖ܵܩ‖ஶ. 

Lemma 4. The ܪஶ norm of ܵܩ is given as 

ฮܩ௃ฮஶ ൌ  ஶ‖ܩܵ‖

Proof: 

The ܪஶ norm of ܵܩ is given as 

ஶ‖ܩܵ‖ ൌ supሼ‖ܵܩ‖ଶ:	 ଶ‖ݑ‖ ൌ 1ሽ 

Since the 2-norm is preserved using norm invariant transformation, the above 

definition can be written as 

ஶ‖ܩܵ‖ ൌ supሼฮܩ௃ฮଶ:	 ଶ‖ݑ‖ ൌ 1ሽ ൌ ฮܩ௃ฮஶ 

So it is concluded that ܪஶ norm of ܵܩ is equivalent to the ܪஶ norm of ܩ௃. 

2.3.2 Norm invariant transformation properties 

Lemmas 3 and 4 show that the norm of the sampled system ܵܩ is equal to the 

norm of the resulting discrete time varying system	ܩ௃, introduced in the previous 
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section. Since this approach preserves ܪଶ  and ܪஶ  norms, the discretization 

method is a norm invariant transformation. Same as in Section 2.2.2., it should be 

noted that the inputs of the discrete time varying system ܩ௃ are not related to the 

actual inputs of the original continuous time varying system ܩ	and system ܩ௃ 

introduces some inputs which are used solely for the design purposes. 

2.3.3 Step invariant transformation for time varying system 

Step invariant transformation for time varying system with periodic sampler is 

derived in this section. 

For a time varying system 

ሻݐሶሺݔ ൌ ሻݐሺݔሻݐሺܣ ൅  ሻݐሺݑሻݐሺܤ

ሻݐሺݕ ൌ ሻݐሻܺሺݐሺܥ ൅  ,ሻݐሺܦ

the state is calculated as 

ሻݐሺݔ ൌ Φሺݐ, ௢ሻݐሺݔ௢ሻݐ ൅ න Φሺݐ, ߬ሻܤሺ߬ሻݑሺ߬ሻ݀߬
௧

௧೚

 

For a piece wise constant input, ݑሺݐሻ ൌ ,ሾ݇ሿݑ ݇ܶ ൑ ݐ ൏ ሺ݇ ൅ 1ሻܶ, ݔሺݐሻcan be 

calculated at ݐ ൌ ݇ܶ and ݐ ൌ ሺ݇ ൅ 1ሻܶ as 

ሾ݇ሿݔ ≔ ሺ݇ܶሻݔ ൌ Φሺ݇ܶ, ௢ሻݐሺݔ௢ሻݐ ൅ න Φሺ݇ܶ, ߬ሻܤሺ߬ሻ݀߬
௞்

௧೚

 ሾ݇ሿݑ
(2.13) 

ሾ݇ݔ ൅ 1ሿ ≔ ሺሺ݇ݔ ൅ 1ሻܶሻ 

															ൌ Φሺሺ݇ ൅ 1ሻܶ, ௢ሻݐሺݔ௢ሻݐ ൅ න Φሺሺ݇ ൅ 1ሻܶ, ߬ሻܤሺ߬ሻ݀߬
ሺ௞ାଵሻ்

௧೚

 ሾ݇ሿ (2.14)ݑ

From linear control theory, we know that the following condition holds for a 

continuous time varying system 



 

28 
 

Φሺݐ, ௢ሻݐ ൌ Φሺݐ, ,ଵݐଵሻΦሺݐ  ௢ሻݐ

which results in 

Φ൫ሺ݇ ൅ 1ሻܶ, ௢൯ݐ ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯Φሺ݇ܶ,  ௢ሻ (2.15)ݐ

Substituting Φ൫ሺ݇ ൅ 1ሻܶ,  ௢൯ from (2.15) in equation (2.14) results inݐ

ሾ݇ݔ ൅ 1ሿ ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯ሺΦሺ݇ܶ, ௢ሻݐሺݔ௢ሻݐ ൅ ׬ Φሺ݇ܶ, ߬ሻܤሺ߬ሻ݀߬
ሺ௞ାଵሻ்
௧೚

 (ሾ݇ሿݑ

ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯ሺΦሺ݇ܶ, ௢ሻݐሺݔ௢ሻݐ ൅ 

׬ Φሺ݇ܶ, ߬ሻܤሺ߬ሻ݀߬
௞்
௧೚

ሾ݇ሿݑ ൅ ׬ Φሺ݇ܶ, ߬ሻܤሺ߬ሻ݀߬
ሺ௞ାଵሻ்
௞்  (ሾ݇ሿݑ

ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯ሺΦሺ݇ܶ, ௢ሻݐሺݔ௢ሻݐ ൅ 

න Φሺ݇ܶ, ߬ሻܤሺ߬ሻ݀߬
௞்

௧೚

ሾ݇ሿሻݑ ൅ න Φሺሺ݇ ൅ 1ሻܶ, ߬ሻܤሺ߬ሻ݀߬
ሺ௞ାଵሻ்

௞்
 ሾ݇ሿ (2.16)ݑ

Now, Substituting (2.13) in (2.16) yields  

ሾ݇ݔ ൅ 1ሿ ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯ݔሾ݇ሿ ൅ න Φሺሺ݇ ൅ 1ሻܶ, ߬ሻܤሺ߬ሻ݀߬
ሺ௞ାଵሻ்

௞்
 ሾ݇ሿݑ

which is state space representation for a discrete time varying system where 

ሾ݇ݔ ൅ 1ሿ ൌ ሾ݇ሿݔௗሾ݇ሿܣ ൅  ሾ݇ሿݑௗሾ݇ሿܤ

ௗሾ݇ሿܣ ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯ 

ௗሾ݇ሿܤ ൌ න Φሺሺ݇ ൅ 1ሻܶ, ߬ሻܤሺ߬ሻ݀߬
ሺ௞ାଵሻ்

௞்
 (2.17) 

Using Lemma 3, one can conclude that matrices ܣௗሺ݇ሻ  derived from step 

invariant transformation and ܣ௃ሺ݇ሻ derived from norm invariant transformation 

are the same. 
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2. 4 Conclusion 

In this chapter, a norm invariant transformation was presented for time varying 

sample data system with periodic sampler, for which the resulting time varying 

discrete time system has the same ܪଶ and ܪஶ norm as the original sampled data 

system. Using this norm invariant transformation, fault detection methods for 

discrete time varying systems can be applied to continuous time systems, which 

are computationally simpler than fault detection methods for continuous time 

varying systems.  

A norm invariant transformation was also introduced for time invariant sample 

data system with aperiodic sampler, and it was proved that the resulting time 

varying discrete time system presents the same ܪଶ and ܪஶ norm as the original 

time invariant sampled data system.  Since there are limited numbers of fault 

detection approaches for sampled data systems with aperiodic samplers, the 

presented transformation in this chapter is useful to transform such systems to a 

discrete time varying system with the same norms and use fault detection 

approache available for time varying systems.  
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Chapter 3 

Fault detection approach for discrete 

time varying systems 

 

3.1 Introduction 

In the event of faults in actuators, sensors or controllers, a feedback control design 

for a system may result in instability or unsatisfactory performance. In order to 

maintain the performance of system, fault should be promptly detected so that 

appropriate remedies can be applied.  

Observer based fault detection has attracted a lot of attention in the past two 

decades [12]. The core of observer based fault detection is generation of residual 

signals which are sensitive to faults and robust to unknown inputs.  

In contrast to existing results for fault detection of time invariant systems, there 

are a few results on fault detection of linear time varying systems. Li and Zhou 

developed an observer based fault detection approach for continuous time varying 

systems [6]. Several multi objective fault detection problems were given for time 

varying systems in time domain. The optimal solutions had a simple structure in 

an observer form by solving a standard differential Riccati equation. The 

objective of this chapter is to extend their approach to discrete time varying 

systems. It should be noted that Zhong et al [12], provided a similar fault 

detection filter for discrete time varying systems, but the approach to the 

derivation is different here. 
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Also, considering the time varying properties of Kalman filter we investigate the 

possible application of Kalman filter as an observer for fault detection of discrete 

time varying systems.  

The remaining of the chapter is organized as follows: In section 2, the fault 

detection method for discrete time varying systems is presented and a simulation 

example is provided. Section 3 provides formulation of the Kalman filter along 

with a residual generator for discrete time varying systems [5] followed by an 

example to illustrate the results of fault detection using Kalman filter. The 

concluding remarks are given at the end. 

3.2 Residual generator for discrete time varying system 

Consider a discrete time varying system ܩ with disturbance and possible faults of 

the following state space realization 

ሺ݇ݔ	 )3.1( ൅ 1ሻ ൌ ሺ݇ሻݔሺ݇ሻܣ ൅ ሺ݇ሻݑሺ݇ሻܤ ൅ ௗሺ݇ሻ݀ሺ݇ሻܤ ൅                ௙ሺ݇ሻ݂ሺ݇ሻܤ

ሺ݇ሻݕ ൌ ሺ݇ሻݔሺ݇ሻܥ ൅ ௗሺ݇ሻ݀ሺ݇ሻܦ ൅  ௙ሺ݇ሻ݂ሺ݇ሻܦ

where	ݕሺ݇ሻ is the vector of the plant outputs, ݑሺ݇ሻ the vector of control signals, 

݀ሺ݇ሻ  the vector of unknown inputs and ݂ሺ݇ሻ  the vector of the faults to be 

detected.  

For all coefficient matrices in the above state space realization, the following 

assumptions are made. 

Assumption 1.	ሺܥሺ݇ሻ,  ;ሺ݇ሻሻ is detectableܣ

Assumption 2.	ܦௗሺ݇ሻ has full rank 

3.2.1 Definitions and preliminary results 

Some definitions and lemmas are given in this section to develop the theorem for 

fault detection of discrete time varying system. 
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Definition 1. The adjoint of system ܩ is denoted by ܩ෨. The adjoint system is a 

linear system that has the property 〈ݑܩ, 〈ݕ ൌ ,ݑ〉  with the state ܩ For system .〈ݕ෨ܩ

space realization given by (3.1), non-causal realization of the adjoint system ܩ෨ is 

[12]: 

ሺ݇ሻߣ )3.2( ൌ ሺ݇ߣ்ܣ ൅ 1ሻ ൅ ሺ݇ݑ்ܥ ൅ 1ሻ                                                           

ଵሺ݇ሻݕ     ൌ ሺ݇ሻߣ்ܤ ൅  ሺ݇ሻݑ்ܦ

A causal realization of the adjoint system is: 

ሺ݇ߣ )3.3( ൅ 1ሻ ൌ ሺ݇ሻߣ்ିܣ െ ሺ݇ݑ்ܥ்ିܣ ൅ 1ሻ                                                  

ଵሺ݇ݕ     ൅ 1ሻ ൌ ሺ݇ሻߣ்ିܣ்ܤ ൅ ሺ்ܦ െ  ሺ݇ሻݑሻ்ܥ்ିܣ்ܤ

Definition 2. System ܩ is co-isometric between two Hilbert spaces, if and only if 

෨ܩܩ ൌ  .ܫ

Definition 3. For a linear system ܩ, its ܪஶ norm (in ℓଶ ) is defined as  

ஶ‖ܩ‖ ൌ sup୳∈ℓమ
ଶ‖ݕ‖
ଶ‖ݑ‖

ൌ sup୳∈ℓమ
ଶ‖ݑܩ‖
ଶ‖ݑ‖

 

Definiton 4. For a linear system ܩ, its ܪଶ norm is the expected root mean square 

value of the output when the input is a realization of a unit variance white noise 

process. The 2- norm of  ܩ is defined by [12] 

ଶ,ሾ଴,்ሿ‖ܩ‖ )3.4( ൌ ටܧ ቄଵ
்
∑ ሺ݅ሻ்ݕሺ݅ሻᇱݕ
௜ୀ଴ ቅ																																																																	 

Definition 5. For a linear system ܩ, its ିܪ index is defined as 

ି‖ܩ‖ ൌ inf୳∈ࣦమ
ଶ‖ݑܩ‖
ଶ‖ݑ‖

 

  .norm is a good measurement for a system’s smallest gainିܪ
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Lemma1. Let ܣ: ݕ → ݖ  and ݓ:ܤ → ݕ  be two systems with appropriate 

dimensions, where ݕ ,ݓ and ݖ are signals in ℓଶሾ0,∞ሻ, then 

ஶ‖ܤܣ‖ ൑  ஶ‖ܤ‖ஶ‖ܣ‖

ଶ‖ܤܣ‖ ൑  ଶ‖ܤ‖ஶ‖ܣ‖

ି‖ܤܣ‖ )3.5( ൑                                                                                ି‖ܤ‖ஶ‖ܣ‖

Definition 6. Let ܩ be a finite dimensional linear time varying system. ܩ admits a 

exponentially stable proper left coprime factorization if there exist exponentially 

stable finite dimensional linear time varying systems ܯ,ܰ, ܺ  and ܻ  such that 

ܩ ൌ ܰܺ  ଵܰ andିܯ ൅ ܯܻ ൌ  ሻ is called the coprime pair of systemܯ,Here, ሺܰ .ܫ

 .ܩ

Lemma 2. Let ܩ	be a linear time varying system and assume ൫ܥሺ݇ሻ,  ሺ݇ሻ൯ isܣ

detectable. If ܮሺݐሻ  is a matrix function with appropriate dimensions such that 

system ݔሺ݇ ൅ 1ሻ ൌ ሾܣሺ݇ሻ ൅ ሺ݇ሻݔሺ݇ሻሿܥሺ݇ሻܮ  is exponentially stable [6], then ܩ 

admits a left coprime factorization pair ሺܰ,ܯሻ with a realization for system ܰ 

ሺ݇ݔ ൅ 1ሻ ൌ ሾܣሺ݇ሻ ൅ ሺ݇ሻݔሺ݇ሻሿܥሺ݇ሻܮ ൅ ሾܤሺ݇ሻ ൅  ሺ݇ሻݓሺ݇ሻሿܦሺ݇ሻܮ

ሺ݇ሻݕ ൌ ሺ݇ሻݔሺ݇ሻܥ ൅  ሺ݇ሻݓሺ݇ሻܦ

and a realization for ܯ 

ሺ݇ݔ ൅ 1ሻ ൌ ሾܣሺ݇ሻ ൅ ሺ݇ሻݔሺ݇ሻሿܥሺ݇ሻܮ ൅  ሺ݇ሻݓሺ݇ሻܮ

ሺ݇ሻݕ ൌ ሺ݇ሻݔሺ݇ሻܥ ൅  ሺ݇ሻݓ

3.2.2 Problem formulation 

The state space realization given above can be written as  

ݕ ൌ ሾܩ௨ ௗܩ ௙ሿܩ ൥
ݑ
݀
݂
൩ 
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Since ሺܥሺݐሻ,  has the following coprime factorization ܩ ሻሻ is detectable, systemݐሺܣ

ܩ ൌ ଵܰିܯ ൌ ଵሾିܯ ௨ܰ ௗܰ ௙ܰሿ 

To decouple the residual signal from the input signal completely, the fault 

detection filter has the following form: 

ݎ ൌ ܳሺݕܯ െ ௨ܰݑሻ ൌ ܳሾܯ െ ௨ܰሿ ቂ
ݕ
 ቃݑ

where ௨ܰ  and ܯ  are linear systems with appropriate dimensions given in the 

coprime factorization and ܳ is a linear bounded system to be designed.  

In general, a good fault detection filter must make a tradeoff between robustness 

to disturbance rejection and sensitivity to faults. Therefore, the next step is to 

design a system ܳ  such that the residual signal ݎሺݐሻ  meets the mentioned 

property. We need to choose certain performance criteria so that the fault 

detection filter has satisfactory fault detection sensitivity and guaranteed 

disturbance rejection effect. 

 ,௥ௗ are the system from fault signal and disturbance signal to residualܩ	௥௙ andܩ

respectively. If ݂ሺݐሻ is modeled as unknown energy or power bounded signals 

then ฮܩ௥௙ฮି is a reasonable performance criterion for measuring fault detection 

sensitivity. If  ݀ሺݐሻ is modeled as unknown energy or power bounded signals, 

then ܪஶ is a widely accepted worst case measure and ‖ܩ௥ௗ‖ஶ is a good indicator 

of disturbance rejection performance. If ݀ሺݐሻ and/or ݂ሺݐሻ  are white noise, the  ܪଶ 

norms of ܩ௥௙ and ܩ௥ௗ are more suitable criteria. 

Based on the definitions of norm, the following three fault detection filter design 

can be formulated: 

ऒି/ऒ∞: For the uncertain system described above, a linear bounded system ܳ is 

to be found such that ‖ܳ ௗܰ‖ஶ ൑ and ฮܳ ߚ ௙ܰฮି is maximized where ߚ is a given 

disturbance rejection level. 
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ऒ૛/ऒ∞: For the uncertain system described above, a linear bounded system ܳ is 

to be found such that ‖ܳ ௗܰ‖ஶ ൑ and ฮܳ ߚ ௙ܰฮଶ is maximized where ߚ is a given 

disturbance rejection level. 

ऒ∞/ऒ∞: For the uncertain system described above, a linear bounded system ܳ is 

to be found such that ‖ܳ ௗܰ‖ஶ ൑ and ฮܳ ߚ ௙ܰฮ∞ is maximized where ߚ is a given 

disturbance rejection level. 

Lemma 3. Suppose ܩ is a state space system, if there exists a bounded matrix 

ܲሺݐሻ satisfying  

)3.6( ቐ
ܫ ൌ ሺ݇ሻ்ܦሺ݇ሻܦ െ ሻܫሺ																		ሺ݇ሻ்ܥሺ݇ሻ்ିܣሺ݇ሻ்ܤሺ݇ሻܦ
ሺ݇ሻܲିଵሺ݇ሻ்ିܣሺ݇ሻ்ܤሺ݇ሻܦ ൅ ሺ݇ሻܥ ൌ 0																											ሺܫܫሻ
ሺ݇ሻ்ܣሺ݇ሻܲିଵሺ݇ሻܣ ൅ ሺ݇ሻ்ܤሺ݇ሻܤ െ ܲିଵሺ݇ ൅ 1ሻ ൌ 0			ሺܫܫܫሻ

                   

Then ܩ is co-isometric. 

Proof. 

If we define system ܩ as: 

ሺ݇ݔ )3.7( ൅ 1ሻ ൌ ሺ݇ሻݔሺ݇ሻܣ ൅                                                          	ଵሺ݇ሻݕሺ݇ሻܤ

ሺ݇ሻݕ  ൌ ሺ݇ሻݔሺ݇ሻܥ ൅  ଵሺ݇ሻݕሺ݇ሻܦ

The adjoint system ܩ෨ is given by 

ሺ݇ሻߣ )3.8( ൌ ሺ݇ ൅ 1ሻߣሺ݇ ൅ 1ሻ ൅ ሺ்݇ܥ ൅ 1ሻݑሺ݇ ൅ 1ሻ                                      

ଵሺ݇ሻݕ ൌ ሺ݇ሻߣሺ݇ሻ்ܤ ൅  ሺ݇ሻݑሺ݇ሻ்ܦ

and a causal realization of the adjoint system is 

ሺ݇ߣ )3.9( ൅ 1ሻ ൌ ሺ்݇ିܣ ൅ 1ሻߣሺ݇ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻݑሺ݇ ൅ 1ሻ             

ଵሺ݇ݕ ൅ 1ሻ ൌ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻߣሺ݇ሻ ൅ 

																																				ሺ்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻሻݑሺ݇ ൅ 1ሻ 



 

36 
 

The state space representation for ܩܩ෨ is  

ܺ௔ሺ݇ ൅ 1ሻ ൌ ൤
ሺ்݇ିܣ ൅ 1ሻ 0

ሺ݇ܤ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ሻ ሺ݇ܣ ൅ 1ሻ
൨ ܺ௔ሺ݇ሻ ൅												 

൤
െ்ିܣሺ݇ሻ்ܥሺ݇ሻ

ሺ݇ܤ ൅ 1ሻሺ்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ሻ்ܥሺ݇ሻሻ
൨  ݑ

ሺ݇ݕ ൅ 1ሻ ൌ ሾܦሺ݇ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ			ܥሺ݇ ൅ 1ሻሿܺ௔ሺ݇ሻ ൅ 

ሺ݇ܦ									 ൅ 1ሻሺ்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻሻݑሺ݇ ൅ 1ሻ 

(3.10)  

By introducing ߣሺ݇ሻ ൌ ܲሺ݇ ൅ 1ሻݔሺ݇ ൅ 1ሻ, we get 

ሺ݇ݕ ൅ 1ሻ ൌ ൫ܦሺ݇ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ ൅ ሺ݇ܥ ൅ 1ሻ൯ݔሺ݇ ൅ 1ሻ ൅ 

ሺ݇ܦ ൅ 1ሻሺ்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻሻݑሺ݇ ൅ 1ሻ 

(3.11)  

In order to satisfy the co-isometric condition;	ݑሺ݇ ൅ 1ሻ ൌ ሺ݇ݕ ൅ 1ሻ, the following 

conditions needs to be satisfied: 

൜
ܫ ൌ ሺ݇ܦ ൅ 1ሻ்ܦሺ݇ ൅ 1ሻ െ ሺ݇ܦ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ

ሺ݇ܦ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ ൅ ሺ݇ܥ ൅ 1ሻ ൌ 0
 

(3.12)  

Substituting equation (3.7) in (3.12) results in 

ሺ݇ߣ ൅ 1ሻ ൌ ܲሺ݇ ൅ 1ሻݔሺ݇ ൅ 2ሻ 

			ൌ ܲሺ݇ ൅ 1ሻܣሺ݇ ൅ 1ሻݔሺ݇ ൅ 1ሻ ൅ ܲሺ݇ ൅ 1ሻܤሺ݇ ൅ 1ሻݕଵሺ݇ ൅ 1ሻ 

(3.13)  

From the causal realization of the adjoint system given in equation (3.9), we have: 

ሺ݇ߣ ൅ 1ሻ 	ൌ ሺ்݇ିܣ ൅ 1ሻߣሺ݇ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻݑሺ݇ ൅ 1ሻ 

	ൌ ሺ்݇ିܣ ൅ 1ሻߣሺ݇ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻݕሺ݇ ൅ 1ሻ 
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	ൌ ሺ்݇ିܣ ൅ 1ሻߣሺ݇ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ. ሺܥሺ݇ ൅ 1ሻݔሺ݇ ൅ 1ሻ ൅ 

ሺ݇ܦ ൅ 1ሻݕଵሺ݇ ൅ 1ሻሻ 

		ൌ ൫்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܥሺ݇ ൅ 1ሻ൯ݔሺ݇ ൅ 1ሻ 

െ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܦሺ݇ ൅ 1ሻݕଵሺ݇ ൅ 1ሻ 

(3.14)  

From the equality of (3.13) and (3.14) one can conclude the followings: 

ܲሺ݇ ൅ 2ሻܣሺ݇ ൅ 1ሻݔሺ݇ ൅ 1ሻ ൅ ܲሺ݇ ൅ 2ሻܤሺ݇ ൅ 1ሻݕଵሺ݇ ൅ 1ሻ 		ൌ 

൫்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܥሺ݇ ൅ 1ሻ൯ݔሺ݇ ൅ 1ሻ െ 

ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܦሺ݇ ൅ 1ሻݕଵሺ݇ ൅ 1ሻ 

(3.15)  

൫்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܥሺ݇ ൅ 1ሻ െ ܲሺ݇ ൅ 2ሻܣሺ݇ ൅ 1ሻ൯ 

. ሺ݇ݔ ൅ 1ሻ ൌ ሺܲሺ݇ ൅ 2ሻܤሺ݇ ൅ 1ሻ ൅ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܦሺ݇ ൅ 1ሻሻݕଵሺ݇ ൅ 1ሻ 

(3.16)  

On the other hand, using (3.9) we have 

ଵሺ݇ݕ ൅ 1ሻ ൌ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻߣሺ݇ሻ ൅ 

ሺ்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻሻݑሺ݇ ൅ 1ሻ 

(3.17)  

Therefore 

ଵሺ݇ݕ ൅ 1ሻ ൌ ܫൣ െ ൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ܦሺ݇

൅ 1ሻ൧
ିଵ
ሺ்݇ܤൣ	 ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ

൅ ൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ܥሺ݇

൅ 1ሻ൧ݔሺ݇ ൅ 1ሻ 

(3.18)  

.ݏ ܫ		.ݐ െ ൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ܦሺ݇ ൅ 1	ሻ is invertible. 
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Now, define 

ܯ ൌ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ ൅ 

൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ܥሺ݇ ൅ 1ሻ 

The second condition in (3.12) is 

ሺ݇ܦ )3.19( ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ ൅ ሺ݇ܥ ൅ 1ሻ ൌ 0                        

  

Multiplying both sides of the equation by ൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅

1ሻ்ܥሺ݇ ൅ 1ሻ൯ results in the following: 

൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ܦሺ݇ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ 

ሺ்݇ିܣ ൅ 1ሻܲሺ݇ ൅ 1ሻ ൅ ൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ 

ሺ݇ܥ ൅ 1ሻ ൌ 0 

(3.20)  

Using equation (3.20), ܯ is simplified as 

ܯ ൌ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ െ ሺ்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ 

ሺ்݇ܥ ൅ 1ሻሻܦሺ݇ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ 

	ൌ ܫൣ െ ൫்ܦሺ݇ ൅ 1ሻ െ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ൯ܦሺ݇ ൅ 1ሻ൧்ܤሺ݇ ൅ 1ሻ 

ሺ்݇ିܣ ൅ 1ሻܲሺ݇ ൅ 1ሻ 

(3.21)  

Using the above equality in equation (3.18), results in  

ଵሺ݇ݕ )3.22( ൅ 1ሻ ൌ ሺ்݇ܤ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻݔሺ݇ ൅ 1ሻ                            

By substituting (3.22) in (3.16) we get 
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ሺ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ െ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܥሺ݇ ൅ 1ሻ െ ܲሺ݇ ൅ 1ሻܣሺ݇ ൅ 1ሻሻ

ൌ ൫ܲሺ݇ ൅ 2ሻܤሺ݇ ൅ 1ሻ ൅ ሺ்݇ିܣ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܦሺ݇ ൅ 1ሻ൯்ܤሺ݇

൅ 1ሻ. ሺ்݇ିܣ ൅ 1ሻܲሺ݇ ൅ 1ሻ 

(3.23)  

Using the second condition of equation (3.12) 

ሺ݇ܦ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ ൅ ሺ݇ܥ ൅ 1ሻ ൌ 0, 

equation (3.23) becomes   

ሺ்݇ିܣ ൅ 1ሻܲሺ݇ ൅ 1ሻ െ ܲሺ݇ ൅ 1ሻܣሺ݇ ൅ 1ሻ ൌ 

																																									ܲሺ݇ ൅ 2ሻܤሺ݇ ൅ 1ሻ்ܤሺ݇ ൅ 1ሻ்ିܣሺ݇ ൅ 1ሻܲሺ݇ ൅ 1ሻ 

So in order for a system to be co-isometric the following conditions should hold: 

ቐ
ܫ ൌ ሺ݇ሻ்ܦሺ݇ሻܦ െ ሻܫሺ																		ሺ݇ሻ்ܥሺ݇ሻ்ିܣሺ݇ሻ்ܤሺ݇ሻܦ
ሺ݇ሻܲିଵሺ݇ሻ்ିܣሺ݇ሻ்ܤሺ݇ሻܦ ൅ ሺ݇ሻܥ ൌ 0																											ሺܫܫሻ
ሺ݇ሻ்ܣሺ݇ሻܲିଵሺ݇ሻܣ ൅ ሺ݇ሻ்ܤሺ݇ሻܤ െ ܲିଵሺ݇ ൅ 1ሻ ൌ 0			ሺܫܫܫሻ

 

Now, the co-isometric conditions for linear time varying discrete time system is 

available. The follwing Observer is introduced in order to find the optimal filter 

for residual generation.  

Theorem 1. 

For the linear time varying system ܩ, an optimal filter for all ࣢ି/࣢ஶ, ࣢ଶ/࣢ஶ 

and ࣢ஶ/࣢ஶ problems is the following filter [6]: 

ොሺ݇ݔ ൅ 1ሻ ൌ ሺܣሺ݇ሻ ൅ ොሺ݇ሻݔሺ݇ሻሻܥ଴ሺ݇ሻܮ ൅ ሺܤሺ݇ሻ ൅ ሺ݇ሻݑሺ݇ሻሻܦ଴ሺ݇ሻܮ െ  ሺ݇ሻݕ଴ܮ

ሺ݇ሻݎ		 ൌ ௗܴߚ
ିଵ/ଶ൫ݕሺ݇ሻ െ ොሺ݇ሻݔܥ െ  ሺ݇ሻ൯ݑܦ

(3.24)  

where 

ܴௗሺ݇ሻ ൌ ௗܦௗሺ݇ሻܦ
்ሺ݇ሻ ൅ ሺ݇ሻ்ܥሺ݇ሻܲିଵሺ݇ሻܥ ൐ 0 
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଴ሺ݇ሻܮ ൌ െሺܣሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ௗܦௗሺ݇ሻܤ
்ሺ݇ሻሻܴௗ

ିଵሺ݇ሻ 

(3.25)  

and ܲሺ݇ሻ is the solution of the following algebraic Riccati equation: 

ሺ݇ሻ்ܣሺ݇ሻܲିଵሺ݇ሻܣ െ ܲିଵሺ݇ ൅ 1ሻ ൅ ቀܣሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ௗܦௗሺ݇ሻܤ
்ሺ݇ሻቁ. 

ܴௗ
ିଵሺ݇ሻ ቀܦௗሺ݇ሻܤௗ

்ሺ݇ሻ ൅ ሺ݇ሻቁ்ܣሺ݇ሻܲିଵሺ݇ሻܥ ൅ ௗܤௗሺ݇ሻܤ
்ሺ݇ሻ ൌ 0 

(3.26)  

Proof. 

Since ௗܰ admits the following spectral factorization 

ௗܰ ௗܰ
~ ൌ ܸܸ~, 

By multiplying both sides of the above equation by ܳ we have 

ሺܳ ௗܰሻሺܳ ௗܰሻ~ ൌ ሺܸܳሻሺܸܳሻ~ 

‖ܸܳ‖ஶ ൌ ‖ܳ ௗܰ‖ஶ and ‖ܸܳ‖ଶ ൌ ‖ܳ ௗܰ‖ଶ 

As mentioned before the goal is to find a linear bounded system ܳ  such that 

‖ܳ ௗܰ‖ஶ ൑ and ฮܳ ߚ ௙ܰฮଶ is maximized. Using the above equality, ‖ܳ ௗܰ‖ஶ ൏  ߚ

and lemma 1, we have  

ฮܳ ௙ܰฮଶ ൌ ฮܸܸܳିଵ ௙ܰฮଶ ൑ ‖ܸܳ‖ஶฮܸିଵ ௙ܰฮଶ ൌ ‖ܳ ௗܰ‖ஶฮܸିଵ ௙ܰฮଶ 

൑ ฮܸିଵߚ ௙ܰฮଶ 

The equality is also true for  ࣢ஶ and ࣢ି norms. So now we have to find a ܳ such 

that the above equality is satisfied. When ܸܳ ൌ ܫߚ , that is, ܳ ൌ ଵିܸߚ , the 

conditions are satisfied and filter is optimal.  
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Now the problem narrows down to finding the conditions which need to be 

satisfied in order for  ௗܰ to admit  spectral factorization. 

Using Left Co-prime factorization, linear system ௗܰ  is introduced as: 

ଷሺ݇ݔ ൅ 1ሻ ൌ ൫ܣሺ݇ሻ ൅ ଷሺ݇ሻݔሺ݇ሻ൯ܥሺ݇ሻܮ ൅ ൫ܤௗሺ݇ሻ ൅  ௗሺ݇ሻ൯݀ሺ݇ሻܦሺ݇ሻܮ

ଷሺ݇ሻݕ ൌ ଷሺ݇ሻݔሺ݇ሻܥ ൅  ௗሺ݇ሻ݀ሺ݇ሻܦ

(3.27)  

If  state space realization of ܸିଵ is given as 

ሺ݇ݍ ൅ 1ሻ ൌ ሺܣሺ݇ሻ ൅ ሺ݇ሻݍሺ݇ሻሻܥ଴ሺ݇ሻܮ ൅ ሺܮ଴ሺ݇ሻ െ  ሺ݇ሻݕሺ݇ሻሻܮ

ሺ݇ሻݑ ൌ 		ܴௗ
ିభ
మሺܥሺ݇ሻݍሺ݇ሻ ൅  ሺ݇ሻሻݕ

By  defining a new state ݔሺ݇ሻ ൌ ଷሺ݇ሻݔ ൅ ,ሺ݇ሻݍ  state realization for ܸିଵ ௗܰ  is 

given as: 

ሺ݇ݔ ൅ 1ሻ ൌ ሺܣሺ݇ሻ ൅ ሺ݇ሻݔሺ݇ሻሻܥ଴ሺ݇ሻܮ ൅ ሺܤௗሺ݇ሻ ൅  ௗሺ݇ሻሻ݀ሺ݇ሻܦሺ݇ሻܮ

ሺ݇ሻݎ ൌ ܴௗ
ିభ
మሺ݇ሻሺܥሺ݇ሻݔሺ݇ሻ ൅  ௗሺ݇ሻ݀ሺ݇ሻሻܦ

(3.28)  

Now the problem comes down to finding the observer gains. In order for ܸିଵ ௗܰ 

to be co-isometric, conditions (3.26) should hold. From conditions (I) and (II) we 

have 

ܫ ൌ ሺ݇ܦ ൅ 1ሻ்ܦሺ݇ ൅ 1ሻ ൅ ሺ݇ܥ ൅ 1ሻܲିଵሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻ 

Substituting ܦ and ܥ of the system  ܸିଵ ௗܰ given in equation (3.28), we have  

ܫ ൌ ܴௗ
ିభ
మሺ݇ ൅ 1ሻܦௗሺ݇ ൅ 1ሻܦௗ

்ሺ݇ ൅ 1ሻܴௗ
ି೅
మሺ݇ ൅ 1ሻ ൅ 

										ܴௗ
ିభ
మܥሺ݇ ൅ 1ሻܲିଵሺ݇ ൅ 1ሻ்ܥሺ݇ ൅ 1ሻܴௗ

ି೅
మሺ݇ ൅ 1ሻ 

Therefore                                                                                                                     
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ܴௗሺ݇ሻ ൌ ௗܦௗሺ݇ሻܦ
்ሺ݇ሻ ൅  .ሺ݇ሻ்ܥሺ݇ሻܲିଵሺ݇ሻܥ

From condition (II) we get 

ܴௗ
ିభ
మሺ݇ሻܦௗሺ݇ሻ൫ܤௗሺ݇ሻ ൅ ௗሺ݇ሻ൯ܦ଴ሺ݇ሻܮ

்
ሺܣሺ݇ሻ ൅ ሺ݇ሻሻି்ܲሺ݇ሻܥ଴ሺ݇ሻܮ ൅ 

ܴௗ
ିభ
మሺ݇ሻܥሺ݇ሻ ൌ 0 

ௗܤௗሺ݇ሻ൫ܦ
்ሺ݇ሻ ൅ ௗܦ

்ሺ݇ሻܮ଴
்ሺ݇ሻ൯ ൌ െܥሺ݇ሻܲିଵሺ݇ሻሺ்ܣሺ݇ሻ ൅ ଴ܮሺ݇ሻ்ܥ

்ሺ݇ሻሻ 

଴ሺ݇ሻܮ ൌ െሺܣሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ௗܦௗሺ݇ሻܤ
்ሺ݇ሻሻܴௗ

ିଵሺ݇ሻ 

From condition (III) we have 

ሺܣሺ݇ሻ ൅ ሺ݇ሻܣሺ݇ሻሻܲିଵሺ݇ሻሺܥ଴ሺ݇ሻܮ ൅ ሺ݇ሻሻ்ሺ݇ሻܥ଴ሺ݇ሻܮ ൅ ሺܤௗሺ݇ሻ ൅					 

ௗሺ݇ሻܤௗሺ݇ሻሻሺܦ଴ሺ݇ሻܮ ൅ ௗሺ݇ሻሻ்ሺ݇ሻܦ଴ሺ݇ሻܮ െ ܲିଵሺ݇ ൅ 1ሻ ൌ 0 

 

൫ܣሺ݇ሻ ൅ ሺ݇ሻ்ܣሺ݇ሻ൯ܲିଵሺ݇ሻܥ଴ሺ݇ሻܮ ൅ ൫ܣሺ݇ሻ ൅ ଴ܮሺ݇ሻ்ܥሺ݇ሻ൯ܲିଵሺ݇ሻܥ଴ሺ݇ሻܮ
்ሺ݇ሻ 

൅ሺ	ܤௗሺ݇ሻ ൅ ௗܤ	ௗሺ݇ሻሻܦ଴ሺ݇ሻܮ
்ሺ݇ሻ ൅	ሺܤௗሺ݇ሻ ൅ ௗܦௗሺ݇ሻሻܦ଴ሺ݇ሻܮ

்ሺ݇ሻܮ଴
்ሺ݇ሻ െ		 

ܲିଵሺ݇ ൅ 1ሻ ൌ 0 

൫ܣሺ݇ሻ ൅ ሺ݇ሻ்ܣሺ݇ሻ൯ܲିଵሺ݇ሻܥ଴ሺ݇ሻܮ ൅	൫ܤௗሺ݇ሻ ൅ ௗܤௗሺ݇ሻ൯ܦ଴ሺ݇ሻܮ
்ሺ݇ሻ ൅ 

	ሼܣሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ሺ݇ሻ்ܥሺ݇ሻܲିଵሺ݇ሻܥ଴ሺ݇ሻܮ ൅ ௗܦௗሺ݇ሻܤ
்ሺ݇ሻ 

൅ܮ଴ሺ݇ሻܦௗሺ݇ሻܦௗ
்ሺ݇ሻሽܮ଴

்ሺ݇ሻ െ ܲିଵሺ݇ ൅ 1ሻ ൌ 0 

ሼܣሺ݇ሻܲିଵሺ݇ሻ்ܣሺ݇ሻ ൅ ௗܤௗሺ݇ሻܤ
்ሺ݇ሻ൅ܮ଴ሺ݇ሻሺܥሺ݇ሻܲିଵሺ݇ሻ்ܣሺ݇ሻ ൅ 

ௗܤௗሺ݇ሻܦ
்ሺ݇ሻሽ ൅ ሼܣሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ௗܦௗሺ݇ሻܤ

்ሺ݇ሻ ൅ 

଴ሺ݇ሻܮ ቀܥሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ௗܦௗሺ݇ሻܦ
்ሺ݇ሻቁሽܮ଴

்ሺ݇ሻ െ ܲିଵሺ݇ ൅ 1ሻ ൌ 0 

From conditions (I) and (II)  and the definition of  ܴௗሺ݇ሻ  the following algebric 

Riccati equation is concluded: 
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ሺ݇ሻ்ܣሺ݇ሻܲିଵሺ݇ሻܣ െ ܲିଵሺ݇ ൅ 1ሻ ൅ ቀܣሺ݇ሻܲିଵሺ݇ሻ்ܥሺ݇ሻ ൅ ௗܦௗሺ݇ሻܤ
்ሺ݇ሻቁ. 

ܴௗ
ିଵሺ݇ሻ ቀܦௗሺ݇ሻܤௗ

்ሺ݇ሻ ൅ ሺ݇ሻቁ்ܣሺ݇ሻܲିଵሺ݇ሻܥ ൅ ௗܤௗሺ݇ሻܤ
்ሺ݇ሻ ൌ 0 

 

This proves that Theorem 1 provides us with the residual generator for discrete 

time varying systems. 

3.2.3 FD for the system under norm invariant transformation 

In Chapter 2, it was illustrated how to obtain a linear discrete time varying 

equivalent models of aperiodic time invariant sampled data system and periodic 

time varying sampled data system using norm invariant transformation. In this 

chapter, a fault detection (FD) method was introduced for the resulting linear 

discrete time varying systems.  

In general, the information about the input to the system is known but there is no 

knowledge about the disturbance and fault in the system. In norm invariant 

transformation, it is not required to have any information about the input. Hence, 

in a sampled data system, one can use norm invariant transformation to find the 

input matrices, Bୢ and B୤, and use the proposed step invariant transformation to 

find B. After the discretization using step and norm invariant transformation, the 

fault detection scheme for discrete time varying systems illustrated in the previous 

section, can be applied to the system.  

For time invariant system with aperiodic sampler, using step and norm invariant 

transformation, the corresponding system matrices are as follows: 

ሺ݇ሻܣ ൌ ݁஺೎ሺ௛ೖశభି௛ೖሻ 

ሺ݇ሻܤ ൌ න ݁஺೎ఛ
௛ೖశభି௛ೖ

଴
 ௖ܤ	߬݀

ܥ ൌ ଵ

√௅
ܦ ,௖ܥ ൌ 0 
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௙ܤ௙ሺ݇ሻܤ
்ሺ݇ሻ ൌ න ௖_௙ܤ௖_௙ܤ஺೎ఛି݁ܯ

்݁ି஺೎
೅ఛ்߬݀߬݀ܯ	

௅

଴
 

ௗܤௗሺ݇ሻܤ
்ሺ݇ሻ ൌ න ௖_ௗܤ௖_ௗܤ஺೎ఛି݁ܯ

்݁ି஺೎
೅ఛ்߬݀ܯ	

௅

଴
 

ܯ ൌ ݁஺೎௛బ݁஺೎௛బ … ݁஺೎௛ೖ, 0 ൏ ݄௞ ൑  ܮ

(3.29)  

where ܤ௖_௙, ܤ௖_ௗ and	ܤ௖ are known matrices in continuous time. ܤ௙ሺ݇ሻ and ܤௗሺ݇ሻ 

can be found using Cholesky factorization.  

For time varying system with periodic sampler, using step and norm invariant 

transformation, the corresponding matrices are: 

ሾ݇ሿܣ ൌ Φ൫ሺ݇ ൅ 1ሻܶ, ݇ܶ൯ 

ሾ݇ሿܤ ൌ න Φሺሺ݇ ൅ 1ሻܶ, ߬ሻܤ௖ሺ߬ሻ݀߬
ሺ௞ାଵሻ்

௞்
 

ௗܤௗሾ݉ሿܤ
்ሾ݉ሿ ൌ න Φሺ݄݉, ߬ሻܤ௖_ௗሺ߬ሻܤ௖_ௗ

்ሺ߬ሻΦ்ሺ݄݉, ߬ሻ	݀߬	
௛

଴
 

௙ܤ௙ሾ݉ሿܤ
்ሾ݉ሿ ൌ න Φሺ݄݉, ߬ሻܤ௖_௙ሺ߬ሻܤ௖_௙

்ሺ߬ሻΦ்ሺ݄݉, ߬ሻ	݀߬	
௛

଴
 

ௗሾ݇ሿܥ ൌ
1

√݄
 ௖ሺ݄݇ሻܥ

(3.30)  

where ܤ௖_௙, ܤ௖_ௗ and ܤ௖ are known matrices in continuous time. ܤ௙ሺ݇ሻ and	ܤௗሺ݇ሻ 

can be found using Cholesky factorization.  

Having the above system descriptions from Chapter 2, one can use the fault 

detection method of Section 3.1 to identify the system faults. 
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3.2.4. Simulation 

To illustrate the effectiveness of the proposed fault detection scheme for discrete 

time varying systems along with the norm invariant transformation, an example is 

given in this section. A time invariant system sample data system with aperiodic 

sampler with the following state space realization is considered: 

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔܣ ൅ ሺ݇ሻݑܤ ൅ ௙݂ሺ݇ሻܧ ൅  ௗ݀ሺ݇ሻܧ

ሺ݇ሻݕ ൌ ሺ݇ሻݔܥ ൅ ሻݐሺ݇ݑܦ ൅ ௙݂ሺ݇ሻܨ ൅  ௗ݀ሺ݇ሻܨ

where 

ܣ ൌ ቂെ0.01 0
0 െ0.05

ቃ , ௗܤ ൌ ቂെ0.1 0
െ0.1 1

ቃ 

ܤ ൌ ቂ1
2
ቃ ,  ܦ ൌ 0 

௙ܤ ൌ ቂ0
1
ቃ ܥ			 ൌ ሾ0.001 0ሿ 

Assume that the noise ݀ሺݐሻ  and the fault ݂ሺݐሻ  are of the following forms, 

respectively, 

݂ሺݐሻ ൌ ൝
1						50 ൏ ݇ ൏ 100
െ1				200 ൏ ݇ ൏ 250
݁ݏ݅ݓݎ݄݁ݐ݋						0

 

 

݀ ൌ ቂ 0
0.2

ቃ 

while the input ݑሺݐሻ is considered to be zero.  The aperiodic sampling intervals 

are generated randomly in MATLAB. A vector of 20 different sampling instants 

was considered where the values changed between 0 to 1 and for each instant of 

time, a value was randomly chosen from this vector. 

For the ࣢ି/࣢ஶ, ࣢ଶ/࣢ஶ and ࣢ஶ/࣢ஶ problems with ߚ ൌ 1 ,the fault detection 

filter gain ܮ଴ሺ݇ሻ is shown in Figure 3.1. Figure 3.2 shows the residual signal. 
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Figure3.1:  Fault detection filter gain ܮ଴ሺ݇ሻ. 

 
 

 
Figure 3.2:  Residual signal 

 
As can be seen from Figure 3.2, the residual signal is nonzero with relatively large 

amplitude for the instants where fault is present.  
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3.3 Application of Kalman filter in Fault Detection 

In the past decades, considerable efforts have been devoted to study of the 

filtering problem of dynamic systems [24-27]. The Kalman filtering, which 

addresses the minimization of filtering error covariance, has proven to be the most 

representative one among varieties of filters and widely investigated [28]. 

Kalman filter is a set of mathematical equations that provides an efficient 

computational means to estimate the state of a process, in a way that minimizes 

the mean of the squared error. The filter is very powerful in several aspects: it 

supports estimation of past, present and even future states and it can do so even 

when the precise nature of the modeled system is unknown. But more 

importantly, Kalman filter formulation is available for estimating the states of a 

discrete time varying systems.   

In this section, Kalman filter is used as an observer for fault detection of discrete 

time varying systems. First the formulation of discrete time varying Kalman filter 

is given and then its use in fault detection is discussed. 

3.3.1  Discrete time varying Kalman filter 

Suppose we have a linear discrete time varying system given as follows [28]: 

ሺ݇ሻݔ ൌ ሺ݇ܨ െ 1ሻݔሺ݇ െ 1ሻ ൅ ሺ݇ܩ െ 1ሻݑሺ݇ െ 1ሻ ൅ ሺ݇ݓ െ 1ሻ 

ሺ݇ሻݕ )3.31( ൌ ሺ݇ሻݔሺ݇ሻܪ ൅                                                                           ሺ݇ሻݒ

The noise processes ሼݓሺ݇ሻሽ and ሼݒሺ݇ሻሽ are white, zero-mean, uncorrelated, and 

have known covariance matrices ܳሺ݇ሻ and ܴሺ݇ሻ repectively: 

,ሺ0	~	ሺ݇ሻݓ ܳሺ݇ሻሻ 

,ሺ0	~	ሺ݇ሻݒ ܴሺ݇ሻሻ 

ሺ݇ሻሿ்ݓሺ݇ሻݓሾܧ ൌ ܳሺ݇ሻߜ௞ି௝ 
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ሺ݇ሻሿ்ݒሺ݇ሻݒሾܧ ൌ ܴሺ݇ሻߜ௞ି௝ 

ሺ݇ሻሿ்ݒሺ݇ሻݓሾܧ ൌ 0 

where	ߜ௞ି௝ is the Kronecker delta function. The goal is to estimate the state ݔሺ݇ሻ 

based on our knowledge of the system dynamics and the availability of the noisy 

measurements ሼݕሺ݇ሻሽ. The amount of the information that is available for state 

estimation varies depending on the particular problem that is being solved.  

The term ܲሺ݇ሻ is used to denote the covariance of the estimation error. ܲିሺ݇ሻ and 

ܲାሺ݇ሻ  denote the covariance of the estimation error ݔොିሺ݇ሻ  and ݔොାሺ݇ሻ , 

repectively. ݔොାሺ݇ሻ and ݔොିሺ݇ሻ are both estimates of ݔሺ݇ሻ. However, ݔොିሺ݇ሻ is the 

estimate of ݔሺ݇ሻ before the measurement ݕሺ݇ሻ is taken into account, and ݔොାሺ݇ሻ is 

the estimate of ݔሺ݇ሻ after the measurement ݕሺ݇ሻ is taken into account. 

The discrete time Kalman filter is summarized the following algorithm: 

1- The Kalman filter is initialized as follows: 

ොାሺ0ሻݔ ൌ  ሺ0ሻ൯ݔ൫ܧ

ܲାሺ0ሻ ൌ ሺ0ሻݔሾ൫ܧ െ ሺ0ሻݔොାሺ0ሻ൯൫ݔ െ ොାሺ0ሻ൯ݔ
்
ሿ 

2- The Kalman filter is given by the following equations for each time step: 

ܲିሺ݇ሻ ൌ ሺ݇ܨ െ 1ሻܲାሺ݇ െ 1ሻ்ܨሺ݇ െ 1ሻ ൅ ܳሺ݇ െ 1ሻ 

ሺ݇ሻܭ ൌ ܲିሺ݇ሻ்ܪሺ݇ሻ൫ܪሺ݇ሻܲିሺ݇ሻ்ܪሺ݇ሻ ൅ ܴሺ݇ሻ൯
ିଵ
ൌ ܲାሺ݇ሻ்ܪሺ݇ሻܴିଵሺ݇ሻ 

ොିሺ݇ሻݔ ൌ ሺ݇ܨ െ 1ሻݔොାሺ݇ െ 1ሻ ൅ ሺ݇ܩ െ 1ሻݑሺ݇ െ 1ሻ 

ොାሺ݇ሻݔ ൌ ොିሺ݇ሻݔ ൅ ሺ݇ሻݕሺ݇ሻ൫ܭ െ  ොିሺ݇ሻ൯ݔሺ݇ሻܪ

ܲାሺ݇ሻ ൌ ൫ܫ െ ܫሺ݇ሻ൯ܲିሺ݇ሻ൫ܪሺ݇ሻܭ െ ሺ݇ሻ൯ܪሺ݇ሻܭ
்
൅  ሺ݇ሻ்ܭሺ݇ሻܴሺ݇ሻܭ
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ൌ ቂ൫ܲିሺ݇ሻ൯
ିଵ
൅ ሺ݇ሻቃܪሺ݇ሻܴିଵሺ݇ሻ்ܪ

ିଵ
ൌ ሺܫ െ  ሺ݇ሻሻܲିሺ݇ሻܪሺ݇ሻܭ

The first expression for ܲାሺ݇ሻ can be shown to be more stable and robust than the 

third expression. The first expression guarantees that ܲାሺ݇ሻ  will always be 

symmetric positive definite, as long as ܲିሺ݇ሻ is symmetric positive definite [28]. 

It should be noted that the optimal Kalman filter is a well known application 

example of ܪଶ norm, in which the ܪଶ norm of the transfer function matrix from 

the noise to the estimation error is minimized [41]. 

3.3.2 Discrete time varying Kalman filter fault detection approach 

As discussed earlier in chapter 1, if we have a system with the state space 

realization 

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔሺ݇ሻܣ ൅ ሺ݇ሻݑܤ ൅ ௙ሺ݇ሻ݂ሺ݇ሻܧ ൅  ௗሺ݇ሻ݀ሺ݇ሻܧ

ሺ݇ሻݕ ൌ ሺ݇ሻݔሺ݇ሻܥ ൅ ሺ݇ሻݑሺ݇ሻܦ ൅ ௙ሺ݇ሻ݂ሺ݇ሻܨ ൅  ௗሺ݇ሻ݀ሺ݇ሻܨ

The residual vector is defined by 

ሺ݇ሻݎ )3.32( ൌ ሺݕሺ݇ሻ െ ොሺ݇ሻݕ ൌ ሺݕሺ݇ሻ െ ොሺ݇ሻݔܥ െ  																																				ሺ݇ሻሻݑܦ

where the post filter is considered to be an Identity matrix. 

In order to find ݔොሺ݇ሻ an observer is required, which in this case we present to use 

Kalman filter. Using the discrete time varying equations of Kalman filter given in 

the previous section where the disturbance is considered to be white noise, ݔොሺ݇ሻ is 

found and using equation (3.32), the residual signal is generated resulting in the 

detection of the fault. The following simulation illustrates this application of 

Kalman filter. 
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3.3.3 Simulation 

Consider the following linear discrete time varying system with the state space 

realization [12] 

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔሺ݇ሻܣ ൅ ሺ݇ሻݑ௨ሺ݇ሻܤ ൅ ௗሺ݇ሻ݀ሺ݇ሻܤ ൅  ௙ሺ݇ሻ݂ሺ݇ሻܤ

ሺ݇ሻݕ ൌ ሺ݇ሻݔሺ݇ሻܥ ൅ ሺ݇ሻݑ௨ሺ݇ሻܦ ൅ ௗሺ݇ሻ݀ሺ݇ሻܦ ൅ ௙݂ሺ݇ሻ݂ሺ݇ሻ 

where 

ሺ݇ሻܣ ൌ ቎
0.2݁ି

ೖ
భబబ 0.6 0

0 0.5 0
0 0 0.7

቏												,													ܤௗሺ݇ሻ ൌ ൥
1.3
0.5
0.9௞

൩ 

௙ሺ݇ሻܤ ൌ ൥
0.7
0.4
0.5

൩ ሺ݇ሻܥ										,											 ൌ ሾെ0.5 1.5 0ሿ 

ௗሺ݇ሻܦ ൌ 0.5				, ௙ሺ݇ሻܦ ൌ 0.5 

Assume that the input ݑሺ݇ሻ  and the noise ݀ሺ݇ሻ  are of the following forms, 

respectively, 

ሺ݇ሻݑ ൌ 0 

݀ሺ݇ሻ ൌwhite noise 

and the fault ݂ሺ݇ሻ is shown in Figure 3.6. 
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Figure 3.6: Fault signal 

 

 

Figure 3.7: Residual signal for discrete time varying Kalman filter FDF 
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Figure 3.8: Residual signal using Moving Average 

The residual signal is shown in Figure 3.7. In order to analyze the results, moving 

average of the residual signal has been taken and shown in Figure 3.8 which 

clearly indicates the presence of the fault at 20ݏ ൑ ݇ ൑   .ݏ30

3. 4 Conclusion 

A fault detection method was extended to use for discrete time varying systems.  

In comparison to applying a fault detection method to a continuous time varying 

method, our approach has easier computations which all are algebraic. In chapter 

2, it was shown that using norm invariant transformation for time varying sample 

data system with periodic sampler or time invariant sample data system with 

aperiodic sampler, will result in a discrete time varying system where the norms 

of the two systems are equivalent. In this chapter, a simulation example was used 

to demonstrate the effectiveness of using norm invariant transformation and the 

proposed fault detection method for discrete time varying systems, to detect the 

system faults. 

The Kalman filter formulation for discrete time varying systems was reviewed 

and its application for fault detection was investigated. A simulation example was 
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used to illustrate the use of Kalman filter in fault detection of discrete time 

varying systems. 
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Chapter  4 

Fault detection For Systems With 

Network Induced Delay 

 

4.1 Introduction 

Network control systems (NCS) are feedback control systems wherein the control 

loops are closed via real time networks and are comprised of a large amount of 

actuators, sensors and controllers which are equipped with network 

interfaces.This new type of information transmission reduces system wiring, eases 

maintenance and diagnosis, and increases system agility, which make NCS a 

promising structure for control systems. 

Despite the enormous advantages of NCS, the introduction of networks also 

brings some new problems and challenges, such as network-induced delay, packet 

dropout, network scheduling and quantization problems. While NCS offers 

obvious benefits, the mentioned challenges increases vulnerability of the control 

system. The issues of safety and fault tolerance becomes more stringent in this 

case. Indeed, faults in one part of the system can propagate through and affect the 

other parts even in remote locations. In order to maintain performance of control 

systems, faults should be promptly detected and identified so that appropriate 

remedies can be applied. The problem of fault detection and isolation has been 

widely studied in the past decades and numerous design methods are available in 

the literature [1,2,3].  However, there is limited number of contributions about 

fault detection of NCS with networked induced time delay. Considering unknown 

time delay of less than one sampling period, a threshold was used to enhance 

robustness of fault detection to the delay [4] and an adaptive fault diagnosis 
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method after the signature matrix of delay was used [5]. In [6], a network induced 

delay of greater than one sampling time was considered and transformed to a 

polytopic uncertainty. 

In the development of fault detection for networked control systems, one of the 

important properties considered is periodic sampling. However, in network 

control systems resources for measurement are restricted and hence the sampling 

operation tends to be aperiodic and uncertain [4]. In view of the widespread use of 

such types of system, it is important to study the fault diagnosis of NCS for 

varying sampling intervals.  

In chapter 2, a framework was developed for sampled data systems with periodic 

sampler using norm invariant transformation. In this chapter we develop a general 

framework for sampled data fault detection for a NCS with aperiodic sampler 

which offers a convenient tool for both design and analysis. By defining norms of 

sampled system and the system resulted from norm invariant transformation, this 

framework allows us to extend norm based method of discrete time varying fault 

detection to network control systems. Using the fault detection scheme proposed 

for discrete time varying systems in chapter 3, fault detection of network control 

systems with aperiodic sampler is achieved.  

The remaining of the chapter is organized as follows: Section 2 describes the NCS 

model with time varying delay. In section 3, simulation results are presented to 

illustrate the efficiency of using the NCS model along with the fault detection 

method presented in chapter 3. Concluding remarks are provided in section 4.  

4.2 NCS Model 

NCS is assumed to be composed of a plant, an actuator, a sensor and a remote 

control station connected to the sensor and actuator through the network as shown 

in Figure 4.1 taken from [6]. 

Dynamics of the plant are given by 

ሻݐሶሺݔ ൌ ሻݐሺݔ௖ܣ ൅ ሻݐሺݑ௖ܤ ൅ ሻݐௗ݀ሺܤ ൅  ሻݐ௙݂ሺܤ
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ሻݐሺݕ )4.1( ൌ ሻݐሺݔ௖ܥ ൅ ሻݐௗ݀ሺܦ ൅                                                          ሻݐ௙݂ሺܦ

 
 
 
 
 
 
 

 
Figure 4.1:  NCS Structure 

Where ݔሺݐሻ, ,ሻݐሺݑ ݀ሺݐሻ, ݂ሺݐሻ  are the plant’s state, input, disturbance and fault, 

respectively. Matrices ܣ௖, ,௖ܤ ,ௗܤ ,௙ܤ ,௖ܥ   .௙ are of appropriate dimensionsܦ and		ௗܦ

Suppose the sensor is clock driven, the actuator is clock driven and the sampling 

period is ݄௞ . There is a sensor to controller delay ߬௞
௦௖ , therefore the controller 

receives ݕሺ݇ሻ at time instant ݄௞ ൅ ߬௞
௦௖, and there is a controller to actuator delay 

߬௞
௖௔,so the actuator receives the signal ݑሺ݇ሻ at time instant ݄௞ ൅ ߬௞

௦௖ ൅ ߬௞
௖௔, and is 

kept unchanged by the zero order hold until the next control signal ݑሺ݇ ൅ 1ሻ 

arrives [39]; 

ሻݐሺݑ )4.2( ൌ ݐ			,ሺ݇ሻݑ ∈ ሾ݄௞ ൅ ߬௞
௦௖ ൅ ߬௞

௖௔, ݄௞ାଵ ൅ ߬௞ାଵ
௦௖ ൅ ߬௞ାଵ

௖௔ ሿ                        

If there is no packet dropout and the control law is fixed, the sensor to controller 

delay and the controller to actuator delay can be lumped together as ߬௞ ൌ௞
௦௖൅ ߬௞

௖௔. 

The delay is presented as ߬௞ ൌ ݈݄ ൅  ௞, where ݈ is a known constant integer andߝ

௞ is unknown but bounded by 0ߝ ൏ ௞ߝ ൏ ݄ . 

Using the norm invariant transformation discussed in chapter 2, the following 

discrete time varying model can be derived 

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔௗሺ݇ሻܣ ൅ Γ଴
ఌೖሺ݇ሻݑሺ݇ െ ݈ሻ ൅ 

Γଵ
ఌೖሺ݇ሻݑሺ݇ െ ݈ െ 1ሻ ൅ ௗܹሺ݇ሻ݀ሺ݇ሻ ൅ ௙ܹሺ݇ሻ݂ሺ݇ሻ 

ሺ݇ሻݕ ൌ ሺ݇ሻݔௗሺ݇ሻܥ ൅ ௗܸሺ݇ሻ݀ሺ݇ሻ ൅ ௙ܸሺ݇ሻ݂ሺ݇ሻ 

actuator plant sensor 

controller 

߬௖௔  ߬௦௖
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where 

ௗሺ݇ሻܣ ൌ ݁஺೎ሺ௛ೖశభି௛ೖሻ 

଴߁
ఌೖሺ݇ሻ ൌ ሺන ݁஺೎ఛ݀߬

௛ೖశభି௛ೖିఌೖ

଴
ሻܤ௖ 

ଵ߁
ఌೖሺ݇ሻ ൌ ሺන ݁஺೎ఛ݀߬

௛ೖశభି௛ೖ

௛ೖశభି௛ೖିఌೖ

ሻܤ௖ 

ܯ ൌ ݁஺೎௛బ݁஺೎௛బ … ݁஺೎௛ೖ				,					0 ൏ ݄௞ ൑  ܮ

௙ܹሺ݇ሻ ௙ܹ
்ሺ݇ሻ ൌ න ௙ܤ௙ܤ஺೎ఛି݁ܯ

்݁ି஺೎
೅ఛ்߬݀ܯ	

௅

଴
 

ௗܹሺ݇ሻ ௗܹ
்ሺ݇ሻ ൌ න ௗܤௗܤ஺೎ఛି݁ܯ

்݁ି஺೎
೅ఛ்߬݀ܯ	

௅

଴
 

ௗܥ ൌ
1

ܮ√
 ௖ܥ

 To overcome the effect of networked induced delay, the system is augmented  as 

ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔௗሺ݇ሻܣ ൅ Γ଴
௞ሺ݇ሻݑሺ݇ െ ݈ሻ ൅ ഥܹௗሺ݇ሻ݀̅ሺ݇ሻ ൅ ௙ܹሺ݇ሻ݂ሺ݇ሻ 

ሺ݇ሻݕ			 )4.3( ൌ ሺ݇ሻݔௗሺ݇ሻܥ ൅ തܸሺ݇ሻ݀̅ሺ݇ሻ ൅ ௙ܸሺ݇ሻ݂ሺ݇ሻ                                          

where 

ഥܹௗሺ݇ሻ ൌ ଵ߁ൣ
ఌೖሺ݇ሻ ௗܹሺ݇ሻ൧	, ݀̅ሺ݇ሻ ൌ ൤

ሺ݇ݑ െ ݈ െ 1ሻ
݀ሺ݇ሻ ൨ 

തܸሺ݇ሻ ൌ ሾ0 ௗܸሺ݇ሻሿ 

The fault detection approach introduced in chapter 3 along with the model of NCS 

given in (4.3) is used for fault detection of network control system with network 
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induced delay. In general, fault detection filter must make a tradeoff between two 

objectives: robustness to disturbance rejection and sensitivity to faults. The 

objective here is to make the FD filter robust to the newly defined disturbance 

signal ݀̅ሺ݇ሻ and also sensitive to the fault.  

4.3 Simulation 

We shall illustrate the fault detection filter design for the proposed NCS model 

with a simple time invariant network control system, sampled with aperiodic 

sampler. 

Consider the time invariant network system with the following state space 

realization: 

ሻݐሶሺݔ ൌ ሻݐሺݔ௖ܣ ൅ ሻݐሺݑ௖ܤ ൅ ሻݐௗ݀ሺܤ ൅  ሻݐ௙݂ሺܤ

ሻݐሺݕ ൌ ሻݐሺݔ௖ܥ ൅ ሻݐௗ݀ሺܦ ൅  ሻݐ௙݂ሺܦ

where 

௖ܣ ൌ ቂെ0.01 0
0 െ0.05

ቃ						,					ܤௗ ൌ ቂെ0.1 0
െ0.1 1

ቃ 

ܤ ൌ ቂ1
2
ቃ ௗܦ								,								 ൌ ௙ܦ ൌ 0 

௙ܤ ൌ ቂ0
1
ቃ									,								ܥ௖ ൌ ሾ0.001 0ሿ 

Assume that the noise ݀ሺݐሻ  and the fault ݂ሺݐሻ  are of the following forms, 

respectively, 

݂ሺݐሻ ൌ ൝
1						10 ൏ ݇ ൏ 30
െ1				50 ൏ ݇ ൏ 60
݁ݏ݅ݓݎ݄݁ݐ0						0

 

݀ ൌ ቂ 0
0.2

ቃ 
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while the input ݑሺ݇ሻ  is shown in Figure 4.2. As an example, the values of 

sampling period for instants of 0 to 50 are shown in Figure 4.3, where they have 

been picked randomly in MATLAB. 

 
For the ࣢ି/࣢ஶ, ࣢ଶ/࣢ஶ and ࣢ஶ/࣢ஶ problems with ߚ ൌ 1 ,the fault detection 

filter gain ܮ଴ሺ݇ሻ is shown in Figure 4.4. Figure 4.5 shows the residual signal. 

 
 

 
Figure 4.2: Signal  input ݑሺ݇ሻ 
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Figure 4.3: Sampling period 

 
Figure 4.4:  Fault detection filter gain ܮ଴ሺ݇ሻ. 
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Figure 4.5: Residual signal 

 
As can be seen from Figure 4.5, the residual signal is nonzero with relatively large 

amplitude for the instants where fault is present.  

4. 4 Conclusion 

The problem of fault diagnosis for network control systems was considered in this 

chapter where the time varying network induced varying delay was taken into 

account. The norm invariant transformation developed in chapter 2 was used to 

model a time invariant NCS sampled with aperiodic sampler.  The resulting 

model which considers the aperiodic sampling and provides a more realistic 

model for fault detection of NCS is a time varying discrete time system. A fault 

detection method for discrete time varying systems, as discussed in chapter 3, was 

applied to the proposed model. A simulation was used to illustrate the efficiency 

of the proposed method. 
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Chapter 5 

Conclusions 

 

5. 1 Concluding remarks 

In this thesis, we started with developing norm invariant transformation for a time 

varying sampled data system with periodic sampler and a time invariant sampled 

data system with aperiodic sampler. It was shown that using these norm invariant 

transformations, for each case, an specific discrete time varying system results 

where the norms of the resulting system are equivalent to the norms of original 

sampled data system. 

A fault detection method was proposed for discrete time varying systems in 

Chapter 3. The proposed method is an extension of the approach of [6] to the 

discrete time case. It was shown that using this fault detection method and the 

norm invariant transformation, one can detect the faults in time varying sample 

data system with periodic sampler or time invariant sample data system with 

aperiodic sampler.  

Due to the time varying nature of the Kalman filter, application of the Kalman 

filter as an observer for fault detection was investigated for discrete time varying 

systems and a simlation example was provided to illustrate this approach. 

Finally, the implementation of norm invariant transformation and the fault 

detection method of discrete time varying systems in network control system 

application was studied. A network control system with the varying network 

induced delay was considered in this case. The sampler was assumed to be 

aperiodic. Using norm invariant transformation method of Chapter 2, a time 

varying discrete model was derived for NCS which then was used to implement 
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the proposed fault detection method of Chapter 3. Simulation results were given 

to illustrate the method. 

5. 2 Future work 

In addition to network induced delays, the introduction of networks also brings 

other problems and challenges, such as packet dropout, network scheduling and 

quantization problems. The norm invariant transformation along with the fault 

detection approach for discrete time varying systems can be further studied in 

network control systems considering these problems. The delay could also be 

considered to be more than one sampling time. When packet dropout and delay 

are both present, it adds more complexity to the fault detection. Research on the 

combination of problems using our discretization method could also be 

considered in further studies. 

The study of real applications, in laboratory or industrial scale, to apply the norm 

invariant transformation along with the fault diagnosis approach for time varying 

systems can be an important contribution.  
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