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Abstract—Transient stability (TS) and electromagnetic transient
(EMT) programs are widely used simulation tools in power systems,
with distinct applications but competing requirements. TS pro-
grams are fast which makes them suitable for handling large-scale
networks, however, the modeling is not sufficiently detailed. On
the other hand, EMT simulators are highly detailed, but limited in
speed; consequently, they are used to simulate only small portions
of the network. Integrating these two types of simulators generates
a hybrid simulator which inherits the merits of both programs. A
hybrid simulator can fulfill the modeling requirements of a large
network by providing a fast as well as a detailed simulation. Es-
tablishing a connection between two different programs brings up
several important issues which have been addressed, classified, and
explained in this paper. An alternative integrated modeling of TS
and EMT is also discussed using the concept of frequency shifting.

Index Terms—Electromagnetic transient analysis, hybrid simu-
lation, interfacing, power system transient stability.

1. INTRODUCTION

RANSIENT STABILITY (TS) and Electromagnetic

Transient (EMT) studies are two important analyses in
power systems [1], [2]. Transient stability study is important
for planning and design, operation and control, and. post-dis-
turbances analysis in power systems [3]. Transient stability
type programs solve several thousands of differential-alge-
braic equations for multi-machine power systems assuming
single-phase fundamental frequency behavior. To handle such
large numbers of equations a time-step in the range of millisec-
onds is chosen for the simulation:

Applications such as insulation coordination, design of pro-
tection schemes,and power electronic.converter design require
the computation of electromagnetic transients. EMT simula-
tion must bé done by .considering all phases, over a wide range
of frequency, and with a time-step in the range of microsec-
onds or even less. In the past, traditional EMT analysis was
based on the Transient Network Analyzer (TNA), an analog
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scaled-down representation of the study system. In the TNA
lines were modeled as series PI-circuits made up of R, L, and
C elements [2]. The application of TNA has been restricted due
to its high cost, large dimensions, and model simplification is-
sues. The advent of digital computers offered an alternate ap-
proach for EMT analysis that overcame some of the restrictions
of TNA. EMT-type programs allow low<cost, flexible, and ac-
curate modeling of the EMT phenomenon; however, these sim-
ulators are not without some limitations related to modeling ac-
curacy and processing time [2], [4], [5].

Several applications in large-scale power systems such as
simulation of transient states of the network including power
electronic apparatuses. and control devices associated with
FACTS and HVDC require a simulator as fast as the TS and
as detailed as the EMT simulator. Many attempts were made
towards that end, such as using parallel processing or simplified
models in the form of equivalents [6]-[8], however, in most
cases they were found inadequate for dealing with the large size
of realistic power systems. The idea of a combined TS and EMT
simulator was first proposed and implemented by Heffernan
et al. [9], in 1981. Two separate and distinct simulators were
integrated for transient analysis of a system which includes a
HVDC link [10]. Later several improvements were made in
different steps of building the hybrid simulator.

The application of hybrid simulation is a relatively recent
topic. Our intent in this paper is to aggregate various terms,
definitions, and methods which have been used in each step of
building a hybrid simulator. The paper is organized as follows: in
Section II, general terms and definitions which are related to the
TS and EMT programs will be reviewed. Although there are sev-
eral documents concerning these topics, here we briefly present
the latest definitions reported in IEEE Standards and Task Force
publications. In Section III and Section IV, the properties and
restrictions of TS and EMT programs will be described. In Sec-
tion V the motivation for using a hybrid simulator is presented.
Section VI presents an overview of all the requirements and
protocols used for hybrid simulation. In Section VII, an inte-
grated EMT-TS frequency adaptive simulation method will be
discussed. The conclusion of this paper appears in Section VIII.

II. GENERAL TERMS AND DEFINITIONS

A. Transient

IEEE Standard Dictionary defines a transient phenomena as
follows [11]:

Pertaining to or designating a phenomenon or a quantity that
varies between two consecutive steady states during a time in-
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terval that is short compared to the time scale of interest. A
transient can be a unidirectional impulse of either polarity or
a damped oscillatory wave with the first peak occurring in ei-
ther polarity.

Overvoltages due to lightning and capacitor energization
are examples of events that cause impulsive and oscillatory
transients, respectively. Some of the most common types of
transient phenomena in power systems include energization
of transmission lines, switching off of reactors and unloaded
transformers, linear resonance at fundamental or at a harmonic
frequency, series capacitor switching and sub-synchronous
resonance, and load rejection [2].

B. Stability

From a system point of view there exist several types of sta-
bility definitions such as: Lyapunov stability, input-output sta-
bility, stability of linear systems, and partial stability [1]. Kim-
bark has classically defined stability related to power systems in
[12], however, this definition was restricted to synchronous ma-
chines, and their being “in step.” The IEEE/CIGRE Joint Task
Force on Stability Terms and Definitions [1] adopted the fol-
lowing definition:

Power system stability is the ability of an electric power
system, for a given initial operating condition, to regain a state
of operating equilibrium after being subjected to a physical
disturbance, with most system variables bounded so that prac-
tically the entire system remains intact.

Instability in power systems can be caused by either small or
large disturbances. During a small disturbance the set of equa-
tions which describe the perturbed power system can be lin-
earized; however, during the large disturbance these equations
cannot be linearized for the purpose of analysis [13]. Typical ex-
amples of small disturbances are a small change in the scheduled
generation of one machine, or a small load (say 1/100 of system
capacity or less) disconnected or added to the network [14],
[15]. Severe perturbations such as short-circuit faults and loss of
generation events are representativeof large disturbances. Addi-
tionally, phenomena which cause instability problems in power
systems have been sub-classified based on their duration [1].

C. TransientStability

Power §ystem stability phenomena can be categorized into
three major classes: rotor angle stability, voltage stability, and
frequency stability. If an interconnected network has been sub-
jected to a perturbation; the ability of this power system to keep
its machines in synchronism, and to maintain voltages of all
buses as well as the frequency of the whole network around the
steady-state values is the basis for the above mentioned classifi-
cation [3]. Each form of stability phenomena may be caused by
a small or large disturbance.

Although in the literature the term transient stability has been
used to refer to the large-disturbance rotor angle stability phe-
nomenon [13], [14], some authors have used this term as a gen-
eral purpose stability study of the given network with a partic-
ular disturbance sequence [16]. The IEEE/CIGRE task force re-
port has categorized both the small and large disturbance rotor
angle stability phenomena as short-term events. Furthermore,
it recommends the term transient stability for large-disturbance
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rotor angle stability phenomenon, with a time frame of interest
in the order of 3 s to 5 s following the disturbance. This time
span may increase up to 10-20 s in the case of very large net-
works with dominant inter-area swings [1].

D. Electromagnetic Transient

An electromagnetic transient can be defined as the response
of the power system elements to a perturbation caused by ex-
ternal electromagnetic fields or to a change in the physical con-
figuration of the network such as switching and loading. Elec-
tromagnetic transients in power systems result from a combina-
tion of transient components in lumped-parameter elements and
traveling waves in distributed-parameter-elements [17]. Tran-
sient over-voltage on a transmission line that is energized from
one end, while its other end is still open, presents a typical case
of an electromagnetic ‘transient. It consists in a very fast time
variation waveform superimposed on the fundamental (source)
frequency waveform. According to transmission line theory, if
the sending end is connected to a‘dc voltage source of 1 p.u.
there exists a 2 p.us over-voltage at the open ended terminal.
This doubling effect can also be observed at the motor terminals
of adjustable speed drives, in cases where the length of cable
between the pulse-width modulated converter and the motor is
more than 20 m. Furthermore, the over-voltage can produce a
transient phenomenon in nearby transmission systems or elec-
trical equipments without even being physically connected to
the energized line. Switching operations, faults, and direct or
indirect lightning strikes are other sources for electromagnetic
transients in inter-connected power networks [2].

E. Parallel Processing

The method of Diakoptics, introduced in 1952 by Kron [18],
is the earliest application of the network partitioning and par-
allel processing in power systems. Several research areas in
power systems such as load flow, transient stability, electromag-
netic transients, security assessment, and reliability studies have
taken advantage of parallel processing techniques to achieve
highly efficient computations [19]-[23]. The IEEE Task Force
report [20] has proposed the following definition of parallel
processing:

Parallel processing is a form of information processing in
which two or more processors together with some form of inter-
processor communications system, cooperate on the solution of
a problem.

Two types of parallelization are available: parallel-in-space
and parallel-in-time. A parallel-in-space approach is based on
decomposing the original system into smaller subsystems and
distributing their computations among several processors [24].
As power systems are stiff systems (i.e., a system in which time
constants of the subsystems vary over a wide range [13]), it is
practical to use multi-rate integration methods for different sub-
systems to discretize differential-algebraic equations (DAEs)
which describe the dynamic behavior of subsystems [25].

A parallel-in-time approach is based on using simultaneous
multiple time-step solution of nonlinear DAEs that describe the
system [24]. In this case, each processor is assigned to solve
equations for only one iteration, and usually the number of pro-
cessors should be equal or greater than the number of required
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iterations. Experimental studies claim that partitioning a net-
work into too many subsystems by using a large number of
processors which are parallel-in-space increases the inter-pro-
cessor communication time, while excessive exploitation of par-
allel-in-time processors increases the number of iterations. Nev-
ertheless, a proper combination of these two types of paralleliza-
tion methods can be used to effectively accelerate the speed of
computation [24].

III. PROPERTIES AND RESTRICTIONS OF
TRANSIENT STABILITY SIMULATORS

The complete power system model for transient stability anal-
ysis can be mathematically described by a set of first-order dif-
ferential equations and a set of algebraic equations. The dif-
ferential equations model dynamics of the rotating machines
while the algebraic equations represent the transmission system,
loads, and the connecting network [26]. These equations are
nonlinear, and the typical solution approach is to use a dis-
cretization method such as the Trapezoidal rule to convert the
differential equations to a new set of nonlinear algebraic equa-
tions, and then solving these two sets of nonlinear algebraic
equations by a suitable iterative method such as the Newton-
Raphson. Section A in the Appendix provides the details on the
general solution of the transient stability problem.

A complete description of the power network requires a very
large number of equations. For instance, consider a realistic
inter-connected power system which includes over 3000 buses
and about 400 power stations which are feeding 800 loads. As-
suming that the transmission system and loads aré modeled by
algebraic equations, and the generation stations are modeled by
a set of 20 first-order differential equations each. The transient
stability analysis of the described network needs solving of 8000
differential equations and about 3500 algebraic equations [15],
[27]. To make this solution as time-efficient as possible usually
a time-step in the range of milliseconds is chosen for the sim-
ulation. In transient stability studies it is'assumed that voltage
and current waveforms more or less'remain at power frequency
(60 or 50 Hz). Thus, for modeling the electrical parts of the
power system steady-state voltage and current phasors can be
used. Moreover; transient stability study is a positive-sequence
single-phase type of analysis [2], [28].

Large integration time-step of the transient stability programs
is the main restriction for the detailed representation of non-
linear elements (such as power electronic apparatus) and dy-
namically fast events (such as line energization). For example, to
evaluate transient responses of HVDC links and FACTS devices
a time-step in the order of a few microseconds is needed. Hence,
in conventional transient stability programs these devices can
just be represented as quasi-steady-state models, which are suit-
able for normal working conditions or are developed for a spe-
cific type of disturbance [28].

IV. PROPERTIES AND RESTRICTIONS OF ELECTROMAGNETIC
TRANSIENT SIMULATORS

There are several cases in power systems when the simula-
tion of voltage and current transient waveforms is required. Ex-
amples of such cases include calculation of overvoltages during
line switching, simulation of frequency-dependent or nonlinear
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components and systems, design of protection schemes, and
fault analysis in series-compensated lines or on HVDC lines [2],
[7]. Electromagnetic transient study requires detailed modeling
and therefore a much smaller time-step than in the transient sta-
bility study. Depending on the type of transient and the highest
frequency involved, the required step-size can vary in the range
of a few nanoseconds for very fast transients, to a few hundred
microseconds [4], [32] for slower transients.

Electromagnetic transients are fast phenomena for which
power-frequency phasor modeling is not(valid. In contrast with
transient stability analysis, instantaneous values need to be used.
In addition, electromagnetic transient phenomenon is not a sym-
metric event that could be studied on the single-phase basis, but
we need to use a full three-phase simulations [2]. Comprehensive
discussions on approaches for EMT modeling of several power
system elements and transmission lines can be found in [4], [17],
[29]-[31]. Section B.in the Appendix presents the general form
of the electromagnetic transient study equations.

A large number of equations and a small time-step have made
the electromagnetic-transient study a computationally onerous
type of simulation. Practically it is inefficient to perform elec-
tromagnetic transient analysis for a large network where all of
the components are represented using detailed models. Usually
some form of network partitioning and model reduction are re-
quired to reduce computational burden. For instance, we need
the distributed-parameter form of modeling to evaluate the steep
surge propagation in windings of transformers or in windings of
synchronous generators; however, for studies related to propa-
gation of low-frequency transients, transformers and generators
can be represented by lumped-parameter approximations [17],
[32], [33].

V. NEED FOR A HYBRID TRANSIENT SIMULATOR

For transient evaluation of a realistic-size power networks
we need both accuracy and speed. Several attempts to gain
both these characteristics have been proposed. For example, in
[8] the accurate EMT modeling has been used for a small part
of the power system, while the remaining part of the system
has been reduced to shunt-connected series RLC branches
equivalent which reproduces the response of original network
over a wide frequency range. An important application of
transient studies is real-time simulation for protective relay and
controller testing. Analog real-time simulators such as TNAs
are particularly suitable for these cases. But except for simula-
tion of small-scale systems, analog simulators are bulky, time
consuming, and unable to accurately represent sophisticated
elements [5]. Due to advancements in the computer hardware,
several real-time digital simulators have been developed which
have been exploited for electromagnetic transient evaluation of
power networks. But they are still efficient only for small-scale
networks [21]. Other attempts utilize the concept of splitting a
network and parallel-in-space techniques. In [7] a parallel pro-
cessing technique for network partitioning based on the natural
decoupling introduced by traveling waves on transmission lines
has been proposed. The time delay which is produced in the
long transmission lines by the effect of traveling waves is large
enough to completely decouple the partitioned subsystems.
A more flexible method for tearing the network is suggested
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in [21] where splitting the original system is independent of
transmission lines and arbitrary buses in the network can be
assumed as boundary buses. Based on the stiffness character-
istic of the power systems, reference [34] uses two different
time scales for solving electromagnetic equations. The smaller
time-step is used for components with fast dynamics while the
larger time-step is used for slower dynamic elements.

All of the above approaches have practical limitations when
they are used for realistic-size power systems. Therefore, de-
veloping a simulator with TS-type speed and EMT-type accu-
racy is essential for power system studies, and this necessity led
researchers to generate a hybrid simulation tool. The main ob-
jective of hybrid simulation is to split the original network into
two parts, and based on the required modeling accuracy the TS
or the EMT simulator is used for each zone. EMT is used for
the smaller part in which more detailed and accurate results are
needed. This part may comprise HVDC links, FACTS devices,
closed-loop controlled devices for real-time simulations such as
relays or controllers, parts of the network vulnerable to a dis-
turbance, or any other elements that need small time-steps for
representation. In contrast, the other part that embraces exten-
sive portions of the network is simulated by the TS simulator.
Detailed modeling is not required for elements existing in this
part, but the capability of the simulator for fast computation is
essential here. Thus, interfacing TS and EMT simulators builds
a hybrid simulator which inherits the merits of both simulators
[10], [28].

VI. DEFINITIONS AND REQUIREMENTS OF. A HYBRID
TRANSIENT SIMULATOR

Establishing an interaction between two different types of
programs brings up several new issues: In this section we will
address terms and subjects related to hybrid simulators which
have generally been used in the literature.

* Detailed System [35]-[37]: It corresponds to one or more
portions of the power system having components that
need to be modeled at a detailed device level. The detailed
system is the area for operation of EMT simulator. It
has also been called EMT network [38], EMT-program
subsystem [39], instantaneous<network [40], and wave-
form-type model [41].

o External System [35]=[37]: The other part of the power
system thatincludes the remaining elements of the network
that need to be modeled on a system wide functional basis.
System-level modeling supposes that devices work as de-
signed; any malfunctions in the elements cannot be ade-
quately represented. The external system is the domain of
the TS simulator. It has also been called electromechanical
transient network [38], TS-program subsystem [39], RMS
network [40], and phasor-type model [41].

 Interface buses [36]: Buses through which the detailed and
external systems interact and exchange data. Fig. 1 shows
the schematic position of the detailed and external systems
and the interface buses.

» Interaction protocol [10]: Predefined sequential actions
which coordinate the data exchange between TS and EMT
simulators. Two main categories of interaction protocols
exist: serial and parallel. In serial protocols at each time

IEEE TRANSACTIONS ON POWER DELIVERY, VOL. 24, NO. 4, OCTOBER 2009

Interface Bus 1

Detailed 4 N P o )
System1 )° 1" "
Interface Bus 2
Detailed 4 N N
' System 2 : ¢ ?| External
; System
. Interface Bus n
Detailed p N N
Systemn )" g b A\ )

Fig. 1. Interface between detailed and external systems.

instant only one of the TS or EMT simulators runs while
the other one is idle. In a parallel protocol both simulators
run simultaneously.

The main issues in interfacing TS and EMT simulators, and

creating a hybrid simulator are as follows [36], [42]:

¢ equivalent models of external and detailed systems;

* identifying domains of study and locations of interface
buses;

e exchanging data between TS and EMT simulators;

* organizing interaction protocol between TS and EMT sim-
ulators.

A. Equivalent Models of External and Detailed Systems

In a hybrid simulator, EMT and TS programs are run on two
separate zones: the detailed system and the external system.
Thus, each program requires a true picture of the other zone
which adequately reflects the characteristics of that zone. This
picture is referred to as the equivalent model. The validity of the
hybrid simulator directly depends on the accuracy of equivalent
models.

1) Equivalent of External System in EMT Simulator: The
first suggested approach for presenting the external system to
the EMT simulator was a fundamental frequency Norton equiv-
alent connected to the interface bus [9]. This equivalent com-
prises one series RLC shunt-connected circuit which is derived
from the impedance under power frequency [43], and a current
source which is determined by the type of modeling adopted for
generators inside the external system [44]. Since the external
network parameters are constant, the values of RLC circuits re-
main constant, and only the source values must be updated at
every time-step of the TS simulator. However, in the case of
any switching action in the external system during the simula-
tion, the value of equivalent impedance must be updated [45].
Moreover, the frequency deviation of Norton current source at
each interface bus can be determined by the instantaneous fre-
quency of interface bus at the instant of updating [39].

However, this simple power frequency based equivalent is in-
valid if there is waveform distortion or phase imbalance at inter-
face buses. In [36] it was proposed to extend the detailed system
to decrease the level of harmonic distortions and transient dis-
turbances created in the detailed system at interface buses, so
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Fig. 2. Frequency dependent Norton equivalent of external system.

that the external system can be considered at the fundamental
frequency exclusively. A more accurate approach is using the
frequency dependent Norton equivalent at interface buses, so
that a wide range of frequency variations [28], [35], [37] can be
covered. A frequency dependent equivalent, as shown in Fig. 2,
includes a number of series RLC branches shunt-connected cir-
cuits to synthesize the required frequency spectra. Comprehen-
sive discussions about computing the appropriate values of R, L,
and C from network’s admittance matrix to cover a wide range
of frequency can be found in [8]. A commonly used method for
finding the frequency dependent network equivalent is Vector
Fitting [46]. In the case of having more than one interface bus
a multiport coupled Norton equivalent network viewed from
each of the interface buses must be used to représent the split
system [47].

There is also considerable research efforts [8], [48]-[51] re-
lated to electromagnetic transient study for a selected zone ofa
large network. The original system is splitin two subsystems:
study zone, and external system. The signals inside the external
system are not of interest, while those produced at the interface
buses are important. Therefore, these methods cannot be cate-
gorized as hybrid simulators as understood in this paper; how-
ever, their methods for modeling the external system in EMT
programs is the reason for their inclusion here. These methods
have not yet been exploited in hybrid simulators. In [48], the
authors proposed a method to directly link frequency domain
component models inside the external system to the EMT pro-
gram by means of Fourier transforms. As such, there is no con-
cern about the distortion level at interface buses or using the
Norton equivalent circuit. However, the external network has
to satisfy some conditions: it must be linear and time invariant
(no inside switching), and must comprise a transmission line to
link it to the study zone. A time-domain modeling method for
the external system has been described in [49], in which a dis-
crete-time equivalent by using the response of external system to
a special excitation is generated. Instead of synthesizing an RLC
network, a discrete-time Norton equivalent for external system
is directly obtained and attached to the detailed system via the
interface bus. A similar approach has been used in [50] for the
case of several interface buses.

2) Equivalent of Detailed System in TS Simulator: All
proposed models for representing the external system in the
EMT program are in the form of the Norton equivalent circuit;
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Interface
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Fig. 3. Domains of study: (a) detailed system includes only elements which
need accurate modeling and (b) detailed system has.been extended to embrace
some portions of external system.

however, several forms of equivalents _have been proposed
for modeling the detailed system in<the TS simulator [38].
The representations that have beensuggested include positive
sequence voltage.or current sources [9], [28], [36], active/re-
active power injection (load) [28], [36], [45], Thevenin/Norton
equivalent [36], [38], and equivalent impedance [36], [47]. A
common basis for these methods is that all equivalents require
fundamental frequency phasors of voltages and currents at the
interface bus. Thus, a numerical method such as least square
curve fitting or Fourier analysis must be adopted to extract
fundamental frequency data from the detailed system at the
interface locations [35].

B. Identifying Domains of Study and Location of Interface
Buses

Earlier approaches for determining domains of study, as illus-
trated in Fig. 3(a), were to simply consider the elements where
an accurate result was desired as the detailed system, and their
terminals as the location of interface buses.

In the first attempt for a hybrid simulator by Heffernan et al.
[9], a HVDC link was modeled in an AC system. The HVDC
link was selected as the detailed system; consequently, the lo-
cation of interface buses was the converter terminals. A single
frequency Norton equivalent was used for modeling the external
system in the EMT simulator. The merit of this form of region-
alization is that the size of the detailed system which is com-
putationally burdensome is reduced to a minimum. However,
the major drawback of this method is that if there exists wave-
form distortion or phase imbalance at the converter buses then a
simple Norton equivalent would not be valid to picture the right
model of external system in the EMT program. Harmonic dis-
tortion and unsymmetrical faults at or near the interface bus are
prevalent occurrences which produce waveform distortion and
phase imbalance. Thus, it was suggested that detailed system
embrace more of the ac system, so that the phase imbalance and
waveform distortion at interface buses stay at an acceptable level
to authentically model the external system as a power frequency
Norton equivalent [36]. This configuration is shown in Fig. 3(b).
However, expansion of the detailed system increases the com-
plexity of the detailed system modeling, the number of required
interface buses, and it consequently diminishes the efficiency
of the hybrid simulator. The alternate solution to overcome the
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Fig. 4. Interfacing the EMT and TS programs.

problem of distorted signals at interface buses was to keep the
detailed system to a minimum, while exploiting a full frequency
dependent Norton equivalent to model the external system. In
this way, interfacing complexity as well as computational ex-
pense reduced to a minimum, and a more accurate modeling of
the detailed system was made possible [37]. In [28], both the
expanded detailed system and multifrequency Norton equiva-
lent have been used.

It should be mentioned that there are no restrictions in how
to divide the original network into detailed and external sub-
systems. Any section of power system that needs precise de-
vice-level modeling must be assigned as detailed subsystem.
Also, it is possible to have several detailed subsystems which
have no direct connection to each other [47].

C. Exchanging Data Between TS and EMT Simulators

There are two important considerations for data exchange in a
hybrid simulation. First, which variables need to be transferred
between the simulators, and second how two.types of data must
be interpreted for TS and EMT simulators.

1) Choice of Interface Variables: The interaction of the
detailed and external systems is' maintained via data interface
buses. Parameters that are generally available for measurement
include active and reactive power, voltage, current through
interface bus; and also phase anglé information in the case of
using different reference frames [37], [45]. The information
transferred from one program to the other must determine the
power flow in or out of the interface bus. The appropriate form
of power to transfer between the EMT and the TS programs
is the fundamental frequency positive sequence power. To
obtain this power the fundamental frequency positive sequence
voltages and currents are required [37].

2) Data Conversion: Another major concern in a hybrid sim-
ulator is how to pass the interface variables properly between the
TS and the EMT programs. As mentioned earlier the TS pro-
gram is based on the fundamental frequency, positive sequence,
phasor-type data, while the EMT program is based on the three-
phase instantaneous waveform data which includes several fre-
quency components. Thus, to connect these two types of pro-
grams two data converter blocks are needed: phasor-to-wave-
form and waveform-to-phasor. Fig. 4 depicts these conversion
blocks.
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Fig. 5. Conventional interaction protocol.

The phasor-to-waveform converting block is a signal gener-
ator controlled by amplitude, phase, and frequency [41]. The
waveform-to-phasor converter<uses digital signal processing
techniques as curve fitting [37], [43], [52], Fast Fourier Trans-
form (FFT) [41], [47], or digital filtering [53]. The FFT method
requires samples of exactly one cycle to correctly produce the
phasor quantities. Thus, after the detailed system has recovered
from a fault or a large disturbance it-takes one complete cycle
for the FFT method to compute the right value of phasors. This
delay in data preparation causes problems for the TS program.
Reference [47] suggests using pre-fault data for a short period
immediately after recovering. The one-cycle data requirement
restriction does not exist in the curve fitting method; therefore,
in comparison with FFT, this method is simpler and has less
computational burden [39], [52]. The curve fitting technique
can easily extract the fundamental frequency component from
harmonics, but this method is not effective in the event of dc
offset in the waveforms. This deficiency appears in extracting
the fundamental frequency phasor of current waveforms. In-
stead of directly extracting current it has been proposed to use
the bus voltage, which does not contain significant dc offsets,
and the impedance of the equivalent circuit under power fre-
quency [10], [35], [43].

It should be noted that the quality of the extracted data at
interface buses must be taken into account for determining the
domains of study. When the level of distortion is so high that
the number of data samples within one cycle is not sufficient for
data extraction, the location of interface buses must be moved
toward the external system. The quality of extraction is credible
if obtained results from the extracted data converge to consistent
values [35], [43].

D. Interaction Protocol Between TS and EMT Simulators

Since the EMT and the TS programs have a different time-
step (microsecond versus millisecond), an interaction protocol
is required to coordinate the information exchange and update
the equivalent circuits in the simulators. For convenience the
step-size of the TS simulator is made an integer multiple of that
of the EMT simulator, and exchanging of information occurs at
common points in time, which conventionally are the TS simu-
lator time steps [38], [43]. Fig. 5 shows the generic interaction
protocol between EMT and TS simulators.

Several protocols have been proposed in the literature in
which the interfacing sequence can be categorized as serial [9],
[28], [36], [37], [39], [44], [45], [47] and parallel [35], [38],
[40], [43]. In serial protocols, at each time instant only one
of the TS or EMT simulator runs, while the other one is idle.
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Fig. 6. Serial protocols: (a) General form; (b) Serial Protocol 1.1; (c) Serial
Protocol 1.2; and (d) Serial Protocol 1.3.

In parallel protocols both simulators run simultaneously. The
tasks of the interaction protocol include:

* to determine at the present time which simulator must be

run;

* to organize the sequence of data exchange.

In this section, the protocols which have been used in the
literature and their sequence of operations will be reviewed.

1) Serial Protocols: As the time-step of the TS program is
large, it must rely on iterative methods for accurate computation.
First, the bus voltages are predicted, and injection currents from
the machines are calculated. Then, the bus voltages are com-
puted and compared with the predicted values, and the process
is repeated until convergence. Since the EMT program has such
a small time-step, linear approximations are usually accurate
enough and iterations are not required except in the presence of
nonlinearities. Fig. 6(a) schematically shows the general form
of a serial protocol [35], [43], in this figure dt is the time-step
of TS simulator.
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Protocol 1.1. [39], [44], [45], [47]: The operation of this pro-
tocol is depicted in Fig. 6(b). The sequence of operations is as
follows:

1) Both the EMT and TS programs run from ¢ to ¢1, arrows

.

2) The equivalent of the external system is obtained at ¢; and
transferred to the EMT simulator, arrow (2).

3) Using the obtained equivalent at ¢; from the TS simulator,
the EMT simulator is executed from ¢; to to while the TS
simulator is idle, arrow (3).

4) The equivalent of the detailed system is obtained at ¢ and
transferred to the TS simulator, arrow (2).

5) Using the equivalent obtained at ts from the EMT simu-
lator, the TS simulator is executed from #; to t» while the
EMT simulator is idle, arrow ().

6) Steps 2 to 5 are repeated until termination.

Protocol 1.2. [28];[36], [45]: The operation of this protocol is
depicted in Fig. 6(c). The sequence of Operations is as follows:

1) The EMT and TS programs run from tq to ¢1, arrows @).

2) The equivalent of the external system is obtained at ¢; and
transferred to the EMT simulator, arrow (2).

3)-Using the equivalent obtained at ¢; from the TS simulator,
the EMT simulator is executed from ¢; to to while the TS
simulator i8 idle, arrow (3).

4) Using the accumulated EMT data from ¢, to ¢2, the equiva-
lent of the detailed system is obtained at ¢5 and transferred
to the TS simulator, arrow (@).

5) Using the equivalent obtained at to from the EMT simu-
lator, the T'S simulator is executed from ¢ to ¢ while the
EMT simulator is idle, arrow ().

6) Steps 2 to 5 are repeated until termination.

Protocol 1.3. [37]: The operation of this protocol is depicted
in Fig. 6(d). The normal interaction protocol before occurrence
of any disturbance is the same as Protocol 1.2. Whenever a dis-
turbance occurs in the detailed system, the EMT program is run
for two time steps of the TS program past the disturbance appli-
cation (arrow (2)). Using the accumulated EMT data from these
two time steps, the equivalent of the detailed system is obtained
and transferred to the TS simulator (arrow (3)). The TS program
is now run for a period until it has again reached EMT position
in time (arrow (@)). The normal interaction protocol is then fol-
lowed until a further disturbance.

2) Parallel Protocols: The objective of producing a hybrid
simulator is to perform simulation on large-scale networks with
TS-like speed and EMT-like accuracy. By exploiting serial pro-
tocols the accuracy requirement is satisfied; however, speed of
simulation has not been increased as efficiently as possible. This
issue originates from the idling period of simulators i.e. at each
instant only one simulator runs while the other one is idle, which
is clearly not consistent with the objective of developing a high-
speed simulation. To overcome this problem, parallel protocols
have been proposed [43].

Protocol 2.1. [10], [35], [43]: The operations of this protocol
is shown in Fig. 7(a). In the parallel protocol the TS and EMT
simulators are never idle. Each TS time-step includes a number
of iterations. The first iteration is done with a prediction of the
unknown variables in external and detailed systems; however,
the second iteration proceeds with an updated prediction which

Authorized licensed use limited to: UNIVERSITY OF ALBERTA. Downloaded on April 19,2022 at 07:56:35 UTC from IEEE Xplore. Restrictions apply.



2392
First Second Last
I Iterelltion Iterzlition Iteration
= | . i s e |
i Va Va /' trat
— . —
(a)
pvr HHHHHHH- - - - - —HH-
ti tit+dt

®

:ﬁ:
—]
—

EMT |—+— —_—
ty ~ 1 ﬁ tzd
l-__—-»____-___;____: Predictor —=————— ‘I
| !
|
: i !
Ito E Itl E Itz Y Il3
TS ! Z
I T T ; 1
I
[}
@ |
V-
" )
et At

, — (, e— R, 4

Fig. 7. Parallel protocols: (a) parallel Protocol 2.1; (b) timing diagram of par-
allel Protocol 2.1; (c) parallel Protocol 2.2; and (d) parallel Protocol 2.3.

is computed based on‘the EMT program data. In the first iter-
ation, the TS simulator does not have any data to predict the
unknown variables, so practically the TS simulator starts after
several EMT time-steps, and when the TS simulator completes
its last itefation the time-left to the end of TS time-step is used
to update the equivalent circuit variables. Fig. 7(b) shows this
communication diagram schematically [43].
Protocol 2.2. [38]: The operations of this protocol is depicted
in Fig. 7(c), and the sequence of operations is as follows.
1) The equivalent of the external system is obtained at ¢, and
transferred to the EMT simulator, arrow (O).

2) Using the equivalent obtained at ¢ from the TS simulator,
the EMT simulator is executed from ¢y to ¢1, arrow (2).

3) The TS and the EMT simulators exchange data, arrow (3).

4) Both the TS and the EMT simulators run concurrently, ar-
rows @).

5) Steps 3 and 4 are repeated until termination.

Protocol 2.3. [40]: The operations of this protocol is shown
in Fig. 7(d). In this method the previous time-step data is trans-
ferred to the EMT simulator from the TS program. Since the TS
program time-step is longer than that of the EMT program, the
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Fig. 8. Application of Hilbert transform and frequency shift.

EMT program uses the predicted value of TS variables from the
past two data sets. The prediction is based on a weighted av-
erage value.

VII. FREQUENCY-ADAPTIVE MODELING AND SIMULATION

Recent research has focused on the integrative modeling of
EMT and TS as an alternative interfacing method. Rather than
coupling two existing programs, the underlying models are rep-
resented based on the concept of Frequency-Adaptive Simula-
tion of Transients (FAST). [54], [55] to cover the application
spectrum of typical TS and EMT programs. As explained in the
following sections, the method relies on the introduction of the
shift frequency as a novel simulation parameter in addition to
the time-step size.

A. Frequency Shifting

On the left'of Fig. 8, an ac signal s(¢) with a spectrum that is
narrowly concentrated on the carrier frequency f. of either 50
Hz or 60 Hz is shown. Such a spectrum is representative of net-
work voltages and currents that are subject to electromechan-
ical transients. The main information of interest is concerned
with the envelope waveforms of the ac voltages and currents.
To obtain the envelope, the so-called analytic signal s(¢) [56]
is formed by adding to s(¢) an imaginary part that is equal to
the Hilbert transform of s(t): s(¢t) = s(t) + jH[s(¢)]. The ef-
fect of the creation of the analytic signal is shown on the middle
of Fig. 8. While the spectrum of the real signal s(¢) extends to
negative frequencies, this is not the case for the spectrum of the
corresponding analytic signal s(t).

The analytic signal can be shifted by the frequency fs, which
is hereafter referred to as shift frequency, as follows:

S[s(t)] = s(t)e 2 f:t, (1)

For f; = f., the complex envelope is obtained £s(t) =
s(t)e~32m/<t Through this operation, the spectrum is shifted by
the carrier frequency f. as shown on the right of Fig. 8. The com-
plex envelope is a low-pass signal whose maximum frequency
is lower than the one of the original bandpass-signal. In accor-
dance with Shannon’s sampling theorem, a larger time-step size
can therefore be used for tracking the complex envelope, which
is equivalent to a dynamic phasor [57], [58].

B. Companion Model

As shown in [54], network branches are represented as com-
panion models in simulators of the EMTP type. Companion
models are also the building blocks of network models in fre-
quency-adaptive simulation of transients. This is illustrated for
an inductance hereafter.
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Voltage and current of an inductance are related by

dip (t)/dt = wy(¢)/L. Inserting definition (1) for iy (%)
yields with wg = 27 f;:
d (S0 _ 0,(0) o
dt L
and the following derivation:
dS [ig,(1)] o —jwet Lo v (1)
—a - —jwsiy,(t) + T ) 3)

Trapezoidal integration can be used to transform (3) into a dif-
ference equation

S lir (k)] = Sl (k = 1)]

T
efjwskr

= (—iws (ig (k) + iy (k — 1)e7)

2
vy (k) + vy (k = 1)ejw57>
+ i .

“

The difference term on the left of (4) is expressed in terms of
the complex shifted waveform. For f; = f., the complex shifted
waveform equals the complex envelope. Its Fourier spectrum
has a lower maximum frequency compared with the Fourier
spectrum of the analytic signal. Consequently, a larger time step
size can be used to track the waveform in simulation. This in turn
leads to a smaller computational effort.

Backsubstitution of analytic signals and the gathering of like
terms in (4) gives

Grup(k) =ip(k) — jL(k) (5)

with
.

TR ©

; L= jwss .
q — @lWsT 52, _1
T
kE—1)]. 7
2L(1+st%)_L( )) ()

Now complex quantities appear with the shift frequency as
simulation parameter. As discussed by means of Fig. 8, the
envelopes of the waveforms can be represented efficiently for
fs = fe. For f; = 0. Hz, Gy reduces to a conductance, and the
model is then suitable for tracking the instantaneous values of
natural waveforms.

VIII. CONCLUSION

Transient studies in power systems need both accuracy and
speed. In the neighborhood of the transient event location accu-
rate results are needed whereas the rest of the network further
removed from the event only requires to be simulated as fast as
possible. Hybrid simulators have been developed to meet these
needs simultaneously. The main purpose of this paper is to ag-
gregate various ideas and methods proposed in literature for dif-
ferent steps of generating a hybrid simulator. It is demonstrated
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that both of TS and EMT simulators have limitations which can
be overcome by creating a hybrid simulators. Issues related to
hybrid simulators have been classified in four categories: parti-
tioning the original system, building equivalents for each part,
exchanging data, and interfacing of the two simulators. In gen-
eral, the system is split into detailed and external subsystems.
Detailed system is the zone of EMT simulation, while the ex-
ternal system is handled by the TS simulator. Equivalent models
of each subsystem must be used in order to introduce each sub-
system to the other. The format of data in EMT and TS simula-
tors is different (time domain versus phasors). To exchange data
provided by each simulator it is required to extract and convert
the data into suitable form. Furthermore; since the simulation
time-step of EMT and TS simulators are significantly different
(microseconds versus milliseconds), there must be a interaction
protocol to organize the interfacing of simulators. An integrated
EMT-TS simulationis also possible using.the concept of Hilbert
transform and frequency shifting.

APPENDIX
EMT AND TS ANALYSIS

A.< TS Solution

The mathematical description of transient stability analysis in
an interconnected power network consists of a set of first order
nonlinear differential equations and a set of nonlinear algebraic
equations

X/:f(XV)
I(X,V)—Y(X) x V =0.

®)
©)

Differential equations model dynamics of the rotating ma-
chines and algebraic equations represent the transmission
system, loads, and the connected network [26]. In (8) and
(9), vector X corresponds to the generator state variables
describing the dynamics of the system, and vectors V and I are
bus voltages and injected currents, respectively.

To solve these equations two different types of solution
methods have been developed: partitioned-solution approach,
and simultaneous-solution approach. In the first approach at
every time-step the set of differential equations (8) is sep-
arately solved by an integration method (e.g. fourth-order
Runge-Kutta) for X, and the algebraic set (9) is solved sep-
arately for V. Then these two solutions exchange data, and
iterations are used to proceed until convergence is achieved.

In the second approach, an implicit integration method (e.g.,
Trapezoidal rule) convert the set of nonlinear differential equa-
tions to a set of nonlinear algebraic equations. Then, this new
algebraic set and the existing algebraic set (9) are lumped to-
gether, and build a single larger nonlinear algebraic equation set.
Thus, all variables are solved concurrently. An iterative method,
such as Newton-Raphson, is used for solving the nonlinear al-
gebraic equations.

Discretizing (8) at time ¢ by using the Trapezoidal rule yields
[59]

P = (X = Xoa) = & (1(X0 Vi) + f(Xemr, Vier) =0,
Py =I1(X:, Vi) =Y (Xy) x V; =0 (10)
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wheret = 1,2, ..., T denotes time instants, and A is the integra-

tion step length (time-step). Using the Newton-Raphson method
for (10) yields, [60]

Fl _ J1 Jz AX

F2 o Jg J4 AV
where J; to J; are the coefficient sub-matrices and are com-
puted as follows:

(1)

PR R R S
Defining
In = Jy — JsJ7 Ty (13)
from the first row of (11) we have
Fy 4+ LAV = —JAX.
Therefore
AX = —J Y (F + LAV). (14)
From the second row of (11) we have
Fy = —J3AX — J,AV. (15)

Substituting AX from (14) in (15) and using (13), yields

Fy — J3JT F = —JNAV. (16)
Let us define Fl and 13’1 as
Fy =F + LAV,
Fy = Fy — JsJ 7 . a7

Thus, from (14), (16), and (17) we can express AX and AV
as

5 = — JNAY,
AX= AL T, (18)

Equation (18) can be solved iteratively to update V and X at
each time-step.

B. EMT Solution

Traditionally, in EMT studies each element in the network is
replaced by an equivalent circuit consisting of conductances and
current sources. References [4] and [29]-[31] include compre-
hensive discussions about modeling of different types of power
system elements for EMT simulations. The next step for EMT
computation is to establish the nodal equations for the substi-
tuted network as shown in (19)

[G][o®)] = [i(1)] = 1]

where [G] is the nodal conductance matrix, [v(¢)] is the node
voltage vector, [i(¢)] is the injected current source vector and,
[1] is the known history current vector.

The elements of [G] and [I] in (19) directly depend on the
components in the power system (e.g., inductance, capacitance,

19)
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transmission lines, etc.) and the numerical method (e.g., Trape-
zoidal rule) chosen for discretization of differential equations
which describe the behavior of the elements. When nonlineari-
ties are present, a local iterative process is needed. Additionally,
if switching operations are considered in the network, the con-
ductance matrix should be modified accordingly. In (19) there
exist a set of nodes with unknown voltages (we call it set 1), and
the other set of nodes with known voltages (set 2). By consid-
ering of this notation, we partition (19) as [30]

ittt Lntol] = Lset] - L[] e

The unknown vector [v; (¢)] i$ then computed by solving (21)

[Gui] [v1(3)] = ([i1(B)] = [11]) — [Gra] [0a(?)] - 21)
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