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Abstract 

In magnetic resonance imaging (MRI), radio frequency (RF) detectors or “coils” are used to 

excite and receive signal from the nuclear spins. This thesis focuses on the design and 

development of RF coils and methods to achieve the best possible image quality at high static 

magnetic field strengths (B0). The coils are designed to operate at 200 MHz (4.7 tesla) for the 

human MRI system located in the Peter S. Allen MR Research Centre at the University of 

Alberta. This intermediate field strength is beneficial for body imaging because it takes 

advantage of MRI at fields that are higher than those of standard clinical scanners (1.5 T and 

3 T) while avoiding the severe challenges of imaging deep targets in the body (e.g., torso, 

abdomen and pelvis) at ultra-high fields (7 T and 9.4 T). The image quality benefits of high-field 

MRI include higher signal-to-noise ratio (SNR), while the challenges are due to the short 

wavelength which introduces bright and dark areas in the images (respectively, constructive and 

destructive interference of RF fields). Moreover, due to the RF losses inside tissues, the 

penetration depth of the RF fields is significantly lower at higher B0 fields.  The objective of this 

thesis is to address and overcome these issues and technical challenges to achieve high image 

quality (resolution, SNR and uniformity) while keeping the RF power deposition (SAR) values 

within acceptable limits.  

High dielectric constant (HDC) pads or liners have been proposed in the literature to increase RF 

field homogeneity in the imaging region. The effects of HDC pads on the transmission and safety 

performance of an array are discussed in chapter 2, where it is found that there is an optimal 

value for the dielectric constant of the pads which is much lower than that currently used in the 

literature. Using HDC pads increases the magnetic field however it can affect SAR, matching 

and mutual coupling adversely. Therefore, a wise choice of dielectric constant as well as 

geometry of these pads is a necessity. A method (described in the Appendix) was also developed 

specifically to measure the dielectric constant of powders, liquids and suspensions used in HDC 

pads. 

Using transmit coil arrays provides the ability to change amplitude and phase of each element 

which helps to achieve more homogenous RF magnetic field and also provides more control over 

the SAR. However, arrays introduce the challenge of maintaining mutual coupling within 



iii 

 

acceptable levels. Coupling between elements in an array at high frequencies is quite sensitive to 

the presence of HDC liners. Therefore, in chapter 3, mutual impedance between elements in an 

eight channel array is investigated, and an appropriate method to mitigate coupling in the 

presence of an HDC liner is found. Results show that both real and imaginary parts of the mutual 

impedance can be removed using capacitive bridges with minimal degradation of the transmit 

performance.  

The final aim of this thesis is to design a body array for 4.7 T. In chapter 4 a transverse 

electromagnetic horn antenna is designed to image deep targets in the body. This element 

achieves better efficiency than dipoles that have been recently proposed as alternatives to 

traditional loop coils, especially for deep targets. 

In all chapters of this thesis the theory is described and simulations are performed to assist with 

design and investigate the concepts. Structures are fabricated and tested on the bench before 

imaging using appropriate phantoms to verify the design and simulations. 
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Chapter 1  

Introduction 

 

1.1. Basics of NMR 

1.1.1. NMR 

Nuclear Magnetic Resonance (NMR) was first observed by Bloch and Purcell in 1946 [1], [2]. 

Not only used in chemistry for analysis of the chemical structures, it has been developed to 

image the human body [3], [4]. Today as a clinical imaging modality, magnetic resonance 

imaging (MRI) is widely used to image human anatomy as well as functional aspects such as 

brain activity [5], [6].  

NMR comes from the interaction between the intrinsic spin angular momentum of nuclei (known 

as spin) and an external magnetic field. Spin can take integral values from 1/2 to 9/2. If the 

nuclei contain odd number of protons and/or neutrons the nuclei will have a magnetic moment, 

µ. For even number of protons and even number of neutrons, the value of I associated to the 

nuclei will be zero. To be NMR viable, a nucleus should contain magnetic moment, µ. For each 

nuclear species, spin angular momentum is related to the nuclear magnetic moment with a 

constant called magnetogyric ratio, .  

𝜇 = 𝛾𝐼ℏ  (1.1) 

where ℏ = ℎ/2𝜋 (h is plank’s constant=6.63×10-34 J s).  

In the absence of any external magnetic field, spins are randomly oriented. If an external static 

magnetic field, B0, is applied, spins orient in parallel and antiparallel to the applied field 

(Figure 1.1). According to the Zeeman effect, there is an energy difference (ΔE) between spins 

in these two states given by   

∆𝐸 = 𝛾ℏ𝑩0. (1.2) 
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(a)

(B0)

(b)(a)

(B0)

(b)
 

Figure 1.1. (a) Spins in absence of the magnetic field, (b) spins in presence of magnetic field. 

 

As spins aligned with magnetic field are in lower energy level compared to antiparallel spins, 

more spins tend to be parallel to B0. Using the Boltzmann relationship, the difference in 

population of the spins in these two states is given by    

𝑁↑

𝑁↓
= exp (

∆𝐸

𝑘𝐵𝑇𝑠
), 

(1.3) 

where 𝑁↑ and 𝑁↓ are the number of parallel and antiparallel spins respectively, ∆𝐸 is the energy 

difference between them, 𝑇𝑠 is the temperature (kelvin) and 𝑘𝐵 is the Boltzman constant 

(1.38×10-23 JK-1). As the energy difference between spins is small, (1.3) can be approximated by 

(1.4). 

𝑁↑

𝑁↓
≈ 1 + (

∆𝐸

𝑘𝐵𝑇𝑠
) 

(1.4) 

Therefore, the difference in the spin population will be given by (1.5) where Ns is the total 

number of spins in the sample. 

𝑁↑ − 𝑁↓ ≈ 𝑁𝑠 (
𝛾ℏ𝑩0

2𝑘𝐵𝑇𝑠
) 

(1.5) 

The population difference depends on the B0 showing that for higher magnetic fields, the spin 

difference will be higher.  
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The most abundant magnetic nuclei in living tissues is 1H (proton) making it the best candidate 

for MRI. 

1.1.2. Static magnetic field: B0  

Static magnetic field, B0, is a strong magnetic field along z-axis (as shown in Figure 1.2). When 

B0 is applied to the spins in thermal equilibrium, the net transverse magnetization is zero due to 

randomly distributed transverse magnetization. Therefore, bulk magnetization of the sample 

would be in the z direction and is found using (1.6).  

𝑴0 = ∑ 𝜇𝑧

𝑁𝑠

𝑛=1
=

𝛾2ℏ2𝑩0𝑁𝑠

4𝑘𝐵𝑇𝑠
 

(1.6) 

(1.6) states that for a given sample, the magnetization depends on the sample temperature and the 

magnetic field strength. As sample temperature can not be changed, the magnetization is mainly 

determined by B0. Hence increasing the static field strength will increase magnetization which 

consequently increases the NMR signal. 

x

y

z

M0

B0

x

y

z

M0

B0

 

Figure 1.2. Bulk magnetization (M0). 

 

1.1.3. Precession 

The magnetic moment of the nuclei is oriented at an angle to the main magnetic field as shown in 

Figure 1.3. Therefore, the magnetic field exerts a torque to the magnetic moment given by 𝜇 ×

𝑩0. The generated torque results in oscillating magnetic moment around B0 which is called 
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precession. The frequency of precession is related to the Zeeman energy of (1.2) using Planck’s 

law: 

𝐸 = ℏ𝜔0. (1.7) 

Simplifying, the nuclear precession frequency which is called Larmor frequency, is given by  

𝜔0 = 𝛾𝑩0 (1.8) 

For field strength of 4.7 T, the Larmor frequency of proton is 200.1072MHz (γ=42.577 MHzT-1 

for proton).  

x

y

z

x

y

z

 

Figure 1.3. Precession of spins which sweeps a cone surface. 

 

1.1.4. RF excitation 

To excite the spin system, the net equilibrium magnetization should be deflected from its 

orientation along B0. To do that, a second magnetic field, called B1, is needed to exert a torque to 

the magnetization. This field is a time varying magnetic field perpendicular to B0 (in the 

transverse plane) and it should be synchronized to the Larmor frequency of the nuclei as shown 
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in Figure 1.4.  It can be shown that the sample magnetization precesses around the total field 

applied to it which is 𝐁𝟎 + 𝜔 𝛾⁄ [1].  

In the laboratory frame, B1 field can be decomposed into two counter rotating components, B1
+ 

and B1
-.  

𝑩1(𝑡) = 𝑩1
+(𝑡) + 𝑩1

−(𝑡) (1.9) 

𝑩1
+(𝑡) = 𝐵1(𝑡){cos(𝜔1𝑡) �̂� + sin(𝜔1𝑡) �̂�} (1.10) 

𝑩1
−(𝑡) = 𝐵1(𝑡){cos(𝜔1𝑡) �̂� − sin(𝜔1𝑡) �̂�} (1.11) 

In a frame of reference rotating at the Larmor frequency the B1
+ field appears stationary.  

Using (1.10) it is inferred that B1
+ component is rotating with the same direction as the spins, 

therefore this component is used to excite the spins. Conversely, B1
- component rotates in the 

negative sense compared to the precession [7]. 

𝑩1
+ =

𝑩1𝑥 + 𝑗𝑩1𝑦

2
 

(1.12) 

𝑩1
− =

(𝑩1𝑥 − 𝑗𝑩1𝑦)∗

2
 

(1.13) 

Because of exciting the spins with the B1 field, the magnetization is perturbed from its 

orientation along B0 as shown in Figure 1.4. The angular displacement of the magnetization 

measured compared to z axis is called the flip angle, α which is shown in Figure 1.5. For a B1 

pulse (i.e., an RF pulse) of duration τ, the flip angle is given by 

𝛼 = ∫ 𝛾𝑩1(𝑡)𝑑𝑡
𝜏

0

. (1.14) 
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Figure 1.4.The effective magnetic field for exciting the spins. 
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Figure 1.5. Flip angle. 

1.1.5. Relaxation 

Once the excitation is removed, the spins return to thermal equilibrium through the process of 

relaxation. There are two types of relaxation: spin-lattice (or longitudinal) and spin-spin (or 

transverse relaxation). The longitudinal magnetization (Mz) recovers by releasing energy through 

interactions between spins and the lattice. This recovery rate is characterized by a time constant 

called T1.  
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𝑑𝑴𝑧(𝑡)

𝑑𝑡
=

[𝑴𝑧(𝑡) − 𝑴0]

𝑇1
 

(1.15) 

(1.15) describes the recovery of Mz over time, where M0 is the longitudinal magnetization at 

equilibrium.  

On the other hand, relaxation of transverse magnetization is due to interactions between spins at 

macroscopic level leading Mxy to zero.   

𝑑𝑴𝑥𝑦

𝑑𝑡
= −

𝑴𝑥𝑦

𝑇2
 

(1.16) 

T2 is called the transverse relaxation constant. In practice, imperfections in static field such as 

inhomogeneities will result in small shift in resonant frequency therefore can lead to dephasing 

and thus faster transverse magnetization decay. Therefore, transverse magnetization decay is 

happening with an accelerated rate called T2
* defined by 

1

𝑇2
∗ =

1

𝑇2
 +

1

𝑇2
′  

(1.17) 

where T2 is spin-spin relaxation due to interactions between nuclei in molecules, and 𝑇2
′ is due to 

inhomogeneities in static magnetic field. As can be seen in equation (1.17), T2
* combines both 

effects. 

Including longitudinal and transverse relaxation in the Bloch equations, the evolution of sample 

magnetization over time can be written as (1.18). 

𝑑𝑴

𝑑𝑡
= 𝛾𝑴 × 𝑩 −

𝑴𝑥�̂� + 𝑴𝑦�̂�

𝑇2
−

(𝑴𝑧 − 𝑴𝑧
0)�̂�

𝑇1
 

(1.18) 

Figure 1.6 shows longitudinal and transverse magnetization decay. 
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Figure 1.6. (a) Longitudinal and (b) transverse magnetization decay. 

 

1.1.6. Induced signal 

The transverse magnetization, Mxy, is rotating with Larmor frequency. As Mxy is a time varying 

magnetization, if a radio frequency coil is placed in the transverse plane, there will be an 

electromotive force induced in that coil (see Radio frequency coils section). This is the time 

domain NMR signal that is received and it is an exponentially decaying signal as shown in 

Figure 1.7. 
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Figure 1.7. Transverse magnetization and FID signal. 
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1.1.7. NMR imaging  

1.1.7.1. Contrast 

Contrast is the ability of an imaging modality to differentiate tissues. There are many different 

contrast mechanisms measurable with NMR. The main ones are proton density, diffusion 

weighted, T1-weigthted and T2- weighted images.  As most soft tissues have similar proton 

density, contrast based on spin density is not usually great. It is found that relaxation times are 

different in normal and abnormal tissues [8]. This makes relaxation difference the main contrast 

mechanism used in clinical diagnosis.  

To measure differences in relaxation rates, a sequence of pulses is typically used. There are two 

timing parameters used in imaging sequences called repetition time and echo time. Generally 

repetition time (TR) is the time between successive excitation RF pulses for a particular slice.  

Echo time (TE) is the time between applying the RF pulse and the peak of echo as sown in 

Figure 1.9. Controlling these two parameters in an imaging sequence will determine the imaging 

contrast peformance. 

Choosing short TR (comparable to T1) and short TE, facilitates acquiring T1 weighted images as 

M0 does not have enough time to fully recover. On the other hand, chosing long TR and TE will 

lead to T2 weighted images as spins have more time to dephase and M0 fully relaxes.   

1.1.7.2. Signal localization 

To generate an image using NMR, spatial information must be encoded into the signal. All spins 

resonate at the same frequency, ω0, in presence of the uniform static magnetic field. Therefore, 

by applying a spatially varying magnetic field to B0, e.g., a linear gradient, the resonant 

frequency of the spins will be dependent on the location.  

1.1.7.2.1. Slice selection 

The first step in signal localization is to select a slice, e.g., in the direction of the main magnetic 

field, z. This slice is excited selectively using a linear gradient field in the direction normal to the 

slice as shown in Figure 1.8.  
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𝜔(𝑧) = 𝛾(𝑩0 + 𝑮𝑧𝑧)   (1.19) 

As can be seen slice thickness is determined by the RF pulse bandwidth and the slice location is 

determined by the center frequency of the applied RF pulse.  

𝐵𝑊𝑅𝐹 = 𝛾𝑮𝑧∆𝑧 (1.20) 

𝜔𝑐𝑒𝑛𝑡𝑒𝑟 = 𝛾(𝑩0 + 𝑮𝑧𝑧0) (1.21) 

B0

Magnetic field

Frequency
ω0

BW

Gr.r B0

Magnetic field

Frequency
ω0

BW

Gr.r

 

Figure 1.8. Gradient applied to B0. 

 

1.1.7.2.2. Phase encoding 

Phase encoding gradient is used to encode position for the orthogonal direction to frequency 

encode one. This is done by inducing a phase to the signal before doing the acquisition period. 

The accumulated phase during a gradient with duration τ and strength Gy is given by (1.22).  

∅(𝑦) = 𝛾𝑮𝑦𝑦𝜏 (1.22) 
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By repeated application of phase encode gradients before frequency encode gradient as shown in 

Figure 1.9, information is encoded in the phase of the signal. The strength of phase encode 

gradient is changing before each acquisition.  
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Figure 1.9. Sequence of gradients applied. 

 

1.1.7.2.3. Frequency encoding 

Once the slice is selected along z, a gradient field is now applied in one of the transverse 

directions to encode location into frequency. This gradient is called frequency encoding gradient 

and is applied during image readout (data acquisition). The received signal after applying 

frequency encode gradient will be  

𝑠(𝑡) = ∫𝑴𝑥𝑦(𝑥)𝑒−𝑗(𝜔0+𝛾𝑮𝑥𝑥)𝑡𝑑𝑥 
(1.23) 
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The term including ω0 can be removed in the rotating frame. Then the time domain signal has the 

form of a Fourier transformation of Mxy. We can use inverse Fourier transform to find Mxy from 

the observed signal. 

𝑴𝑥𝑦(𝑥) = 𝛾𝑮𝑥 ∫𝑆(𝑡)𝑒𝑗𝛾𝑮𝑥𝑥𝑡𝑑𝑡 
(1.24) 

This gradient is assumed to be constant over the duration of the readout.   

1.1.7.3. k-space   

Data acquired during successive readouts fills the spatial frequency space (k-space) which is then 

Fourier transformed to recover the image. As mentioned in the previous sections, the acquired 

data phase is given by (1.25). 

∅(𝑟) = ∫𝜔(𝑟)𝑑𝑡 = 𝑟𝛾 ∫𝑮𝑑𝑡 = 𝑟𝑘 
(1.25) 

In which r is the spatial component (assumed constant in time) and k is the new defined variable 

for k-space. Therefore, k in units of radian/m can be written as 

𝑘 = 𝛾 ∫𝑮𝑑𝑡 
(1.26) 

During image readout k is swept in the k-space in different trajectories to fill the k-space. Fourier 

transformation of k-space will yield the image. 

1.1.8. High fields:  Pros and cons of high frequency 

There is an ever-increasing tendency to go to higher field strength MRI [9]. This is mainly due to 

increase in SNR with increasing the magnetic field strength. It also benefits the recent parallel 

imaging techniques in which SNR is traded off for imaging speed [10]. Moreover functional 

MRI (fMRI) [11], spectroscopy [12] and other nuclei imaging (such as sodium imaging) [13] 

which have intrinsically low SNR will benefit from high field strengths. 

By increasing field strength, T1 gets longer which can be useful for suppressing the background 

signal, e.g., in MR angiography [10], [14]. On the other hand, the trend for T2 is more 
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complicated. However it is shown that T2 as well as T2
* decrease with increasing field strength 

[14], [15]. Applications which are based on susceptibility difference will noticeably benefit from 

high field due to increased contrast. BOLD-contrast (blood-oxygen-level dependent) used in 

functional MRI is an example [16]. 

Other than the above-mentioned advantages, there are several challenges associated with high 

field imaging, such as acoustic noise because of fast gradient switching. The first RF issue is 

Joule heating of tissue due to RF excitation fields (see SAR section below), which generally 

increases with field strength [10]. This poses challenges in maintaining RF safety at high fields. 

Moreover, as field strength is increasing, the Larmor frequency increases as well leading to short 

wavelength. As will be discussed in the Homogeneity of the RF field section, there will be 

inhomogeneous fields generated in the region of interest. The inhomogeneity causes non-uniform 

excitation of the spins with consequent bright and dark areas in the resulting images. There will 

also be areas with significant electric fields leading to SAR hot spots.  

Moreover, there are significant technical challenges associated with RF coil design at higher 

frequencies that need to be addressed.  

1.2. Radio frequency coils 

A radio frequency coil is responsible for producing the excitation fields and for receiving the 

NMR signal. In the transmit mode (see RF excitation) it is responsible for generating the time 

varying B1
+ field. When a time varying current source excites an RF probe, its currents will 

generate a time varying magnetic field. 

During reception, the time-varying transverse magnetic field generated inside the sample will 

induce an electromotive force on the coil which is the detectable signal. This is described by 

Faraday law of induction: 

𝐸𝑀𝐹 = ∮ 𝑬. 𝑑𝑙
 

𝐶
= −

𝑑

𝑑𝑡
∯ 𝑩.𝑑𝑆

 

𝑆
. (1.27) 

An RF coil in its simplest form is a loop of wire, as shown in Figure 1.10, which is equivalent to 

an inductor L and N capacitors having capacitance C/N are placed along its length. These 

capacitors are usually placed uniformly around the coil perimeter to ensure that current is 
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uniformly distributed over the coil and the electric fields generated by the loop is minimized 

(typically this requires the conductive segments to be at most /20 in length [17]). This LC 

circuit will resonate at an angular frequency given by (LC)–1/2. At this frequency, the circuit is 

able to transfer electric/magnetic field efficiently to and from the environment around it. The RF 

coil’s resonance frequency should therefore be tuned to the Larmor frequency of the nuclei of 

interest. 

C

CC

AC

C

C C

C

C

CC

AC

C

C C

C

 

Figure 1.10. Loop wire coil. 

 

1.2.1. Quality factor 

Q factor is an important feature for resonant circuits that determines how efficiently that circuit 

stores energy. 

𝑄 = 2𝜋
𝐸𝑛𝑒𝑟𝑔𝑦 𝑠𝑡𝑜𝑟𝑒𝑑 

𝐸𝑛𝑒𝑟𝑔𝑦 𝑑𝑖𝑠𝑠𝑖𝑝𝑎𝑡𝑒𝑑 𝑝𝑒𝑟 𝑐𝑦𝑐𝑙𝑒
 

(1.28) 

One can measure Q as the ratio of the resonant frequency over -3dB bandwidth, Δf as shown in 

Figure 1.11.   

𝑄 =
𝑓0

𝐵𝑊
 

(1.29) 
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When the coil is in proximity of a lossy medium such as human tissue, the amount of power lost 

will increase therefore the Q of the RF coil is reduced. This reduction in Q indicates the how 

well the coil and the load are coupled. Q in the presence of the load is called loaded Qloaded.  

f0

BW

-3 dB

0 dB

Frequency
f0

BW

-3 dB

0 dB

Frequency

 

Figure 1.11. Q of a resonant circuit. 

 

1.2.2. Losses 

RF Losses are due to power lost inside the phantom, in the RF coil and as a result of radiation. 

Power lost in the conductive areas (phantom and on conductive RF coil) is due to conductivity, 

σ, and is found using equation below [18].  

𝑃 = 0.5∭ 𝜎|𝑬|2𝑑𝑉

 

𝑉 

 
(1.30) 

The resistance of a conductor as well as the load and radiation resistances are frequency 

dependent (as √𝜔,𝜔2, 𝜔4 respectively). As we move to higher frequencies, these resistances 

can change dramatically, and at high enough frequencies the radiation loss will dominate [18].  
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1.2.3. SAR 

Specific absorption rate (SAR) is a parameter defined to assess the safety of RF coils. As stated 

by Faraday’s law, time varying magnetic field will generate electric field. Due to conductivity of 

the tissues, the induced currents result in Joule heating. SAR is defined as the amount of power 

absorbed in the tissue divided by the mass of the sample [18]. 

𝑆𝐴𝑅 =
𝑅𝐹 𝑝𝑜𝑤𝑒𝑟 𝑎𝑏𝑠𝑜𝑟𝑏𝑒𝑑 𝑖𝑛 𝑠𝑎𝑚𝑝𝑙𝑒

𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒
 

(1.31) 

Often, SAR is averaged over the whole body, or 1 or 10 grams of tissue to obtain a local 

measurement. As the electric fields within a phantom or body, cannot be measured with an MRI 

scanner, the local distribution of SAR is usually found using electromagnetic simulations. SAR 

is calculated using the simulated electric fields, conductivity (σ) and mass density of the material 

(ρ). 

𝑆𝐴𝑅 =
𝜎

2𝜌
|𝑬|2 (1.32) 

The International Electrotechnical Commision (IEC) has set safe limits for SAR in different parts 

of the body [19]. In the normal operating mode, SAR is limited to 10 W/kg for any 10grams of 

tissue, 4 W/kg over whole body and 3.2 W/kg over the head. These limits are averaged for a 6-

minute period. Peak SAR should not exceed twice the aforementioned values over a 10 second 

period [19]. 

The clinical scanners can monitor 10s and 6 min averages of total power and therefore average 

SAR based on the available data and estimated RF power [20]. To account for high local SAR, 

the 10g peak to average SAR ratio from simulations is used as a safety factor to set the trip 

thresholds. 

1.2.4. Transmit efficiencies 

In order to assess the efficiency of an RF coil in the transmit mode, array transmit parameters are 

defined [21]. Transmit efficiency, Ev, is defined as the ability of RF coil to generate B1
+ field at a 
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point in the volume of interest (VOI) over the power that is absorbed over the whole sensitive 

volume of the coil, PV.  

𝐸𝑉_𝐵 =
|𝑩1

+|

√𝑃𝑉

 
(1.33) 

Safety excitation efficiency is the considered for both peak SAR over 10gram of tissue and and 

average SAR over the VOI and are defined as (1.34) [21]. 

𝐸𝑉_𝑆𝐴𝑅 =
|𝑩1

+|

√𝑆𝐴𝑅
 

(1.34) 

1.2.5. Homogeneity of the RF field 

RF wavelength is linearly dependent on the main magnetic field strength, B0, according to (1.35). 

Consequently, as B0 increases, wavelength decreases and becomes more comparable to the size 

of the imaging target. Moreover, the wavelength is further reduced inside dielectric media due to 

the permittivity of the medium according to  

𝜆𝑟 =
𝜆

√𝜀𝑟

 . 
(1.35) 

 

Figure 1.12. RF wavelength compared to head model (Ansys Human body model) at high frequencies. 
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For example, at 4.7 T used in this thesis, the RF wavelength inside brain with a typical ɛr = 56 

(https://www.fcc.gov/general/body-tissue-dielectric-parameters) at 200 MHz, is 20 cm. This is 

comparable to the size of an adult head (Figure 1.12). When the object being imaged is 

comparable or smaller than the wavelength, there will be destructive and constructive 

interferences of the RF field, and therefore in the image dark and bright regions will appear 

which degrade the diagnostic quality of the image. It is important to have homogeneous fields in 

transmit because many sequences perform best with uniform excitation of the spins [22].  

1.2.6. RF penetration 

The RF penetration, or skin, depth, δ, is the parameter that defines how much electromagnetic 

fields can penetrate a lossy medium and for a transverse electromagnetic (TEM) field it is given 

by  [23] 

𝛿 =
1

𝛼
=

1

𝜔√𝜇𝜀 (0.5 [√1 + (𝜎 𝜔𝜀⁄ )2 − 1])
1

2⁄
.  

(1.36) 

At this depth, the amplitude of uniform plane waves impinging on an infinite half plane of 

material decay by 1/e. RF penetration depends on the frequency (ω) as well as the permeability 

of the medium (µ0=4π×10-7), and conductivity of the tissue (σ) [23], [24]. Working at high 

frequencies is challenging due to reduced penetration depth of the RF fields. Hence imaging 

deep targets will be challenging.  

1.2.7. Receive sensitivity 

The EMF induced in the RF coil is as a result of precessing magnetization in the transverse 

plane. The receive sensitivity of the RF coil created at the sample, B1
-, contributes to the detected 

signal strength according to [7]  

𝐸𝑀𝐹 =
𝜕

𝜕𝑡
∫ 𝑩1

−.𝑴 𝑑𝑉
 

𝑠𝑎𝑚𝑝𝑙𝑒

= 𝑉𝑠𝑩1𝑡𝑟
− 𝑴𝑇𝜔0. 

(1.37) 

Here ω0 is the Larmor frequency, 𝑩1𝑡𝑟
−  is the transverse counter-rotating circularly polarized 

component of RF magnetic field, MT is the transverse magnetization and Vs is the sample 
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volume. The second equality is valid in the case of an ideal uniform sensitivity and 

magnetization. As the sample magnetization is proportional to the main static field, B0, and 

Larmor frequency is also linearly related to B0, 𝜔0 = −𝛾𝑩0, the detectable signal is proportional 

to the square of the static magnetic field. Conversely, noise in the detected signal is mostly 

thermal (Johnson-Nyquist) noise and can be found using (1.38). 

𝑁 = √4𝑘𝐵𝑇𝑅∆𝑓 (1.38) 

Consequently, the signal-to-noise ratio is 

𝑆𝑁𝑅 =
√2𝜔0∆𝑉𝑴0|𝑩𝑡|

√4𝑘𝐵𝑇∆𝑓𝑅
. 

(1.39) 

 

Here kB is the Boltzmann’s constant, T is the absolute temperature, R is the resistance of the coil 

and Δf is the RF bandwidth. As discussed in (Losses section) the resistance of the conductor and 

sample are dependent on frequency (√𝜔,𝜔2 respectively) hence noise is accordingly related to 

frequency. If there is no or small load, the dominant noise will be due to coil conductors 

and 𝑆𝑁𝑅 ∝ 𝜔0
7/4

. If the coil is heavily loaded then load resistance will dominate and SNR will 

be linearly dependent on the frequency, 𝑆𝑁𝑅 ∝ 𝜔0[25].  

1.2.8. EM modeling 

To investigate the performance of RF coils in terms of magnetic field, efficiency, SAR, etc. 

electromagnetic field simulations are needed. Full-wave simulation methods solve the full 

Maxwell equations without static or quasi-static approximations. Different numerical solution 

methods exist including finite difference time domain (FDTD), method of moments (MoM) and 

finite element method (FEM). Each has specific characteristics in terms of accuracy, solution 

time, resolution etc. In this thesis, we use a full wave simulator called HFSS (High frequency 

structure simulator) to simulate the RF coil in presence of the phantom/human model. This 

simulator uses FEM to solve differential equations in the presence of boundary conditions. The 

advantage of FEM is its adaptive tetrahedral meshing which is advantageous for complex 

structures like the human anatomy. Adaptive meshing optimizes the accuracy and resolution of 

the simulation in each region of the structure. In addition to the electromagnetic fields, HFSS 
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generates S (scattering) and Z (impedance) parameters when appropriate excitation ports are used 

which allow the performance of the RF coil to be assessed and compared to bench 

measurements. 

1.3. B1 mapping 

Determining the transmit RF field, B1
+, can provide valuable information. The homogeneity of 

the B1
+ field of an RF coil will significantly change when it is loaded due to conduction and 

displacement currents generated in the load. Hence it is desirable to find B1
+ field using acquired 

image data [22]. A simple method used to do B1
+ mapping in this thesis is the double angle 

method (DAM) [22] in which the ratio of image intensity obtained using two flip angles, α1 and 

2α1 are compared. The ratio of these two images is independent of receive sensitivity, spin 

density and relaxation times as long as there is complete relaxation (𝑇𝑅 ≥ 5𝑇1). The ratio of the 

image intensities can be written as 

𝐼2(𝑥)

𝐼1(𝑥)
=

sin (2𝛼1)

sin (𝛼1)
= 2 cos(𝛼1). 

(1.40) 

Therefore 

𝛼1 = arccos(
𝐼2(𝑥)

2𝐼1(𝑥)
). 

(1.41) 

 

Using this technique we are able to find the flip angle map for any arbitrary load using the image 

data [22].  

1.4. Electrical properties of tissues 

To model different tissues in electromagnetic simulations, we need to know the electrical 

properties of tissues. As there is conductivity, σ, associated with biological tissues due to ions in 

solution, the human body is dissipative or lossy. Therefore, the permittivity is complex (𝜀̂ = 𝜀′ −

𝑗𝜀") where 𝜀" = 𝜎 𝜀0𝜔⁄  (assuming conduction is the only loss). Gabriel et al. in [26] has a 

detailed list of permittivity and conductivity of different biological tissues versus frequency 

which can also be accessed through Federal Communication Commission (FCC) 



21 

 

(https://www.fcc.gov/general/body-tissue-dielectric-parameters). Table 1 summarizes the 

approximate electrical properties of tissues used in this thesis at 200 MHz using data from FCC.  

Table 1.1. Electrical properties some human tissues. 

 εr σ (S/m) 

Grey matter 65.06 0.64 

White matter 47.06 0.37 

CSF 76.82 2.19 

Skin  55.71 0.58 

Fat 5.74 0.04 

Muscle 60.86 0.76 

In this thesis, we have used phantoms as well as an accurate body model designed by Ansoft in 

which each organ is defined in terms of the electrical properties with high accuracy 

(Figure 1.13).  

 

Figure 1.13. Ansoft human body model (male) with 2mm resolution and tetrahedral mesh. 

 

1.5. Array configurations 

Arrays are formed when two or more RF coils are used to image the same region and signal is 

acquired simultaneously from those elements [27]. In addition to allowing faster imaging, having 
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multiple smaller RF elements can increase image SNR [27]. Array elements will be positioned in 

a way to cover the volume of interest. Each element in an array may have its own separate 

receive/transmit chain to process signals coming from each channel independently in receive 

mode and send independent RF pulses through each channel in transmit mode [28].  

1.5.1. Receive arrays 

Receiving the signal with an array of elements will enhance the SNR while facilitating large 

FOV imaging. The most important parameter in receive mode is the SNR of the signal. In order 

to optimize SNR of an array, the signal from each element is recorded independently and will be 

post processed. The data is combined in different ways using different weighting coefficients 

depending on the desired objective. The weighting factors can be different from voxel to voxel in 

an image [25].  

Consider an array which includes n elements. At a given voxel the image signals from the n 

receiver channels can be arranged into a vector, s= (𝒔1 … 𝒔𝑛) and Ψ is the matrix of noise 

covariance between channels. In order to benefit imaging with arrays, one must use appropriate 

methods to weight and combine the signal coming from each element in the array. Adding 

images is non-optimal as each voxel has varying signal but the same noise level [29]. There are 

different methods to combine the received signals coming from each channel of which two are 

briefly discussed here [28]. Data is post-processed on a pixel by pixel basis for each location in 

space [28], [29]. 

1.5.1.1. Maximum SNR image 

In this method, the signal from each pixel, is weighted by the noise covariance (𝛹) and the coil’s 

sensitivity (C) at that location.  

𝑆𝑁𝑅 =
𝑪𝐻𝚿−1𝑺

√𝑪𝐻𝚿𝑪
 

(1.42) 

Where superscript H is the conjugate transpose [30]. This approach needs the information about 

coil’s sensitivity at each pixel.  
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1.5.1.2. Root sum of square (RSS) images 

In this common method, each pixel of the image is the square root of the sum of the squares of 

the pixel values corresponding to each element in the array. Therefore, prior knowledge of the 

coil’s field maps is not needed to combine images. This will result in nearly optimal SNR images 

in most cases [28]. SNR corresponding to this method is given by  

𝑆𝑁𝑅 =
𝑺𝐻𝑺

√𝑺𝐻 𝚿 𝑺
. 

(1.43) 

Here 𝑺𝐻 is the conjugate transpose of S and Ψ is noise covariance matrix [31].  

1.5.1.3. Parallel imaging strategies 

Parallel imaging takes advantage of the fact that the spatial distribution of the elements’ 

sensitivity allows discrimination of the signal from different parts of the region of interest, and is 

thus a form of spatial encoding.  

There are two important quantities associated with SNR loss in parallel imaging. The geometry 

factor, or g-factor describes the loss of SNR and depends on the correlation between different 

sensitivity patterns in an array. The more the sensitivity patterns are correlated, the higher is the 

g-factor therefore it is harder to separate the aliased pixel. The other important parameter is the 

acceleration factor, R, which is the ratio of the amount of the k-space data required for fully 

sampled image over that of accelerated acquisition [32].  

Three are three main parallel imaging strategies. The first one is sensitivity encoding or SENSE 

[33] in which k-space is under-sampled and image acquisition is accelerated however aliasing is 

generated in the image [32]. Other parallel imaging techniques such as SMASH (simultaneous 

acquisition of spatial harmonics) [34] [35] and GRAPPA (generalized auto calibrating partially 

parallel imaging) [36], [32] which are k-space based techniques are also briefly discussed. 
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Coil #1 Coil #2

Full FOV Reduced FOV

Coil #1 Coil #2

Full FOV Reduced FOV
 

Figure 1.14. Parallel imaging (SENSE) of head using a two element array of coils each contributing to 

generate a reduced FOV image shown in right. 

 

1.5.1.3.1. SENSE 

SENSE works on the aliased image and it needs the accurate sensitivity profile of the coil. As the 

first step, the under-sampled k-space data is acquired leading to an aliased image. Figure 1.14 

shows how SENSE works for a two element array imaging head. Then using coil sensitivity 

profile for each element of the array and the aliased signal intensity, one would be able to extract 

the un-aliased signal intensity for each pixel [32].  

𝐹𝑛 = 𝐼𝐴𝐶𝐴𝑛 + 𝐼𝐵𝐶𝐵𝑛 (1.44) 

Here Fn is the signal intensity of the aliased pixel for coil #n, IA and IB are the actual pixel values 

at points A and B which we are trying to find, and CAn and CBn are the coil #n sensitivities at 

locations A and B. Similar equations are written for each coil. Using matrix inversion the original 

pixel values (IA and IB ) can be obtained [33].  

In SENSE, SNR is reduced: 

𝑆𝑁𝑅𝑃𝐼 =
𝑆𝑁𝑅

𝑔√𝑅
 

(1.45) 
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where R is the reduction or acceleration factor and g is the geometry factor. g-factor takes into 

account the noise amplification therefore SNR loss when aliasing is reconstructed. It is basically 

a description of the ability of the coil array to encode magnetization distribution [37].  

1.5.1.3.2. SMASH 

In SMASH the sensitivity variation of the coil array in phase encode direction is used to 

approximate the spatial modulations that are obtained from phase encode gradients in 

unaccelerated imaging. The sinusoidal modulations of magnetization in the phase encode 

direction are associated with k-space lines that are normally sampled with phase encode 

gradients. Using linear combination of signals coming from different coils, sensitivity profiles 

are generated. The composite sensitivity profile is written as (1.46) [32]  

𝐶𝑡𝑜𝑡(𝑥, 𝑦) = ∑𝑛𝑘𝐶𝑘(𝑥, 𝑦)

 

𝑘

≈ exp(𝑗𝑚∆𝑘𝑦𝑦), 
(1.46) 

where m is an integer (representing the spatial harmonic number generated by the coil array), nk 

are weighting factors and Δky is the minimum k-space interval in the y direction which is equal 

to ∆𝑘𝑦 = 2𝜋 𝐹𝑂𝑉⁄  [32]. Using the sensitivity profile, the combined data set in k-space is written 

as 

𝑆(𝑘𝑥 , 𝑘𝑦) = ∬𝑑𝑥𝑑𝑦𝐶𝑐𝑜𝑚𝑝(𝑥, 𝑦)𝜌(𝑥, 𝑦)exp (−𝑗𝑘𝑥𝑥 − 𝑗𝑘𝑦𝑦)

= ∬ 𝑑𝑥𝑑𝑦𝜌(𝑥, 𝑦) exp(−𝑗𝑘𝑥𝑥 − 𝑗(𝑘𝑦 − 𝑚∆𝑘𝑦)𝑦) ,  

(1.47) 

 

where 𝜌(𝑥, 𝑦) is spin density in the image plane. So, each combined dataset is shifted in k-space 

by -mΔky. Total combinations of the spatial harmonics will fill all the lines in k-space [34], [38].  

1.5.1.3.3. GRAPPA 

In GRAPPA, the missing k-space lines are regenerated before generating an image. Here data in 

neighboring points are combined to recover the missing parts of the k-space data. The weighting 

factors used to combine the above mentioned points are found using auto-calibration signal 

(ACS). ACS data is a lower resolution version of the accelerated image acquired most frequently 
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during the accelerated scan. Several source points are determined which both in undersampled 

and ACS data appear which yield weighting factors. The arrangement of these source points 

defines a kernel. Using multiple kernels GRAPPA weight set would be calculated using source 

and target points in ACS. The kernel is then used to fill the missing lines of the k-space. Once 

fully sampled, k-space is generated for each coil, Fourier transform is done for each coil and 

images are combined into a final image. In GRAPPA, SNR depends on R as well as its g-factor. 

However the g-factor associated with GRAPPA doesn’t depends on the weighting factors [32], 

[36].   

1.5.2. Transmit arrays 

With control over phase and amplitude of each transmitting channel, one is able to perform RF 

“shimming” to control SAR and reduce B1
+ inhomogeneity. Moreover, distinct spatially selective 

RF pulses can be sent to each transmit channel with the benefit of reducing the RF power, or 

shortening RF pulse for selective spatial excitation [39].  

1.5.2.1. RF shimming 

One of the methods to mitigate the B1 field inhomogeneity is called RF shimming. In this 

method, different feeding patterns are designed each with a phase and magnitude to drive the RF 

coil array. RF shimming can be done in three forms including changing phase and magnitude of 

excitation one at a time or simultaneously [40].   

1.5.2.2. Parallel transmit 

Similar to parallel imaging described in the previous section, parallel transmission can be 

performed using transmitting coil arrays. The goal in parallel transmit is to excite N transmit 

coils each with a sensitivity profile, Si(x), simultaneously with undersampled excitation patterns, 

Pi(x), to get the desired excitation pattern, Pdes(x) [39]. The coils’ sensitivity profile would be 

determined using B1 mapping techniques described before. 

𝑃𝑑𝑒𝑠(𝑥) = ∑𝑆𝑖(𝑥)𝑃𝑖(𝑥)

𝑁

𝑖=1

 

(1.48) 
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There are several methods to design RF pulses in parallel excitation which are briefly discussed 

here. 

1.5.2.2.1. Spatial domain approach 

In the case of parallel transmit using small tip approximation [41], transverse magnetization is 

the sum of magnetization produced by each coil considering each coil’s sensitivity profile, Sc(r) 

[42]. 

𝑴𝑥𝑦(𝑟) = 𝑗𝛾𝑴0 ∑𝑆𝑐(𝑟)∫ 𝑩1𝑐(𝑡)𝑒
𝑗𝒓.𝑘(𝑡)𝑑𝑡

𝑇

0

𝐶

𝑐=1

 

(1.49) 

 Here M0 represents the equilibrium magnetization and T is the pulse duration. The number of 

coils is C, each exciting with a unique RF pulse B1c(t). This expression can be written in matrix 

form by discretizing space and time.   

𝑚 = 𝐴𝑏 (1.50) 

Here A is the matrix incorporating each coil’s sensitivity profile modulated by Fourier kernel 

because of k-space trajectory, m is the target profile and b includes RF waveforms. Using least 

square optimization technique over the region of interest, b can be found using equation [43]. 

𝑏 = 𝑎𝑟𝑔𝑏 𝑚𝑖𝑛{‖𝐴𝑏 − 𝑚‖𝑤
2 + 𝑅(𝑏)} (1.51) 

Here w is the weighting factor and R(b) is a regularization factor that controls the RF power [42], 

[43]. This approach is based on spatial domain.  

1.5.2.2.2. Frequency domain approach  

In contrast to the previous approach, transmit SENSE is formulated in k-space or frequency 

domain [39]. This approach uses transmit sensitivity patterns in the pulse design process. The 

Fourier transform of M(x) due to simultaneous excitation is given by  

𝑝(𝑘) = ∑𝑆𝑐(𝑘)⨂𝑝𝑐(𝑘)

𝐶

𝑐=1

 (1.52) 
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Where Sc is the Fourier transform of the transmit sensitivity pattern for each coil convolved by pc 

which is the Fourier transform of the excitation profile of each coil. After disretzation and matrix 

formation,we will have 

𝑝 = 𝑆𝑓𝑢𝑙𝑙𝑝𝑓𝑢𝑙𝑙  (1.53) 

The RF pulse profile for each element is found using least square optimization with the 

regularization factor R(Pfull).  

�̂�𝑓𝑢𝑙𝑙 = 𝑎𝑟𝑔𝑝𝑓𝑢𝑙𝑙
 𝑚𝑖𝑛 {‖𝑆𝑓𝑢𝑙𝑙𝑝𝑓𝑢𝑙𝑙 − 𝑝𝑑𝑒𝑠‖𝑤

2
+ 𝑅(𝑝𝑓𝑢𝑙𝑙)} (1.54) 

Where Pdes is the Fourier transform vector of the desired excitation pattern [44], [45].  

1.5.2.2.3. Removing aliasing approach 

This method uses the transmit sensitivity patterns however it is formulated as an optimization 

problem in spatial domain. This approach considers the aliasing pattern in spatial domain as a 

result of undersampling in k-space to solve for the excitation pattern for each coil. As this 

method is based on aliasing removal, aliases must be coherent and regular [46].  If 

undersampling is done in y-direction in a two dimensional Cartesian trajectory in k-space, the 

excitation pattern is written equation [46].   

𝑀(𝑥, 𝑦) = ∑𝑆𝑐(𝑥, 𝑦)

𝐶

𝑐=1

∑ 𝑢𝑐(𝑥, 𝑦 − 𝑚∆)

∞

𝑚=−∞

 (1.55) 

Here uc is the excited pattern for each coil using fully smapled k-space trajectory and Δ is 

desined as spacing for accelerated factor R. 

∆= 𝐹𝑂𝑉
𝑅⁄  (1.56) 

(1.55) can be written as  

𝑀(𝑥, 𝑦) = ∑ 𝑚𝑑𝑒𝑠(𝑥, 𝑦 − 𝑚∆)

∞

𝑚=−∞

∑ℎ𝑐(𝑥, 𝑦 − 𝑚∆)𝑆𝑐(𝑥, 𝑦)

𝐶

𝑐=1

 (1.57) 
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The term ∑ ℎ𝑐(𝑥, 𝑦 − 𝑚∆)𝑆𝑐(𝑥, 𝑦)𝐶
𝑐=1  is equal to 1 only if m=0. Therefore for each point in FOV 

matrix equation can be wrtitten as 

[
𝑆1(𝑥, 𝑦) ⋯ 𝑆𝐶(𝑥, 𝑦)

⋮ ⋱ ⋮
𝑆1(𝑥, 𝑦 + 𝑚∆) ⋯ 𝑆𝐶(𝑥, 𝑦 + 𝑚∆)

] [
ℎ1(𝑥, 𝑦)

…
ℎ𝐶(𝑥, 𝑦)

] = [
1
0
…

] 
(1.58) 

Again least square method can be used to yield exciattion pattern for each coil [46], [47]. 

1.5.2.2.4. Three dimensional excitation 

Slice selective RF pulses are used to excite the spins only in a slice of the imaging region while 

leaving the rest of the spins aligned with B0. This will simplify the encoding stage as a two-

dimensional slice is excited. Other than slice selectivity, RF pulses can be spatially tailored to 

compensate for B1 field inhomogeneities caused at high fields [48]. One type of 3D pulse that 

uses slice select gradient along z direction and phase encode along x and y is called fast-kz as kz 

is rapidly traversed with a number of slice select sub-pulses as shown in Figure 1.15. With this 

type of pulses thin slices can be excited [49]. As the trajectory is a straight line, these pulse 

segments are also called as “spokes”[48].    
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3

1

5

2

 

Figure 1.15. k-space trajectory of a fast kz 3D RF pulse [48]. 
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1.6. Motivation  

This thesis mainly focuses on the RF coils used at high field strength, specifically 4.7 T. High 

field strength (>3T) provides higher SNR images however there are several challenges associated 

with this field strength. The first issue is the inhomogeneity of the RF magnetic field due to short 

wavelength. This results in dark or bright areas in the acquired images therefore degrading the 

diagnostic quality. Figure 1.16 shows the inhomogeneity in the acquired image of brain at 4.7T 

using a standard volume resonator. In the literature, transmit arrays with control over phase and 

amplitude of each element have been used to reduce the inhomogeneity by spatially tailoring the 

excitation profile of the generated B1
+ field [50].  

  

Figure 1.16 Inhomogeneity in B1
+
 field resulting in dark and bright areas at 4.7T

1
. 

 

Alternatively, placing dielectric pads in proximity of the imaging region is shown to be an 

effective method to increase the signal locally and also increase the magnetic field homogeneity 

[51]. The use of local high permittivity pads is becoming more common, but the effect of larger 

dielectric pads on transmit/receive performance of an array (e.g., coupling, efficiency and safety) 

has not been investigated in detail. Indeed, elements in arrays are tightly arranged, leading to 

significant coupling. By minimizing coupling between elements, signal and noise transfer is 

minimized and also distinct field maps needed for parallel imaging are achieved.  

                                                
1 Image courtesy of Kelly McPhee.  
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High field imaging of the body region is more challenging than in the brain due to the larger 

FOV relative to wavelength. Conventional RF coils such as loops fail to be efficient at high 

frequencies as they their performance degrades at higher depth, whereas antennas such as dipoles 

perform more efficiently [52]. In designing RF coils for body imaging additional challenges such 

as increased SAR, lower penetration depth and inhomogeneity in the magnetic fields must be 

considered.  

1.7. Scope of This Thesis  

Chapter 2 investigates the performance of an array for imaging the extremities or pediatric brain 

at 4.7 T (200 MHz) in which a dielectric liner surrounds the whole volume of interest. Using 

simulations and measurements we show that a compromise must be made between 

improvements in field homogeneity and transmit performance and that for several metrics an 

optimal permittivity exists which is below the values that are commonly used in the literature. 

Additionally, mutual impedance between array elements plays a substantial role at high 

frequencies and is increased by the presence of dielectric pads. Therefore, chapter 3 describes a 

decoupling strategy for an eight-channel transmit/receive array in the presence of a high 

permittivity dielectric liner. The elements are decoupled using capacitive bridges between 

adjacent elements. In spite of the higher mutual impedance due to the liner, both mutual 

resistance and reactance can be removed between adjacent elements, and coupling between non-

adjacent elements is maintained below -15 dB. The effects of decoupling on the transmit 

performance of the coil array in presence of high permittivity liners are investigated in terms of 

coupling, magnetic field intensity, SAR and transmit efficiencies. 

Chapter 4 introduces the TEM horn antenna as an efficient element for high field imaging. Horn 

antennas, frequently used in high gain, directive applications in radar and communication 

systems, show promising results for imaging body regions at high fields.  In simulations a single 

horn antenna is compared with a more common dipole element at the same frequency, 200 MHz, 

for 4.7 T. Results show significant improvement in terms of transmit efficiency, penetration 

depth, SNR and SAR. Moreover, an array of horn antennas was constructed to image a torso size 

phantom.   
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Chapter 5 summarizes the thesis and outlines future work. 

Appendix A describes the method of measurement of complex permittivity for the ceramic 

suspensions that were used in chapters 2 and 3. This method is used to measure complex 

permittivity of powders (water insoluble), solutions and suspensions using a parallel-plate 

capacitor cell. An impedance analyzer measures the cell’s impedance through an appropriate test 

fixture. The cell’s impedance is fitted to an equivalent circuit using a MATLAB script and the 

permittivity of the material is extracted after calibration with known materials. The permittivity 

of the solid material is obtained from that of the powder suspension using known mixing rules. 
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Chapter 2  

Optimal-permittivity Liners for a 4.7T Transceive Array2 

 

2.1. Introduction 

High static magnetic field MRI promises high signal-to-noise ratio (SNR) but is limited by radio 

frequency (RF) magnetic field (B1) inhomogeneity due to short wavelength. These 

inhomogeneities in B1 field degrade image quality and lead to bright and dark areas in the image 

[53]. To mitigate these effects, array excitation with control over the phase and amplitude of 

each element has been developed [54]. Flexible bags filled with dielectric material placed 

strategically around the region of interest (ROI) have also been shown to enhance B1 field 

homogeneity and increase efficiency locally [55]. 

Dielectric pads have been increasingly used as a tool to focus magnetic field locally and hence 

increase SNR in an ROI [56], [57]. Early dielectric pads were designed to have approximately 

the same dielectric constant as nearby tissues (e.g., gelatin-honey gels) to prevent 

electromagnetic field reflections at the dielectric boundary [58].  

More recently, high dielectric constant (HDC) pads with relative permittivity r> 100 have 

become popular [55], [56], [59], [60]. Reference [60] shows that significant increases (20% and 

greater) in SNR and reduction in input power are achieved by HDC pads placed locally. Specific 

absorption rate (SAR) has also been investigated [60], [61], [62], [63]. In some cases [60], [63], 

by introducing local HDC pads, SAR decreases as a result of reduction in input power to 

generate the same amount of B1 field.  

The HDC material is made by mixing powdered ceramics such as barium or calcium titanate 

(BaTiO3 and CaTiO3) with deuterium oxide (D2O) or deionized water, resulting in a suspension 

or slurry that is then sealed in plastic bags [60], [64], [59].  The resulting permittivity depends on 

the volume ratio of the constituents and the dielectric constants of the bulk materials. Such 

                                                
2 This chapter has been submitted to Physics in Medicine and Biology. 
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suspensions present challenges such as the risk of contamination if the pad were to leak toxic 

materials to the patient [57]. Moreover the suspension can easily settle or deform which can 

change the dielectric constant and thickness of the pad [65], while the resulting large regions of 

liquid water give undesired visible signals. Finally, high-permittivity ceramics and D2O are 

expensive materials which add dramatically to the cost of the pads.  

While most authors use local pads to focus the magnetic field, in this chapter we investigate the 

effect of dielectric materials placed surrounding, and in contact with, the imaging volume. A 

similar arrangement was reported by [66]; there, however, the dielectric is located between the 

RF shield and coil conductors, which are separated from the imaging volume by an air gap. We 

determine the permittivity that optimizes operation of an array for imaging the extremities or 

pediatric brain at 4.7 T, and the transmit and receive performance of the array are evaluated 

based on parameters such as coil efficiency, B1 field, SAR and coupling between elements. 

The first section of this chapter outlines the theory on why dielectric liners increase signal 

intensity as well as their effects at high fields. The methods section describes the design 

procedure of the array and optimized liner and includes simulation results. Moreover, the array is 

fabricated and bench measurement and scanning results are included in this section.    

2.2. Theory 

In phasor notation, Ampere’s law with Maxwell’s correction in a conductive medium is given by 

[24] 

∇ × 𝑯 = 𝑱𝐷 + 𝑱𝐶 = 𝑗𝜔𝜀𝑬 + 𝜎𝑬 (2.1) 

Where H is the magnetic field (𝐴 𝑚⁄ ), 𝑬 is the electric field (𝑉 𝑚⁄ ), ω is the angular frequency, 

𝑱𝐷 is the displacement current density and 𝑱𝐶  is conduction current density (𝐴 𝑚2⁄ ). The 

dielectric constant, or permittivity (ε, typically expressed relative to that of vacuum, ε0 = 

8.85×10–12 F/m), and conductivity (σ) define the electric properties of a medium [24]. Equation 

(2.1) shows that for a given electric field, the displacement current, and thus the magnetic field it 

induces, are proportional to permittivity.  
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The ratio of conduction current to displacement current shows that the displacement current 

becomes increasingly important at higher frequencies [56]. 

𝑡𝑎𝑛𝛿 =
𝑱𝐶

𝑱𝐷
=

𝜎

𝜔𝜀𝑟𝜀0
. 

(2.2) 

At 4.7T, the Larmor frequency is 200 MHz, and for a biological medium with 𝜀𝑟 = 78 and 

conductivity of 0.8 S/m, this ratio is near unity. Placing dielectric materials in proximity of the 

phantom further enhances the displacement currents locally due to the high dielectric constant of 

these materials and their low conductivities [56]. The enhanced magnetic field in the regions 

adjacent to the dielectric results in a local enhancement of SNR.  

The geometry of the coil array and the liner investigated in this work is shown in Figure 2.1. The 

imaging volume (phantom) is the inner cylinder, and is surrounded by an annular region of low-

loss dielectric. The array’s conductors are located on a 5-mm-thick acrylic (PMAA) former 

surrounding the liner. Consequently, four regions of dielectric media are present beginning with 

the outermost air region. Second is the PMAA former which is very thin, and thus negligible, 

compared to wavelength (thickness< λ/10), followed by the low-loss dielectric annulus and lastly 

the lossy imaging region (phantom).  

When an electromagnetic field impinges on the boundary between two dielectric materials, it 

will experience some reflection due to the difference in the intrinsic impedance, 𝜂 = √
𝜇

𝜀
 , of the 

two media [24]. Therefore, the electromagnetic fields encounter primarily two dielectric 

boundaries where they will experience some reflection and transmission due to mismatches in 

the impedances of the media. The dielectric constant of the annulus determines not only the ratio 

of the displacement current to the conduction current, but also the reflection experienced by the 

fields and thus the penetration into the imaging region (phantom).  

Because transmission and reflection happen in the near-field region, the reflection at the 

boundaries does not follow the simple equations that apply in the far field. However, the 

mismatch between the impedances of the two media will cause field reflections.  

Coupling due to mutual impedances between array elements is also an important quantity that 

affects performance. Mutual impedance, 𝑍12 = 𝑅12 + 𝑗𝑋12, is responsible for signal and noise 
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transfer between coupled elements. Using reaction theory, mutual impedance can be expressed as 

a function of the electromagnetic fields generated when coils are excited [67], [68]. By 

considering the equation for mutual impedance, (2.3), it can be theoretically verified that 

increasing the dielectric constant increases the mutual impedance directly. 

𝑍𝑖𝑗 =
−1

𝐼𝑖𝐼𝑗
{∭ 𝑬𝑗(𝑟). 𝑱𝑝

𝑖 (𝑟)𝑑𝑣
 

𝑝ℎ𝑎𝑛𝑡𝑜𝑚+𝑝𝑎𝑑

+ ∭ 𝑬𝑗(𝑟). 𝑱𝑐
𝑖 (𝑟)𝑑𝑣

 

𝑐𝑜𝑖𝑙

}

=
−1

𝐼𝑖𝐼𝑗
{∭ (𝜎𝑝 + 𝑗𝜔𝜀) 𝑬𝑗(𝑟). 𝑬𝑖(𝑟)𝑑𝑣

 

𝑝ℎ𝑎𝑛𝑡𝑜𝑚

+ ∭ 𝑗𝜔𝜀 𝑬𝑗(𝑟). 𝑬𝑖(𝑟)𝑑𝑣
 

𝑝𝑎𝑑

+ ∭ 𝑬𝑗(𝑟). 𝑱𝑐
𝑖 (𝑟)𝑑𝑣

 

𝑐𝑜𝑖𝑙

} 

 

(2.3) 
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Figure 2.1. Designed head coil array. 
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Here 𝑬𝑗(𝑟) is the electric field generated by the current, Ij, on coil 𝑗. The term 𝑱 𝑐
𝑖 (𝑟) refers to the 

current density on coil 𝑖 and term 𝑱 𝑝
𝑖 (𝑟) is the current (conduction and displacement) induced in 

the phantom and HDC pads by the fields of coil 𝑖. 

With the introduction of a high permittivity material instead of the air region between coil and 

phantom there is an increase in mutual impedance. The increase is even more significant for 

mutual resistance which is often negligible compared to the imaginary component when low 

dielectric constant pads (εr<<100) or air fills the gap between coil and phantom. When HDC 

pads are used both components of the mutual impedance are significant, and the overall increase 

creates challenges in coil array decoupling because both terms of the mutual impedance must be 

removed to avoid signal, power and noise transfer between channels.  

The final parameter that is important in investigating the dielectric pad performance and safety is 

the resonant frequency of the liner. The dielectric liner as a cylinder will behave like a dielectric 

resonator which has a fundamental resonance frequency as well as additional modes at higher 

frequencies. The resonant frequency of the dielectric liner should be safely away from the 

resonant frequency of the coil array (200 MHz) to prevent a dangerous enhancement of fields 

and consequently SAR.  

In summary, it is important to understand the effect of displacement currents as well as 

reflections on coil performance and safety in order to use the appropriate dielectric material. In 

the following section, different dielectric materials are used and their effects on the transmit 

performance of the coil are investigated. 

2.3. Methods 

2.3.1 Design 

The current structure as shown in Figure 2.1 is designed to image pediatric head or extremities. 

A lossy phantom with relative dielectric constant 𝜀𝑟 = 76 and conductivity of 𝜎 = 0.8 𝑆/𝑚 is 

used to mimic the dielectric properties of brain. The phantom has the outer diameter of 150 mm 

and its height is 180 mm. A liner with a range of permittivities and thickness of 2 cm surrounds 

the phantom as shown in Figure 2.1. In order to cover the FOV, the coil array consist of eight 

loops conformed to a PMMA cylindrical former.  
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Each element in the array is a rectangular loop and capacitors are designed to make the elements 

resonate at 200.4 MHz which is the Larmor frequency for 1H at 4.7T. These capacitors are 

distributed along the coil to guarantee a uniform current distribution on the coil. Designed 

dimensions of the structure are organized in Table 2.1.  

In this section, we compare liners having a wide range of permittivities including the case where 

no liner is present (air). HDC pads with permitivities greater than 100 have been popular 

recently. Therefore, in this work the highest dielectric constant material is chosen to be εr=150. 

The second material is chosen to have the permittivity close to that of the phantom hence de-

ionized water is used (εr=78).  

Table 2.1. Design parameters for the coil array. 

Wtrace (mm) Wcoil (mm) L (mm) S (mm) Ct1 (pF) Ct2 (pF) 

10 69 180 10 13 15 

Finally, we have designed an optimized permittivity liner based on minimizing the 

electromagnetic reflections at dielectric boundaries. As can be seen in Figure 2.2, there are two 

dielectric boundaries for an electromagnetic field, medium/liner and liner/phantom respectively. 

Electromagnetic field generated by the RF coil will experience reflections at each of these 

boundaries based on their impedances. The intrinsic impedance of a medium having relative 

permittivity r (and permeability 0) is given by [24]. 

𝑍 =
𝑍0

√𝜀𝑟
 , 𝜀𝑟 = (

𝑍0

𝑍
)2 ,  (2.4) 

where Z0 is the intrinsic impedance of free space (377 Ω). The impedances that electromagnetic 

fields experience in PMMA and phantom is 189 Ω and 43.2 Ω respectively. In order to minimize 

the reflections at the dielectric boundaries, the liner is designed as a layer to match the 

impedance of the medium to that of the phantom. This material’s impedance is equal to the 

geometric mean of the impedances of these two layers resulting in 90.3 Ω. The resulting 

permittivity of the matching layer would be approximately 17.5. 
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PhantomLinerAir PhantomLinerAir PhantomLinerAir

Former 

(PMMA)

 

Figure 2.2. Different dielectric layers and boundaries. 

2.3.2 Simulation 

To investigate array performance, full-wave simulations of the complete structure were 

performed for each liner material using High Frequency Structure Simulator (HFSS V.15, Ansys, 

USA). The domain was bounded by a perfect cylindrical conductor with radiation boundaries at 

both ends to mimic the magnet bore, as shown in Figure 2.3. Each element of the array is 

excited by a lumped port with 1 W of incident power, resulting in fields and scattering (S) 

parameters that can be exported for further processing. Specifically, the fields can be combined 

in any linear combination such as quadrature excitation (equal magnitude, with phase distributed 

progressively around the circle) or single-channel excitation to compare to experimental data. 

Simulations using 1 A current sources on each element were also performed (including all 

capacitors) to eliminate the effects of matching. 

The permittivity of the liner was varied between the four values mentioned in the Design section 

plus εr = 35 to complete an approximate geometric progression. The resonant frequency of the 

fundamental dielectric resonance mode of each liner was found by performing an eigenmode 

simulation for each isolated liner within radiating boundaries. 

2.3.2.1 Dielectric Resonance 

The liner is an annular cylinder of dielectric material and thus can behave as a dielectric 

resonator. A dielectric resonance will degrade the performance of the coil array and also 
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introduce safety issues similarly to the effects of a traditional resonator, such as a small surface 

coil, placed within a volume coil. Therefore, the resonant frequency of the fundamental dielectric 

resonance mode of each liner was found by performing an eigenmode simulation for each 

isolated liner within radiating boundaries.  

 

Figure 2.3. Simulation of the structure in HFSS. 

2.3.2.2 Generalized S parameters 

The wide range of permittivities used for the liner can modify matching conditions, and thus the 

corresponding coupling, considerably. To eliminate these differences in coupling due to 

matching, the S matrices are modified by introducing matching circuits adjusted so that the 

matching in each case is the same. Firstly, the S matrix is pre- and post-multiplied by a diagonal 

matrix of phase offsets (i.e., a shift in reference planes) which accounts for the phase component 

of each matching circuit. Then the formalism of generalized S parameters is used to calculate a 

new S matrix having minimal values of |Sii| for an appropriate choice of new reference 

impedances (which is equivalent to matching by means of ideal transformers) [69]. The phase 

offsets and reference impedances are found by numerical optimization.  
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2.3.2.3 Results 

While insertion of the dielectric liner can degrade coil matching by introducing a reflection 

boundary between the coil and the phantom, if the permittivity is designed to match these two 

layers, S11 can actually be reduced which means more power can enter the phantom. 

A fair comparison of coupling requires removing these differences in S11 by introducing 

matching circuits (see Generalized S parameters above). As can be seen in Figure 2.4, the 

impedance-matching alumina liner (b) results in minimal coupling overall.  

   

Figure 2.4. Comparison of the scattering (S) matrix (8-channel) [-60dB 0] (dB) at 200 MHz after 

matching for different dielectric liners (εr=1 (a), εr=17.5 (b), εr = 35 (c), εr=78 (d), and εr=150 (e), 

respectively) in the presence of an ideal matching network at each port (Sii=0). 

An important reason for using high permittivity liners is to increase RF magnetic field 

homogeneity. The B1
+ field homogeneity plots in the central transverse plane (Figure 2.5) show 

that by increasing the permittivity of the liner, magnetic field inhomogeneity improves in the 

transverse plane due to the effects of local displacement currents. There is only a minor 

difference between liners with εr=78 and εr=150, which supports the conclusion that high 

permittivities are not needed. Furthermore, looking at sagittal slices (Figure 2.6 and Figure 2.7) 

we observe that, especially when high dielectric liners are used, longitudinal homogeneity is 

significantly degraded. 

The inhomogeneity is defined as the standard deviation of the B1
+ field relative to its mean (i.e., 

the coefficient of variation, CoV), measured over the entire phantom volume, as shown in 

Table 2.2. The table also shows the transmit efficiency and field parameters when each element 

is excited with 1A current (quadrature excitation). Note that the high permittivity liners reduce 

the peak and average B1
+ field as a result of reflection at the boundary, but also create a phase 

(d) (a) (b) (c) (e) 

0 

-60 
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delay in the longitudinal direction [66] which results in a corresponding asymmetry. Figure 2.7 

shows the SAR pattern plotted over the central transverse slice and a sagittal slice of the 

phantom, where the longitudinal asymmetry is clearly visible, with one or more SAR hot spots 

appearing at the driven end of the array. 

 

Figure 2.5. B1
+ field over a transverse slice in the middle of the phantom with different liner permittivities 

(a) ε
r
=1 (air), (b) ε

r
=17.5, (c) ε

r
=78, (d) ε

r
=150.  

Excitation and safety excitation efficiency are defined as 𝐸𝑣 = 𝑩1
+/√𝑃𝑣  and 𝑆𝑣 = 𝑩1

+/

√max (𝑆𝐴𝑅10𝑔), respectively [70], where 𝑃𝑣 is the power deposited in the volume of interest 

(VOI), and 𝑆𝐴𝑅10𝑔  is the 10-gram average SAR. High permittivity liners degrade both transmit 

efficiencies by at least 15% compared to the unlined case because of lower 𝑩1
+ fields produced 

(b) (a) 

(c) 
(d) 
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by approximately the same power or SAR. However, changes in efficiency using the matching 

liner are insignificant.  The ratio of maximum SAR to mean SAR is an important safety 

parameter when comparing different cases. As can be seen in Table 2.2 this ratio starts to 

increase by using HDC liners.  

Table 2.2. Transmit performance parameters of the coil array in presence of the different dielectric liners 

at 200 MHz (HFSS simulation, 1A quadrature excitation). 

 εr=1 εr =17.5 εr =35 εr =78 εr =150 

Resonant frequency of liner (MHz) - 549 436 292 216 

B1
+ standard deviation/mean (volume) 26.3% 34.4% 35.1% 38.4% 42.7% 

B1
+ standard deviation/mean (slice) 23.9% 19.7% 18.7% 18.4% 17.2% 

𝑩𝟏,𝒂𝒗𝒈
+ /√𝑷𝑽 (µT/W) 0.52 0.50 0.47 0.46 0.42 

𝑩𝟏,𝒂𝒗𝒈
+ /√𝒎𝒂𝒙(𝑺𝑨𝑹𝟏𝟎𝒈)  (µT/(W/Kg)) 0.68 0.65 0.55 0.49 0.43 

Max (SAR)/mean(SAR) 2.10 2.18 2.6 3.05 3.58 

 

Figure 2.6. B1
+ in a transverse slice in middle of the phantom and a sagittal slice with different liner 

permittivities: εr=1 (a, f), εr=17.5 (b, g), εr=35 (c, h), εr=78 (d, i), and εr=150 (e, j). Note the longitudinal 

asymmetry resulting from high-permittivity liners. 

(a) (b) (c) (d) 

0 

0.1uT 

(e) 

(f) (g) (h) (i) (j) 
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Table 2.2 also lists the resonant frequency of each liner as a dielectric resonator. Each liner looks 

like a cylinder of dielectric material hence would behave as a resonator. If the liner resonates, it 

will degrade the performance of the coil array and also cause safety issues. Therefore, it is 

important to look for the resonant frequency of each liner. As expected, the higher the 

permittivity, the lower is the resonant frequency of the dielectric resonator, which in the case of 

εr=150 is dangerously close to 200 MHz while with lower permittivities it is far from the coil’s 

resonant frequency and thus safer to use. Note that for an array built for the adult head or tuned 

to 7 T, the dielectric resonant frequency of a high-permittivity liner is well within the dangerous 

range. 

Single-element field maps (1 W port excitation) are shown in Figure 2.13 (top row). As 

observed for the quadrature fields (Table 2.2), high-permittivity liners degrade the penetration of 

fields deep inside the VOI, while nearer to the transmitting element the effect on the field 

intensities is minimal. 

 

Figure 2.7. Local SAR in a transverse slice in middle of the phantom and a sagittal slice with different 

liner permittivities: εr=1 (a, f), εr=17.5 (b, g), εr=35 (c, h), εr=78 (d, i), and εr=150 (e, j). Note the 

longitudinal asymmetry resulting from high-permittivity liners. 

(a) (b) (c) (d) 

0 

5mW/kg 

(e) 

(f) (g) (h) (i) (j) 
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2.3.2.4 Effect of air-gap  

The effect of air-gap between liner and phantom on its performance is investigated by adding an 

air-gap with the same thickness of the liner to the structure when matching layer is used. 

Simulations are performed and results show that matching and coupling are not changed between 

these two cases. Fields and efficiencies are compared in Table 2.3. As can be seen the transmit 

efficiency and safety efficiency are insensitive to adding air-gap between phantom and liner. 

Table 2.3. Summary of results comparing fields and efficiencies for the case where no air-gap is present 

versus adding air-gap between phantom and liner. 

 With air-gap Without air-gap 

B1
+ standard deviation/mean (volume) 28.28% 34.4% 

B1
+ standard deviation/mean (slice) 23.28% 19.7% 

SAR standard deviation/mean 

(volume) 33.74% 50% 

𝑩𝟏,𝒂𝒗𝒈
+ /√𝑷𝑽 (µT/W) 0.48 0.5 

𝑩𝟏,𝒂𝒗𝒈
+ /√𝒎𝒂𝒙(𝑺𝑨𝑹𝟏𝟎𝒈)  (µT/(W/Kg)) 0.66 0.65 

Max (SAR)/mean(SAR) 2.21 2.18 

 

2.3.3 Fabrication 

2.3.3.1 Liner 

The highest dielectric constant material, εr=150, is made using a barium titanate (BaTiO3) 

powder suspension made by mixing the ceramic powder (Alfa Aesar, MA, USA) with water with 

volume ratio of 0.3 (
VBaTiO3

VWater
⁄ = 3

7⁄ ) as shown in Figure 2.8 (a). The second material is de-

ionized water which has a permittivity approximately equal to that of the phantom (εr=78) 

(Figure 2.8 (b)).  
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The resulting relative permittivity of 17.5 was achieved using a suspension of alumina (Al2O3, 

Manus Abrasive Systems Inc.) and water with volume ratio of 0.5 (VAlumina = VWater). This 

mixture (Figure 2.8 (c)) is very stable and biologically safe (in case it leaks). All materials are 

inserted into heat-sealable food storage bags (layered polyethylene and polyamide film) 

measuring approximately 18×6×2 cm, a number of which can be readily packed to fill the 

annular space between the phantom and coil holder.  

 

Figure 2.8. Fabricated dielectric pads: (a) high dielectric constant pad (εr=150), (b) water pad, (c) 

matching pad (εr=17.5). 

2.3.3.2 Array 

The array consists of eight rectangular loops (dimensions in Table 2.1) made of copper tape 

conductors conformed to a 200-mm-diameter acrylic (PMMA) cylinder to accommodate a small 

head or the extremities. Capacitances required to make the elements resonate at 200 MHz are 

distributed over 8 gaps in each coil to ensure uniform current distributions. Each element 

includes a tuning capacitor at the side opposite the feed, which consists of a lattice balun 

(integrated balun and matching circuit). A coaxial cable 150 cm in length is connected to each 

feed circuit and all 8 cables are connected to a single grounding point consisting of an aluminum 

plate populated with BNC bulkhead connectors. 

(a) 

(b) 

(c) 
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A lossy cylindrical phantom 150 mm in diameter and 180 mm in length is filled with a solution 

(3.6 g/l NaCl, 1.96 g/l CuSO4·5H2O) with relative permittivity εr=78 and conductivity σ=0.8 

S/m. The fabricated coil with dielectric liner surrounding the phantom is shown in Figure 2.9.  

 

Figure 2.9. Fabricated array with dielectric liner and phantom. 

2.3.4 Bench measurement 

Bench measurement set up is shown in Figure 2.10. Scattering parameters of the array are 

measured using an Agilent 4395A vector network analyzer. The 8 cables are kept as straight and 

parallel as possible using foam spacers and connected to the grounding plate as described above. 

The unused channels are terminated with 50  loads.  

Figure 2.11 shows the measured (a) and simulated (b) return loss (S11) for each liner over the 

frequency range between 170 and 230 MHz. Besides some frequency splitting due to coupling 

the optimal liner improves matching as predicted by the simulations.  
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Figure 2.10. Bench measurement set-up. 

2.3.5 Scan 

The simulation results were verified by acquiring images on a 4.7 T whole-body system with a 4-

channel Unity Inova console (Varian, Palo Alto, CA). Single channel flip angle maps were 

acquired with one channel transmitting and receiving, while three other channels were receiving 

the signal (Figure 2.12). The unused four channels were terminated with 50 Ω loads. The B1
+ 

field distribution with the four liners was measured with the gradient-echo double-angle 

technique [22] using a 5 ms Gaussian excitation pulse and nominal flip angles of 45° and 90°. In 

this method the ratio of the intensity of the signal at 90° over double the ratio of the signal at 45° 

are calculated and then converted to flip angle map (𝛼(𝑥) = 𝑎𝑟𝑐𝑐𝑜𝑠
𝐼2(𝑥)

2 𝐼1(𝑥)
) [22].  The acquisition 

parameters for these multi-slice scans are: echo time TE=7 ms, pulse repetition time TR=1000 

ms, 9 slices,  FOV of 192 × 192 × 180 mm and  resolution of 1 × 1 × 8 mm. For each liner, the 

transmit power was adjusted to achieve the same nominal flip angle in an ROI near the 

transmitting coil. The transmitter gain settings were recorded and the corresponding sensitivities 

were compared relative to that in absence of a liner (air). 
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Figure 2.11. S11 (a) measured on the bench, and (b) simulation for each case. 

The flip angle maps acquired when channel one is transmitting (Figure 2.13, bottom row) show 

that the matched permittivity liner results in the smallest coupling to neighboring elements. 

Comparison of simulation and measurement show broad agreement, with differences likely 

arising from the omission of some practical details from the simulation to avoid introducing 

excessive computational burden. Specifically, the simulation ignores coupling due to cables and 

ground connections as well as the effects of matching circuits. 

 

Figure 2.12. Coil array set-up for imaging 
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The relative transmitter gains obtained during flip angle calibration is shown Table 2.4. We note 

that sensitivity is progressively degraded with liner permittivities above εr =17.5 (also seen in 

Table 2.2).  

Table 2.4. The required transmit gain to achieve a given flip angle. 

 εr=1 εr =17.5 εr =78 εr =150 

Gain required for the same flip angle 29.46 dB 30.46 dB 31.46 dB 33.46 dB 

 

 

Figure 2.13. Comparison of simulated fields (top row) from a single element and fields measured using 

the double-angle method (bottom row). Liner permittivities: εr = 1 (a, e), εr = 17.5 (b, f), εr = 78 (c, g) and 

εr = 150 (d, h). 

2.4. Discussion  

Dielectric pads have been used to increase the magnetic field locally and also to increase the 

homogeneity of magnetic field when used as liners. The use of high permittivity pads (εr > 100) 

has been increasing in the literature. This work investigates the effects of the permittivity of an 

annular dielectric liner between an array and phantom in terms of electromagnetic fields and 

sensitivities. To do so, a range of permittivities are chosen for the liners ranging from 35 to 150 
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(HDC layer). These permittivities are chosen based on the current liners in the literature. It was 

found that high permittivities (εr > 100) used in similar applications in the literature give rise to 

liners with resonant frequencies that are dangerously close to the Larmor frequency. Such liners 

also introduce undesired phase shifts, inhomogeneities, and SAR concentrations in the 

longitudinal direction. Moreover, HDC liners increase the mutual impedance (both real and 

imaginary parts) significantly. Hence coupling using these liners must be investigated. 

In this chapter the permittivity of the liner is designed to minimize the electromagnetic field 

reflections at dielectric boundaries, i.e., by choosing an intermediate intrinsic impedance equal to 

the geometric mean of that of the former and phantom. The matched liner with permittivity of 

17.5 is compared with the high-permittivity liners in terms of transmit performance, 

homogeneity, coupling and also the resonance frequency of the annular liner. 

The results show that the homogeneity of the magnetic field in the transverse plane is improved 

using HDC liners, but it is significantly degraded in the longitudinal direction. Furthermore, the 

use of HDC liner degrades the transmit performance of the array compared to the case where the 

matched liner is used.  

The effect of matched liner on the transmit performance of the coil is minimal while the 

homogeneity of magnetic field is enhanced. The optimal permittivity liner minimizes coupling 

between elements (in the presence of matching circuits) while keeping the liner’s dielectric 

resonance frequency at a safe distance of at least one octave from the Larmor frequency. 

In practical applications there will be some air-gap between the phantom and the liner. This 

scenario is investigated and it is found that the existence of a thin air-gap will have minimal 

effect on the array performance. 

2.5. Conclusion 

Dielectric liners are used to increase the homogeneity of the magnetic field. In this chapter, it 

was found that in choosing a liner’s permittivity a compromise should be made between desired 

improvements in magnetic field homogeneity in transverse plane and unwanted degradation in 

transmit efficiency. Unlike local pads, which are used to increase the signal locally, high 

permittivities will degrade the performance of the array when used as liners.   
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Chapter 3  

Control of Mutual Coupling in High-Field MRI Transmit Array in 

Presence of High Permittivity Liners3 

 

3.1. Introduction 

One of the most important challenges to implementing transmit arrays is mutual coupling. The 

proximity of the elements in an array determines the mutual impedance between them through 

which signal and noise can transfer. Additionally, when an array is loaded with the lossy human 

body, elements will have common current paths through the sample which result in a mutual 

resistance and noise correlation [71], [72]. Mutual impedance between elements is increased 

when high dielectric constant pads are used [73] and thus one of the goals of this chapter is to 

explore whether the enhanced interaction can be suppressed with practical methods. 

Coupling is more difficult to manage at higher frequencies and strongly affects the field maps of 

individual elements. Having distinct field maps for each element is a requirement for parallel 

transmit techniques such as transmit SENSE [45]. Therefore, it is reasonable to require high 

isolation (>30 dB) between adjacent elements to avoid significant overlap in the sensitivity 

patterns. Coupling also affects the transmit efficiency of the array [74], because power coupled 

between ports returns down the transmit path and is dissipated to protect the power amplifiers. 

The minimum isolation required between all pairs of elements to achieve a given efficiency 

depends on the specific excitation method and settings (e.g., RF shimming settings, transmit 

SENSE pulse shapes) [74]. Nevertheless, because the array elements are tuned resonators, in 

practice it is desirable to achieve a minimum of 15–20 dB isolation to avoid detuning effects.  

                                                
3 This chapter is published as: A. Kordzadeh; N. De Zanche, "Control of Mutual Coupling in High-Field MRI 

Transmit Arrays in the Presence of High-Permittivity Liners," in IEEE Transactions on Microwave Theory and 

Techniques , vol.PP, no.99, pp.1-7 

doi: 10.1109/TMTT.2017.2668406 
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3.1.1.   Review of literature  

Different techniques have been used to decouple the elements in a phased array coil [71], [72], 

[75], [76], [77], [78], [79] where most of them aim to remove mutual reactance as the most 

significant term in the mutual impedance. The simplest method to remove mutual inductance is 

to overlap adjacent loops in an array [72]. This method is very sensitive on the location of 

elements specially for three or more elements in the array [67]. Although this method effectively 

reduces coupling levels between adjacent elements, it is not optimal for parallel spatial encoding 

where the elements’ sensitivity patterns should have minimal overlap and be distinct from each 

other [80].  

Therefore in receive-only arrays, low-input impedance (reflective) preamplifiers are used to 

further reduce inductive coupling between non adjacent elements by blocking currents on the 

array elements [72]. However, this technique is not practical in transmit mode due to the lack of 

powerful high-output-impedance amplifiers [81]. 

More recently magnetic walls, implemented using metamaterials, have been used to isolate 

adjacent elements by suppressing the common fields between elements. This technique yields 

approximately 22 dB isolation between neighboring channels at 7 T, however reduces transmit 

efficiency of the array [82], [83].  

Numerous methods employing capacitors and inductors between elements have also been 

devised to remove mutual inductance. This technique usually works for adjacent neighbors [84], 

[78] however some configurations have been devised to reduce mutual coupling for non-

immediate neighbors as in [77]. Capacitive networks are more popular decoupling circuits due to 

higher quality factors than inductive circuits, resulting in higher SNR [77].  

Until recently, the resistive term of the mutual impedance was simply ignored or believed to be 

impossible to remove [85]. It is shown that mutual resistance is significant in presence of the 

phantom/subject. Recently-developed methods to eliminate the mutual resistance in arrays are 

investigated in [71] and [76]. Authors in [71] use a resonant inductive network between coupled 

elements to minimize both mutual resistance and reactance while [76] employ a capacitive 

network for decoupling the elements in a receive array. 
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While results in [76] imply that removing mutual resistance will not compromise SNR it is 

expected that eliminating mutual resistance in transmit arrays will be beneficial where high-

output-impedance power amplifier decoupling cannot be used [76].  

3.1.2.   Scope of this chapter 

This chapter describes an eight-channel transmit/receive array of loops for 4.7 T. A high 

dielectric constant (HDC) liner is inserted between the coil array and the phantom to improve 

magnetic field homogeneity inside the region of interest [86]. As a result, mutual coupling is 

significantly enhanced between elements. Hence mutual impedance (resistive and reactive) 

between adjacent elements is eliminated by using capacitor bridges and the effect of decoupling 

on transmit parameters such as B1
+ field pattern and SAR are investigated. For comparison, each 

term of the mutual impedance is removed individually as well as concomitantly, and results are 

compared to the coupled case in terms of transmit and safety efficiency [86]. Moreover, the array 

is fabricated and tested on bench. It is then used to image a head phantom in the scanner and 

results are compared to simulation to verify the concepts. The first section of this chapter, 

investigates the theory behind coupling and mutual impedance in presence of dielectric liner and 

capacitive decoupling. The next section is methods which includes the design and simulation of 

the structure as well as the results. Fabrication and measurement results are included in this 

section as well.  

3.2. Theory  

3.2.1.   Mutual coupling 

Two resonant elements, when placed side by side will share electric and magnetic fields. In 

general coupling coefficient, k, is defined as the ratio of coupled energy to the stored energy 

given by (3.1) [87]. 

𝑘 =
∭ 𝜀𝑬1. 𝑬2 𝑑𝑣

√∭ 𝜀|𝑬1|𝟐 𝑑𝑣 × ∭𝜀|𝑬2|𝟐 𝑑𝑣
+

∭𝜇𝑯1. 𝑯2 𝑑𝑣

√∭𝜇|𝑯1|𝟐 𝑑𝑣 × ∭ 𝜇|𝑯2|𝟐 𝑑𝑣
   

(3.1) 

Where E and H are the electric and magnetic fields generated by each resonator and ε and µ are 

the permittivity and permeability of the media respectively. Electric coupling (first term in (3.1)) 
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is generated as a result of interaction between electric fields while magnetic coupling (second 

term in (3.1)) is generated as results of magnetic fields interactions. Coupling coefficient can be 

either positive or negative implying that coupling reduces or enhances the energy stored in the 

resonators [87].  

 

Figure 3.1. Two loops in presence of dielectric liner and phantom. 

Consider two loops placed in proximity of a dielectric liner as well as the phantom as shown in 

Figure 3.1. The elements in this configuration would share both electric and magnetic fields 

hence the elements will experience mixed coupling. As a result of coupling, resonant frequency 

is split to fe and fm as shown by (3.2) and (3.3) [87]. 

𝑓𝑒 =
1

2𝜋√(𝐿 − 𝐿𝑚
′ )(𝐶 − 𝐶𝑚

′ )
 

(3.2) 

 

𝑓𝑚 =
1

2𝜋√(𝐿 + 𝐿𝑚
′ )(𝐶 + 𝐶𝑚

′ )
 

(3.3) 

Where C and L are self-capacitance and inductance of each loop and 𝐶𝑚
′  and 𝐿𝑚

′  are mutual 

capacitance and inductance, respectively. Mixed coupling is a superposition of electric and 

magnetic coupling, hence they can either enhance or cancel each other [87].  

3.2.2.   Mutual impedance in presence of dielectric liners 

Mutual impedance, Z12, is a complex quantity with a real part, R12, and the imaginary part, X12, 

through which signal and noise transfer between coupled elements. To explain the effect of 
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dielectric liners on the mutual impedance, we must examine Ampere’s law with Maxwell’s 

correction in a conductive medium (3.4), 

∇ × 𝑯 = 𝑱𝐷 + 𝑱𝐶 = 𝑗𝜔𝜀𝑬 + 𝜎𝑬  (3.4) 

Where 𝑯 is the magnetic field (𝐴 𝑚⁄ ), E is the electric field (𝑉 𝑚⁄ ), ω is the angular frequency, 

JD is the displacement current density and JC is conduction current density (𝐴 𝑚2⁄ ). 

Displacement current density depends on the frequency as well as permittivity. Using an HDC 

liner with high permittivity (>100) will create a significant displacement current density which 

acts as a secondary source to generate additional magnetic fields [56]. The higher the 

permittivity of the liner, the stronger the electric/magnetic field generated in the region adjacent 

to it. 

Mutual impedance can be calculated using reaction theory [68] from the electromagnetic fields 

produced by exciting each element. The interaction of two fields 𝑖 and 𝑗, 〈𝑖, 𝑗〉, excited by current 

sources is defined as [68]. 

< 𝑖, 𝑗 >= ∫𝑬𝑖 . 𝐼𝑗𝑑𝒍 = 𝐼𝑗 ∫𝑬𝑖. 𝑑𝒍 = −𝑉𝑖𝐼𝑗 
(3.5) 

Where 𝑬𝑗 is the electric field generated by the current 𝐼𝑗on coil 𝑗, and 𝑉𝑖 is the voltage at the 

ports of coil i. The mutual impedance between elements i and j is then: [68], [67] 

𝑍𝑖𝑗 = −
< 𝑗, 𝑖 >

𝐼𝑖𝐼𝑗
 

(3.6) 

𝑍𝑖𝑗 =
−1

𝐼𝑖𝐼𝑗
{∭ 𝑬𝑗(𝑟). 𝑱𝑝

𝑖 (𝑟)𝑑𝑣
 

𝑝ℎ𝑎𝑛𝑡𝑜𝑚

+ ∭ 𝑬𝑗(𝑟). 𝑱𝑝
𝑖 (𝑟)𝑑𝑣

 

𝑙𝑖𝑛𝑒𝑟

+ ∭ 𝑬𝑗(𝑟). 𝑱𝑐
𝑖 (𝑟)𝑑𝑣

 

𝑐𝑜𝑖𝑙

} 
(3.7) 

The term 𝑱 𝑐
𝑖 (𝑟) refers to the current density on coil 𝑖 and 𝑱 𝑝

𝑖 (𝑟) is the current density generated 

in the phantom and HDC liner. In fact 𝑱𝑝
𝑖  is the current density in the phantom which is induced 

by the fields generated by coil 𝑖 [67]. The displacement current term due to the presence of the 

HDC liner cannot be ignored and the mutual impedance will be expanded to 
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𝑍𝑖𝑗 =
−1

𝐼𝑖𝐼𝑗
{∭ 𝜎𝑝𝑬𝑗(𝑟). 𝑬𝑖(𝑟)𝑑𝑣

 

𝑝ℎ𝑎𝑛𝑡𝑜𝑚

+ ∭ 𝑗𝜔𝜀𝑬𝑗(𝑟). 𝑬𝑖(𝑟)𝑑𝑣
 

𝑙𝑖𝑛𝑒𝑟

+ ∭ 𝑬𝑗(𝑟). 𝑱𝑐
𝑖 (𝑟)𝑑𝑣

 

𝑐𝑜𝑖𝑙

} 

(3.8) 

Here ε is the permittivity of the phantom or liner, and σp is the phantom’s conductivity.  

Consider two rectangular loops conformed to a cylindrical phantom and corresponding high 

permittivity liner as shown in Figure 3.1. Using full wave simulation software (HFSS V.15, 

Ansys Corp., Canonsburg, PA), mutual impedance between two adjacent loops on the cylinder is 

plotted for the case without and in presence of the dielectric liner in Figure 3.2. As can be seen 

at 200 MHz both terms of the mutual impedance have significantly increased with the HDC liner 

present which is in consistent with the above equations for mutual impedance.  

 

(a) 

 

(b) 
Figure 3.2. (a) Mutual resistance, (b) mutual reactance between two loops in presence of high permittivity 

liner and phantom. 
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3.2.3.   Capacitive decoupling 

To remove mutual impedance between adjacent elements, capacitive bridges are connected 

between the elements, thus introducing a third current loop [76]. The circuit model of two loops 

with capacitive decoupling is shown in Figure 3.3. The current in the third loop is controlled 

with capacitors Ct2 and Cd, and their spacing, d. Circuit mesh equations are as follows: 

[
 
 
 
 
 
 𝑗𝜔𝐿 +

5

𝑗𝜔𝐶𝑡1
+

2

𝑗𝜔𝐶𝑡2
+ 𝑅1

−1

𝑗𝜔𝐶𝑡2

−1

𝑗𝜔𝐶𝑡2

2  

𝑗𝜔𝐶𝑑
+

2

𝑗𝜔𝐶𝑡2
+ 𝑅3 

𝑗𝜔𝑀 + 𝑅12

−1

𝑗𝜔𝐶𝑡2

   

𝑗𝜔𝑀 + 𝑅12

−1

𝑗𝜔𝐶𝑡2

𝑗𝜔𝐿 +
5

𝑗𝜔𝐶𝑡1
+

2

𝑗𝜔𝐶𝑡2
+ 𝑅1]

 
 
 
 
 

× [
𝑖1
𝑖3
𝑖2

] = [
𝑣1
0
𝑣2

] 

(3.9) 
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Figure 3.3. Capacitive decoupling for two element array. 

Here M is the mutual inductance and R1 and R3 refer to the self-resistances of the main loops and 

decoupling loop, respectively. The mutual resistance and reactance between the two ports 

simplify to: 
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Real (𝑍12) = 𝑅12 +
𝑅3𝜔

2𝐶𝑡2
2

𝑅3
2𝜔4𝐶𝑡2

4 + 4𝜔2(𝐶𝑡2
 +

𝐶𝑡2
2

𝐶𝑑
⁄ )2

 
(3.10) 

Imaginary (𝑍12) = 𝜔𝑀 +
2𝜔(𝐶𝑡2

 +
𝐶𝑡2

2

𝐶𝑑
⁄ ) 

𝑅3
2𝜔4𝐶𝑡2

4 + 4𝜔2(𝐶𝑡2
2 +

𝐶𝑡2
2

𝐶𝑑
⁄ )2

 

(3.11) 

Both real and imaginary parts of mutual impedance depend on the values for the capacitors, Ct2 

and Cd as well as the location of the decoupling capacitor. To set both real and imaginary terms 

to zero simultaneously, one should find appropriate values for these parameters.   

3.3. Methods 

3.3. Design and simulation 

The current structure is designed to image pediatric head or extremities. A lossy phantom with 

relative dielectric constant 𝜀𝑟 = 76 and conductivity of 𝜎 = 0.8 𝑆/𝑚 is used to mimic the 

dielectric properties of brain. The phantom has the outer diameter of 150 mm and its height is 

180 mm. An HDC liner with permittivity 𝜀𝑟 = 150 and thickness of 2 cm surrounds the phantom 

to maximize the homogeneity of the magnetic field in the phantom. To cover the FOV, the coil 

array consists of eight loops conformed to a PMMA cylindrical former. The structure is shown in 

Figure 3.4.  

S
W

L

D

S
W

L

D

 

Figure 3.4. Designed 8 channel array in presence of liner and phantom. 
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Each element in the array is a rectangular loop and capacitors are designed to make the elements 

resonate at 200.4 MHz which is the Larmor frequency for 1H at 4.7T. These capacitors are 

distributed along the coil to guarantee a uniform current distribution on the coil. Designed 

dimensions of the structure are organized in Table 3.1.  

Table 3.1. Designed dimensions of the structure. 

D L W S 

200mm 180mm 69mm 10mm 

The arrangement of tuning capacitors (Ct1 and Ct2) as well as decoupling capacitors for each 

element is shown in Figure 3.5.  

Cd

Cd Ct1Ct1

Ct1

Ct2

Ct1

Ct1

Ct2

Ct1

Ct2Ct2

Cd

Cd Ct1Ct1

Ct1

Ct2

Ct1

Ct1

Ct2

Ct1

Ct2Ct2 d
Cd

Cd Ct1Ct1

Ct1

Ct2

Ct1

Ct1

Ct2

Ct1

Ct2Ct2 d

 

Figure 3.5. Capacitor arrangement for each element. 

As described in the theory section, to remove the mutual impedance, appropriate values for Ct2 

and Cd must be found along with the separation, d, which directly influences R3. A few 

parameter sweeps are done in HFSS around an initial estimate to find the desired values. Four 

cases are considered for comparison: no decoupling (coupled), zero mutual resistance (R12=0), 

zero mutual reactance (X12=0) and zero mutual impedance (Z12=0). Design parameters are listed 

in Table 3.2. 
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Table 3.2. Designed values for tuning and decoupling capacitors as well as their locations. 

 Ct1 (pF) Ct2 (pF) Cd (pF) d (mm) 

Coupled 15 15 - - 

R12=0 14 10 470 25 

X12=0 10 10 460 30 

Z12=0 18 10 12 80 

Full wave simulation of the whole structure in HFSS V.15 (Ansys) is done and the appropriate 

data (H field and SAR) are extracted to MATLAB for post processing.  

The B1
+ field is plotted along the diameter of the phantom on a central transverse plane in 

Figure 3.6, showing that the liner reduced the difference between fields at the center versus the 

peripheral regions of the phantom. 

  

Figure 3.6. B1
+ field versus radius plotted in transverse plane in the phantom for coupled coil in presence 

and without HDC liner. 

However, the drawback of using the HDC liner is the increase in mutual impedance, especially 

between non-adjacent elements. Figure 3.7 shows the full scattering matrices for the unlined 

array as well as for each decoupling case of the lined array, all normalized by matching so that 
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elements on the diagonals are zeros. Removing both terms of the mutual impedance achieves 

isolation that is better than that obtained when mutual resistance or reactance are removed 

individually.  

The simulation results such as average B1
+ field as well as SAR and transmit efficiencies are post 

processed and are shown in Table 3.3. As can be seen from Table 3.3, Removing both terms of 

mutual impedance reduces nearest-neighbor coupling to -32 dB and other terms to -18 dB or 

better, thus meeting the requirements set forth in the Introduction (30 and 15 dB, respectively). 

The decoupling level achieved for each case is shown in Table 3.3. By removing only one term 

of the mutual impedance, nearest-neighbor isolation is limited to 27 dB. In quadrature excitation, 

the average B1
+ field magnitude increases with full decoupling along with the B1

+ field at the 

center of the phantom. The maximum SAR and average SAR also increase due to the currents in 

the additional loops created by the insertion of capacitors between the main loops. We note that 

decoupling has very limited influence on transmit efficiencies, with a slight reduction in safety 

efficiency in the fully decoupled case due to increased SAR. 

Table 3.3. Summary of simulation results. 

 Coupled R12=0 X12=0 Z12=0 

Nearest neighbor coupling (dB) -9.4 -24 -27 -32 

Max non-neighbor coupling (dB) -19 -14 -18 -18 

Averaged B1
+ (nT) 34 34 34.9 39.8 

Center B1
+ (nT) 68.3 64.8 66.5 70.4 

Maximum SAR (mW/Kg) 7.3 11 11.9 13.1 

Average SAR (mW/Kg) 1.9 2.8 3 3 

Deposited power (mW) 7 10.2 10.7 10.8 

B1
+(Avg.)/√Pv (μT/√W) 0.406 0.336 0.337 0.383 

B1
+(Avg.)/√(SAR(Max)) (μT/√(W/kg)) 0.398 0.324 0.320 0.347 
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Figure 3.7. S matrix magnitude (dB) with liner present for (a) coupled, (b) R
12

=0, (c) X
12

=0, (d) Z
12

=0, 

and (e) coupled without liner. 

Using simulation data for electric and magnetic fields, B1
+ field and SAR patterns are plotted in a 

transverse slice through the center of the phantom (Figure 3.8). While the magnetic field 

patterns remain very similar, SAR increases especially in the peripheral regions of the phantom 

as a result of currents through the decoupling capacitors.  

(a) (b) 

(c) (d) 

(e) 
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Figure 3.8. Simulated B1
+ field pattern for (a) coupled, (b) R12=0, (c) X12=0, (d) Z12=0. SAR field pattern 

for (e) coupled, (f) R12=0, (g) X12=0, (h) Z12=0, each channel is excited with 1 A current excitation. 

3.4. Fabrication 

The array is fabricated using adhesive copper tape attached to the cylindrical PMMA former 

(Figure 3.9 (a)). Each element is fine-tuned and matched to 50Ω using a 12 pF trimmer capacitor 

and a lattice matching balun, respectively. Coupling between adjacent elements is also adjusted 

using trimmer capacitors located as shown in Figure 3.9 (b). 

The cylindrical phantom contains a solution (3.6 g/ℓ NaCl, 1.96 g/ℓ CuSO4.5H2O) with the 

same permittivity and conductivity as in the simulation. High permittivity pads to surround the 

phantom are made using BaTiO3 suspension in deionized water with volume ratio of 3/7 

(VBaTiO3/Vwater) to achieve a permittivity of 150 [73]. Keysight 85070E Dielectric Probe was used 

to measure the permittivity of the suspension. The suspension was subsequently packaged in 

~5-cm-wide heat-sealable bags (layered polyethylene and polyamide film) to prevent spills and 

to facilitate arrangement around the phantom.  

3.5. Bench measurements 

The experiment set-up is shown in Figure 3.10. The structure is supported by foam holders and 

cables are grounded using a common bulk head plate. Scattering parameters of the array are 

measured near 200 MHz using an Agilent 4395A VNA in presence of dielectric liner and the 

phantom as shown in Figure 3.11. As can be seen in Figure 3.11 (a), S11 is kept below -20 dB 

        

        

3 mW/Kg 

0 

0 

0.1 T 

(a) (b) (c) (d) 

(e) (f) (g) (h) 
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for both cases. On the other hand, S12 shown in Figure 3.11 (b), has been reduced to almost -32 

dB in the decoupled case which is consistent with the simulation results.   

 

Figure 3.9. Fabricated arrays (a) coupled (b) decoupled. Decoupling bridges are highlighted by ellipses. 

 

 

Figure 3.10. Experiment set-up including coil array, VNA and phantom. 

(a) (b) 
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Figure 3.11. Measured (a) |S11| and (b) |S12| (in dB) comparison for coupled and decoupled case with the 

HDC liner. 

3.6. Scan 

To verify the simulations, B1
+ field is measured in the two experimental configurations (coupled 

and fully decoupled) using the double-angle technique [22] where two gradient-echo image 

acquisitions with nominal flip angles (FA) of 45° and 90° are acquired and the resulting FA map 

is obtained from the ratio of the image magnitudes. The acquisition parameters are TE=7 ms, 

TR=1000 ms, 192 × 192 × 180 mm FOV and 1 × 1 × 8 mm resolution.  

(a) 

(b) 
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All images were acquired on a 4.7 T whole-body MRI system (Unity Inova; Varian, Palo Alto, 

California). Because of the availability of a single transmit channel and four receivers in the 

current scanner, each scan required two acquisitions transmitting with one element and receiving 

with four channels at a time. The connections for each setup are shown in Figure 3.12 in blue and 

red, respectively.   

 

Figure 3.12. Coil array set-up for imaging (red and blue connections represent the set-up used for each 

subset of measurements). 

Moreover, acquired flip angle (scaled B1
+) maps (Figure 3.13 (e) and (f)) are compared to those 

of the simulation in Figure 3.13 (a) and (b), confirming an improved distinction in the transmit 

field patterns and suppression of signal from neighboring elements.    
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Figure 3.13.  Simulated B1
+ field (0-2µT) for (a) coupled, (b) decoupled and SAR (0-1W/kg) for (c) 

coupled and (d) decoupled coil when one channel is excited, and measured flip angle (0-50º) or B1
+ maps 

for (e) coupled, (f) decoupled coil. 

3.4. Discussion  

This chapter investigates the mutual coupling between elements in an array in presence of HDC 

liners and phantom using reaction theory. Both real and imaginary parts of mutual impedance is 

shown to significantly increase as displacement current density is enhanced by the HDC liner.  

Mutual impedance is considered to be mainly comprised of mutual reactance however at higher 

frequencies and in proximity of high permittivivties, mutual resistance grows significantly. Here 

(a) (b) 

(d) (c) 

(e) (f) 
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mutual resistance and reactance are nearly eliminated simultaneously by using capacitive 

bridges. 

Full wave simulations and post processing are performed to compare the transmit performance of 

the array with decoupling. Decoupling levels up to -32 dB are achieved by removing both terms 

of mutual impedance at the same time.   

The array performance is also investigated and compared when each term of mutual impedance 

is removed at a time. The transmit efficiency of the array is unchanged by decoupling the 

elements. However, the safety efficiency is slightly degraded. This is a result of introducing new 

capacitors (decoupling capacitors) hence increasing the local electric fields between elements.  

The array is then fabricated and measured on the bench. Capacitive bridges are used between 

elements and are trimmed to achieve decoupling between each pair of elements in the array. 

Bench measurements verify the simulation results. The array is also used to image a phantom 

and it is shown that distinct field maps for each element can be produced with high isolations. 

3.5. Conclusion 

In this chapter, we investigate the effects of high-permittivity liners and various levels of 

decoupling on the transmit characteristics of an eight-channel array for imaging the extremities 

or pediatric brain at 4.7 T. The liner improves field homogeneity but also increases mutual 

impedance between elements. This coupling can be reduced to acceptable levels without 

degrading the transmit performance or field uniformity of the array by removing both resistive 

and reactive terms of the mutual impedance using capacitive bridges. For each element, a distinct 

field map can therefore be produced as required for parallel transmit techniques (e.g., Transmit 

SENSE). These methods of array design can be extended readily to larger dimensions or greater 

numbers of elements.
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Chapter 4  

The TEM Horn: A New Array Element for High-field MRI4 

 

4.1. Introduction 

High field magnetic resonance imaging (>3 T) has proven significant advantages over standard 

field strengths for a number of reasons including higher signal to noise ratio (SNR) which 

facilitates acquiring images with enhanced spatial and temporal resolutions [88]. Other than the 

promising results for brain imaging, cardiac imaging [89], prostate imaging [90] and renal 

imaging [91] have benefited from high field strengths. Given the continuing trend of increasing 

the field strength, the radio frequency (RF) coils which are responsible for transmitting and 

receiving B1 fields should be developed accordingly in order to address the challenges associated 

with high field imaging. With increasing the field strength, the Larmor frequency increases and 

as a result the RF wavelength decreases. This is even more significant in presence of biological 

tissue as it has a high permittivity, 𝜀𝑟, which reduces the wavelength accordingly (𝜆 =
𝜆0

𝜀𝑟
⁄ ). 

Consequently, the wavelength becomes comparable or smaller than the size of the body, and the 

RF fields experience destructive/constructive interference resulting in dark/bright areas in the 

image, respectively. This issue is the main bottleneck for body imaging at high fields [88], [18], 

[10]. The other challenge at high frequencies is the reduction in penetration depth (δ) of the RF 

fields. As the human body is a conductive medium (with conductivity σ), RF fields decay as they 

penetrate the body (RF penetration section). Hence the penetration depth is limited at high fields 

and imaging deep targets like the prostate and kidneys is challenging [10].  

Joule heating in tissue, described by the specific absorption rate (SAR), is also frequency 

dependent, hence at high field strength higher values of SAR are expected and localized hot 

spots resulting from constructive interferences of the electric fields are very possible [18].  

                                                
4 A preliminary report of this work will be presented at the 25th annual meeting of the International Society for 

Magnetic Resonance in Medicine, program number 4415, Honolulu, HI, 2017. 
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The RF coil elements used at high frequencies have been significantly studied in the literature. 

Conventional RF coils such as loops fail to be efficient at high frequencies. Loops perform better 

at the surface but their performance degrades at higher depth [52]. Transverse electromagnetic 

(TEM) resonators, which are generally any transmission line that can support transverse 

electromagnetic field, have frequently been used in several works for head imaging [92], [93] 

and body imaging [94], [95] at high fields. Comparing TEM elements and dipole antenna for 

imaging at 10.5 T in [96] shows that dipole elements generate more homogeneous fields 

compared to TEM element.  

The dipole antenna was introduced in high [97] and ultra-high field imaging [96] due to its 

advantages over conventional elements such as microstrip transmission lines, loops, and TEM 

resonators. Dipole antenna has been shown to provide advantages such as higher homogeneity of 

the fields and also deeper penetration at high fields versus loops [52]. Although loops perform 

efficiently for targets closer to the surface, dipoles perform better for deep targets. This is even 

more significant while working at high and ultrahigh fields due to the smaller RF wavelength. In 

order to have maximum fields at the center, the dipole antenna should have a length of /2. 

Dipole antenna is an omni-directional antenna meaning that it will generate electromagnetic 

fields on its both sides hence it is not a directive element. Dipoles are therefore mounted on high 

permittivity substrates which magnify the fields on the high permittivity side and also shorten the 

length of the antenna as wavelength is reduced. Usually a very thick substrate is used to increase 

the intensity of the fields toward the patient [52]. Different modifications have been applied to 

dipole antenna in order to further shorten its length such as the fractionated dipole where 

segments are separated with capacitors/inductors [98].  

The bow-tie antenna is also a modified dipole antenna with higher bandwidth and slightly shorter 

length. This antenna is mostly equivalent to the dipole in terms of performance. It is also 

designed as an RF applicator for hyperthermia which is at much higher frequencies (up to 600 

MHz) due to the its deep penetration depth and ability to control the location of SAR hotspots 

[99]. The elements are immersed in deuterium oxide (D2O) as a high permittivity substrate (≈7 

cm thick) to have smaller length and also to increase directivity [100]-[99]. 
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This paper introduces a TEM horn antenna as an efficient element for high field imaging. The 

horn antenna, frequently used in high gain, directive applications in radar and communication 

systems [101], introduces promising results for imaging the body region at high fields. In the 

first section of this chapter the designed TEM horn antenna is outlined. For sake of comparison; 

a single horn antenna is compared with a dipole element at the same frequency, i.e. 200 MHz, for 

4.7 T. Full wave simulations are performed and results show significant improvements in terms 

of transmit efficiency, penetration depth, SNR and SAR. Moreover, a two and three element 

array of horn antennas are simulated to investigate the array’s performance for imaging a body-

size phantom. The array is then fabricated and measured on the bench to verify the simulation 

results, and used in the scanner to image a body size phantom.  

4.2. Methods 

4.2.1. Design 

The horn antenna is classified as an aperture antenna and the TEM (transverse electromagnetic) 

horn is a modification of this class of antennas to propagate TEM fields as it consists of two 

separate conductors [101]. By definition, the far field region boundaries depends on the 

wavelength and on the largest dimension of an antenna, D. [102].  

𝑟𝑓𝑎𝑟 𝑓𝑖𝑒𝑙𝑑 >
2𝐷2

𝜆
 

(4.1) 

Therefore, in MRI we are working in the near field of an antenna and in this region the 

electromagnetic fields are bound to the antenna and changes in the load will affect its 

performance. Moving to higher frequencies will bring the far field of an antenna closer to it 

hence it is important to use appropriate structures that perform optimally at high fields. 

The TEM horn is basically a shorted parallel plate transmission line with characteristic 

impedance of 𝑍𝑐, which is then matched by a pyramidal structure to the impedance of the 

phantom, 𝑍𝑝ℎ𝑎𝑛𝑡𝑜𝑚. In free space the length of the shorted parallel plate line is quite large at 

MHz frequencies ranges due to the relationship of the location of the feed to wavelength. 

Therefore, in this work we filled the interior region of the structure with deuterium (D2O) in 

order to reduce the size of the antenna. Figure 4.1 shows the structure of the designed antenna 

and the dimension are listed in Table 4.1.    
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Figure 4.1: Designed TEM horn antenna. 

Table 4.1. Dimensions of the designed TEM horn. 

d w s L W1taper W2taper 

20 mm 50 mm 30 mm 34 mm 160 mm 160 mm 

The antenna is fed using a coaxial cable placed approximately a quarter wavelength from the 

back plane (short) of the parallel plate line to have in phase reflected waves at the feed point. The 

coax shield is connected to the first plate and the center pin goes through the inside of parallel 

plate line and is connected to the opposite side. The tapered height of the antenna is usually on 

the order of a wavelength in order to be able to generate a broadband transition [103]. Linear 

tapering is used and the dimensions are adjusted to obtain a minimal reflection at the aperture. A 

2 cm thick spacer filled with distilled water is used to separate the antenna from the phantom to 

avoid direct contact. For human use the spacer could be made to conform to the body’s contour 

by using a flexible container. 

4.2.2. Simulation and Results 

4.2.2.1. Single-element Horn Antenna 

To investigate the performance of the antenna, it is simulated using HFSS (High frequency 

structure simulator) in presence of a phantom that mimics the properties of the human torso 

(𝜀𝑟 = 34, 𝜎 = 0.8 𝑆/𝑚) [97], [104] as shown in Figure 4.2. The simulated S11 of the designed 

structure is shown in Figure 4.3, showing a perfect match at 200 MHz.  

w 

d 

s 

L 

W
1taper

 

W
2taper
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Figure 4.2. Simulation set-up. 

 

Figure 4.3. S11 of the designed TEM horn antenna. 

The designed antenna is fed using lumped port (1 W power) at coaxial cable end. To find B1
+, 

SAR fields and other transmit and receive parameters, electric and magnetic fields are exported 

from HFSS to MATLAB for post processing. Figure 4.2 shows axis description and the way that 

the phantom is placed inside the magnet. B1
+ field is plotted in coronal planes (y-z plane) for two 

different depth in the phantom (5 cm and 10 cm) as well as central transverse (x-y plane) and 

sagittal slices (x-z plane) in Figure 4.4. The B1
+ field is sufficiently high for imaging 5 cm and 
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10 cm depth targets. Sagittal and transverse fields show strong directive pattern for the transmit 

fields in x direction. Average SAR is also plotted in three different slices as shown in Figure 4.5.  

 

Figure 4.4. Horn antenna B1
+ plot on (a) coronal at depth of 5 cm, (b) coronal slice at depth of 10 cm, 

central slice (c) sagittal and (d) transverse slice [0 1 µT]. 

(a) (b) 

(c) (d) 
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Figure 4.5. SAR plot on (a) coronal slice at depth of 5 cm, (b) coronal slice at depth of 10 cm, central 

slice (c) sagittal and (d) transverse slice [0 0.5W/kg]. 

4.2.2.2. Comparison to dipole and bowtie antenna 

In [52], dipole antennas and conventional loops are specifically compared and the superior 

performance of dipole for deep targets is outlined. The bowtie antenna is a modification of the 

dipole antenna that provides higher bandwidth, which makes it less sensitive to slight changes in 

the frequencies as a result of movement, e.g., in cardiac imaging.   

Here a half wavelength dipole (Figure 4.6 (a)) and bow tie antenna ( Figure 4.6 (b)) are 

designed and simulated at 200 MHz using a 2 cm thickness spacer to separate the radiating 

element from the patient. The spacer is the ceramic material called D36 (Morgan 

(a) (b) 

(c) (d) 
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Electroceramics, Windsor, UK) used in [97]. Designed dimensions are listed in Table 4.2. Full 

wave simulations are done to investigate the performance of dipole antenna and compare it to the 

designed horn antenna.  

 

Figure 4.6. Designed dipole antenna (a) and bow tie antenna (b). 

Table 4.2. Design parameters of the dipole and bowtie antennas. 

L pole W pole W2 pole L spacer W spacer H spacer 

85 mm 10 mm 30 mm 190 mm 35 mm 20 mm 

Lumped port excitations (1 W) are applied to the designed antennas and B1
+ field and SAR 

patterns are exported for post processing. The field patterns of a bow tie and a dipole are nearly 

identical, hence only fields for dipole are presented here. B1
+ field as well as SAR for above 

mentioned dipole is plotted in Figure 4.7 and Figure 4.8 respectively. It can be seen that B1
+ 

field is more symmetrical specifically in the coronal and transverse planes for horn antenna 

compared to dipole antenna. This is also the same case for SAR.  

3D plots for the B1
+ field are shown in Figure 4.9 which compare horn and dipole at 5 cm depth 

in coronal plane. This figure shows that horn generates the B1
+ fields in a wider area compared to 

pencil shaped pattern of the dipole. At a much higher depth (10 cm) where deep body targets are 

required to be imaged, the level of B1
+ field for these two types of antenna is compared 

(Figure 4.10). As can be seen the B1
+ field is stronger for the horn and it covers a wider area at 

that depth compared to dipole.  

 

W pole 

L pole 

H spacer 

W spacer 

L spacer 

W2 pole 

W pole 
L pole 

(a) (b) 
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Figure 4.7. Dipole antenna B1
+ field plotted on (a) coronal slice at depth of 5 cm, (b) coronal slice at depth 

of 10 cm, central slice (c) sagittal and (d) transverse slice [0 1µT]. 

(a) (b) 

(c) (d) 
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Figure 4.8. Dipole antenna SAR plotted on (a) coronal slice at depth of 5 cm, (b) coronal slice at depth of 

10 cm, central slice (c) sagittal and (d) transverse slice [0–0.5 W/kg]. 

 

Figure 4.9. B1
+ plots on y-z plane for horn (left) and dipole (right). 

(a) (b) 

(c) (d) 
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If we compare a range of depths for these two antennas as shown in Figure 4.11, we conclude 

that although the fields are the same at the surface of the phantom for both these elements, it is 

higher for deeper areas which shows the advantage of the horn antenna compared to the dipole.  

 

Figure 4.10. B1
+ field compared for horn antenna versus dipole in coronal slice at 10 cm depth. 

For quantitative comparison, B1
+, SAR and transmit efficiencies are compared for horn, dipole 

and bowtie antenna in Table 4.3. As mentioned before, the bowtie operates similarly to dipole so 

there are no significant differences in their performance. Horn antenna produces more B1
+ field 

on average compared to dipole in the phantom. In terms of the ability to generate stronger fields 

versus the phantom depth, the horn is superior to the other two elements as it produces higher 

magnetic field averaged for different depths. On the other hand, average SAR generated by horn 

antenna is the same as dipole and bowtie antennas, and maximum SAR produced by horn is 

almost one third of the maximum SAR generated by dipole.  

Transmit efficiencies as defined in Introduction [70] are excitation efficiency, 
𝐁1

+

√PV
⁄  , and 

safety efficiency,  
𝐁1

+

√max(SAR)
⁄  . Comparing the excitation efficiency of dipole/bowtie with 
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horn antenna shows that horn antenna performs about 10% better while safety efficiency shows a 

significant improvement (almost 100%) for horn antenna compared to dipole and bowtie.  

 

Figure 4.11. B1
+ field compared for horn and dipole antenna for different depths. 

Table 4.3. Quantitative comparison between fields and efficiencies of dipole, bow-tie and horn antenna. 

 Dipole Bow-tie Horn 

B1
+ average (µT) 0.042 0.043 0.049 

B1
+ average in 5 cm depth (µT) (2cm3) 0.087 0.089 0.103 

B1
+ average in 10cm depth (µT) (2cm3) 0.051 0.052 0.060 

SAR averaged over phantom (W/kg) 0.015 0.015 0.015 

SAR maximum (W/kg) 3.09 3.12 1.07 

Deposited power (𝑷𝑽) W 0.71 0.74 0.75 

𝑩𝟏
+

√𝑷𝑽
⁄  (µT/W/kg) 5.0e-2 5.0e-2 5.6e-2 

𝑩𝟏
+

√𝒎𝒂𝒙(𝑺𝑨𝑹)
⁄  (µT/W/kg) 2.4e-2 2.4e-2 4.7e-2 
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4.2.3. Array performance 

4.2.3.1. Two element horn array 

To investigate the performance of a horn antenna when used in array, a two-element array of 

horn antennas was simulated and compared to a two-element array of dipoles by finding the 

mutual coupling between elements. The elements are placed 2cm from each other and each of 

them are excited with 1 W port excitation. Figure 4.12 shows the two array configurations.  

 

Figure 4.12. Two elements array of (a) horn and (b) dipole. 

Simulation results for mutual coupling (S12) between elements are shown in Figure 4.13. As can 

be seen the mutual coupling between two element horn antenna (-25 dB) is significantly lower 

than that for dipole antennas (-9 dB). It is due to the fact that fields are confined to the aperture 

in a horn antenna hence less field is shared between neighboring elements due to fringe fields on 

the aperture edges. Whereas for a dipole, there are strong fields on the top of the dipole which 

will be shared with the adjacent element. This is a very attractive feature of horn antennas when 

used as array elements. 

 

(a) (b) 
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Figure 4.13. S12 of a two-element array of horn antennas compared to a two-element array of dipole 

antennas spaced according to Fig. 4.12b and so their centres are spaced the same as the horns in Fig. 

4.12a. 

 

4.2.3.2. Three element array  

To investigate the ability of horn antenna to image deep targets, a three-element array of horn 

antennas is used around a body-size phantom (Figure 4.14). Each element is located on one side 

of the phantom, and is excited with 1 W input power. The excitation phase of elements 1–3 is 90̊, 

180̊ and 0̊, respectively, to have constructive interference in the center of the phantom. 

Simulation results show that all three elements are matched to 200 MHZ (Figure 4.15 (a)) and 

coupling level between all three elements is below -18 dB (Figure 4.15 (b)).  

B1
+ field generated inside the phantom is shown for the three element array in Figure 4.16. As 

can be seen, the B1
+ field strength at a depth of 10 cm is sufficient for imaging deep targets.  
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Figure 4.14. Three-element array of horn antennas. 

 

(a) 
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(b) 

Figure 4.15. (a) S11 and (b) coupling level for the three element array. 

 

 

Figure 4.16. B1
+ field in the transverse plane (a) 2-D and (b) 3-D for three elements excited with phases 

(90̊-0̊-180̊). 

(a) (b) 
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4.3. Experiment  

4.3.1. Fabrication 

Horn antennas were built using hollow pyramidal structures filled with D2O. To make such a 

complex structure, it is 3D printed with clear ABS plastic (Allied PhotoPolymers PhotoPolymers 

KZ-1862-ICE) with permittivity of 𝜀𝑟 = 2 and 2 mm thickness (Dancam Design). A cap is 

devised to fill the structure and an SMA connector is mounted onto the structure to provide the 

feed port. Adhesive copper sheets are used for the parallel plate waveguide, pyramid horn and 

back plane. A 2 cm depth spacer (PMMA also filled with deionized water) is used to separate the 

element from the phantom or patient. The phantom is a 17 ×17 ×35 cm3 polyethylene container 

filled with a solution to mimic the average electrical properties of the body (𝜀𝑟 = 34, 𝜎 =

0.8 𝑆/𝑚) [97], [104]. The phantom is filled with a solution of isopropyl alcohol (2-Propanol, 

SIGMA-ALDRICH) with deionized water with the ratio of 0.5 (
𝑉𝑎𝑙𝑐𝑜ℎ𝑜𝑙

𝑉𝑤𝑎𝑡𝑒𝑟
⁄ ), 3.6 g/l NaCl 

and 1.95 g/l CuSo4.5H2O. The complex permittivity of the solution was measured using a 

Keysight 85070E Dielectric Probe. The fabricated element, placed on the spacer and phantom is 

shown in Figure 4.17.  

Spacer

Antenna

Phantom

Spacer

Antenna

Phantom

 

Figure 4.17. Fabricated horn antenna and phantom. 
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4.3.2. Bench Measurements 

The scattering parameters of the horn antenna were measured using Agilent 4395A VNA. The 

S11 of the antenna in presence of the phantom is shown in Figure 4.18, where the antenna is well 

matched at 200 MHz. This frequency can be adjusted upwards by inserting plastic spacers a few 

mm in thickness between the horn and water-filled spacer. 

 

Figure 4.18. Measured S11 of the antenna in presence of phantom. 

As the next step a two and three element array of horns as shown in Figure 4.19 (a) and (b) 

respectively is tested on the bench and coupling is measured using VNA (Figure 20) to verify the 

simulation results. As can be seen in Figure 4.20 (a), coupling between two side by side 

elements is below -20 dB which is consistent with the simulation results presented in 

Figure 4.15. On the other hand, coupling between elements in a three element arrangement is 

below -24 dB.  



88 

 

 

Figure 4.19. Bench measuremenet for (a) two element array and (b) three element array of horn antennas. 

 

(a) 

(a) (b) 
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(b) 

Figure 4.20. Measured coupling for (a) two element (b) three element horn array. 

4.3.3. Scanner Measurements 

To investigate the performance of horn antenna as a transmit/receive element, images are 

acquired on a 4.7 T whole-body MRI system (Unity Inova; Varian, Palo Alto, California) located 

at University of Alberta’s Peter S. Allen NMR Centre. Flip angle (FA) maps are acquired using 

double angle method (DAM) [B1 mapping section] acquired at 60° and 120° and the resulting 

FA map is obtained from the ratio of the image magnitudes. The acquisition parameters are TE=7 

ms, TR=1000 ms, 256×256 mm FOV and 1.3×1.3×8 mm resolution. Figure 4.21 shows the 

acquired flip angle maps compared to the simulation results for single element B1
+ field in 

different orientations. Flip angle maps match simulated B1
+ field pattern in different orientations. 

The acquired images in three orientations are shown in Figure 4.22.  

Multiple transmit is not possible on the current scanner, therefore the three element array is 

arranged as shown in Figure 4.19 (b) with the top element used in transmit/receive mode, while 

the other two elements are receiving only. Flip angle maps are shown in Figure 4.23. 
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(a) 

(b) 

(d) 

(f) 

(e) (c) 
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Figure 4.21. Flip angle maps [0 50̊] on (a) x-z, (b) x-y and (c) z-y planes and simulated B1
+ for single 

element on (d) x-z, (e) x-y and (f) z-y planes. 

 

 

 

Figure 4.22. Images acquired using single element horn on (a) x-z, (b) x-y and (c) z-y. 

 

Figure 4.23. (a) Flip angle maps [0 50̊] on x-y and (b) and simulated B1
+ for a three element array when 

one element is excited on x-y plane. 

4.4. Discussion  

In this chapter, a new element is introduced for imaging deep targets in the body at high field. 

The designed TEM horn antenna has promising properties due to its directive field pattern. Due 

to its complex structure, this element is 3D printed as a hollow container to hold D2O which is 

(a) (b) (c) 

(a) 

(d) 

(b) 
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used to miniaturize the antenna dimensions. A body size phantom is designed to mimic the 

electrical properties of the torso.  

To investigate the performance of TEM horn, a dipole and a bow-tie antenna are simulated and 

are compared in terms of transmit performance. Firstly, it is shown that dipole and bow-tie 

antenna performance is similar, as expected. Secondly, TEM horn is shown to generate slightly 

higher magnetic field for the same excitation especially at higher depth (5 cm, 10 cm). It is also 

shown that the dipole generates almost three times the maximum SAR as generated by the TEM 

horn. Comparing the elements in terms of transmit efficiencies show almost similar transmit 

efficiency is achieved by both elements however TEM horn generates significantly higher 

(twice) safety efficiency compared to dipole antenna. This proves the superior performance of 

TEM horn compared to dipole antenna. 

In order to image body targets, TEM horn antenna will be used as an array. We have designed a 

three element array to image deep body targets. Results show that there is low coupling between 

elements in the array (<-18dB). Moreover, field patterns show significant magnetic field 

generated for the ROI.  

The TEM Horn antennas were fabricated using 3D printing techniques and measurements were 

obtained on the bench. In the scanner, an array of horn antennas was used to image a body size 

phantom with dielectric properties close to those of the body, confirming the simulations.  

4.5. Conclusion 

In this chapter, TEM horn antenna is designed to image deep targets in the body area at high 

fields. The element has shown superior performance compared to the dipole antenna which is the 

preferred element to image body targets at high frequencies in literature. The high transmit 

efficiencies as well as directive field pattern of TEM horn antenna makes it a good candidate to 

image deep targets such as prostate or kidneys. 



93 

 

Chapter 5  

Conclusion and Future Work 

5.1. Conclusion 

This thesis aims to overcome some of the challenges of the design and performance of radio 

frequency coils specifically used at 4.7 T.  

Chapter 2 investigates dielectric liners that are used between the phantom and the RF coil for 

the purpose of increasing B1 field homogeneity. The effect of inserting liners with different 

permittivities is investigated and results show that very high permittivity liners will introduce 

resonant frequencies that are dangerously close to the Larmor frequency. Such liners also 

introduce undesired phase shifts, inhomogeneities, and SAR concentrations in the longitudinal 

direction. Therefore an optimal permittivity is found by minimizing reflections at the interfaces 

of the various dielectric media. The liner also minimizes coupling between elements while 

keeping the liner’s dielectric resonance frequency at a safe distance of at least one octave from 

the Larmor frequency. It was found that a compromise should be made between desired 

improvements in magnetic field homogeneity in the transverse plane and unwanted degradation 

in transmit efficiency. 

Chapter 3 addresses the issue of coupling that is enhanced as a result of inserting high 

permittivity liners. Both real and imaginary parts of the mutual impedance increase significantly 

as a result of displacement currents in the HDC liner. By using capacitive bridges, mutual 

resistance and reactance are practically eliminated between adjacent elements. Removing both 

resistive and reactive terms of the mutual impedance is therefore achievable without degradation 

in the transmit performance of the array. Decoupling levels up to -32 dB are achieved which is 

much better than many arrays reported in the literature.  

Finally, chapter 4 introduces a new element for imaging body regions. The element is a TEM 

horn antenna which is filled with D2O for minimizing its dimensions. The designed TEM horn 

antenna has shown promising results for imaging deep targets due to its directive field pattern. 

Simulation results demonstrate improved efficiency of the horn antenna compared to the dipole 
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antenna especially for deep targets. The safety efficiency of the TEM horn element is almost 

twice that of a dipole and also it generates higher magnetic field at higher depths. An array of 

horn antennas is used to image a body size phantom to verify simulations. Coupling between 

elements of the array is low (<-18 dB) and the resulting field maps agree with the simulations. 

5.2. Future Directions 

The present hardware on the 4.7T system is unable to perform multi-transmit imaging such as 

parallel transmit with independent control over each channel where elements are decoupled and 

the field maps are distinct from each other.. When the upgrade to the current system is complete, 

eight channel transmit/receive will be used to investigate the transmit performance of the arrays 

described in this thesis when all channels are excited simultaneously. The transmit performance 

of the arrays will be evaluated by performing B1 shimming, moving SAR hot spots, and other 

techniques including measurement of sensitivity patterns and g-factors.  

Following ethics approval, the 4.7T TEM horn array should also be verified in vivo on 

volunteers to image deep targets in the body such as the prostate or kidneys. It is anticipated that 

the TEM horn will become an advantageous element also in the construction of arrays of mixed 

types of elements (e.g., in combination with loops or other structures).The effects of dielectric 

liners on arrays of elements of different types and arrangements should be further studied to fully 

understand the impact of the liner on array performance and safety. This includes investigating 

the effects on a variety of anatomical regions and at frequencies above and below 200 MHz.  

The TEM horn antenna can be adapted to higher frequencies (300 MHz and 400 MHz) to be 

used in ultra-high-field imaging. The TEM horn should perform efficiently due to the short 

wavelength and smaller dimensions achieved at high fields, making it a good candidate for 

imaging at these field strengths. In addition to imaging, the TEM horn array can also be used in 

hyperthermia due to its directive pattern, lower SAR at the surface than dipoles and compact 

dimensions. 
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Appendix A 

Permittivity Measurement of Liquids, Powders and Suspensions 

using a Parallel-Plate Cell5 

 

A.1. Introduction 

The measurement of the dielectric properties of materials is of significant importance in science 

and engineering, and numerous techniques have been developed to perform permittivity 

measurements over different ranges of frequencies [105], [106]. In the transmission line method, 

a sample of material is placed inside a section of a transmission line (waveguide or coaxial) and 

the permittivity (and permeability) are deduced from the transmission line’s scattering (S) 

parameters. This is a broadband technique [105] but the mechanical construction of the 

transmission line is challenging. Similarly, a resonant cavity can also be used to measure 

permittivity by inserting a sample of the material and measuring the spectrum of resonances. 

While simpler in construction, it is a narrow band technique and is applicable only to low-loss 

materials. In the free-space method, electromagnetic waves are sent to a flat sample and the 

material’s permittivity is deduced from the reflected signal. This technique requires a large, flat 

sample of material and is applicable at high frequencies (1 GHz or more) due to wavelength 

limits on minimum sample size [105], [107]. Coaxial probe methods are those most commonly 

used at radio frequencies because only a contact with the material is required and they are 

applicable over a large frequency range (approximately 100 MHz to 100 GHz). However, 

coaxial probes lose accuracy at the lower end of the frequency range and can be used only for 

isotropic and homogeneous materials such as liquids, or solids with a flat surface. They are also 

not simple to make, while most commercial versions are aimed at higher frequencies and can 

only work with specific network analyzers.  

                                                
5 This section is published as A. Kordzadeh, N. De Zanche, "Permittivity Measurement of Liquids, Powders, and 

Suspensions Using a Parallel-Plate Cell", Concepts in Magnetic Resonance Part B: Magnetic Resonance 

Engineering, 46, 1; 19-24; 2016, DOI: 10.1002/cmr.b.21318. 
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This work describes the parallel-plate (capacitive) technique, which consists of sandwiching the 

sample between electrodes and measuring the impedance of the resulting capacitor [105]. The 

method is simple, accurate, and is applicable at the relatively low frequencies encountered in 

MRI (well below 64 MHz to 400 MHz) [108]. We apply the parallel-plate technique to ceramic 

powders and suspensions which can have relative permittivities of 100 or more. While coaxial 

probes are sensitive to local inhomogeneities in the material or occasional air bubbles, the 

parallel-plate cell is largely insensitive to these imperfections. 

A.2. Methods 

A.2.1. Construction 

The parallel-plate cell used in this work, shown in Figure A.1, consists of two circular copper 

electrodes 30 mm in diameter, etched on FR4 circuit board and separated by a 6-mm-thick 

acrylic (PMMA) flange. One of the plates is glued to the flange and a connecting lead is soldered 

near the edge of each electrode to minimize connection lengths. A rubber O-ring provides a tight 

seal between the second plate and the flange when the six nylon screws are tightened to prevent 

leakage of liquids. 

 

Figure A.1. Parallel plate cell: (a) drawing and dimensions, (b) fabricated prototype. 
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A.2.2. Theory 

Equivalent circuits of the cell filled with a dielectric of unknown permittivity, including 

parasitics from the measurement setup, are shown in Figure A.2, including the one proposed in 

[109] and a modified version. 

Series or parallel resistances (Rs and Rp, respectively) and inductances (Ls and Lp) are mostly due 

to the test set up while Rd is dominated by the losses in the material under test (MUT). Total 

capacitance 𝐶 = 𝐶0 + 𝐶𝑑 is the combination of that of the empty cell (C0) and MUT (Cd). The 

impedance of the circuits shown in Figure A.2 are given, respectively by                   

𝑍𝑖𝑛(𝜔) = 𝑅𝑠 + 𝑗𝜔𝐿𝑠 +
𝑅𝑑

1+𝑗𝜔𝐶𝑅𝑑
, 

 and 

𝑍𝑖𝑛(𝜔) =
1

1
𝑅𝑃1

+
1

𝑗𝜔𝐿𝑃
+ 𝑗𝜔𝐶𝑃

+
𝑅𝑑

1 + 𝑗𝜔𝐶𝑅𝑑
. 

(A.1) 

Impedance measurements are performed at a number of frequencies and the circuit parameters 

are obtained by least-squares fitting to these equations in MATLAB (The Mathworks, Natick, 

MA) using the fminsearch function. Alternatively, the freely-available Zfit program 

(http://www.exality.com/blog/fitting-equivalent-circuits-to-impedance-data/) provides the same 

functionality with a user-friendly interface and additional equivalent circuit models. 

A.2.3. Calibration and Measurement 

The relative permittivity and conductivity (in general, complex permittivity 𝜀 = 𝜀𝑟 − 𝑖𝜀") of the 

MUT are related to Cd and Rd , respectively, according to [105]                   

εr = 𝐶𝑑 (𝜀0
A

d
)

−1

= 𝐶𝑑K−1  
(A.2) 

and 

𝜎 = 𝜔 ∙ 𝜀" =
1

𝑅𝑑
(

d

A
) =

1

K′∙R𝑑
. (A.3) 

http://www.exality.com/blog/fitting-equivalent-circuits-to-impedance-data/
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Here K is the parallel-plate constant (in units of Farads) which depends on the cell’s dimensions 

and 𝐾′ =
𝐾

𝜀0
. All other circuit parameters are assumed to be constant. To find K and C0 (stray 

capacitance due to edge fields through the PMMA flange), at least two materials with known 

dielectric properties are needed for calibration. In this work we chose air (empty cell, εr=1) and 

deionized water (εr=78.36 at 100 MHz and 25°C [110]) due to its availability and large 

permittivity. Introducing appropriate subscripts in (A.2) for the standard materials and 

rearranging we obtain 

𝐾 =
𝐶𝑊𝑎𝑡𝑒𝑟 − 𝐶𝐴𝑖𝑟

𝜀𝑊𝑎𝑡𝑒𝑟 − 𝜀𝐴𝑖𝑟
 

(A.4) 

and 

𝐶0 = 𝐶𝐴𝑖𝑟 − 𝐾 ∙ 𝜀𝑟(𝑎𝑖𝑟). (A.5) 

 

Figure A.2. Equivalent circuits for the capacitive measurement cell. (a) standard circuit used in [109] and 

(b) modified circuit that improves fits in high-loss or high-permittivity materials. 

The cell’s interior space is then filled with the material of interest (liquid, powder or suspension) 

and the cap is sealed by tightening the screws. Impedance of the cell is measured over the 10–

300 MHz frequency range using the common Agilent 4396B combination analyzer in impedance 

(b) 

(a) 
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analyzer mode through a 43961A impedance test adapter and 16092A test fixture (Figure A.3). 

Data are saved and exported for further processing on a PC as described in the Theory. 

 

Figure A.3. Impedance measurement setup, including Agilent 4396B combination analyzer, 43961A 

impedance test adapter and 16092A test fixture. 

A.2.4. Materials 

Measurements on powders, liquids and suspensions were performed, including 220-mesh 

alumina (Al2O3, Manus Abrasive Systems Inc.) and much finer BaTiO3 (superscript A: Fisher 

Scientific, superscript B: Alfa Aesar, MA, USA). These ceramics in powder form have much 

lower bulk permittivity than the corresponding solid form due to presence of air between powder 

particles. Furthermore, the permittivity is strongly dependent on the grain size [56]. To eliminate 
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the effect of air between particles, the powder is mixed with varying amounts of demineralized 

water to achieve suspensions. Using Lichtenecker’s logarithmic power law [111],  

𝜀𝑟
𝑒𝑓𝑓

= 𝜀𝑟𝑝
𝑓 × 𝜀𝑟𝑤

(1−𝑓)
 , (A.6) 

we can determine the permittivity of the solid 𝜀𝑟𝑝 by knowing the volume fraction,  f, the 

measured permittivity of the suspension 𝜀𝑟
𝑒𝑓𝑓

, and that of the liquid (water), 𝜀𝑟𝑤. The volume 

fraction is determined by measuring the masses of the two components and their respective 

densities.  

Methanol, demineralized water and 4, 20, and 40 mM solutions of sodium chloride were also 

measured. However, there can be inaccurate permittivity measurements in such high-

conductivity liquids due to electrolytic polarization that results from the ions in the dielectric-

electrode boundary of the parallel-plate cell [106], [112], [113]. Also, as conductivity of the 

material under test increases, the phase angle of the complex permittivity will be larger and the 

real part of the permittivity will be more difficult to resolve [114]. To have detectable 

capacitance and avoid excessive stray fields, a small gap between plates is preferred but this 

enhances electrolytic polarization effects [109], [114]. 

A.2.5. Comparison to Coaxial Probes 

The accuracy of the capacitive cell was evaluated by comparing the measurements to those 

obtained using coaxial probes from both Keysight (Santa Rosa, CA, USA) and Keycom (Tokyo, 

Japan). The Keysight 85070E Dielectric Probe Kit was connected to an Agilent E8362B network 

analyzer while the Keycom DPS16 (3.6 mm diameter) Open Mode Probe was connected to a 

Rohde and Schwarz ZVA67. The probes were immersed in the material taking care to avoid 

trapping air pockets or bubbles near the probe’s sensitive volume (end of the coaxial line). This 

proved most challenging for the Keycom probe because its sensitive area is slightly recessed 

within the surrounding ground electrode. 

A.3. Results and Discussion 

The measured and fitted impedance (resistance, R, and reactance, X) is shown in Figure A.4 for 

some representative materials. As expected, the cell is capacitive over the chosen frequency 
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range for materials with relatively low permittivity, while for higher permittivities the large 

capacitance and small inductance become resonant and the impedance is inductive at higher 

frequencies. In such cases fitting using the model of Figure A.2 (a) must be confined to smaller 

frequencies in the capacitive region to avoid errors (Figure A.4 (c) and (d)), or a modified circuit 

model such as that in Figure A.2 (b) must be used. Calibration constants for the cell obtained 

from air and water measurements are K = 3.22 pF and C0 = 2.29 pF. Complete complex 

permittivity results of the three measurement methods are listed in Table A.1. 

Table A.1. Complex permittivity measured using the dielectric cell and coaxial probes at 100 MHz. 

Material Agilent probe ε Keycom probe ε Dielectric Cell ε 

BaTiO3
A powder 3.66+j0.07 2.50-j0.09 6.14+j0.15 

BaTiO3
B powder 3.36+j0.08 13.8-j0.93 8.97+j0.15 

Al2O3 powder 3.03+j0.04 2.82+j0.15 2.64+j0.087 

Demineralized water 78.4-j0.75 80.1-j0.51 78.5-j1.45 

Methanol 33.5-j1.92 33.6-j1.98 31.5-j1.04 

Saline 4 mM 77.4-j40.5 78.9-j40.2 72.3-j10.0 

Saline 20 mM 74.3-j316 74.9-j319 103-j589 

Saline 40 mM 73.2-j541 75.9-j574 177-j1619 

f=0.5 alumina suspension 41. 8-j5.82 41.1-j3.64 33.5-j3.23 

f=0.53 alumina suspension 37.1-j4.16 26.8-j2.44 26.5-j1.85 

f=0.353 BaTiO3
A suspension 284-j184 221-j89.6 261-j15.6 

f=0.42 BaTiO3
A suspension 327-j206 216-j78.6 280-j17.0 

f=0.353 BaTiO3
B suspension 271-j29.1 228-j17.4 265-j19.6 

f=0.246 BaTiO3
B suspension 120-j30.5 179-j13.3 177-j14.4 
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Measured Resistance
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RS(ohm)= 8.79
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Measured Resistance

Measured Reactance

Fitted Resistance

Fitted Reactance

RS(ohm)= 2.90

L(nH)= 2.46

C (pF)= 81.2

RP(ohm)= 172.4
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(c) 

 

(d) 

Figure A.4. Resistance and reactance measured (dash) and fitted (solid) for some representative samples 

(a) BaTiO3
A powder, (b) methanol, (c) 4 mM saline, (d) f=0.353 BaTiO3

B suspension. Fitting results for 

the model of Figure A. 2(a) are shown within rectangles and the corresponding frequency range is 

indicated by the support of the solid black lines. Improved fitting results for (c) and (d) are obtained using 

the model of Figure A. 2. (b) (black dash-dot lines). 
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For powders, the permittivity of the solid material is calculated from that of its suspension in 

water (𝜀𝑟𝑤 = 78.5) by knowing the volume fraction and applying (A.5). (Table A.2). The real 

part of the permittivity is compared graphically in Figure. A.5 and Figure A.6, while Figure A.6. 

(b) shows the loss tangent (𝑡𝑎𝑛 𝛿 = 𝜀"

𝜀𝑟
⁄ ) of each material.  

Table A.2. Volume fractions and permittivity (real part) of the dry powders. 

 Al2O3 BaTiO3
A BaTiO3

B 

Mass density (g/mL) Appx. 4.0 6.08 5.85 

Volume fraction (f=Vpowder/Vtotal) 0.5 0.35 0.35 

Calculated εr of the solid material 14.25 2360.3 2464.6 

 

Agreement between the methods is excellent with the exception of powders and saline solutions. 

Discrepancies for BaTiO3 powders are expected because of the difficulty of maintaining the 

same amount of packing among the three measurements, while those for saline solutions are due 

to electrolytic polarization as discussed in Materials. No systematic differences were found 

between the results from the dielectric cell and those from the coaxial probes. For powders and 

saline, the differences between the two coaxial probes are of the same order as differences 

between the dielectric cell and the coaxial probes. 
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Figure A.5. Comparison between cell (model in Figure 2a) and coaxial probe measurements of real 

permittivity (𝜀𝑟) at 100 MHz. Agreement is excellent with the exception of powders and saline solutions 

(horizontal and vertical ellipses, respectively). 
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(a) 

 

(b) 



116 

 

Figure A.6. Comparison of (a) real permittivity and (b) loss tangent (tan 𝛿) for each material at 100 MHz. 

Dielectric cell measurements use the model in Figure A.2 (a). Largest differences are highlighted in 

rectangles. 

A.4. Conclusions 

Measurement of the complex permittivity of powders and suspensions can be challenging with 

standard coaxial probes due to the common presence of inhomogeneities within the sample and 

air gaps between the probe and sample. The dielectric cell presented in this work is simple to 

fabricate and gives results that are comparable to those from coaxial probes over a wide range of 

materials. While coaxial probes lose accuracy at lower frequencies, the dielectric cell can be 

readily fabricated to operate at any frequency of interest in MRI and works with any impedance 

analyzer. The sensitive volume is larger than that of coaxial probes and therefore skewed results 

due to settling, bubbles or inhomogeneities are less likely. The dielectric cell is therefore well-

suited for suspensions used for high-dielectric-constant pads. 

Results show that measurements from different coaxial probes can differ as much as those 

between the dielectric cell and coaxial probes. Therefore, we conclude that the accuracy of the 

dielectric cell method is comparable to that of coaxial probes. Electrolytic polarization effects in 

ionic liquids can be reduced or prevented by using platinum electrodes, by adding insulating 

layers, or by using a larger gap between the electrodes. 

 


