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ABSTRACT /

¢
In recent years there has been a considerable effort

expended towards the refinement of adaptive control
techniques., A large number of articles dealing with the
general area of adaptive control and stability wvere reviewved

[ 3
as part of this thesis project. It was cdncluded that the

‘generalized model reference approach to adartive control was
the most useful and that this could be further subdivided
into two classes, The first, termed "diEect" adaptive
control, refers to any adaptive system in which the
adaptation mbchanise directly updates the controller
parameters or control action. The second class,‘terned
“indirect" adaptive control, denotes those systems in which
the adaptive strategy includes an explicit identification

Step. The control calculation is then based on the

identification model parameters,

There are presently three distinct methods for the
design of model reference adaptive systems.. The first is

based on gradient search procedures but provides no
-

guarantee of stability. The others, based an Liapunov

- A

stability theory and on Popov's hyperstability theoren, .

guarantee asymptotic stability in the large. It has been .
L

shown that both of these latter techniques offer the sas?\

: -
potential for solving the design problem when the starting



i

point is a’state space description of the plant and

reference model. Houeyer,'it was concluded tha} for
(N *

adaptive sﬂ.s based on\tq'{utﬁgg.t‘gut models, the '

" )

roach was more systematic and productive.

.‘Eu ‘brx ary‘contribution of this thesis is an
"indirect'y, hyperstable, model reference adaptive control
formulation teat requires only inpu;;output measurements
from the process to be controlled. The proposed approach is
based on Popov's hyperstability theory as used by Landau for
"direct" adaptive state spaée Systems. This "indirect"®
adaptive method guarantees asymptotic convergence of the
outputs of the identified model and the unknown plant, plus
convergence of the output of the identified plant to.that of
the reference model. Among other advantages, this approach

provides a high degree of filtering to the adaptive control

algoritha,

The approach can also be modified to maintain a systenm
property other than stability, It is shovn, for example,
that a multivariable dyramic precompensator can be adapged
to maintain the non-interaétiqq (decoupled) properties of an

unknown plant,

Martin-Sanchez also proposed an adaptive control schenme
based on an input-output description of the plant. However,

it is shown that his approach can also be derived from

vi



Landau's work and is not as general or powerful as the

proposed method. a

.~

‘Sisulation studies based on single-input, single-output
and sulti-input, multi-output process sytems have shown that

the proposed "indirect™, hyperstable, model reference,

adapt ive control approach is physically realizable and will

provide the desired outmx‘gence even in the presence
of moderate noise. A , %
v ; »
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CHAPTER ONE

Introduction

Although the so-called sodern control theory is nov a
sophisticated and sathesatically acceptable tool for the
design of automatic control systeas, there has not yet,.boon
the expected rush to implement these gochniques. In fact,
as scveral authors have pointed out { Y - ), there has not
even been mild interest expressel, True, a lack of trained
sanpowel has attributed to this qap between technology and
practice, but perhaps a more philosophical rea.

existse.

It 15 the contgention of this author, that tne
ill-defined problems which are more often that fiot
encountered 1n the industrial world, are completely »
intractable to most of the msodern control methodology which
has been developed over the last two decades. It 1is an
unavoidable conclusion that, the more sophisticated the
aprior: design technigque 1s, the wmore comfplicated and
accurate the process model must be, Purther, 1t 1s 1n this
aspect of the design that a good deal of the cost must be
borne, Even in cases where adequate krowledyge 1s availaole
for the development of the dynasic model, there is doubt

that, due to changing process conditions, instrusent
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detects, etc., 1t is of practical value anywvway.

Philosophically therefore, the requirement is for a
self-adapting control system which can be designed using as
little apricri information as possible; which can
restructure 1itself, or learn, to handle changes 1n process
coufigurations; which 1s simple to urderstand and implement
and, most 1mportantly, quarantees some measure of stability
tor the entire control system. Whilst such a scheme 1s
technically not feasible at tne present time, the field of

‘adaptive control Systers 1s attempting to ;oo

Fegrettably, there has been a certain reluctance to
look seriously at these technijues, probably due to their
mathematical conpléxxty and the sheer volume of theoretical
contriputions that are being made. Tt is this preponderance
of literature that has obscurel the essential features of

what an adaptive algorithm is and what it car do.

This thesi1s proposes to discuss adaptive control
schemes and, in particular, the model reference adaptave
control (MRAC) approach from both a heuristic and a
mathematical viewpoint. The 1eferences, which are included
should provide a reasonable start to the urinitiated,

however, tne list 1s by no means definitive and 1t is proper
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to state that the structuring of the field has necessitated
th? omission of some detail. Further, since this work is of
a theoretical nature there has been no concious attempt to
compare the various methods, although it is difficult not to
rationalize that the new developments are more productive
and therefore should provide the basis for future research

1n the area.

It 1s surprising that relatively little work has beemn
Atterptel, 1n this Jirection, within this Department, given
the 1nterest in a wide range of techniaques [¢ - 10).
Inieed, this is orly the thiril work which has appeared on
adaptive control systems and the first to consider,

theoretically, all the major contributions in the area.

The work contained herein has primarily been directed
towards examitlny tne i1nput-output formulation for adaptive
control developed oriainally by Martin-Sanchez (1), 1Irn
doiny so, novever, 1t has been necessary tc investigate the
Cchrornological development of model reference adaptive
cortrcl ani, because of the "dual" npature of these systens,

rode]l reference 1dentification.

Thus, whilst the esphasis 1s clearly towards the
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generalization of the model reference technique‘ a major

contribution lies 1n the structural analysis of the field.

The theoretical results of the thesis have been
fresented in a more or less chronological sequence,
commencing initially with an overview of available adaptive
control technigues. A literature survey 1is 1ncluded to
provide a stepping-stone from which more detailed research
may be 1nitiated. Further, a brcad outline of the field is

considered from a design point of view.

Chapter Three deals with model reference type systems,
providing a sequential increase 1n sophistication from
gradient techniques through to the Liapunov stapility metnod
and, finally, to the method based on Pofpov's hyperstability
criterion. All of these are, however, still state-space

formulations.

Tn Chapter Pour a major break is made, with the
discussion of the input-output formulation considered by
Martin-Sanchez. The generalization of this model reference
technique is discussed in Chapter Five, with a pafticular
example being developed to illustrate the applicability of

the concept.
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Recourse has been taken to simulation to illustrate
certain points of the theoretical approach. The results of
these simulations are discussed in Chapter Six. Further, it
has been noted that the concept is not just applicatle to
control or identification schemes per se. There are many

instances in which a recursive on-line identification Scheme
rd

. -

would be of manifest applicability. A case in point Yg
presented in Chapter Seven. Finally, in Chapter Eight, the
overall conclusions of the work and several areas of desired

future study are summarized. -

The amount of material which may be omitted obviously
depends on the prior exposure of the reader to the
mathematical techniques expressed in tﬁg relevant sections
(2@ firm background in nonlinear control theory is felt to bpe
desirable)t, It has been the intent of the author to try
not to presént, 1L too much detail, work which is already
availlable 1in the literature,‘unless there is a clear

compulsion to do s<o.

A particularly good reference in this field is the work
by Siljak [12].
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Generally, it would be expected that some familiarity
of ﬁhe objectives and mechanics of adaptive systems could be
assumed, Moreover, if a reasonable idea of the work that
Landau has done 1s allowed, then Chapter Three amay be
omitted in 1ts entirety. The iain theoretical contributions
of 'this thesis have been confined to Chapters Pour and Five,
with a conceptual sgfmary appearing in Charpter Eight., It
would be suggested ghat readers familiar with hyperstable
adaptive system design restrict their attent[on to these

chapters for the first reading.
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CHAPTER TWO
Adaptive Systenm Methodology and Literature Review

2.1 lotroduction

—_——— e =2l

It has been said that the theory of adaptatiqn and
learning "...is one of the most fundamental of amodern
science and engineering..." (1]. Undoubtedly the concepts
of adaptatiocn are widely acceptable in their basic foras,
for they can be found at wvork, in some form or another, fronm

redicine to spagefiight.

It comes as some surprise, therefore, to learn that the
science of adaptation is relatively new . To a certaih
extent 1t derived out of classical control theory, when it
was found that there were some practical situations in which
a conventional controllet(kie. that based on a fixed control
Strateqgy) simply could notxsupply an acceptable performance.
For example, a controller @ight be required to compensate

for such things as:

a) process transfer function variations, either in
order or in parameter values, with changes in
envircnment, This situation is manifest in
aerospace applications since the input-output

relationships which describe an aircraft's flight

v
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characteristics, can change vith air speed,
height, air pressure, etc.;

b) changes in the sysfem itself. Por instance,
many systems can change quite dramatically over
time through such varied causes as mech&‘lcal
wear, or because of operational changes

(ie. equipment nalfuﬁction), etc. ;

c) changes in the pnature of the inputs and
disturbances to which the plént is subjected.
This can be especially prevalent 1in industries
wvhich may be termed "parginally economic" and
hence are operated much closer to tte constraints

demanded by changing market trends.

The motives for using adaptive control ‘are not industry
dependent and examples may be found in paper manufacture
applications as well as in aircraft contrcl. Thus, in a
paper mill, the inertia of the winding reel changes as the
paper is wound on, and the motor torque, required to
maifntain constant tension 1n the web, changes with reel
diameter. 1In a missile, the mass and centre-of-gravity
change as fuel 1s consumed and in a supersonic aircraft, the
aerodynamic parameters vary widely as the plane climbs from

sea-level to cruising altitude. Accordingly then, under
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condit ions such as these, the performance of a conventional
feedback control system often degrades to beyond acceptable

limits.

The obvious solution is to employ some type of
centroller which accounts for these changes and may, in
fact, use them actively in the pursual of the primary
control task. Such a system must therefore measure the
characteristics of the outputs of the contrcl system and of
the process under ccntrol and, on the basis of these
measurements, adjust the overall system towards some
previously defined optimum condition. This type of control

system would typically ke of the form shown in Figure Z2.1.

It should be noted that this description contains, as a
subclass, any practical conventional control system, for it
can be argued, that in these cases the performance index 1s
measured directly and any major variaticns in the systen
parameters can be compensated for by tuning the control
loop. Thus in essence, the adaptive loop is closed, though

manually.

<@
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<«2 Classifacation of Adaptave Coptrol Systeps

Davies [ 2) has identified six essentially distinct

types of basic adaptive control systenm:

1) Passive adaptive systems:
These static systems are designed to
dive adequate perfcrmance for a large range of parameter

variations and environmental disturbances, using a fixed

control strategy.

In essence tnis is a most unsatisfactory
type of approach since it can be arqued that the design
phase 1s based on a "worst case" philosophy. Not only is it
difticult to definpe a realistic "worst Case", 1t effectively
means that "tight" controllabout a prespecified poinpt
becomes almost impossible. This last problem may be
alleviated somewhat by a technique known as multi-mode
switching; a method wvhich .essentially specifies several
types of controller, dependent on the system performance
witn time.

2) Input Signal Adaptation:
In this type of system the adaptation

mechanism 1s purely a function cf the characteristics of the
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input signal. The adaptive system is, thence, essentially
open-loop.
{
3) Plant AdapAve Ccontrol Systems:
This type of control system adjusts
its own pdarameters to compensate for process parameter
variations in the controlled plant, A subclass of this type
of configuration contains the so-called model reference

adaptive systems (MRRAS), more of which will be said later.

U) Parameter Adaptive Systems:
Adaptation is achieved in these systeas
by directly adjusting the process parameters. Applicable
Ba1nly to electrical systews, 1t 1s exceedingly rare to faind
this type of adaptive strategy used in chemical process
Situations since the open-loop process parameter{ are rarely

available for direct adjustment,

5) Input Signal Shaping Adaptation:

This technique afppears to he potentially
very powerful since the adaptive mechanism can be used to
calculate an 1nput signal to "force" the system to respond
in sogpe pre-determined way. A particular type of model

reference adaptive control approach (the signal synthesis
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technique) operates in just this manner, as will be

discussed later.

6) Extremum or Optimum Adaptation
Here the basic control scheame is
adjusted so that some dependent variable is maintained at a
maximum (or a minimum) value. This apparently is a very
common approach nowadays, although the methcd does not
appear to offer nearly as many possibilities as those listed
above.

2.3 Nature ot an Adaptive Systep

All adaptive schemes presented to date, can be
considered as being designed with three, though not always

distinct, phases in mind (3 ]:

1) Identification:
In the context used here, this refers
to the definition, at any time, of a desired systenm
behaviour and a performance index. Such a specification may
take many forms, varying from simple classical performance
peasures, such as rise-time, overshoot, etc., through to
more sophisticated model reference approaches which specify

a desired dynamsic model. 1In its most general form, such a
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prodel could consider long range economic goals as vell as

short-term control objectives (2]

2) Decision:

This part of the mechanism decides
how system rerformance relates to the desired Lesponse,
Corrective adjustments are théh made according to the
algorithm used. Of the three phases of design to be
considered in adaptive system confiquration, this
undoubtedly, is the most well-defined of all. o

There are essentially two basic types
of algorithmic approach that dominate the literature at the
present time:

a) gradient techniques and,

b) stability methods

Of late, the stability approaches have

virtually taken over tRe field, especially for the model

reference configuration [4 - 97].

3) Modification:

This process entails the Fhysical action of
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"driving" the system perforsance index tovards the desired
value. The choice ot hovw tXis aight be done can be narroved
to a certain number of alternatives, although this is a

tield of active research:

(1) The process paraseters, theamselves,
may be sodified., This technique gave
11se to the parameter adaptive systeams;
(11) The controller parameters may be
adfusted. Quite popular, this technique
ha< been classified as a plant adaptive
systea;
(111) An input signal may be gyenerated 1im
such a way that the process approaches
the optimum position;
(1v) A simple mode switch may be Plpioyed
enabling the system to utilize a
cospletely new algorithe, if a certairn
cordition, dependent on the process, 1is

. met. Or finally,
(v) Some type of logic-directel

controller { 10,11) may be adopted.

All ot these phases are naturally, 1nter-related, but
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v

it is true to say that, at some time, a designer must give

consideration to each in a more or less separate cortext.

At this stage it is proposed to discuss each of the
above, in detail, as it is apparent that the individual
schemes put forvard tend to give dJreater cognizance to one,

or at most two, particular aspects of the design.

26 3.1 Identification

The decisioms made during this phase otten
jre-determine the approach to ve taker in subsequernt system
specificaticn, for 1t 1s at this stage that the 1ndex of
performance and desired plant response mpust be decided upon.
Indeed, the desired plant response specificatiorn 1s not a
trivial matter since it 1is obvious that, by definition, no
syster can perform better than prescrited by 1ts choser

optimum conditions.

This decisiorn must then take 1nto account a< many
factors as the designer can foresee at the time, 1ncluding
perhaps even some forecast of economic trends ant

environmental variations.

The choice of both the index of performance and the
desired plant response are obviously affectec by the

measurements which physically can be carriel out. For
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instance, in most chemical process plants the states of the
plant are not all available. Thus, a control scheme based
on a function of the error between the seate and some
desired state 1s n&t very practical, unless some sort of

State estimation scheme 1s employed.

Givern the inherent difficulties involved 1in these
choilces, 1t 1s perhaps best to define some properties which
would be desirable to include 1n a performance index.
Firstly, the chosen index needs to be [egly measuraple
non-line" and moreover, it 1s essential that this may be
done as accurately as possible. Secondly, the optimur
region defined by the desired process behaviour should be axs
well-defined as possible so that there is nc ambigulty
irvolved in the maintenance of this positicn. Thirdly, the
chosen performance iniex should rrovide a goocé 1ndication of
relative operating quality over as largqe a [rocess fparametel
space as 1s feasitle, ani lastly, it should be physically

meanirnjfula

Unfortunately, many performance indices 13 use do not
have all tne abcve properties. Yew are meacsuracrle and even
tewel really have a physical significance. The mean squire
error and 1ntegi square error 1ndices fall into this

category. These can easlly lead *o unstable or physicaily
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unrealizable system designs [ 12].

The most ccmmon performance indices in use [12 - [3],
cals b LoSOoribed Lo the Coaudt1on:
J = _.lfl(t'fz((ﬁ)d‘ ooooo.oaooot.¢.o¢onoc--ooo.oo.u-(l)

where e=ze(t) is the systenm error. UOnfortunately, this type
0ot er;or criterion often tails to yield a unique oOptimum

coperating condition.

When the 1nput 1s not deterministic, but stochastic,
~quation (1) car re"Mnii1fied to become:

-

J = Lilﬂ 1/2'v ,.;vfl(t,fz(P'dY .......-........-......\’Q)

wnere f. (t) 1s generally, a strictly positive value.

Firi1lly, 1t 1s noted that any index cf performance 1i»
by necessity process-dependent, for a desiranle i1ndex for
one sy:stem may lead to a completely erroneous result tor
anott+r. Thus, 1in some situations, 1t would be "optimal" to
have an fxtremely fast response to an input function,
whereas 1n other plants tne reverse might be true. Inﬁ
keeplng with cther authors [<,20), it 1s recommended téat

vell-tri1ed measures ct system performance only, be utilized.

As has been 1mplied already, the perfcrmance 1ndex, 1in

Chapter Two



19

some ways, specifies the desired plant behaviour, although
this may be chosen by purely subjective analyses of product
quality and the corresponding system performance. This
approach is especially prevalent when the product
specifications are only vaguely related to the actual
operating conditions. Thus, iron ore pellet quality in an
indurator, is expressed in terms of a "tusbling index",
which is related to the fracture properties of the pellets.
The difficulty here 1is that this figure is dependent on
numerous conditions and, as such, does not define a unigue
operating pcint. Irn practice these problems are
over-shadowed by purely prosaic consideraticns such as

operator experience and biases.

Most of the schemes used today configure the desired
plant behaviour block ig such a way as to correspond
directly with sone m re of the plant performance, eg. the
desired steady-state operation 1s an obvious candidate for
such a choice. These then, can all be said to include a
conceptual "model reference"™ approach. The model of the
plant which supplies the desired behaviour is, in fact, any
dynamic or steady-state system which the designer feels
properly designates the objectives of the plant under

consideration (given the assumption of physical
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realizability). The designer thu%, can take into account,

‘e

ideally, as many factors as is vished including the
performance index.

2¢3.2  Decision

This secticn considers the algorithmic approaches which
can be utilized in adaptive configurations, Originally most
of the procedures suggested were based on optimization
theory [ 2% - 27] using surface-slope measurements as indices
of performance, Eveleigh [25] has given a very good
presentation of these earlier schemes, including those based
on steepest descent approaches (28,29), periodic
perturbation methods [ 29 - 34], peak holding systems
[35 - 39}, and signal synthesis (40]. RAlso in this work,
there appears a summary of applications using these

approaches (4] - 53],

It 1s now known that these techniques do not guarantee
Closed-loop stability (7,12) and this has lead to the
development of cther techniques based on Liapunov's direct

rethod and Popov's hyperstability [ 54 - 6S1.

This choice is perhaps the simplest of all, since it is
influenced primarily by the state of the art, which 1is

clearly in favcur of the hyperstability concept at

Chapter Two
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As has been noted above, it is only in Q&tremely rare

Cases that the parameters of the open-loop process are

directly adjustable. This then normally necessitates

modification of some supplementary control block.

There are two ccmmon approaches to the design of

adaptive control systeams:

(1) ccntroller parameter adaptation or,

(11) signal synthesis adaptation.

The first category includes any scheme which has as 1ts

main aim, the adjustment of the parameters and/or structure

of a compensator which subsequently determines the

actiorn, A systen such ‘as that described by Figure

typical.

The second approach categorizes those Schemes

depend on the isgplementation of an input signal to

the desired index of performance figure. Figure 2.

represents a general scheme.

Examples of both systems may be found in the

Chapter Two

control

2.2 is

which

achiewe

2



22

&

SLildL.1o

WILSKS
T04LNOD EAILAVAY _INVTId ¥V 4C NOILVENOIANOD DISVd Z°C dd0N9l4
JONVIRIO ¥4 d
uq NOS LVANUD 1m|||||||||. 10
X4UNT NAATO
INTWAUNS Vi
FONVWNO4 ¥dd
40 X3UN1
7 ) R9EIVELS
NO1LVLAVUV
N
— ss400dd ‘ wflodinog €
SLdNI
. $$400¥d

SAINVIYILS U SAONVIYE.LLS 1A
NMONA NMONAN.L



23

LRIRAUAS VAW
AINVINNOA¥3d
40 X3UNI
A 4
$S300ud
S114110
g SAONVEE.LLS 1
NMON AN, |

SAONVEY. LS 1

NMOUNA

74

AINViRiudddd
d0
XAANT NAALD

NOS TAVIWOD

AOTIVELS
NOILVLdVAV

TVNOTS LAdNI
AMIVINGWA'1dd s

+ SLadNI
S$400¥4d

BASIC CONPIGURATION OP A SIGNAL SYNTHESIS

E 2.3

FIGJP

ADAPTATION SYSTEM



24

literature, as well as those which feature certain aspects
of both approaches simultaneously (1 - 9,2%,6€6].

-~

2.4  Qther Approaches

Finally, other conceptual approaches are mentioned,
since they are of considerable interest at present.

\

2. 4.1 Stochastic Methods and Learning Systems®

All ot the techniques previously refprx&{ td have
contained, as an integral part of their formulation, a
deterministic nature, ie., noise characteristics are
considered where they occur to be destructive and are elthel
tiltered out or simply put up with, The use of stochastarc
nodels however, incluies the randomness as an active element
1n the pursual of the control task. 1In the control ani

-~
estimation literature such algorithms are widely distributed

[ 6,67 - €81

Another field of interest which 1s becoming
particularly active, 1is that of learning systenms, This type
of system learns the unknown information during operations.
The learned information is then, in turn, used as expel ience

for future decisions or controls.

A very good presentation of the concepts of learnirny

systems is contained in a booklet issued following the 1973

Chapter Twvo
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IFAC conference {69). This booklet provides an overview ot
progress in learning systems with emphasis on their
application to control problems. Reinforcement learniny
models, which originated from studies of the psychology of

learning, are discussed. Learning algorithms, based on:

(i) Bayeslan estimatiorn,

(11) stochastic automation models,

{(111) Stgchastic approximation, anl

(iv) random sewrch,
ate described and coampared. The advarntages anl
disadvdantages of each IGarﬁinq aljorithe, when applied to
ccentrol problems, and tgp rcle of learning technigues 1in
robot and manipulator systems are reviewed. Finally, a

bibliography of learning control 1s presentei.

Another useful source is the work by Teypkin [ 1] 1in
which 1s presented a unified approach to the technigques of
adaptation and learning . Both he and Lerner (70} have also
includied bibliographies on Soviet research in the area.

2.5 Conclusions

The general adaptive control system ccncepts discussed
1n this chapter provide a background for the mor» specific

material which follovs. The references cited here should
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give the reader a sutficient start in the various fields of
adaptation and learning, although it is beyond the means of
any single authcr to cover in depth, an area as broad and

detailed as thlis work has beconme,

In view of the interest in model reference control
systems (4 - 9] of late, the following chapters are devoted
to these procedures. The general conceptual approach of
model reference systems adheres to the design philosophies

referred to above.
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CHAPTER THREE

Model Reference Adaptive Control Techniques

An adaptive system calculates an index of perfcrmance
based on the inputs and the outputs of the ad justable
system. From the comparison of the calculated index of
performance values and a set of given ones, the adaptation
mechanism modifies the parameters of the ad justable systen
or generates an auxiliary input, in order to wmaintain the

index of performance values close to the desired ones.

0t the myriad of possible performance criteria that one
could imagine, it 1s certain now, that the so-called model
reference techniques offer the most general approach
[1 - 7). 1Indeed the concept is well-based from a practical
point of view, since the desired behaviour of the controlled
systea can be "forced" to take into account many dynamic
elements that wculd be encountered, under normal operatiny
conditions. These could include noisy measurements,
disturbances, setpoint changes, time-varying behaviour and

perhaps, eveh some classes of non-linearity.

The earliest concerted efforts in the design of model

reference adaptive ccntrol (MRAC) systems came during the

Chapter Three
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late 1950's and early 1960's. This was principally in the
aircraft industry, for autopilot design. The incentive here
vas clear, since, under some flight conditions a human pilot
simply cannot maintain control by purely manual aeans. Nor
for that matter could a fixed control scheme offer
satisfactory behaviour, given the rapidly varying
conditions. An obvious case in point is the approach phase
in the landing of shipboard fighters. Husan pilots simply
could nct cope with such variable inputs as flight deck
pitch, air turbulence, and stall indication systems, all ot

which may possibly be present under combat conditions [8].

The problems of the chemical process industries can
certainly be compared directly with those experienced in an
aerospace envircnment. There 1s an enoramous in%@ntive for
the development of adaptive control schemes (primarily dJue
to cost factors)e. Indeed, since chemical plants are known
to exhibit nonlinear and some time-varying behaviour it
vould appear a practical necessity. Moreover, MRAC offers
an unique opportunity to look at the cost function since the

reference model can be, theoretically, arbitrarily chosen.

The MRAC systems suggested to date, may be broadly

classified into three distinct approaches:
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(1) gradient techniques;
(ii) Liapunov stability methods, and

(ii1) those based on hyperstability.

In the following sections of this chapter, these three

classificaticns will be discussed.

As a necessary part of the chgefological developmegt a
briet literature survey will be presented, For additiogal

detail

he reader 1S referred to the several excellent

ich already exist [1 - 7).,

The techniques of the %0's and early f0's used methods
based on yradient searches with the aims of B1N1W1Z1iNnG 4 “
function of the difference (ertor) between the outputs (or
states) of the reference model, and the actual process [9].
Thus, 1n the best known of these, the "MIT Technique"

(10,117] (shown 1n Figure 3,1) the design objective is to

rinimizZe an 1integral of the error squared, .- dt.

For this scheme, the parameter adjustment law 1s

vritten as:
g. = P . ;y/ «K. .l....n....o..oo.lﬂl....o.....'.o....(l)
wvhere K 1s an adjustable controller parameter of the
L
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systen; yp is the output of the plant; b is a positive

constant and - 1s the performance error.

In this case, the sensitivity function, v , 15
P :

proportional to the model output, y , and hence, eguation

(1) becomes:

e

wrele L' 15 the adaptaive gailn.

This method has been very popular due teo 1ts

31

- r! Y- ntco.oo.l.o..o.ooo-.o-ooo.o.o..o-...-..'-0(2)

siaplicity, although 1t may 1rejdlre a number ot sensitivity

triters for multiparameter adjustments. Severa.
imjrovesents (with respect to the sgpeed ol response) have
Leer. sugges ted. Among these, the techniques of

lonalson [12], Dressler [13], Price [ 4], Winsor [1°] ani

Moropola [1¢], are notable.

Rll cf the gradient methods however, suffer trom the
disadvantage that they are not globally stable [4,77] and
hence, the adaptive galin, which governs the speed of
lesponse, 1s limited. Extensive simulatinns durirnj the
design stayge are thus necessary tc establish tne regicn ol

stable operatiols,

The stability problem was first demonstrated by
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Farks [ 17] and lead, in part, to development of adaptive

schemes based on Liapunov's second or direct method.

The technique, using a quadratic Liapurov function, was
first suggested by Butchart and Shackcloth (18] although the
lsplementation was later carried out by Parks [17) in the
redesign of adaptive systems tormerly obtained using the MIT
gracdient method. The use of a more general Liapunov
function by Phillipson [19) and Gilbart et al. [ 20] has
resulted in the irtroduction of feedforward loops that

lmprove the damping of the adaptive response,

The synthesis has also been generalized to
multivariable systems, using a state-space formulation, by
Winsor and Foy {21 ind Porter and Tatnall [22] and the

latter have alsc extaended the scheme to time-varying

systems [ 23]

The "dual" problem o# system identification using the
Liapunov method has also been considered by several authors
[24 - 29) and later work has extended the overall Scheme to

disCrete systems [ 20,31).

Oliver [ 32,33] has presented a thorough experimental

evaluation of the MEAC technique using a double-effect
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eévaporator, and has extended the control scheme to include

setpoint and integral action.

The development is relatively straiqgqhtforwvard starting
vith a differential (state-space) representation of the

plant:

)
P

N

4"; "%
fw"\ﬁpax +Bu"'n‘;_.oo..oooo--.oo-cooo-ooco-c-ccoco(3)
r p

where x represents the nx1 state vector
P
4 represents the mx1 input or control vector and
. Tepresents the px1 disturbance vector.

A, B and R are process parameter fit!ices of

appropriate order.

Assuming multivariable feedback-feedforward control one

can write that:

M:‘F}v) p.S *x}_‘}_';;ococ-a-o.--cocoaooocn-.oooo.oo-o.-o(4)
1%

oL, upon substitution of equation (4) in equation (3):

. = ( + ) + + )L ...........-...----.(5)
3 a 8 & L 2 8 k..

which can be written in closed-loop form as:

A‘ :A X “'D Loo-.n..o..-n.Ol.....co.otcc!.....‘..(6’
; P b
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where A aund gp denote, respectively, nxn and nxp
p £

closed-loop parameter matrices.

A desired closed-loop reference model is now chosen as:

i”-Am% *Rh ;.'........-..0....0.....O........l..(7)

where X 1s the nx1 model state vector.

A measure of the system performance, for the scheme, 1s

supplied by defining an error vector, ¢, such that:

I Y .|

.I.’............."'I".I.'I...'..I.'.'..l(B)
T P

Subtracting egqwation (S) from equation (7) results iun-

i:A L*( —A )x +(2 - ) .'c...-t...-...'..(g)’
m AY’ P p ™ Dp L

& -4 =4 .

N Q..O.ll.'.!l!i..00.0"'!.!C........I.Q..t'.(ln)

seeseseasl 11)

can be writter.
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P 1s the positive definite matrix solution of the
lLiapunov equation: /

{ v
! o
A b tea = -u

OI/COCI....Q"!..l.ll'.l!.l'.l'..‘l..(12)

and Q 1s an arbitrary, sysmsetric positive-definite matrix.
aij>0 and dij)o are adaptive loop gains and
... (2=1 *n,j=1-n) and : (i=Y~>n,3=1 - p)
ij ij

respectively, the i, jt! elements ofaA and® .

are,

Differentiating equation (11) with respect to time and

using equaticns (9) and (12), with ¢ = I, one obtains:
noon
C = g’ + 2 . L (1/!1'4&”*)('3_'I P da
i=1j=1 Lo 1 P P
1 p
. » 1 .
+ 2 . . (l/d . ) + :,‘; B ) eess s e s e scsesccceescl(13)

i=1i=1 IR S i 1 1]

where P denotes the i'!" column of the matrix P.
1 =

In order that V be at least negatlive semi-definlte, as

required for stability, 1t 1s sufficient that . =0 and
1]

¢ =0 (ie. the model and the process are i1dentical) or that:
{:

4

cc.conucc(l4)
i = 1 * n J— 1 * 11 e e s e e s e s s e e e et e ¢S
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i =1 Ny J=l * D eceeeccesessssectscsssscsssncsscscsel(15)

a = =X F a
1) PJ i it
i = 1 ey J = 1 - n no-ooo---ooo.-o.-o.o-c-a-oooco-o(lb)
T . - - . E o
1] 3 i B
i = 1 - L) J:l * 1 e e 00 04 000 s 0000000 sa00ss0cs0neescll1T)

As Oliver [32) notes, V will decrease monotonically
with time until either V equals zero cor some positive
constant, In the latter case this suggests that « =0 tut
also that (A - A )#0 and/or (D - D )#0 and, consequently,

-m =p ==m =p
the closed-loop model and the process parameter matrices
need not be eqgual in order that the error between their

states be 2950.

The next development is to use the adaptation laws

given by «~juast:ons (16) and (17) to obtain an adaptation
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mechanism that can be physically realized.

Define:
‘—EKFB
and:

= 4 ll.....l‘.l..........llll..l...I..'.l...l...(l%)
- hLH_

Now, assuming that the open-loop plant and closed-loop

model parameter matrices are time-invariant:

A:l —A i"A :"(.A*i‘: —:. '.oonnoonoo.oo.nsoon(1(')

and:

—(Q*‘;) T c-ao-thooo--o-.a-cn(2‘))

9
1"
b -
[}
©
]

{
o
1

Using equations (16) and (17) in ccnjunction with tne
relationships, derived as equations (19) and (20), ore

finally obtains the adaptation laws:

i = 1 LI 4 T ) J—l rn ......-............-.-......-...lZl)

ey
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i = 1 n J— 1 D cee vt 00 e s s st s00s0s s s s essconsecsel 22)

This leads to a confiquration depicted as Figure 3.2.

The original theory i1s then wmodified, by Oliver [32],

to 1nclude adaptive integral and setpoint ccntrol modes such

that:
t
ul t)y = )} X (t) + E . yCt)y At
HL & 1
+ K LUt) + K C1) oo eneraoosssscssansesacnce ons ’
. . ng t273)

vhere K and K<P are, respectively, 1integral and setpoint
control mode matrices.

t) represents a qx1 vector of the so-called "integrai
¥ t q g

states" [ 34 ] and:

1(1)225(') e o eo 0 e0 e0e e e 0s s ssace s e sscseesssssensecsl 24)

kj

1€. the "integral states" are nothing more than those
original states 1n which offset has been deemed undesiranle.
Y , Lepresents the, at most, rx1 [34,35) desired values of

the "setpoint states'".

Both these extensions are handled by retormulating tne

Chapter Three



FIGU-RT

F"—% REFERENCE MODE]

¢ ADAPTATTON

& - Al RTTHM

3.4

AN . |.___J

LIAPUNOV DESIGN OF A MODEL REPEZTNCE ADAPTIVE
CONTPOL SYST:ZM™

39



40

problem such that equations of the form of (6) and (7) are

obtained (32].

The main disadvantage of the Liapunov method 1s that
the entire state vector must be available for measureneut,
wvhich 1s not often possible. Extensive effort has been
applied to this area, mainly in the addition of
ctate-estimation to the original adaptive scheme, using
Kalman filters! [36) and the so-called adaptive ebservers
[37 - u0]) which simultaneously estimate the states and

parameters of an unkoown linear, time-invariant system.

There is also at least one study vhich uses the
Liapunov technique, as proposed by Sutherlin and
Boland {41), and a full-order observer to reconstruct’tae

entile state vector from measured inputs and outputs [42].

Another disadvantage of the Liapunov design rule 1s
that it may not be applicable to those classes of plant in

which the plant parameters are not directly adjustable.

For a very good work on Kalman filtering, the reader 1s
referred to a booklet which has been produced under the
auspices of the Guidance and Control Panel of
NATO-AGAPD [80] (North American Treaty Organization -
Advisory Group for Aerospace Research and Development).
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Such a case vas mentioned by Winsor and Roy [21] and a
solution, though quite complex, was offered by'gilbart et
al. [20]. Hang [43]) has shown that this general adaptive
Luie 1s restricted to the class of plants in which all the
controllable parameters appear explicitly as i1ndividual
element « of the plant and control matrices., He has further

presented a design which alleviates this problem.

3.4 hypepstabirlity Design

Of tne two methods, based on absolute stability, that
aerived from Popov's r- * . 1n the field of hyperstable
systemaS { 44 - U€ ) appe - " yield the most general,

practical and systematic dapproach. This spite of the

fact that, from a theoretical point of vie h> apgroach
via Liapunov's second method and via hyperstability theory

Lkave the sameé potential for solving the desigrn problen.

Landau [47], 1n 1969, was the first to present a
detailed analysis showing how a nonlinear hyperstable systenm
could be designed to carry out the MRAC task; although
Anderson [48&] had looked at tne hyperstability problea from

4 poslitivity point of view in 13€§&,

The theorem- associated with these developments include

all the results or+*ained by Butchart and Shackcloth [ 13),

Chapter Three
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Parks [ 17) and Wimpsor and Roy [21]) using Liapunov's second

pethod.

The hyperstability work has been extended to i1nclude

discrete systm#s [49,%0) and series-parallel, parallel, and

series configurations have been investigated [1,2,51]). Use
has been made of the positivity lemma [ 52) and positive
definite kernels [52,53) to provide an alternate proof of
stability and several control schemes have been

proposed [ 54 - 59]7.

A lucid desciription of the results of hyperstatle
system analysis can be found 1n [60]}. In addition,
hyperstability concepts have been used in several other
design methcds [61' - 66) and for system

1dentification [67 - 74) based on the "Jual" napure of the
. e ogi 4
. "

MRAC technique. i f

Although most of the work done' to date by Lapdau and °
N
others has dealt vwith state-space aystels}'the reéulfs.ate,

readily extended to include input-output foraulatiops as

shown by Martin-Sanchez [ 75 é;ﬁ?]; This, as noted 1in

Chapter Four, has certain di#inct advantages allowiny, tor

example, the inclusion of explicit time-delays.

.“Jn
Cha?tgt Three
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3.4.1 Theory *

Ab outline of the general approach, as detailed by
Landau, will be presented for the continuous state-space
tormulation. The discrete formulation of Martin-Sanchez
appears 1n Chafpter Four as a distinct subset of the

hypetstability theory.

As with the lLiapunov approach the starting point is the

dynamic equation describing the plant.

Suppose:

-

;..---..-.......-..-o‘JS)

and: '%i!r

X -gx {ib-.oo-ooo-oooo-oooo.-.'-.ooc-ocooaonnauonoa(255)

t

A 4 (v x v gty g ¢ D ()

vhere the A(t), B(t) and D(t) denote time-varying adjustable

open-loop parameter matrices and xpvis an rx!' output vector.

A reference model equation 1s then chosen such that:

. = + + : e se crseresesscesseassssssacscl 26)
}'U 4’1 lL' nmu R]’. =
and:
Y :&x oo-ol.coooooo'on.ono-o..octooo.o.o.-oo-coooo(zba)
m T
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The plant and model equations are understood to be of
the same order (ie. the dimension of X, 1s the same as that

of gp etc.). Defining an error vector, ., such that:

£E = X - X L A A R R I I R B I R P A |

m P

it 1s clear that an equation:

£ = A L *(A -4 (thx + (B -3 (t)y
m s m P m

*(2 -D(f)); o..ioo.o-..o..oooonooo.at-lcncooon-.o.(25)
m

can be written.

The next development is to define a linecar compensator,

D, such that the output v(t) 1s given by:

y:D'_oltIQ.0.00..O......ooO-...o.'lc..'...'.ln"!l0(2{‘)

and assume that the parameter adjustment laws are of the

following type:

A (t) = 3 (yt:),1t)

B Ct) = 4 (vl ),1)

D Ct) = LGN )3t ) ceeecacoecesaarsanascesassenacanessel . 3)
<
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Finally, onl? those systems which satisfy the followving

integral inequality are considered [U48]:

t

!v()!( )d'z-‘s --........-..-......-..--...--(31)
where - 15 a finite constant which depends on the initial
state of the system and eventually on sup {x{(-)11l but

o Tt

not on t. V(t) 1s the output of the linear compensator
block and w(t) 1s the output of a nonlinear block to be

defined.,

The Popovian nonlinearity condition [ 44 - u€)
constitutes a Subset of this approach. Suppose that the

output of the ncnlinearfty w(t) satisfies the following:

" elt) < K oy(t) <

vhere Kk 1s a finite constant such that:

LA G N

The 1neguality (31) then becomes:
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t
(N x'#?) Yt ) d: 202 --8 Ve

*
At this stage a theorem may be stated which determines

the global stability of the entire system.

\ .
Sufficient conditions such that those model retference

systems described by equations (25) - (30) apd inequality

(37) be asymptotic hyperstable are:

1) the transfer matrix:
Uts=) = D ts]l - A )y 1

\

be strictly positive rea.;
2) the vectors (ﬁnz' A(t))x o (B - ?(t))g,

(C, - D(th). and v(t) be of the same dimension
and,

3) tpe computing block of the matrices &(t), é(t)
and b(t) pust introduce functions with the

following form:

Chapter Three



u7

Co(t) = [0 () =1(8 v u ]
“ ij iy i3
i = 1 ’n'le’ m
and:
( y) = [ © ) .
(t) = v (ot = A A
- ij i3 i )
i =1 +»n 4, =1+ m®
Jij,rij and ‘ij are finite positive constants.
Proof

Consider equation (25). If a vector, ¥, is defiued

such that:
wlt) = (4 - A (t))x + (B - B (t)

-G(Q
Ti

-D(()); O.o.o-oo.o.‘.o.o...n.oo.oQoooo.o.o..oo‘32)

then from equation (28):

i - A £t 12

..ooooono'o..oo.o....uo.o'.0..!.0...0;.(33)
o8

1f equataion (33) 1s considered with the integral
o
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\Y]

inequality (31) and equation (29), an equivalent systean may
Le described suck as that depicted in Figure 3. 3.

G(s)=D(sI - imVJ is the transfer matrix of the linear
block. For asymptotic hyperstability the strict positive
Iealness of C(s) 1s required [4u4 - U7). Condition 1 of

Theorem 3.1 is thus necessary.,

The second condition of the Theoren tollows from the
aefinitions of w and the inequality which the nonlinearity

muUst satisfy,

Finally, the third condition can be showrn to be

sufficient in order that the inequality is catisfied,

From the scalar representation of equation (32) it nay
be shown that a sufficient condition for the inequality to

te verified is that integrals of the form:

., — (a - e (7)) Ix Jv. (T yd™ » - .2
mii ij pi i a:
i =1 »n, J = 1 n
Y - b C7)da () T 2
mi i vt -2
-~
i = 1 n o, g =1 m
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-t - - v N - 4 R
- (dmij dij ({ )) j(T )Vi(1 )d 1 2 Adij -
) = 1 n J= 1 i pcctcc-o-ontocccocoon-co-ocnoco.u(34)

are applicable,

A .
aiiy

\bijand \gijare finite constants which depend on the

initial state of the system but not on time, t.

If the model 1is

parameter adaptation

- ta,.;; - Eij o))
i =1 - n 4 g =1
= (B i = by (7))
i=1 »n , g =1
- «amij - &lj 1))
i =1 »n, g =1 »

assumed to be time-invariant then the

lavs give:

= nij (") = Xy vt ) xr](')
n

=bij (')-’—Bi] v . { )uj(')
m

3

- - - ¢ . .

= dIJ (7)) if v 1( } ]( )

P c....o.niconooccocococlnolloll0-0(35)

The inequalities (34) can then be written as:

p:R

Chapter Three -
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. O 1
X (‘)v(f)[-‘(‘a v C1%) x  (1v) qq¢ *f (0)]d:
Y Tpj i L1y P} 1
t
= 2 J (?')x,(x')fﬂ'*f ((‘)]2-f,2, (0)
/2 Uy pi 1 i
2 —a_ /2?2 (0) = - .2
J 1j aij
1 =1 on o, J =1+
.t M
Blr) v (1) - V'Y u (-vyg,e &€ (0)]a
] i ©ij i I
t
= B8 /2. 'v((')||(~')d"*51 (0)y)2 - g2 (0)
1] j i ii
2 =B /2 g2 (o) - - 2
1] 1] bis
,:l T n ’ J= l > m
t
) ) v () [ v (T1) ')+ ()] -
J 1 ij i J 11
t
= /72 (. v (-0 CI')d"r & p (0)])2 - K2 (g
1] i i ii
2 -1 /22 () = - 2
1] ij dij
1:l ' n ’ J =1 - p co.l..t.!a..n..otll-io..'..l.-.c(\]t))

vhere fij(O), gij(O) and hij(O) represent the ipnitial

conditions of the corresponding integrals.,

Chapter Three



Theorem 3.1 is thus proved.

Theorem 3.1 determines the way in which the parameters
Of the open-loop plant Bay be adjusted in order that the
adaptive system be globally hyperstable. However, it is
only in very rare instances that the plant may be directly
adjustable, in this manner. The design of a physically
realizable algorithm is, hence, not satisfied completely at
thlis point,

Of the éractlcal schemes that have bheen suggested 1t 1.
apparent that the approach taken by Bethoux and
Courtiol [S9] is closest to the "'classical" configuration
inplemented by Oliver {32). There are two differences in
that Bethoux az? Courtiol have made the assumption that the
model and the plant parameter matrices verify
Erzberger's (78] perfect model following conditions angd,

also, a proportional adaptive mode is introduced --- this 1s

claimed tc aid the speed of response of the systenm.

In the approach to be outlined here, it is desired - .
point out the parallels ex1sting between the two stability
methods of MRAC design and, thus, the additional assumptions

of Bethoux and Courtiol's work. are not imposed.
»

The configqguration of the adaptive system is as depicted
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in Figure 3.4 and described by the folloving equations:

2 0T A X Ut) ¢ Bouct) v i)
P P
and: ~
X:L‘ cc'ool-‘-c'-oo'-o.'coonoc.oocoon..Qo.......-.(:)?’

vhere tne symbols are as for equation (13).

Assuming multivariable feedtack - feedforward control,

one can write:

u("—"\ (')x *x‘ ‘Y‘_‘o-ooc.-.o.cc.o-.oc.ooo-o(JH)
FE v i

Or upon substitution 1n equation (37) :

X (t) = (A + 8K (t)) x
Fv

+ (D +* BK Ct)) J ceeeaeedl 3U)
P FF

"

t

which can be written 1in closed-loop form as:

a(t);A(t)x +D(";oo-o‘-oooc-oon-o.ooconnoo¢o(4”)
r P P p

The desired closed-loop reference model is chosen as:

2 (t) = 4 x +p ¢
w L m el

hY :ga ..o.."u.-'olclon.qtcoaoo..lncc.oo‘.cvcllo.o(41)
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Here, as in the Liapunov stability example, the model

and the plant are assumed to be of the same order.

Subtracting equation (40) from (41) and defining an -

error vector, ¢, as:

L= X - X -o-..-o.e.c.c-oo-u---o.ooonoc0-0000.00.0-0(42)

m p
ohe can obtain:

L:‘A L*(A —A('),x +(u -D(t)‘icutnlo--c'(“:’)
m W P p m p

I1f a compensator, D, 1s defined@ such that:
Y = L L ceeeesscectcecesccttcssetentet et sscasnetaccececldd)
and a vectp;, ¥, such that:
» 204 - 4 €t x 4+ (D - D CtV) L e ieatcceescocsasel 45)
m p P ™ P

then, one may write:

LzA L*l!o.tooo..o-.. ceeeeeces s ossesvsrsscecns ol dt)

m

The next development is to assume that the nonlinear

block, whcse output is w, obeys the inequality:

1
!(T)!(')dvz-‘ﬁ T O Y |
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. 7
vhere * is a finite constant depending only d”kthdﬁdnitial

state of the systen. ) . ﬁé
" [ 22

Further, require that:

Iy

4 ()

= 1 (y(l),t) R
P
and:
D(')-_‘;(!(')"’ "t ececeescecesrsevscssose ol 4R)
P
Equations (44) - (u6), (48) and inequality (47) define an

equlvdlent, autonomous, nonlinear feedback system such as
that depicted in Pigure 3.3. It is, therefore, by analogy
with the results presented as Theorem 3.1, pgssible to state
necessary and sufficient conditions such that the derived
equivalent system (and therefore the original system) will
be asymptotic hyperstable,

Theorea 3.2

Necessary and sufficient conditions such that the wmodel
reference adaptive system described by equations
(4s) - (46), (48) and inequality (U7) be asymptotic

hyperstable are that:

1) the transfer matrix

Chapter Three
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- o»
Lem) = D tma] - Am)‘l
be strictly positive real;
2) the vectors (ém -~ 5p(t))5p, (gmf. Qp(t))g and ¥y
be of the same dimension and,
3) the adaptation laws for the matrices Ap(t) and
D (t) must introduce functions of the following

form:

and:

vhere . and ‘yy are finite positive constants.
The proof is analogous to that given for Theores 3.1.

Theorem 3.2 defines how the elements of the matrices
ip(t) and bn(t) should adapt. Hovever the elements which

can be physically manipulated are K ., and 5FF' é’

For the purposes of the following, define:
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= B‘ o-o-..oac.-o.o-ono.-o-o-.-o-t.cnoc.-occnccca\4(',

FF

Supposing that the plant 1s time-invariant 1t 1s

possipnle to obtain corresponding equations for the

adaptation of K., and Kpy.

A (t) = (A + )= . =8K = la v x
p b i i pi

and:

n(f):(n+:_):“:ah :r - v : ]oo.-noo.o.o-(sr')
P 3 13 i )

"
The equivalence between the hyperstability approach and
the Liapunov development is now readily established. To
obtain asyamfptotic hyperstability it is required to design a
combensatqr matrix, D, such that the transfer matrix of the |
linear part of the eguivalent system is strictly positive
real. Using the Popov - Yakubovich - Kalman lenma [1,79)]
one obtains that D=P, wvhere P is the matrix solution to the

Liapunov equation (12). Further,

T
v(t):n _E.:h DT co-..q.ac..ool..-.n.‘c.o..t.l.'o(ql)

i i i
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vhere D, 1s the i[h rov of the compensator matrix D (or P).

Thus if C=I (ie. all the states are available for

neaSure-ent) then the adaptation lawvs (50) reduce to those
obtained for the Liapunov approach (equations (21) and

(22)) .

The equations may be further extended, as Oliver has
done, to include adaptive integral and setpoint

control { 32 1.

A

The dewelopaent that appears'in*the preceding pages has
shown the equivalence between the two stability approaches,
for the design of MRAC systenms. In general 1t must be

concluded that hyperstability thedry of fers more

encomapassing results.

Extensions to include unmeasurable disturbances and
certaiglclasses of nonlinear plaht age alsa%mssible, since
tﬂz Qifficulty of speglfying a specific Liapunov function 1s
avoided. The development of these are left until Chapter
Five in order that they may be included 1n a still more

general approach, utilizing input-output (ie. transfer

fungtion type) formulations.

Chapter Three
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3.5 conglyusions

The presentation of this chapter has centered on three
approaches to the designm of MRAC systems. This general
outline represents a chronological developmrent in the theory
over the last twenty years or more. The chapter has dealt’
with state-space formulations primarily because, until
recently, this has been the predominant trend.

As will be shown 1n the fol}ouing chapters, not only 1is
this approaéh unnecessary, 1t appears to have been limiting.
1t should be noted here, also, that although only continuous
systeas were discussed in detail all these results are
readily extended to discrete systems using the analogous

discrete version of the hyperstability theorem {50].

rrom the point of view of the methods investigated so
far, several observations may be offered. Firstly, the two
schemes which guarantgs stability are obviously more
attractive f3om a practical and theoretical standpoint than
optimizations/gradient methods. Secondly, the hyperstabilaty
approach can lead to more general results than the desigun
using Liapunov's direct method. 1In particular, for the
continuous example discussed, the hyperstable scheme becomes

identical to that outlined by Oliver, when all the states

Chapter Three
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are measureable.
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CHAPTER POUR
Ao Input-Output’ Formulation of the Model Reference Adaptive
Control Problem

4.1 Introduction

Up until 197€, nearly all of the majcr contributions in
thé area cf research in model reference techniques, had been
firely planted in the state-space. This was in spite of the
fact that formulations, using transfer function type
notation, had a‘lLady been suggested [1 - 3). This is by no

»
means the case today.

Despite the successes of the aearlier schemes there age
. !

d;!;dvantaqes inherent in the state-s®ace development,
namel;, t hose ofﬁbtate«inaccessibility, time-delays, and
general plang&ilplélentatigﬁ problems, such as the
definition of a desirable tr;jecto?&. IVa;ious“adasfiVe
techniques [7 - 16}, or add-on,approadhes, such as coupled
state-estimation (4], or state-variable fﬁlter;

[5-6, 17 - 18], and the like, have solved the ﬂ’gblens in
some cases. But for a truly comprehensive theory t
utilized in the manner that Popov has foreshadowed, it is

necessary to take a step "backwards".

9
Thegschene presented by Martin-Sanchez [ 19 - 21) has

Chapter Fpur
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done precisely this -; reformulating the Froblem so that the

starting point is an input-output description of the plant.
The hyperstability theorem may then be us‘& in a somewhat

similar manher to that described in Chapter Three.

THis chapter will dwell on the theoretical aspects of
»
Martin-Sanchez's approach. Moreover, even though only a

discrete synthesis technigae will be detailed, it should be
N
noted, at the outset, Sanchez's method does

S -

utilizzd By 8artin-Sanchez, can be depicted as in Figure
4,1. In the diagras xd(k01), represents the "desired
output" vector. As with the familiar sodel reference
concept, the dri""block determines the dynamic behaviour
of the desired output and.‘th_ence, the plant. This block,&n
fact, can ¥e designed ip such a way as to dynqnically
compensate for such practical phenomena as noi sy

secasurements, and technically logical decisions may also be

incorporated.

The starting point for the development is what is

{ Chapter Four
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equivalent to a transfer function description of the

input-output behaviour of the open-loop plant:

h - f

e

y(k) = = Ai(k) yix = 4y + nj(k) ulk - J)
i=1 j=1

LN

+ L ul‘k) L(K’l) .O.a.oloC-.ll‘-Oooa.occ.o..'lt'..t(])

144
vhere y (k-i), u(k-j), and g{(k-1) represent nx?1 output, nx?
input, and px1 disturb;nce vectors, respectively.! Li(k),
Ht(k) and D, (k) are time-varying process parameter matrices

«f appropriate order.?

.
1

The‘ftarting equation employed here, does not 1include
the time-delays explicitly as does [27]). 1Instead,
equation (1) is assumed to include elements corresponding to
the time-delays as separate entities, i.e. a chaﬁge of
variable can be assumed to have been made s.t. i = i*' ¢ r

and j = -* - t, where r and t are the time-delays. This

If the number of inputs does not equal the number of
outputs, then supplementary conditions need to be
invoked [21]).
2

It is assumed that these matrices admit only a fipite
number of bounded changes as k +« .

Chapter Four
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approach has been taken to emphasize the generality of the
solution. However, if the time-delays are approximately
known, they may be included in the fcrmulation so thq an
equation such as [I.1]{21] is obtained. This has thé'b
effect of reducing the order of the identification problen,

and in practice, would be considered desirable.

An identification model can now bgdefined as:

b fl

T W L T T i1 Bk - 1) utk = J)
i=1 = !

+ 2‘(].\* 1);(k“.) ..........-.-....-..c....-.-..(Z)
1=1 -

and, an identification error as:

g(k’ :x(k) ‘Q(k) no.c-oonooo.o-.o-o.on--ooco.ooo-o.'(.—‘)

The identification model is assumed to be of the same
order as the plant equation (1), ie. h;=h, f, =f and g,=3.
This assuapticn is formally required wsathematically, but

\

there are many practical applications where it is difticult

to satisfy this assumption, eg. distributed systems where

Chapter Four
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the theoretical process order 1s infinitel,

1f we pow i1ntroduce the vector, g(x) ., given by:

h t

g(Ch) = & (k) ylx - i)+ . nj(k)g(k-J‘
1

i1 j=1

(k - l’..aca..uoln..ov."c..1000000000"0(4)

a4 lineal transtormation may be defined such that:

sth) = ytk) — gtk) =
L ! t
(A (k) = A (KD ¥tk = 1) + (g (Rh) - B (X)) gtk = §) *
i=| : ! 3=l 3 '
®
(Dl(k) - Dl(k)) T A WeeetectesscsarstevssanaseslS)

This transformation defines an
reconf igures the system, defined by
and (-~) as an autonomous, nonlinear

system (Figure 4.2).

\

The owerall tech ue has been
in which structural difderences-are
simulation conditions {19]). 1In any
that the plant order is infinite so

L.
o

equivalent mapping which
equations (1), (4)

feedback

shown tc handle the case
present, under

case, it can be argued
that during application

the problem of structural differences always abises.

Chapter Four
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The discrete hyperstability theorem [22] gives
necessary and sufficient conditions such that a systes,
configured as depicted in Piqure 4,2, will be asymptotic
hyperstable (vhich necessarily implies asymptotic stability

in the large).

Theorem 4,1

A necessary and sufficient conditiocn in order that the
system, depicted as Figure 4.2, be an asymptotic, \

hyperstable system is that:

(1) the nonlinear element's input-output behaviour
should belong to the family whose characteristics
may be described by the inequality:!?

K

'(kOQK‘): E’I(k’ﬁl(‘()z-\‘s Vklzko ceesscesl 6)
k=k(y

. .. “«
,is a finite constant perhaps dependent on the

initial system state but not on time.

This condition defines a "weakly" hyperstable
system [ 23].

'f’;LQ

Chapter Four
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Eroat N\

The proof of this theorea follows Ai

ly froe that

presented by Landau [22). .
-
The system considered for this qﬂl’ral theorem involves
a nonlinear, agtononous feedback system, as depicted in
Figure 4.3. The nonlinear element is assumed to satisty the
condition:

k)

rikorha ) = T yl(K) wiCk) > - ¢ Vhy > ki
k=kg

vhere . depends only on the initial state of the systen.

>

A necessary and sufficient conditicn for the Systen,
depicted in Figure 4.3, to sbe asymptotig hyperstable 1s tanat

G(z) be strictly positive real which implies that:

1) G(z) is positive real viz|>1;

2) the poles of G(z) lie in the circular domain
1z21<1 and;

3) G(z) + G'(z*) should be positive definite

Hermitian vyzi=1,

It can be shown that G(z) =1 satisfies all of these

conditions. Moreover, setting s,=w, and S=vV, it 1s obvious
3 ,7¥, S=¥

that the inequality condition, (€), is sufficient. At the

Chapter Four
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v L]

same time 1t 1S necessary, ®€ince any nonlinear system ﬂ
satisfying inequality (6), is "weakly hyperstable”, by
definition [22]). Coabined in a feedback manner with the
hyperstable identity block, ome obtaing a hyperstable

configuration. For proof of this last assertion, see (23]

q
Theorem 4.2 leads, finally, to sufficient conditions

such that the identification system described by
equatiens (1), (4), (5) and inequality (f), 1s asyaptotic

hyperstable.

A sufficiert coniition for the identification systen
déscrxbed by equations (1), (4) and (%) and 1nequality (o)
to be asymptotic hyperstable 1s that the nonlinear
adaptation laws for the matrices ii(k)’ B. (k) and D. (k)

admit functions of tne tollowing fore:

A (kY = &2 (s k) i ¢ K
1 . A

i =1 - n

E (k) = 4 (g 4k J < kK

Chapter Four
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L (k) = _ (g k), 1 € k -
i { 1
1 :l ’u ..l'....'...'l.Q.......l'.l...'....l....l...(?)
,
vhere:
‘ -
I N R ] = [« m (LK) v (k - 1V + & (k - 11]
i 1 itg 1tq t q it
L. | N 1 - ny q ~ {1 - r
e (g +h) = ]:[B a (k) 0 (kK - 4y * b [ 1
) jra ptg v o t
g = 1 f, t =1 - ny, a - 1 r
- tg Wx) = (~ = | a (k) (k - Uy + d ho- L
N T T~ t o Lt
1 = 1 M~ 4 t = 1 - ne q 1 . » ao-.uu-t-'ocoooc--cooc(“)
Pleeeoagy and ., are strictly positive constant

coefficirents.
Proof : <

v . .
The scalar' representation of equation (! 15 used 1n

conjunction with Theorem U.1.

For ineguality (f) to be satisfiel, 1t 18 sufflcient

that:

Chapter Four
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ky
- : ﬂz(k)z— 2 Vkl Zko .o.oocaa.‘o-oo.oo(\("
t
k-ko
vhere ' , (t=Y - n) are finite constants only dependent on

the initial state of the systenm.

Using the scalar representation of equation (3),

L4

inequality (9) becomes:

‘\1 h n
R Y (k) - = (%)) s, (K) v (K - i)
k=k 1=lq=l itg itq
M n

+ 1 (b (k) - b (k'] @ (R) u (v - g
R g tq Q
j=la=l
2 P .

+ DU e (k) - o (k)] a (K)Y = (xk - L)Y 2 - -2
- 1tg tq t q .
t=ig=1

1 :1 ’IIoccc|i.¢l.001.ul.l-clo-cnoo--.uaa-ao‘ccn-occc(10)

“. 1n turn, sufficient conditiors such that

inequality (10) is satisfied are that: L

b ‘
1

. .a (k) - a (k)] & (k) (k - ) - .2
L t itc itq ] t yq ! 2 aitg
K=Ky,

i =1 «h, t =1+ n, q=19:+mn

!

b (k) - 1t K ( - - .2

. ( itg ’ tq( 2 !t a u(‘(k Jr o2 Vitqg
K=K, - ~ !

j =1+« f , ¢t=1 »n, qg=1"- -7

Chapter Four
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9\ )
ky
: d (k) - ¢ (k)] = (K) & (xk = ) - 12
[ ltq itq ] t q 2 dltgq
k=k,
=1 - g t = 1 ’n.q=l > p-.-.oo.-oc..-oncoooo‘ll)
where are finite constants not

“aitq' \Abjtq and ;dltq

dependent on timel,

The adaptation laws of the theorem are now invoked so

that the inequalities (11) beconme:

Ky k

: : s (h) y th - 1) - (x) , - i

L { ‘ aitq s, )q nitq ) st(k)yq(h i)

h'k(l h‘rm R

\- 2 Cl......0‘00.......0'O...o....'....‘l.l.....(a)
aitq

i =1 * h , t =1 "*"n, qg=1" " n

ky K

A S s (h) uth - j) - b (k)] « (k) u (k - j)

itg t q jtg t ¢

k=kq h=k, !

2— ‘? ...O'...l'....l"......'...‘..Q.....Q.'.....(b)
bty

. e
Jj =1 -7, t =1 +«n, g = 1 - n

Note that aj g+ Pyt and J;,, are assumed to admit only
a firite nueber cf bounded changes as k .o .

- Chapter Four
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K,y k
: : th) 7 th - 1) - 4 (k s (x) (k - 1)
K=k [h;y 1tg Tt q 1pq (¥21 =, £q

0 0

- .2 e e 000 s eeesecers et st aseasssescnccnccssccsceclcC)
2 dltgq

’

T =1 - £ t = 1 s N 4 O = 1 + P eseecssesvcscsssncsceccl 12)

iitqr Tjtq and “ltq Aare strictly positive constants.

s e .
The inequalities (12) have the follcwing form:

Ky k k)
ToxUk) L Bxtl) + ¢ = 1/28 (1 xUKk) *+ ¢/pB)? +
k‘ko 1=k0 K’H'O
k)
1/28 ' xz(k.‘ - (‘2/282— 02/23 c...o-...c.nt.-.-..c.-(1")
k=k(\,
vhere ¢ 1s a constant and . is a strictly positive value.

For example, consider inequality (12a) above with:

x{(k) = m (k)y (k - 1)
t
N
B = aijrq
C = -a
\\\ - itq
N 1 ',

§ -

Theores 4.2 is thus proved.

Chapter Four
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The adaptation rlles, given by the Theoren, arp not
directly useful in their present fore since it is the
identification error vhich is directly measurable and not
s(k). It is possible, howvever, to relate s(k) to e(k) by
means of a variable, diagonal gain watrix, K(k).

Theorem 4,3 .

The vector, s(k), is related to ‘the identification
€rror vector, e(k), by a variable, diagonal gain matrix,

K(k), defined by:

£ n
E(w) = [x (k)]‘, = [1/71 + T a y2 (k & i) +
e viag i=le=1 ftg ©
t n £ P
: . 2 - + : . R -2 - 1

o djtq uq(k ) L ltq : (kK ) ) /

j=1q=1 l=1g=1
1 = l A d n ....C'Q....ll'...ll.........‘.......'....l..(14)
Froof -

The theoree defines a relationship:

= \ C..'.Q.l.'...l.'l'........‘......(15)
s(k) ;u\)diag el k)

-

From the scalar representation of equation (5) and the

adaptation laws introduced in Theorem 4.2, one optains:

1 [ g -
y 4
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& (kV = ! .
t {=1q=1
(k - 1) y (kK 1) -
¥ q . ] q
(h (k - )] u (kK - Vo4 : (a4 (k) -
Fig 2™ Y 4] J ltq
- 1=1q=1
d (k - 1) : (k) (k - 1Y) £ (k= 1)
1tq 1tq t q 0
1 = l . n .ll...l.l.ll..'..l.‘..'.'...l‘..I.'l..l.'...(l()’
Using the scalar forss of equations (2), (3), and (V6):
I8 n
s(k)ze(k)—ﬁ(k)( , vZ (x - 1) ¢
t t t . . itq «
i=la=1
f n £ P
- 4 ‘ i .’2 ( kK - l, c.-(l—‘
L By v kTt O g !
j=la=l 1=1la=1 -
Equation (17) carn nov be rearranged to give:
s (k) = k (k) e (k)
t tt t
4t =1 + n
where: v
I8 n
Yy (k) = /(1 . a"n-vf (k - 1) +
tt j=1g=! i
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u® (k- ) ¢ , '1(, ~':(u-n]
yelqel It l=lq=1 ‘

o1 1n wmatiix form:

g(k) -~ EUx) sl k)
Ftan
?

Theorems 4.1, 4.2 and 4,3 .dptinp the asymptotic
.
hyperstable 1dentification system, deprcted in Fhjure 4.6,

el

The 1denti1fication systeam just outline si1mylar to
thnat descrglted by Lanilau [(24,25). However, as landau [.5]
has notel, stable partallel model 1eference adaptive systen,
(vhica correspond to the "output error" swethod 1n 1eCur sive
1aentitication), alvavs are atfected by bras 1 the pre:ence
af noi1se obscured measurement.,, Although this bias may ne
reduced, significantly, 1f the adaptation gains are low, tne
obvious disadvantage would be the low speed of convergence,
This observation lead to another scheme with decreasing

adaptation gains [ /5], although mecre on this will be said 1n

trne next chapter,

Now that an explicit 1dentification of the open-loop
plant 1s availatle, at all times, a control system may be
derived. The essential step 1s to assume that the output ot

.9 . »
the driver llock, y  (k¢1), 1s equal to the identiticatiown

Chapter FPour
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model output at thg'(k01f“ intervalt, ie,:
r
-

)‘(k' ‘)xﬂ(k‘ l)l......lolo.......l'.l'.....i...o(‘H)

L4
From equation (2), then, one ohtains:

Atk * 1) LAt ytw - 1 v vy e B (k) utk - J ¢ 1) ¢

Q.tw) LCx - L + 1) I I R N

ut k) B (k)Y ¥y (x ¢ 1) - A (k) ytk - 1 *+ 1) -

ulk)u(\\-‘)'li— ' Dv(k);(k—l*l) cecesesel 2')

A control errtor may now be defined as the difference,
at any 1nstant, between the valuek, of the process output and

the output of the driver block. So:

ﬂl(k)jx_(k‘-xl(k‘ c.u-oco.-u.oo-.n-.oc.o--n--co.oco‘21)

This procedure seems to have been inspired by work on
inverse control schemes by Goipole and Saith, arnd
others [ <f - 31).

Chapter Four



It 15 now possible to shov that the asyaptotic
byperstability ot the 1dentification systes also 18plies the
asymptoticity ot the entite contiol scheme. d

1

Iy

1€OoLel Y4
[

The asymptctic hyperstability of the identificatiorn
sCheme, detined by equations (1), (2), (), (&), (15) aad
1nequality, (¢), implies that the control systea, Jescribed
by eqdations (1), (), (N, (Y4), (1), (20), (.Y and

rd

thegquality, (+), 15 asysptotic hyperstahle, ‘

The prcof ot thios thesrem 15 dependent or tnree

assumptions:

1) that the 1nput to the Ariver block and the
d1sturbances are alwvays hounded;
2) the driver block 1s described by a statle

dynamical system, ani,

}) B,(x) 1s non-singular vk,

rrom equition (5) ani the adaptation laws of Theorea

b.., the followin; eguation 1s olttained:

8l k) (4 (k) — A (KD - A Ch = 1)) ylk - )

““Chapter Pour
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and,

‘ .
.
(ﬁ’(ui - 8 tw) - B tw - 1) gow - )
(D tw) - ‘D Cn O S T T T T A [
L Y N Ca,, «, k) v Ck - 4!
o, ot t  n 1 1 "
I ulu!] ~ Uk a0k = g
f , ¢ 1 LT | ! '
= 0 4d (N ! B tw - "'
€ o+ t 1 .. n , g L B i e e e se et e s s e el

Equation (19) may now be tewritten AL

s0,

k - 1) (x - 1)

© 4 28 00 et s s 0 s e e e s e s s e es e ecae vausl

the con*1ol error we -t oy, e (x),

Chapter Pour

4 (k - 1) y(x - 1y ¢ 8 ¢tk - 1 yex -

B1Y bhe wlltter:

Al
[

AR
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)

H



A

citw) - IV UL S YR 1)) ytw - 1V ¢ g tw)
» »
Lot 1Y) e - ) (R twt - Rotw 1yy (e - 1)
quation () can te jewritten AS:
rtn 1)y - LA e 1) ‘Qt» IR R L T R T B
th t» 1 4 twm -t ogow | LI B
1=
Ly o 1) o R )Yt 1 = 1) i iereoescoecaat
« H ot e eguatlion (&) ant (.+), one htalns:
el gln - 1 ° Ca U Ty - A tw - 1My -
YUk : (I (3w - 1 b otw - 1Yy Dgtw - g
[SLIY [ N tD tw - 1 2w - 1) 2t - 1)
Uk t 1 . A Y - Atk - 1D ytw - 1y ¢
LB txY - B ouk - 1] gtk -y Lot - R fwo-
AUk - lb.............................................(27!
- chapter Ponur



85

-

The last three terms of the right hand side of
equation (27) will be equal to zero Vk s.t. k2k_., where k_
1S some 1nstant. This follows from the condition that the
process pdarameters may admit only a finite number of bourded

changes as k *+.

Further, it can be shown that the assumption of bounded
distur bances, coupled with the convergence froperties of the
1dentification scheme [ 197, 1mplies that the terrs related

to the disturbance vector always remailn bounded.

It ncw only remains to prove that the 1nput and output
vectors always remaln bounded. Consider the hLypothesls thnat

at least one of yq(k-1-1) or uq(k-i-‘), (1=1 +n) =+ as K = .

From the asymptotic hyperstability properties of the
identification scheme s(k-1) + 0 as k -x. Therefore,
considering the scalar fors of equation (J¢), 1t 1s Obvious

that (ditq(k-1) - a (k-1)) and (birc(k-1) - b‘“%(k-”)

itg
must approach zero taster than y (k-i-1) or u (k-1-1)

approaches infinity.

Furthermore, troms equations (1) and (20), 1t 1%

manifest that (y(x-i) - y(k-1-1)) and (u(k-3) - u(k-i-1))

Chapter Four



cannot possibly tend to infinity faster than Y(k-1-1)

c

(k-3-1). But this means that equation (27) implies

Im

j(k) w1ll always remain bounded. Thus, frcm egquatio

and assumptions 1 and 2, 1t can be seen that the proc

86

and
that
n (21)

ess

output, and thus the 1nput, always remain bounded. This

result 15 at variance with the original hypothesis.
argqument proceeds, tnen, that the 1nput and cutput ve

are tounded.

Finally, as the 11dentification systep apjroaches

eculrlibrium, s(k) - 0 or from «juations (213,

A (k) Y ' I Dotk
1 by iy = 1 f, 1 A I3
alii L0 €. (K) - U, trom equations (22) and {(2°).
This proves Theorem 4.l

Theotems 4., thriough 4.4 1nterently have assuymed

turtt-r conditions which have not been explicitly sta

the jroofs given:

1. Tne drive: block must specify 4 desirel

Chapter Four
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such that the generated control action is

physically realizable,

87

ie. some type of projection

technique which ensures that the identified plant

does not contain right-half plane zeroes,

employed. 1In particular,

the final argument

contained 1n the proof of Theoremr 4.4 1s invalid

if such a strategy 1s not used,

unstakle ccntroller 1s stipulated and hence,

equation (27) e

i

(k) -

for

-+ 1f an

2. The glant must be strictly open-loop statle.

This condition 1

1dentitication sequence.,

Whele!

ootk)E1/01 *

So that 1f y ..
fcr e(k) .. as s

algument contain

Cha

s enforced t¢ ensure a stable

ani u

(k) -

(K) e (k)

1s bounded,

it

. Ornce again

*rom Theolrem 4, ?:

1§ possiblie

the final

€d 1n the proof of Theorem 4.4

pter

Four

must be

from
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\
4.3 Discussiop 9f the Adaptive-Inverse Development

£ill be invalid in such a situation as y +a.

It is essential to note that the theoretical results
given above, ﬂave all been arrived at by Martin-Sanchez and
are presented in an, as yef, unpublished paper [21]. The
important ideas, however, have all appeared ir an earlier

work ( 19].

whilst the general approach of using an adaptive
in:onse appears to be quite sound (in fact Godbole and
Smith [ 26 ] suggested just such an approach in 1972) there
are several objections to the methods and proofs that
Martin-Sanchez has outlined. Firstly, as Jchrson and
Larimore [32] point out!, this type of aprroach is strictly
only applicable for sinimum phase model descriptions, since
open Light-half rlane zeroes can lead to an urstable inLverse
ceuntroller which would then refute the proof of Theorem U4.4.
Martin-Sanchez [33], 1in his reply, notes that this problien

may be alleviated, somewhat, by insisting that the driver

Ltlock never generate an outﬁut which will render necessary

1

This same conclusion had been noted much earlier by
Godbole and Smith [26]) and Forney [ 30].

Chapter Four



such a situation. This approach necessitates more

inﬂ?rnation about the plant Ooperation than is desirable.
é

It is true to say, thus, from a theoretical point of
view, that a plant inverse method such as that described in
this chapter, is Strictly applicable to rinimum fphase models

only,

Further, it should be noted that it is also desirable
to only consider, essentially, time-invariant plants, as the
FLoof relies on the fact that at some instant the plant can

be assumed to be Stationary,!

Another objection relates to the nonlinear adaptive
Lelationshif between the identification error, given by
€guation (3), and the vector s, It is quite possible,
€specially in a noisy environaent, for the identification
€Lror to go to infinity as S +0. An unstable plant woull
clearly lead to this situation -- the problem aay, however,
Occur for other circumstances as well unless some type of
.Frojection technique is employed, which will ensure that the

barameter estimates remain in a stable reqgion (34,

I am indebted to pr. m.nN. Karim for this interpretation
of finite, bounded changes in the process parameters,

Chapter Pour
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Finally, the concept of the dCiver\bﬁcck appears to
have been a central issue in this approach and yet, the
design of this block from the p01n€ of v1eu of output
realizability, 1s not elaborated upon apart from noting that
noisg characteristics may be taken into account (19], 1ie.

noise filters may be incorporated in the driver block.

P Alp B PP P

-~

)

In this chapter, the theoretical desiqﬁ of a practical
adaptive control system using the inverse system approach,
has been considered. This approach was preserted by
Martln-Sanéhez in 1976, although previous wcrk had been
published in Spanish by the same author. Further, he has
applied this scheme to a pilot distillation column, at the

University of Alberta, with very encouraging results [21].

It has beer mentioned that there are several
aberrations with this technique that have nct been regarded
as such. The claims that Martin-Sanchez wakes for his
procedure must be viewed in this light.

In the next chapter, there will be presented a more
generalized approach than that repor;ed here, using the

original theoretical contributions of Landau.

Martin-Sanchez's scheme will be considered as a subset of

Chapter Four
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{.
this technique, although for the purposes of tractability,

the adaptive inverse system methodology®*is subsequently

retained. ,

Chapter Four



CHAPTER FIVE

On a General Self-Adaptive Contiol Scheme

0Ot the various designs, which can be classified under
the general "headiny of adaptive control, the model reference
technique has proved the most popular. In particular, the
two general approaches which juarantee closed-loop
Stability, hyperstability and Liapunov theory, have received

+

a great deal ot attention in recent years (v - 951

The general feeling today, is that Popov's
hypetstability theory (€,7) offers the more ;1dely
af pilcable results, 1rn the field. Indeed schemes based on
this methcdology have been developed to include input-output
formulations (see Chapter Four) which are probably the most

practical system descriptions, given the inherent problems
\

associated with state-space approaches [8 - 123],

>
This chapter will introduce a general self-adaptive
control scheme based on an asynptotic‘hyperstaole
1dentification method developed by Landau {14). The view
has been taken that any adaptive control technigque must be
able to be integrated into actual operating plants with as
littlé‘ttange of operating philosophy as possible.

\
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“ed genelal Methodology

The general 1nput-output formuilation ctf the control

«

4
problem allows a very practical met hod of Laplementing tnue

self-corrective type of control scheme. Tn particular, hy

consider1ng the outputs per se, it avoids the problems that

moOst

plague the state-space approaches:

(1) explicit time-delay:,
(11) tinding a readily appreciable jortormance
1tndex and, tainally,

(111) state 1naccessihiliey,

uf the various techniques that could be imaginedl for

the 1mplementation of a closed-loop model reference adaptive

control scheme, two bioad classifications can be 1dentitred:

1) Direct adaptation of the parameters of a
ccntroller/precompensator. Such a scheme -
depictel 1n Figure 5.1,

2) Open-loop identification followed by paramete;

adaptation.

An explicit open-loop iderntification of the

plant 1s available at each instant. The

Chapter PFive
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patameters ot the controller can then be updated
o1 a control signal calculated, to yield the
1equited output, Figure 5,2 represents this
techniques .

Whilst the first approach would appear to be the most
wtraljhttorvward tolr purposes of implementation, tnetle are
some dl1sadvantages. Firstly, an approximate knowledge of
the open-loop plant (over and above the necessary structural
intormation) is usually tequired [ 15 - 1¢). Also, some of
the plant parameters are unreachable (1e. physically not
available for adaptation) 1n the more general case. To
alleviate this last problem, a more restrictive starting
formulation must normally be accepted. The second methol,
meanwhlle, suggests a much more fruitful rprocedure; an
explicit identification is used in conjunction ;1th a
primary control block. The control and 1dentification podes
aLe separated and, as such, the control blogk can be
designed in any convenient sanner {17). In particular, tnis
techrnique offers the possibility of a genuine two-level
control scheme such as that described by Nikiforuk et
al. [18 - 19].

.3 A Particular Exapmple
To demonstrate the desiyn philosophy briefly alluded to

Chapter Pive
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above, a technique will be dewveloped based on tue adaptive
Inverse procedure sugqgested by qodbole and Seith [0 ] and

later 1mplesentel by Martin-sanchez [0,

. 3.1 Probles Forpulation

Unlixke most of the previous work, the present desy
dapjtoach 15 directed towards tne adaptation ot the
fatameter:, of the precompensator/controller ot a standard

gultivarlable teedback syvstem Jeprcted as Frjyure S5, 4

Fotr the sake ot claryty disturbances are 1 5noted, tot

tie jresent , 1n this development,

G . (2) 1epresents, the pulse transfel matrix ol
the open-lcop plart and,
K(z) 1s a jprecompensatcr/contrcller trar sfer

matrix.

Trhe 1nput-output data of the loop, depicted 1rn Figure

5.3, can be conveniently represented by the foramulation:

N

)(I)‘g'(l)r(l’o-cc-o'---.-oo..n.coo..oo..c-ao.-oo(‘)

wvhere G . (z) 15 a closed-loop transfer matrix.

Equation (') may also te written, 1n the time-Jdowma.n,

as;:
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I(k).}: Alﬂ(k)x(k- 1) + ! B;'(k) r(k ’J) cseseas(2)
t

i=1 =1
wvhere y and r denote n dimensional output and setpoint
vectors, respectively. A and ? . are process parameter

1p J

matrices, of appropriate order. These matrices may admit a

finite nurler o Yooour el cranaes asox oo
p 1eference model 1s now chosen ac:

y (k) = A, Y. (x - i) + g, otk - 3 T R B

i=. =
wnere the m subscripted variaples denote time-1invailarnt

model parameters.?t

"

This model need not have the same structutre as the

closed-loop plant, jroviied that:

and:

1, < f R LI

A . and B, can, 1n fact, admit a finlte numter of
boundeé“cnanqe‘; as K o- o

Chapter Faive
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Tt an erior vector is defined as:

L‘h):l(l&)‘l(k) l.....IQoo.o.'.o....ol'a.'.t.o...(S)
then from eguations (2) - (4), 1t can be seen that:
\y‘ ?11
“UR) = ’ A LUk = i) ¢ AL - 4, (k) ytk = i)
i=! i=! "
B
& (k) ytk - 1) + : (B - B tk)) ptw - ) -
. . Uk) rtk - ) it e eecesecsevecssesseencssssasseoel )

Trnis errcr vector then trovides a direct measure ot the

culient system petformancel for the entlre conticl systed.

Detine:

vik) - Ltk Dtk = 1) cerrenerenencaascieesessalT)

-

where o, (1=1 - p:) are the coefficient matrices ot a lineal

filter, v(2).

Note that "measure ot current systen performanc.:" ha: a
difterent i1nterpretation from the "index cf performance",
employed 1n Chapter Two. Here the term merely signitiles a
peasure ot achievement of the control objective.
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Now let: >
‘.I !1
»OK) - CA -~ A (R y(x - 1y - ' A  (K) y(k - |
M J i
i- ! i=t+: '
+ .. - B (kYW ptk - jhyv - B, (k) 2tk - jy (x)
':y‘ I v:’IO1 ‘J}
ar.d: {
},(k) - —!()' .a.c.o.l.ttc..o..l.’..o..t...l.llc...lo.(")

Wheloe eqgquaticr (B) 1S unierstond to Lepresent a nonlineat

tunction of v nd time.

incorporating “yguation (-) 1nto (), cne obtaein:

Cr) - A& ZUR = 1) L Wlh) teeieeenereneaneeeeeat 1)

_t2) 1 - A S I T R
wheleuapon, from equation (7) -

Vi) Resr) ) - L T U I
oros

Yz ) - (_E(/)!('z).............................-.......(lf_‘a

Lo "1 tion, 1% 15 Acsumet that orly trhove parrs (v, W)
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which satisfy the fcllowing inegjuality condition are

consideredlt:

k]
Chooky) = 1 yl(k) ik > - ¢ YKy 2 Ko eeaeal 13)
kek,
where "o 1S a filnite constant perhaps dependent on the

initial state of the system, but not on time.

Ejuations (7) - (9), (12) and inequality (13) define a

System which can be depicted as iy Figure S,4,

£5 a pasis for later discussion it is noted that the
nonlinear centrol system, defined by Figure S.4, 1is

equilvalent to the schenme represented by Figure S,.°%.

Note that the approach illustrated by Figure 5,°%
implies adaption of the closed-1loop plant parameters, This
15 €as1ly dcpe in sisulation studies, but in experimental
applications the actual plant parameters may not bLbe
adjustable, An alternative approach is Fresented later

(c.f. Fig. 5.6) which alleviates this practical diffculty.

This condition has been used to defipe a "weakly"
hyperstatle system [227.

Chapter Pive
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Landau has presented a theorem [23 - 24] wvhich gives
necessary and sufficient conditions such that the discrete
nonlinear and/or time-varying system, represented in Figure
5.4, and described by equations (7y - (%), (12) and
inequality (13), will be asymptotically hyperstable.

Theorea 5,1

Necessary and sufficient conditions in order that the
system, described by equations (7) - (%), (12) and

inequality (13), be an asymptotic hyperstable system are

that t he transfer matrix, G(z), given by:

¢
1
Glz) = Rlz) (L - - A, 2 Tt

i=

is strictly pcsitive real discrete in the sense that:

i
(1) the poles of G(z) 1M within the circular
domain |z|<1 and,

(ii) G(z) + G'(z*) should be positive definite

Hermitian.

The proof may be considered as analcgous to that for

the continuous hyperstability theorem [ 2%].

Using this theorem and the equivalence established

between the systems of Pigure 5.4 and Figure . %, 1t 1s

Chapter Five
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possible to state conditions such that the fproposed adaptive

control system 1s asymptotically hyperstable.

Theorea 5,

Ity

Sufficient conditions such that the discrete,
control system, shown 1in Figure 5.5, is asymptotic

hyperstable are the following:

(1) the transfer matrix:

o

i

c(z) = pltz) 1 - Aimz iy~

=1
=

nust be strictly positive real discrete;

(11)

(Am - Ai;\(k‘) y(k = 1) o= 1 - by
Ai;(k’x(k—n I o= hy * \
(ﬂ1 - hil(k)) Itk = j) 4 o= 1 f,
ﬁ.”(k)z(k—‘j) Jg o= £, + 1 . ¢

adaptaive

and v must all have the same dimension and,

(111) the adaptation laws for Ai“(k) and

must admit the following nonlinear matrix

Chapter Pive

Y



107

functions:

i (k) =1 (n) ] = [ o v (k) v (k - 1)
1 1t 1taq t ¥
i 1 h oy t = I v n 4 g - n
4. (k= (k)] - [ 7 v (k) r (k - )
Tt v {
Jg =1 e, 1 [TUREP'S B | 1
Cipe o and o 0 Are strictly positive ccefticient.?d
1 1
Froot
Equations (7) - (9), (12) anA irequility (12) detine a4

discrete, nonlinear feedback sys*tem, such ac 15 depicted 1n

Fiqure 5.4, where:
Gtz) = Dez) (] - a4 2 7t

ar.d:

»itk) = F (v ,n) i < K

It the reterence model matrices contain zeroes in any
elements it 1+ possible to set the corresponding gains, ot
the alaptive closed-loop plant, to zero.
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F denotes a nonlineatr functional dependence.

In order that the system of Figure 5.4, or e.guivalently
Fiqure .5, be an asymptotic hyperstable system, 1t 1c
sutticrent (ftrom Theorem “. 1) that:

1) G(z) be positive real discrete, and
<) -
“Chpeky ) v (k) witk) > - 6 Yhiy 2 Ky
r=r
wheo 15 a tin1te constans depencent only on
the 1nitial system Sstate,

Thus, condition (1) of Theorem .0 15 proved,

The seconl condition of Theorem .2, follows from tae
getinitions of W oand w.o, 1n tnat this condition must holdd
tor el1ther to re defined.

Trne third condition may be provel by uvirnj the
detimition cf w,:

wilk) = (4 (k) - A, ) ylw = 1)+ A (k) yth - 1)
i=. ‘ v e
+ (3 (k) - B Y ptk - ) ¢ B (k) rtk = 5) €14)
- ' A

Chapteér Five
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Substituting this into v(k”,kl), one obtains the

coundition that:

LI hl h
v k) (4, W - AL vk = e &, (%)
o=k =1 ' i=hy+l
a t
Atk - 1)+ (B, k) = B rCh - )Y B, (k)
j:] ‘ ]—Tl*l !
ho - ) > - 6
‘\"k‘ Z}su o-..c.ctotnoaclucc-otoo.o..c..cnt‘o.olnl.coc(]r“

Por this 1neguality to be satisfied, 1t 1s sufficient

that the tollowinyg scalar functions are verifiel:

v (k) Ca (hY - a Y v (ko - LY > - ?
- ' 101G 1tar ‘; ALt
FEr
AR | by oot =1 n ., aqg = 1 r
"
v (k) a (k) y (k -~ +) 2 - .2
. : 1t : TR
K=K
i = h, * 1 h , t = 1 . n 4, q = 1 . n
"
: v (k) (b (k) - b Y r (K - Y D> - ¢
k=¥ » ' )
L
J =1 « £ « t = 1 n +« g = 1 . n
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l'1
(k) 1t (k) (k - ) -
l Vr 1{({ P(I ] 2 !\'1(‘]
rocor
] = 1 + 1 f ’ t 1 on v qa - 1 + N easevseesssnsssesl 1)
aitqe a'itg e hitg and e are finite constants

independent of time.

Introducing the adaptation laws, of Theotrem 5.7

)Ql'
1nedqualilties (16) become:
r
v (v} Ca v (k)Y v (K - i) *+ a (k-l)-aT )
t ! ! q [ 1
L '
(k - i) - 2
2 dailt
1 hy o t = 1 n o+ q = 1 n
'r'l
. v (k) (a, v(k)v,.(k—()*nit‘(k-l))y(k-i)
4 it t [ - N
K=K !
_ .2
1oty
= hyp v 1 h  t = 1 + r¢ 1 » n

Chapter FPive
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1
v (k) O v (k) r (k - J)Y ¢+ b (k - 1Y - b )
t Yty t q YU ftogr
k=k,,
r(k - gy 2 - ¢
q hitg
R | B Y s, t = 1 N . q 1 n
)
v (k) (g, v (k) r (k - J) * b (k- 1)) r Kk - )
t J ! q T -
k=k .
[
?_ '
t"t("
3 = f4 * 1 . r , t = 1 . ¢ 4y q 1 + N eesessssssssasaslt 1T)

. : o
It the adaptation lavs are wiltten an [ecursive torm

2] [ ] ) v (1Y 3y €L -
1t - itq !
1=k
1 1 o, t = 1 n ,« q - 1 s N
.
H (k) = . 8 . v (1) ¢ €U - j)
ity 1=}<\ g t .
J = 1 f , t =1 . n 4, g 1 . nr

1t is readily apparent that relations (17) are analojous to:

¥ k ¥
x(h) ¢ _ Bxtl) + ) = 1/725¢ x(k)Y * c/a3)° +

K=k Tk p
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1724 UK - /728 2 ~c?28 o - R
b=k Y

N

vherte ¢ 15 a4 cor ,tantt

€

atnd, a such, Theotem 5.0 1% proved,

From the tecursive form ot the adaption laws, 1t s

obviod:n that the calculation of the elements ot A . (k) and
t

Eooo(k) depend on the values ot v(k)., Theretore a aetho?! tor

b

caloulating an ajr1o11 estimate of v(ke V) must be outlined

to cAalculate A (ke1) and o (xe1).

Frem o equations () and (1Y
vik * 1 Lk * 1) + L L S U SR O
b
A2 N AR B IR A O U A B D Stk - 4+ 1)
=1

wvhicn, substitutirg for v (kel) anl y(ke?l) trom ejuations

(J) and (1) dg1ive .

Trls 1S shown 1n an analagous msanner tc that depicted
10 the Prcot of Theorem 4.2
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YOk = 4 v 1+ (B - B (K o+ 1)
L J o
H .
- E. (K * 1) pr(n = § + 1) +
JErgel O
Oor, in scalar forn:
Yoon
v (kK + 1y = : a v (k -
t itqr o
i=lg=1
IN "
: a (k*’l)v(k—i*l‘4>
1=,1= o
.
: Yy o - b (kK + 1YY ~ (&
=lqg=. s 19
+
D (L\*l)r(k—u’l"
:ol»lq=' tq
P
3 Lk = 1+ 1)
. — 1t (
L= le=
+ = 1 N
Jo1nhy cendition (111), of Theoren
obtains:
1
vVl o+t 1) - a y ..o 0w - 4
t i :
1’:
' n
- (a” v'(k*l)y(k—l
i=.= )
i
Y Lk - 1+ 1) + (n - A
J-l"‘=

Chapter Prwe

c

rx
+ 1

’

D A

+ a

theo

ChV)



(@ G

Ck * 1
Ch - i
{

<
Ch -
o)
1 v

1)

b
Tt

CkV) r

H.
+ s
(KIY r
+ 1
ot 1
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v (k + 1) = A/Y ooo-oo-ncon-'no-.ononiannoc-c-..oo-c-a(lh)
where :
Vo= (a y tk - 1 %+ 1)V - o (kY v (L = § + 1))
v 1t ¢ 4 10 N
A-W}—l
!
a (kY y (kK - 1§ + 1y + (L - b (k))
i I Uy UL
v*n(‘:: ! ﬁ:Ii:‘
rtk - §j + 1)y - b (k)Y r Ch - §j + 1) +
t
1 L S T PR RN
ar
Voo s a VOO k o= v 1)+ hal
U =g+ 1).-....-.-...............-.-.--.........(2‘!)
+ | .o
Using eguation (18), it is therefnre pos<ible to
€stimate the parameter matrices, A (k+1) ani E“(K¢?).
‘3.3 Prectical Methods of Implementation
A practical ditticulty arises out of the law: of
adaptation, 1ir that the closed-loop parameter matrice: al «,

Chapter Five



strictly, not accessible directly for adaptation in a real

systew. Instead, use is made of a compensator/controller

block.

Consider the system shown as Flgure S5,k

The closed-loofp transfer matrix may be derived for tue

1nnetl certrcl-loop as:

o= 0l o+ $ . K ¢ .k H I I I T S DI

wher
I 15 the nxn 1dentity matrix;

G . Ieplesents the open-loop plant trarsfer

¥ matrix;

¥ 1s the cortroller/precompensator transfer matrix

and,

G . 1s the actual closed-loop ‘r',fcx ratrix, at

any inustant,

«f 6 ,.(z) in equation (21) 15 set equal to the desired

closed-loop transfer matrix, then:

Ltz) = 27V (z) g(,(z) 1 - % 2 ) i i i ieteenaal 22)

where, trom the z-transform form of equation () :

Chapter Five
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and, A and B jp are obtained from the adaptation laws
) t

(Theorem “.0).

1t becomes obvious, however, that a complete Kknowledye
of the open-locp plant transfer matrix is assumed in this
sCcheme. Whilst 1t 1is still possible to progress with this
design, when limited information 1s available as to the
variation in G ,, there are simpler and mar@ elegant

approaches available,

. . . /
.To overcome these difficulties, an augmented output
/

met hodl 1s considered (see Figure 5.7).

Considering only the blocks enciosed by the dashed
boundary, it can be¢ seen that the method 1s equivalent to
that depicted 1n Figure S.f, except that the open-loop

transfer matrix, G,., 1s replaced by G

O , and adaptation 1s
BRI [ S

tased on y* rather than on Y.
Thus,
[ S )t a2 IS
b S

St st

L:Q'l Q' (l_g"_)_l a--.cn-c-t-.c.a0.0'0.0.'00-.(2’))
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That this system is asymptotic hyperstable can be
proved 1n an analogous fashion to that detailed for Theoren

2. Therefore y»* - Y, 6 as k -+ or from the principle of

i

superposition of linear systems y - Y, - % as k -+, where
+¥, TIepresents the steady-state error betweer the outputs

of the actual process and of the known G .,

t

Unfortunately, there exists a steady-state offset
lntroduced by thls techmique. Once again this may hot be
disasterous 1f certain information, other thar the structure

of t open-loogp plant, 1s allowed,
X
)
There 1s one more modification, however, which will

bring this propcsed model reference adaptive control system

more 1n line with the original obijectives.

The final step 1s to consider that 6. =6, vwhere & ,
1s an 1dentified transfer matrix of the open-loop plant.
Further, 1t can ke considered that a hyperstalble recursive

scheme can be employed for this task. Thus, a system as

depicted in Fiqgure 5.8 would be resolved.

It 1s apparent that the system is again equivalent to
that shown 1n Fiqure 5., with G, replacin3y G . and, hence,

Y teplacing y as the controlled variable,

Chapter Five
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Since the adaptation block 2 i1s assumeld to be
asymptoti1c hyperstable - -0 as k -+. Also, adaptation block
1, whiclt etfectively encompasses the entite systen 1,

1toelt, asysptotic hyperstable so that y -y a5 k -0 This

™
n

implies that y -y as x -+ by the principle ot superposition

ot linear systems.

Some di1ncussion ot the 1lentitication scheme 1 an

crvious tegultement, at this staqge.

Whilst 1t 15 strictly true that any asymptotically
ctatle identiticaticn prncedure coul? be irvlemented, only
thene recursive schemes based on the hyperstabrlity coucept
will be considered 1n detail, In particular, the schene
recently presented by Landau [14) and 1nvestigated by
Ljung [ 26 ) appears advantageous.

“.4 Hyperstable Pecursive Identificatior

The model reterence structure ha:s been showr to supply
a very sound conceptual approach to recurs:ve
identlg}Cdtion (Y4, 2¢, 277 This procedur« takes alvantage
ot the! so-called "dual" nature of model reference alaptive
sybtemg (1e. of the arbitrary way 1r which *he model anl

}
tlant déw spec1t1éi).

[

Tt 1+ noted, at the outset, that the avproach telow, 15

Chapter Faive
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essentially that taken by Martin-Sanchez [21]) 1n 'h\\\\\\\\\\

.
development ot his 1dentitication scheme. This technl ue
however, 14 mere general and alleviates the troblems ot
biased estimation, 1n the face of noise ohscured

mea-iurements, for single-input single-output (STS0) systems.

”

sne system, developed below, will be equivalent in
concept to the schem- presented by Landanu [ 147, Ljung (26]
has further 1nvestigated the convergence prcperties, of tnis

type ot system and obtained criteria such tonat converyoences

Ot tre estimates to the true values occur s with frtobabrlity

“.4.1 Theory

Suppase that the open-loop plant can be described by an

equdation ot the form:

'
3Ck) A YUk - i) ¢+ B BOK = J' ceeeacsceaeat )
wher e

Yy(k-1) are n dimensional output vectors
u(k-3) are m dimensional input vectors

A, and F are time-1nvariant process farameter

Chapter Pive
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matrices ot appropriate order?t,
An adjustatle estimation model is now chosen such that:

H !

YUk) = Ai(k) ylk = ) + ui(k) UCK = J) eeceseeel 25)
i=1 =1

vhere:

y (k-1) are n dimensional identification model
output vectors
Ai(k) and 3 (k) are estimation nolel parametel
matrices of apptopriate dimension.

It 15 noted, here, that thete 1s no theoretical
tequitement for the estimation molel to have the san-
structuire as the open-loop plant. However, as a tule, 1t
would normally be apparent that to ensure a meaningful
identi1fication 1t would be desired that this te so.

An 1dentificaticn ertor, - (k), and a vector, VvV(k), daLe

defined ncw, such that:

= y(k) - ytk)
1
It can be sncwn that
nusber ¢of bcunded changes

Cha

...........-........-.................(Eh)

these matrices can admit a finite

as k

> r
-

pter Five



and:

D L.(k_ ‘)00..0-!00.0..0-0.......o...l.o-(

Using equations (J24) - (2f), one obtains:

(.

A lk - 1) - (&, -~ & '+)) yth - t) -

S B UKD) UK = ) eeeeercreennttttonconnnennanl

o1, detining vectors w(k) and w, (k) a<s:

and:

!l(k)

(A (k) = A ) ytx - i)+ CE (h) - G uthk

....-.-...............................-.x.-....(

= —wt k)

@ e e 1t 0 e s e e s et e s e s a0 s e s e s eseessnseacesaol

A‘,"(k" l)*l!(k' s ecoss ssessscecssaaceasnal

Usinj equation (27) and 1introducirn g z-transtorm

notation, equation (31) becomes:
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viz) S L S G W 2R L BT R

.l'..l'...'.'..l..‘ ‘-"

[t 1t 14 assumel that the adaptation laws tor Ay(k) and
F (k) admit nonlinear function., of the following tora:

ty yk)) 1

L

Loty wk) ) J sk

O..C.............'...‘»);’)

then 1t 1o Appdatent

() - (1.‘ Can bhe 4

1« further

the system described by equations,

*l 1n the manner of Flyure 5.4, 1t

sSuppose iV nly thowe pairs (v,v.) which

fatisty the following 1Inequality will be considered:
"ULhgaoby ) = Y (k) witk) > - 3§ VKL 2 Ko ool 34)
.n=n‘~
vhere 15 a finite con.tant not dependent on tise.
Thus, 1t

s clear that the discrete hyperstability

theorem can be used to detine A0 asymptotic hyperstable,

lecursive 1dentification scheme,

:n order that the system, represented hy
€quations (.4) - (27), (33) and inequality (34) hLe ag
asymptotic hyperstable system, 1t 1 sufficilent that:

Chapter Five
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o h

(i) G(z)=D(z) (1 - = A,z 97l - 1/2.7 is a strictly
! i1
pcsitive real discrete transfer matrix;

(11) (A, = A (K))y(k-1), (i=1 - h),
(B, - B (kK))u(k-3), (3=1-f) and v msust all have

t he same dimension and,

{1i1) the adaptation laws for A (k) and b (k) @must

admit the tollowing nonlinear matrix tuanctions:

EAR R A ‘ ?€:g(“’] = (o, (k=10 Ct(k\ S o
i =1 Y, t = 1 n, g 1 n

(h) . bik)] = R (k = 1) v (x) .

[ | £, 1t 1 e 1 n
wlhele:
lk)'u‘(h-l)‘ll"’: (h - 1) % Cwn = §i))¢
-1/ a (h - 1) vf th — 1))

. i
1 oy t 1 .,y q 1 n

(hapter Flve
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P tk) = g Ck = 1) * 1/ (R Cr = 1) u k-~ 4))<
G e . .
1 - 1y g0tk = 1) a2 (k- §)))
J 1 - ft, + = 1 n, q 1 m
“je.oald - ALe Str1ctly negative Coettrclent.,,

-_——-

1. The f11st coniittion, »f the theortea, 100t snalo:
¢t the ori1ganal cendition for single-1npat, S1nale-catnat
1dent 1t 1cat 10, 11t arrived at by Ljung 261 gand ater

4

mentioned 1n at adienum by Landau r2an.

< The r1ntroduacting ot tne telm can be oo oac g
fethel of aftecting the rate of locreace of *he Dainytug.e ot
the ddiptatiorn gJ4a1ns,

‘e fcr =1, one outalrns the alioritta Glvern o oacn [ Ye
only with decleds1ni mainitude Alapration gain . tor whicon

C{z2) bvecome:

L) RQUs) ] - - L R

Chapter Firwe
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4, Fcr - -+ , the decreasing magnitude adaptation
gains 1. (k) and fjtq(k) tend to constant qgains tip. and

iy s and G(z) can be given by:

S« According to Lyung [ 2], condition (Y)Y, ylven oy
the theorem, astures also that the partameter estimates for o
slngle-1nput, s1ngle-output sycten converge with prcpapility
Ohe to the (eal on-s, in the C1s5€e Nt measurlemenLts disturbeg
by norxse (<), The proof of this for the Bultivariibye
CdH& 15 1ot avallanle at this time.

i1v0r of Theorem .3

YE(h ) vik ) + 1/2 wilk) = ven) - 172 k) it e eie e el 37
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viz) = Dlz) (L -~ o A 2z 1yt wizn
50, from equation (35):
b

y*(z) = D€z (1 - & 27Tt wizy - 172 wiz)

0

[D(")(l‘ N A Z—i)_l "‘/2A L]!(I) sees acscsasesl 36)

Also, consider only those pairs (v*,¥,) which satisfy

tre following inequality relation:

!‘(k)!l(K) \:kl Zko cescsessescescesl 37)

'rzrt
where - 1s a finite constant only dependent on the initial

System state,

Fquations (24) - (27), (29) - (30) and (25) - (3€), and
inequality (37) describe an equivalernt nonlinedar, autonomomﬁ’ﬁ

feedback system such as that depicted in Figure 5.9

b necessary and sutticient condition for the system, of
Figure 5.9, to be asymptotic hyperstable, is that G(z) be
strictly positive real discrete (from the di.crete

hyperstability theorem -- see Theorem 5.1).
The tirst condition of Theorem “.3 is thus proved.
The second reguirement arises from the definitior of

w(k) and of the 1inejuality.

Chapter Five
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It is now required to prove that the given adaptation

132

L

PR

laws result in the satisfaction of inequality (37). v

For inequality (37) to be satisfied, it is sufficient
that:
KI -
V. R(R) wp k) 2 2 Yki 2 ko
k= !
1 = 1 M )

'\
wher e cnly depends on the 1nitial state of the systen,
oL :

.
i (;'I(k) + 172 wp (K)) wy (k) > = 7
k=x '
and finally:
r
VoKDY wy (k)Y > - f Vhy 2 KO eeecessssasgesl ISa)
r=r ’ ! A
and:
1/2 w§ (k) 2 - -5 VKy D Kg seocecessasnsasesl 3RL)
r=r : .
A n
The 1nequality (38L) 1s always satisfied since 15
strictly non-negative, It remains to prove (- Ba) 1s also

Chapter

Five
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always satisfied.

Considering the scalar

representation ot w k), (38a)
becomes:
kl n } n
- , A N _ .
vltk) R . (aitq ait‘(k\))”(k i)
k=R =1 i=lqg=1 ’
{(bH t e - b (k))\) {k - J‘ 2’ 2 .-ooonoo-(jl"
1 o .
i=1q=1 ’ !

sufticient conditions such that inegquality (

39) cal be
veritied are:

Ca - a (R)) T (k) Y Uk - v 2= T
k= ‘ ‘ ’
-1 b, t = 1 ny a 1 n
and
(b - b (K)) ¥ (k) u (k - JYr 2 - 2
! g ‘ 1
¥ =
) 1 f, t - 1 - n, q -1 m

Vky 2 ko

.......-...........(4’))

A\
T ., .,. are finite constants which are independent
altq L

Chapte!
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Introducing the adaptation lavs, of the theorem, the

inequalities (40) become:

134

K
 (a - a (k—nc(k)v(k—*)-a. - 1))V (k)
10¢ 1tq t q ita t
k=k
3 - - 2
)((k 1)2 Lii" ........................................ ‘01(1)
i = 1 » he t = 1 - n, g = 1 n
"
1 -
. Ub, - B, (K - 1y Sk m (k= ) = B (k - 1)) v Uk)
‘h~r \t(; “(1 < | f t
(k - ) - 9
u Jy 2 S
g =1 - £, t = 1 - n, Qq 1t = m

Inegualities (41) can be shown to be verified by using

the positive real lemma f1ul). Consider for examgple,

inequality (41a).

Ak - 1) = a., . - a , k- 1)

Chapter Five
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and:

(k) - ae (k = 1) 9V (k) §2 (k - i) + (a - a (k -
1t t q Tty rte

;,(k - i)

where, ek =) = (K-Y) e, o * (k=T s stractl

positive Vk,

() It
Atk = /2 ar (k= 1) UK) VYN - )t sk - 1)
YUk Y
N I I L N U B S O B T

Tagquaticn (42b) always satisfiles a relation of the

th) (KR)Y > - -8 YKy D ko

vhere - 1s a finite constant, since . % 1. alway:
positlve, It rema1n. to prove that equa*i1on (d.4) 110

verl1fies a relation ot thi: fora. Cons=1der the

Collespon ie nce:

0k} - 20k = 1), ACK) - 1, BCK) = a* (k- 1) 5 (h -

(Chapter Five

135
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CURY © F Ch = i)y JCK) « 1/2 as (k = 1) ¥2 (k - i)

Poky - 1/ g% tk - 1)
N

wvhere, trom the relation which lescrihes

the vdri1ation ot

co (k) wath time (see Theorenm S.3), one has that:

a U)otk - 1)/ fta, k- 1)V (k= 42
RN B S ,
L B IV ' (h = 1) %9 Ch = 4]
1., (k) Va . th = 1) = Y/ N7 ko= )
2
Y/ar o k) 1/a- (k= 10V * 1/ v (h = 1) teveeeaealdy)

1e o (k) 15 always positive detinite,

Now oNe Cal. Uuse the positivity lemma for time-varying

TlnClete systeme,

Connliel the ti1me-vaiving iracrete «vster:

Py

Atk * 1) 5 ACk) xUh) + BUk) gUr)

® ¢+ s e s e es ssss eacess el )

LUK LR XURD) v JOk) gk

B T T T T .

viere A(k), F(k), C(x) an: J(k} are matrices Jdetined veo

Chapter Pive
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positivity lemma (14,25] states that the system

ted Ly equations (44) and (45) is positive (which
that an 1neqgquality of the type (37) 1< satisfied) 1t
1sts two sequences ot definite pos<itive matrices

W(k) and a sequence ot definite positive matriices,

F(k), verityinj, Yk2J, the system equations:

A (k)
L:u\)
Yk

It

matli.ce:

4 (k)

tJd (k)

’
tH (k)

Etrn t 1) A0k = PO = =Ltk ) L (h) covecannceanaldr)

GUE) = =B CK) L CK) teeeanansanal s

En * 1) Alk) -
HOh) - JCk) * 1 (k) = B UKD POK * 1) BUR) e vool 45

W(k) 1+ restricted to a4 sequence cof anvertitle

., then (u€) - (U42) are reluce? to:

(h *+ 1) Ch) - POk Y - =t Ch Y Pew v 1) (k) - k)
£ a -

+ JUR) - b Uk PR+ 1) Blwd)!

POh % 1) AGk) = CUKDY te it ecaceenssacanstonsnsastdn)

Thecler ‘.3 15 thus proved,
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Unfortunately, the algorithm again contains an inherent
practical difticulty, that 1is, 1t is desired to calculate
v(k) trom equation (27). (k) 15 not avai1lable, howeveyr,
s1nce 1t 1s a tunction ot the, a: yet, unknowvwn Ai(k) and
bj(k)‘s. An outline of an algorithm to calculate v (k) =must,

therefore, be 1ncluded,

Yrom «quations (2%) - (27), one oltains:
P
y(»\) 1(‘\)“!(}()* D g(“ - 1‘.0.0.0.....-...00(;"‘
and:
Mh) o o —y(K )+ A (k) ytk - i)+ B Ok PR B g
i=) : Do
3
D “(k_1).l.oo-o--o.'ooo-c.on.o..o.n..-oot'.-.c(-;1)

1

oL 1L scalar torm:

“)

(k) = -y tk) *+ a0 (h) V(K = 1)+

0 (x) u th - j) + qa. (k = 1) «0S2)

Introducing the pdrameter adaptat: o l-w:, of

Chapter Five
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Theortem 5.3, 1n equation (2), one has:
h n
VoUR) -~y (k) + o (a (k = 1) VvV (k) Y (Kk - 1 +
t t 1[(‘ t 4
i=1q=
t
a8, tn = 1))V (n - q) o+ I oA, (h = 1)V (R
1 1 j=11;=1
"
u(k-J)*ht(k—l))u(k-i\‘ dH
q YUy ' ~ '
‘-‘_(l\"‘ {‘.oo-o--n.ooooo-oo..---noooo.ooo--otoo-oocool(Q‘)
+ 1 ¢+ n

SO that with some aljebrairc manipulation:

S T G -
whele:
Vs -y (n) + a . (kK - 1) ¢ (k - 1) +
i=i0=1 ‘
P, 0k = 1) w (k - o+ d., 5" (k= i)
ielo= ' 1 . b
C‘...l.'l.tIIl.Q!o.QQ.lll.uccc...t'Q'l.Q.l‘.o.”l'..(:.':‘\
. 3
33
'y
.~y
and:
Y o= 1 - » a , (k= 1) v2 (k - f) +
i=1g=1 ‘
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{ if

(k")\li(k-_")o..oo..o...ll.'.o....‘.q'\'

' t
folgm ftg q

S« 4.2 Qo a SISQ Clesed-loop Ideptification Scheame

Finally, Ljung [ 26) has shown that Landau's scheae
obtains parametel estimates convergent to the true ones with

ftobabi1lity one, for SISO systeas, providied that:

1. the 1input sequence - u(k) and the measurement
nolse sequence - (k) are stationairy stochastic
processes with rational spectral dersities and
such that all moments exist;

Je u(t) is independent of - (s), s;t;

‘e the open-loop plant must be asymptotically
stable (as well as the closed-loop system 1f
feedback 1s present) :-

4. D(z) = 1.

[t condition 4 1s not met, 1t can st11l bte shown that
the output convergerce 1s unaffected 1n the presence of
Loi1se obscured measurements [ 14 ).

€5

it

xtensions

The theory 1ncluded i1in the previous sections has

considered an example ot a practical control system, based

Chapter FPive
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on prior syperstakble 1dentification. There are certain
extensior., which need to be outlined for this scheme to be
fully acceptable in the light of actual operational

conditions, These can be categorized in the following way:

The stapility of the contrcl plus identification scheame,
in the presence ot disturbances (measurable or not) needs to

be shown.

Since the hyperstability theory is bpased on nonlibLear
teedback stability work, 1t should be possible to i1nclude

certain classes of plant nonlinearity 11 the toraulation.

The calculation of the control hlock parameters can
Lecome quite horrendous for larqge systems, 1in that, 1n tne
general sense the method requires the 1nversion ot laije
matrix polynomials. Whilst this 1s technically feacible,
via Leverrier's aljorithe [ 29 - 30), the task, «ven fol a
digital computer, is not a trivial one¢ and 1n an on-liue
calculation mode may even becnme critical. Some

- . N 4
simplifications must ther. e be Copsldered and, finaily,

Cthapter Faive
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The problems of right-half plane ze in the

1dentificaticn model and riqgqht-half® poles 1n the plant

descriptior must be looked at from a' Practical point of

view,

Since these polnts are not critical to the development,
wvnilchk this chapter has attempted to present, all, except the

last 0f tnese Juestions are “discussed 1n Arpendices.

The last 1emark relates to the mann:1 10 which tihe
control i1nput 1s calculated, At presernt only oune metnod
€X1Sts tor thls corputation, 1e. the adaptive plant 1nverse
techrnique, Since trls method makes use of the 1nverse of
the 1dertification model, right half plane Bodel zeroes will
[esult 1n an unstaple control inrut specificdation. This can

-3
be disasterous 1n practical situations althougu thie is not

a theoretical restiiction.

5.€ The Aprlori Deszin

Having roted the theoretical develcpment a: a
continuirg ertity, with respect to new output feedback
control techniques, the atriori design for the examjle

frovlem can te seen to reduce to:

Chapter Pive
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(1) Design of the ConS:nsators, D,(z) and D.(2);
(11) Choice ct the adaptive gains for the
1identification and control schemes;

(111) Initialization of the adartive algorithms
and firally,

(1v) Specification of the reference model.

For the general scheme, 4. jcted as Fijure S,.&, twc
Cobpenhsators or linear filters ate required. The design of
€ach 15 >lightly different so that it is exjpedlent to

Corsldel them as two separate probhlem..,

There are esserntially thiee possible de g - kethods tor

the ti1lters:

(1) alyebralc positivity condition:, for Continuous
time functions obtgined via the bilirear

transtormation, z=1¢w/1-vw, may be considered.t

Karmarkar [ 31 - 32) has presented such a compensator
design algorithas which ensures that the operation ot the
dl1screte model reference adaptive system 1s insensitive to
1nitial parameter estimates, within a maximized hypercube in
trhe model parameter space,

o

Chapter Pive
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(ii) state representation of the eguivalent linear
block, of Figure 5.4, and use of the positivity
leema [ 25]), plus the solution of a Liapunov
equation. This approach has been used in most of
the practical work reported by Pethoux, Courtiol
and Landau [15 - 1¢) and, -
(1ii) Adhoc relationships which guarantee that

G(z) will be known positive real, Vk.

“.¢.1(a) The Primary Control Syster

The two methods that will be considered for the desiqn
ot the linear compensator, D.(z), are the approach taken by

Karmilkar, and possible adhoc solutions.

o (zy 15 desiyned in order that:

b
Litz) 1 - Az ) 1
1=1

be st::ctly pcsitive real; where A  are diajonal, known

reference model matrices,

From the definition of v(k) (Fquation (7)), 1t 1s

possible to state that D (z) 1s diagonal.

]

a) Systematic Desig:

from the nature of the problem, 1t 1s chvious that tuae

-

design reduces to n SISO proc@dures, since fotr

Chapter Faive
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\¥)

G(z) (diagonal) to be strictly positive real, it 1s

sufficient that gii(z), (i=1 +n) be strictly positive real.

Consider a typical element:

v hl
c o = . -1 -
.(7) T dl z /701 . a r4 ) eesevsesas secssveseel H7)

i=\‘ J:l
If the bilinear transformation:

z =1 + w/1 —w0..000.0.0..n.ootc'l.o.QCQQ.CQ--.'O...(%H)

is utilized, then equation (57) becomes:

"‘1 }11
alw) = . e w! / b w® B T )

1= i=0
Theorem =.4 may then be stated as:

Theorem 5.4 (31 - 33

For g(w) to pe strictly positive real, 1t 1s necessary

and sutficlient that:

(1) g (v) be non-deqeaerate;
!

(i1) the polynomial @ b,w' be strictly Hurwitz

I=

and,

(111) Pe g(jx)>0, vx20.

Condition (11) 1mplies that the determinants S

[

-1 cesecey must all be greater than zero, where:

Chapter Pive
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.....l..l..l'......l.'.ll()

h‘\l" hhl ] ooo.-.-.oo“

and -, _, Day re obtained trom . by removing the lact row
B !

i
|

and the last column ot WW . The convention is also jdopted,
here, that all elements wit! nejative cubncripts are zero.
This approach presupposes that by 15 at least pOHltlvVe

[(3u].

in the practical approach, this procedure need only be
done once, and merely siqnifies that the reference podel 15

stabirc .

The tnird condition results 1n the inequality:

m~2hl 0o-.-c-oo-cuonoco-.o-ao-noo.oooa-.-a-cooo.n.co(h")
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Sufficient

» though perhaps restrictive, conditions sycy
that (€0) is Ssatisfied are:
N
44~ :
CL XYLQ-I)Jb\.>‘ e >0 I even
j=0 !
and:
N
. 3
© .= S t=1)- p e. < O k odd
k _\_a ]
=0
R N L Iy eee, R N
It 1s obviou:s, frop the [-1atr10on hetweep (“8) and (~9),
that:
t = f(e,I ) i = 0 hyw 0 by
and:
¢ = teda ) it = O hyy 4 - |4
thu::;
1)
< = f . (a yd ) k = 1) by oy { = n hy, J = n Py
r r i

where f(ai), f(di) and t“(di’dj) are all linear functions,
since the ai's ale known,

Karmarkar, at this point,

formulates the design problem

1ng exercise:

as 4 mathematical ptoqra’s
[ ]

Chapter FPive
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* [

Minimize (-r) subject to:

1,(al-lr,(11-mr)5“ i = 0« bhyy g = 0+ p,
and
K ever

fk(al - lr‘.d1 - mr) < 0O kK odd

N B h‘

where 1 and r take on all possible combilnatiolrls anorny
(-%0,%) . Thus, each function 1s evaluated at 4all the

velrtices ot the hypercube,

The resultant solution vector is:

Cre,d =) J = 0 - p,y

dj‘ represents the desired compensator parameters anl 21% is

the maximized hypercube edge in the model jarameter space.

It will te noticed, that strictly any Ql(z) which
sdatlsries the 1nequalities (61) would suffice for the
control system (rrovided that the reference model is stable)
and, thus, the mathematical programeing fprocedure 1=,

strictly, unnecessary. However, the approach also 1rdicate:,
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¢Cver what range of Bodel-space t he compensator 1s valid and
thus may be of help 1f the mode] pPatameters were to i«
Changed,

Ly Adhoc Design

S1nCe the reference @model parameter Matrices can be
assumed to be krown, Vk, it i obvious that D(2) could pe

chosen such that:
202 = Lytzy (] - A P

1 strict ly fCs1tive 1eal, whero ¥{(2) 1s krown, T
}

fartrcular, 1f "p=(I-0 A 2 then, X(z)=71.
i=!

‘i
‘e €. 1(b) Identification SChemew

4} Systematic Design

This time, 1t 3¢ required to design a cerpensator,

“

E_xz), SUch that [2¢]: }

SCr) = Doz (- S A I 1

1s Strlctly jpcsitive real.

Unce ayain the A,'s and D (2) are d1agonal, so that :¢

1s ﬁbsslble to consider n 1ndividual SISO probless. on thyw

Chapter Five



oceasion, however, the elements ot the open-loop plant

partanetel matpicesn are also unknown.

consider aq typrcal dragonal wlement of G (z2):

g ¥
b
(2D PR I A ( DB
1= ! =
- ‘ , ,
( a LT e g2 T V2 DA U :7 )
-...,...,...ooo-----a...........-.n--o--...--...(t_’
Next, a bilineal transformation 1: CoeNnldeled,
tefole, Such that:
rtw) - P e / h w ooo..ocuoollcl0000---.0....(f\;)
Tueolepn &, 4 ¢dan b= invoked once mor¢, which lea to

the conditions tor J{(¥) to be posative real (thi+, 10 turn,

1mplies the pesitive realness ot g(z)).

Toeoren f.°

It order that J(v¥) be straictly positiv~ rea., Where

g(w) 15 detined bY equation (63), 1t is necessary and

sutficient that:

(1) J(w) b non-degenerate;

Chapter Pive



(1) v G e L,oare all grteater than

ze10, ¥hele:l

l“‘ll t ] .-oo..-o--o..-.o-oa.o.a."“

b b H b N I.o..o-lc.‘\
vt RN bl !

0 hHhg by b, “

\hl 0 -.oo..-cnco.-oo-oo-oo.n
|
L'_\ lloc..a.....o'QOQOIOQOQCOQ-.Q..-“ bL)

ani N ottalnel trom by removing the last

i

L ow and column ot . Also b, >0 and, tinally,

{111) ccundirtions (V) told.

The 1rnequalities Jefined by conditiors (1i) and (111)

Ay be wp it ten ao:

. = tia ) o= 1 wy 1+ o= t
and:
¢ =t ln..d;)\'\ K even
- r .
4 = f (A ,d ) <0 W odd
r r 1 N
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W= G s hy &= 0 sy g 0,

where, in general, f,(a ) are linear functions and fk(ai,d\)
dale nonlineat tunctions, si1nce the a;'s and d1'5 are

un known.

Theire 1S a 51mp11fication, hovwever , 1n *ie procodure to
Le considered in this chapter. Firstly, for the

1dent 1f1cation scheme D ,(z) 15 assumed known and:
L.tz) = 1

1¢. tor each diagonal elemernt, of the compensatol d,=1 and

d.=0, (3=Y "F1)e.

Thus, the provlem can he cast as A mathematical

projlabminy exerclse:

minimize (-I) subject to:

f (a - lr) > U 1 = 1 » hy + = "t - h
anda:
f.(ai - pr.di - mr) > 0 K even
r
f (a, — pryd, -~ mr) < 0 Kk odd
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K - 0O » hy it = 0O . h, J -0 sy

vhere 1, ¢, and m take on all possible combinations amou;

('10()11)-

A}
The solution vector 1s (r‘,dj'), (3= » h) where a *
teptesent the "best" starting estimates, for the
1dentification model parameters.

b) Tirme-Varying Filter

By choosing D (z) as a sufficiently good aprior
v

estimate ot (T - . Aiz_i), the condition that:
i=1
3

Cez) = Doz (] - A 2 'HYyrv - 1/2 1
i=1

te stri1ctly positive real discrete, can always be satisfied.

A ratner nctural way of usinjg this i1dea 15 to let D (2)
be time-varying and let 1t equal the current estimate ot
h
(I - i;liiz—i) at each sampling irnstant. This approach has,
indeed been shown to have a beneficial effect on the
convergence properties of the algorithme [ 26].
5.6.2 Reference Model Design and the Specifigiation of the

Adaptive Galps With Consideration Qf the Adaptive Mciel

The specifications nof these three paraseter JrCufs are,
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- .
theoreti1cally, quite arbitrary. In practice, hovwever, there
will be certaigychorces of the parameters which will give an
optimum performance, 1N some sense, Tt is'yresuned that a
pertormance index has been chosen to regulate this design
somewhat, 1n light of the accepted practice for individual

Applications,

’
some general points which are process-independent can

be stated as desired objectives,

°

LI
1. " The reterence moi»1 would normally be chosen to

[epresent a rational and 1ealizable dynamical Lepresentaion
ot the plant, 1t would not, for i1nstance, be sensible to
specity a teference model which has a response many times
faster than the open-1loo0p plan{. Further, in view of the
control configuration ervisaged, 1t would be expected that
the steady-state response of the reference model woula
correspond to the setpoint input vector. This 1mplies ot
course, that the lynamic response of the model 1s stable
although, theoretically, this need not be sc. Cl(z) may
still be designed 1n such a way that the linear part of tne

equivalent nonlinear feedback system 1s pcsitive real even

t hough the reference moiel 1s unstable.
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le As a general rule, the identification scheme 1s
required to converge faster than the outer priaary control
adaptive loop. This requirement would need to be considered
vhen specifying the adaptive loop gains, although sonme
freedom is allowed, in that, the gains of the outer loop rmay

be changed at discrete intervals on-line.

3. Finally, as much information about the plant as is
known apriori should be included in the systen description.
It 15 not recommended that the adaptive loops be initialized
ir a random manner, for even though the overall systep }s

stable convergence times can be theoreticailly, intirite,

Tnere 1s one more practical protlem that remiirns to be
discussed before the relationship between the 1nput-outpuit
tormulaticns of Chapter Pour and the general scheme of tals
chapter may be inve-tigatei.

S.€.3 Unstaple, Non-Pinimum Phiu¢ Systems

The design presented above, is strictly applicatie (as
are all designs of this nature) to stable flarts. There
are, however, some adhoc metnods of utilizing these
techniques when this condition 1s violated., Tunis 1s usually

at the cost cf pore apriori informatior.
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Firstly, 1f the plant 1s unstable, but an approximate
knowledge of the poles 1is available (as a result of soae
open-loop 1dentification runs, say), then it is possible to
analytically "shift'" the open-loop plant into a stalble

leglon via the so-called "pole-shifting technigue"™ [ 34,35].

For SISC systems, this procedure may be briefly

described as consisting of the transformat: r:

vE(t) = utt) - avit) s ’ ..

wvhere y 15 tne output of the plant and a is a constant
e jativd feedback gain. The linear open-loc} transter

function, v (z), 1s then transformed to:
L4 (7’1 L;(I)/(l*ﬂc(?)’ .l..ooun..o.o..'o..'-..oooooo‘(‘4,

The design may then proceed as before. Thilis techniqgue
has algo xecq}vpd a good ddal of attentiop, 1n the k4

literature, ftor multivartable systems [ 3¢ - 37].

Unfortunately 1t 1s not possible to shift right half
plane zeroes, analytically, using the adaptive configuration
as showr 1n Piqure 5.9 gnd usually'recouxse 1s taker ‘o
pole-zero cancellation methods [ 20, 34, 38). For the

present adaptive control scheme, however, there are some

Chapter Pive
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adhoc considerations wvhich may be taken 1nto account.
Firstly, if 1t may be assumed that accurate parameter
ijdentificationr is not a prime goal then the identification
model may be constrained to a pinimum-phase region. /This
lould allow the output convergence of the identificaxion
scheme without the risk of an unstable controi input beiny
generated. secondly, the gains of the outer adaptive loop
may be ad justed to achieve the sane ends. Both inherently,
govern how fast the system approaches +t he desired ¢
trajectory. ;

S I 05 - PR LB -4

The similarities between t he general augmentei output
coptrol technique and the method of martin-Sanchez can best
pe outlined with the use of a block diagram. Several
simpllfications must first, however, re 1ncluded 1n t he

*&pathematlcal development of the general scheme:

———

\
1. the adaptive gains tor the identaification
block must be considered, constant, strictly
negative quantities;
2. the reference podel must admit the sabe

dynamical form as the driver block ani,
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1, the control action should be obtained via the

equation:

h o
UWOK) = BIYN k) y®(k + 1) - 4, ¥tk -1+ 1) -
i=1
!
. n(n)u(k" J + 1)}ooao-oc.n.oocc-aoooaoo-oooooo.(65)
g=2 )
vhere y'(k+1) is given by:
h' £
YUk + 1) = O A; Y'Ck =3 + 1) &+ B op(k - g+ 1)+

output vec >PS,

L(k-7+1) fepresent the n dimensicnal setpoint
* . .3
vectors.

ALY, Qj' and D,' are parameter matiices of ,

"1
~..

aprropriate order. ~

»

Given these simplifications, the general scheme carn be

depicted as in Figure 5.10.

The approach can then be shown to reduce to

¥artin-Sanchez's scheme for:

(1) D (2)=0

4
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(11) y'(k-i+1) and y(k-i) cébnsidered to be plant
t t d
outputs and, | ¥

i

(1ii) D,(z)=(T - @ A (k)z ).

i=1
As before, the conclusion is that this system will be

asymptotic hyperstable provided that:

1) the open-loop plant containsg hC T

Aht-half
» /n’
Ny

plane poles (ie. it 1s stab

2)° the 1dentification model ieater than

the opemn-1 glant, and

3) the idenwiSNMeRd on model does not enter a

JZntains ridht half plane

Zeroe s, ] .

Although only the case of control paramseter adaptation
has been detailed, it 1s possible iﬁ carry out the control

task using the signal synthesis technique,of Chapter Four,

such thait:
® h
ulk) = BiYex) y (k + 1) - © A (k) y(k - 1 *+ 1) -
i=1

B (k) wlk - g+ 1) - © D(k) 1k - U+ 1) ] ceeal67)
]

y=2 1=1 1

where y ,(k+1) is the desired output at the next sampling

<

instant. The latter may be obtained from the model

S .

Chapter/Five



161

reference output or via the primary adaptation loop
parameters, In equation (67), the influence of measurable

distur bances has been added for generality.

It may be noted that these two techniques are identical
for the case in which the adaptation of all variables is
carried out at each saiplingoinstant. The former method,
however, has the advantage of allowing for differing sSample
times between the adaptation loops and the primary control
loop. This has important ramificatiops\for industrial
implementation although no analyticai\proof of otability, 1n

W

betweern adaptation times, 1s availableé at present.

5.8 Conclusions

A very geggral adaptive control configurati has been
described, in this chapter. This technique was considered
as a subset of the overall conceptual approach which may be
described as apriori identification ¢ control. The schenme
. . . 8
1s as general as possible, and several practical as@écts

have been discussed,

The prcof of hyperstability, for the general scheme, is
a powerful result iﬁplyinq as 1t does, asymptotic stability

in the large [22].
A 1list of practical advantages of the proposed method
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could incluyde:

1. The entire control RPlus identification sCheme has

been designed with gJuaranteed hyporstability.

2. In the absence of unmeasurable disturbances, an
€xplicit identification of the open-loofp flant can bpe
ebtaiped (although no guarantee of parameter convergence toi

MIMO systems 1s available, .

.

3. Little apriori information is required.

L, The flexibility ot the transfer function aprroach 1
maintained through use of the input~output formulation.
This negates,-effectively, any problems of state

inaccessibillty, etc,

‘e The method is able to handle square or non-square
plants.
€. At the cost of a little more information, unstable

Flants may be included.

7. K, allows the Possibility of dynamic decoupling of

Chapter Five
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the closed-loop plant (see Appendix 9,2 -- caguation (23,

8. Disturbances do not atfect stability, althouqgl
unmeasurable disturbances will upset the 1dentificatiorn

problem.

9. The controls to the plant can be constrained [8S].
.

1. Kno¥n 1nformation about the plant may be
incorporated since the adaptation loops can be 1nitialized

EaLl

using t?}s'data and the gains adjusted accordingly.
A

11, Some nonlinear behaviour of the plant can te

allowed tor and, tinally,
1c. The prov1s}on has been allowed for different

sampling intervals for the Primary control loop and the

adapt ive loops.
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CHAPTER SIX
Simulation ot a Hyperstable Adaptive Control Scheae

t.1 lntioduction

—_——E e, a

Nb Tne salient teatures of the desian of hypetstable
systems are difficuylt to pinpolint using a purely
matnenatlical presentation and hence, tecoutse has been

taken, here, to simulation stulles.

Iu this chapter, there will be corsidered tive systeas
-- twWwo single-input single-output (STS0) andl tnree

tulti-1npat muiti-output (MIMO) configuration:.

because of tne (omplicate] nature in whicn even simple
MIMO systems interact, the major -tfort hdas been lirected
towards the SISO simulation study; the MIMO examples belny
included tor the saxe of completeness., Thils dods not
Lestrict the presentatlor 1n any way, since the eftects ot
the design parameters should be more apparent with thi.

ap;roach,.

This chapter 1s best read rhxoughouq(\rather than
~
precemeal, since interpretation o: the simuﬁ\tlon results
L
depends, to a certain extent, on an understanding of the

igplications of each ot the parameter sets, investigated.

Chapter Six
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¢

As was mentioned i1n the introduction, the major thrust
has been directed towards an investigation of the effects of
the deslgn paramseters on the peirformance of the adaptive
sCchedie, As such, the SISO examples arve considered first,

ut1l1z1ng three modes of explanation.

Firstly, 1n each case, the ma jor parameter eff.ct to be g8
consldered will be mentioned as a subtitle. Secondly, |
retetance will pe drawp to two cr more particular set: of
figutes which show the etftfect 1n juestion. Las*ly, a
te;tual 1nterjretation of the diagr i will he ptesented

with bri1et rteferences to design ieplication

.

The MIMO eoxamples appear towards the end ot the

chapter. Thive systems have been referred to:

(i) A second order system? 1) with open-loog

transfer mAatrix:

Note this formulation is equivalent to a state-space
representation.
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2/(m + 1)

1/¢a + 1)

and poles at (-1,=1);

(11) A
matilx:
Lets) -

toutth order system with

2/« + 1)

1/¢s ¢+ 1)

and poles at (-1,-1,-10,-10) an

._'j

v , respectively,
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transfer

d zeroes i(ein:

and lastly,

%
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(111) A s1xth order system with cpen-loop transfci

matrix:

1/¢« + 1)(%a ¢ 1) 17/7¢0 .1 + 1
-

,
7

GCits)
-~

1/¢O.1c + 11 P/C5« + 1y, 29 + 1)

and poles at (-1,-0.2,-~0.2,-°,-10,-10) and zeioes

at I

Before proceediny, however, 1t would be practicable,to
Lteview the adaptive system contijuration and the computer
algorithm design.

¢.3 Hyperstable Adaptive System Configuratic

The simulations have been carried out using a

contiguration such as that depicted in Fiaqure 6.1

In all cases, D (z) and D  (z) are equal to the 1dentity
matrix, !, and the control action has bheen calculated using

NS an adaptive inverse technique. The maijority of the
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A4 L]

simulations have also included 3 measurement poise input 4

vhich is sisply added to the actual plant output before

being used by the identification mechaniss.

6.4 pdaptive Control Progqrams

.

-

N B
A series of user-oriented control programs have been

written for use on éhe'University's Amdahl 470 V/6 computer.
In particula;, two sets of programs -- IDENT1 -- énd

-- LANDAU -- vere used to isplement the simulation studies
reported in this chapter. The former program wvas used only
for SISO examples, as it was designed §01e1y for this
purpose. The latter, however, 1s a general pur pose
gsultivariable simulation progranm ;hich allovs the user a
nﬁnber\of imsportant options, incluhing multiple step
setpoint changes, control constraint options, and an
interface secticn io a general plotting program -- PLOT. An
illustrative flow diagram demonstrating the opfions

presently available is included here as Figure #é.2.

The user is frompted by the program tc enter relevant
data at various points and error diagmnostics have been
included to flag certain illegal actions. The data file may
then be editted and the program restarted. At present
-~ PLOT -- must be run as a separate module from —-— LANDAU

-~ as it has been designed for general plotting tasks not

Chapter Six
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specific to this application.! ' -

6.4s1 Adaptive J3egtification and Contrel Algopithe

The algqrithl used by the adaptive control prograas éan
best be described as a nusber of sequential steps executq&

at each sampling instant:

1. The plqnt output, y(k), is measured
(caléulated). .

2. If the leasurelen£ noise flagvis;set, the
progras calculates a measurement noise component
and adds this to the plant output obtained in
step 1.

3. An estimate of the identification model
output, y°(k), is calculated frosas paét values of
the noise corrupted plant outputs, ¥, the plant
inputs, u, and the identificaticn model |
parameters, ii(k-1) and éj(k-1), (i=t¥+h, j=1-1f)

from the previous instant.

4. The identification error estimate,

Purther details of programs and options that are
available for use in adaptive simulation studies appears 1n
a separate progras documentation manual [2].

)
1
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5(k), can then be c;ioulated as the diftetence
betveen 1°(k) and the present value of the plant’
output (plug\-easnrelent Roise).

5. The program is now able to calculate a value of-'
!(k)l, the equivalent 1den;1ficat19n systea state.
6. Usiqp,the-adaptation lavs of Thgoren 5«3, the
values of A, (k) and éj_(x) (i=1;h, j=1-+£) can be
calculatedd. ' ..f

7. Tﬂe reference model output, zm(k), is
calculated from knovn past values of y and
setpoint‘vagpes, L.

8. i(k), the identification model output, can be
deternine@ from the updated parameters calculated
in step 6; '

9. A coptrol error, t(k), is theh determined as
the difference between the reference model output
and the ideﬁtification model ohtput at step 8.

10. The eguivalent control system state at the

(k01)tb instant, ¥(k+1), is then calculated by

~

This is accomplished by using the relationm: v

. . P1 .
= )‘ -3
Y(Rize(x) ¢ T Delked)

-
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.
using equations.(18)-(20) of Chapter rive.
11. The adaptive sedel closed-loop Pﬂtaletﬁf
!atrices ﬁip(k’1’ and Ejp(k’1)' (ii1-oh, =1+ £)°
- cap be calculated by using the adaptation rules of
‘ Tleorem 5.2. |
12. The desired output at'theJ(k01)th instant,
id(ﬁ¢1), is cglculated using.the parameter
matrices detersined in step W and present and
past values of i and u. '
13. The coantrol input, u(k), is determined using
the adaptive inverse approach'Qescribed in Chapter
Five (equation (67)).
1:. Step 1. is thed iterated upon at the next
sa;pling instant.

6.5 Simulation Results

This section will discuss the results obtained using
the two SISO systeas described above. The explanation has
been divided into tvo subsectioms because of the inherent

, e . ‘
differences in the examples chosen.

The major effects studied included:
Z////, (i) measurement noise; -~
(ii) variation in the (constant).outecxloop gains;

(iii) changing the rate of decrease of the
) o

Chapter Six CL\
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la'nitude of.the 1de‘tifid§tion loop gains;

(iv) effeoms of Ehoosing different (:}tial
identification loogp Carls’” a, ‘ ‘.)

\

A summary of all the SISO rudws, presented, appears in
Tables 6.1 and 6. 2. ‘e

€. 5.1 System 1 -- 1.75/14s+1 [8)

a) Measurement Noise

A direct indication of the effect of |easuremeﬁt noise
on the system, can be obtained by examining FPigures 6.4 and
€.5. In particular, Pigures 6.4 (a) and 6.5(a) demonstrate
the filtering effect that is apparent when thé magnitude of
the identification loop gains are decreased. In both cases,
the adaptive identification loop is only "able to utilijze the
noise ccrrugted measureaments shown in Figures 6.4 (b) and
6.5(b). Both these runs were carried out using a very large
noise input; the maximum variation being approximately 0.6.
This represents a noise level of 60% of the final desired ’

output.
hd

Whilst the response is clearly dependent on é nusber of

factQrs, including ) , the overall conclusion is that

3

decreasing magnitude gains must be used in a noisy
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o

environsent ; if not, -an oscillatory response about the
. ‘r
desired output will re's’ult. Py

b) Outer Loop Gains

The outer loop of Figure 6.1 has beén included to allow
some insuralc; againsf excessive contgol action being
generated as a result of an incpfrec( dr;vinq nodel
specification. This loop also guarantees a stable approach
to the desired output transient., The results depicted in
Figures 6.3 and 6.6 have been employed to investigate the
use of the outer loop gains as a wmeans cf ccntrolling the
rate of approach to the desired output. In both runs, a

poderate amount of noise filtef&ng was enployea (* =10).

From the responses shown 1in Pigure €.3(a) and
Figure 6.6(a), it can be concluded that the outer loop gains
do not significantly affect the adaptive *rajectory.

c) Effect of Different Reference Models

The results of Figures 6.5 and 6.8 indicate the effect
of changing the manner in which the outer adaptive loop is
°
excited. It was thought that a very slow reference model
transient would allovw the identification system more time tO

converge and at the sasme time reduce the effect of large

control action. Hovever, from the simulation results

Chapter Six
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obtained, there does not sees to be any advantage in
specifying a reference model vith a very large time constant
relative to the plant, although this may &epcnd. to soae

extent, on the asount of seasuresent noise present.

d) Variation of the Rate of, Decrease of the Magnitudé of the

\
»

Identification Logp Gains

Pigqures 6.5 and 6.6 showv the effects of a c}anqe in
from 1 to 10. 1This action is to allovw less filtering of the
noise corrupted plant output aeasurepents for the second
simulation run, This step has the expected result,‘in that
the actyal plant output of Pigure f.6(a) exhibits much more
oscillation about the desired output level than does the
response of Figure 6.8(a). Q\~

e) Choice of Initial Identification Loop Gains

Theoretically, the initial identification loop gains
pay be as large as desired, although it would be expected
that, because of the initially faster adaptation of the
identification loop paraseters, the actual plant behaviour
vould exhibit a larger deviation from the dgs}red transient
at the start of the run. Pigures 6.5(a) and 6.7 (a)
demonstrate this effect. It is also noted that the
convergence to the desired trajectory is faster when larger

initial gains are used. The choice, therefore, of these

Chapter Six
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paraseters vill depend on hov such initfel oscillation can

be borne. s

Pinallyf Pigures 6.9 desonstrate the rospon‘e obtained
vith a large asount of filtering, small adaptation gains in
both loops, and a reference sodel vith a large time
constant. The actual plant outbut characteristic,

Figure 6.3 (a), demonstrates an oscillatory behaviour,
-although the initial response does not mirror the extrese
deviaticns of Figure 6.8(a). The ccnverse is true vwith
respect to the latter stages of the trajectory where the

convergence exhibited by the systel‘of run 4 is aleost

cosplete.

€.5.2 Systep £ -- 1.75/1uwe

This system injects numerator dynamics into the
adaptive configuration. The example, therefore, cannot be
vieved as a simple state-space formulation since, by
definition, it.jncorporates incomplete state information.

a) Measurement Nolse

As with the previous example, the effect of measurement
noise on this systea can be quite dramatic, ‘particularly
since previous control inputs are inherently present in the

systes description. Pigures 6.11 and 6,12, and Figures 6. 16

Chapter Six
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and 6.17 say be compared, respectively. In the first
response of each set, the trajectory of the actual plant
output approaches the desired value. However, the second
responses show unacceptable oscillation abcut the reference
model output. Although these results are obtained using
very large noise inputs, the recommendation is clearly
towards the use of decreasing magnitude adaptive
identification gains in the presence of noise corrupted

measurements,

1

N

Run 1 (Figures 6.10) show the responses obtained
vithout measurement noise being present. The actual plant
output depicted in Figure 6.10(a) is rapidly convergent to
the desired outgut.

b) Outer Loop Gains

It is dubiocus whether the outer loop gains are a viable.
design parameter for this system, at all. The responses
shown in the two sets of runs Aepicted by Figures 6.11 and
6.14, and Figures 6.15 and 6.16, respectively, do not show
any significant improvement over one another. It can be
argued that the response of Pigure 6. 16 {(a) shows sonme
improvement over that of Figure 6.15(a); however, the outer
loop gains vary by three orders of magnitude for these runs

LY

and the effect pust be considered, at best, insensitive.

Chapter Six



- ¢c) variation of the Rate of Decrease of the Magnitude of the

Identificaticn Loop Gains

As with the previous design parameter choice, this
decision does not seem to be a critical one for this systeam.
Indeed, the results shown in Figures 6,16 and 6.18 show
little difference. 1In spite of this, the general
inclination would be to specify a large filtering action for
large measurement noise inputs. (

d) Choice of Initial Identificaticn Loop Gains

Figures 6.13 and 6.15 shov the response characteristics
vhen one changes the initial identification loop gains
tenfold. 1In general terms, the actual plant output
cltaracteristic shocwn in Piqure 6,13(a), shows less overshoot
than does Figqure 6.}5(a), especially in the init;al stages
of the run. The latter part of the response, however,
indicates a closer convergence to the desired trajectory for
Figure 6.15(a).‘ An explanation for this effect can be
advanced if it is assumed that the adaptive gains behave as
do normal conventional controller gains, ie. the larger the
initial gains are, the more oscillatory will be the initial
output. At the same time, because of the larger
identification gains, the tracking of the plant output will

occur more quickly and hence, the final convergence vwill be

Chapter Six
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closer.

6.6 supmary of the Single-Ippyt Single-Qutpyt ﬁgﬁnlxs

The simulation results discussed in the above section
bave demonstrated several effects of the design parameters

of the hyperstable adaptive control system of Figure 6.1.

Por the two particular examples discussed, several
conclusions can be drawn:
(i) Constant identification loop gains cannot cope with
noise corrupted measurements and decreasing magnitude gains
should be used wherever unfiltered measurement noise 1s a
problem.
(ii) The overall system appears to be quite insensitive to
the magnitude of the outer adaptation loop gairs and these
are a relatively uniamportant design specification.
(iii) The amxount of filtering of noise corrupted
measurements (as determined by the values of the
parameters, > ) is important in certain cases. Generally,
it would te recommended that tﬁe amount of filtering action
used, should reflect the magnitude of noise present in the
plant output, and,
(iv) The larger the initial identification loop gains, the
nore oscillatcry will be the initial stages of the plant

response. Cosmeasurate vith this effect, is that higher

Chapter Six
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initial gains give faster identification and closer ‘
subsequent convergence of the plant output to the desired :
value. ‘

[}
€.7 #yltivariable 3isulation Buus
)

Table 6.3 provides a summary of the wmultivariable ru;s n®
that are presented in this section!. These runs vere '
included to illustrate, primarily, the output dr&ving
function of the proposed adaptive control scheme. As such,
they do not represent a definitive sinulatién study.

Runs Skq S (Figures 6.23 and 6.25) employ constant
identificatic; loop gains; the second of the set showing the
results of coptrol in the face of constraints imposed on the
plant 2mputs.

' D

Runs 2 and 3 (Pigures 6.20 and 6.21) show the effect of
changing the rate 6f decrease of the magnitude of the
identification loop gains. A tenfold increase does not seen
to represent a significant change in the response time of

the systen. h

~ .

W~ - _dOr relevant run data not .included in Table 6.3 the
D_é‘-ﬂ réadmy is referred to Appendirx 6. 1.
e
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. 4

Finally, runs 4 and 7 (Figure§ 6.22 and 6.25) depict
the response in the £acé of noise corrupted leéghrelents.
The iddi{ion of decreasing magnitude identification loop
gains can be seen to provide an improvement in control with
respect to thay “9€Fd in run 6 (FPigures 6.,24), Run %
further demonstrates the dependence of the system on the
output coavergence of the estimation scheme; the oscillatory
response df fhe Plant output (Pigure 6.24(a)) being

principally due to the identification error variation

(Figure 6.24(4d)).

1. The systems investigated have included a state-space
formulation (System I) as well as two general input-output
configurations. Thus, the simulations have included the
incomplete state information case. )

2. The plant models chosen exhibit very large interactions
and yet 1t has been possible to drive the outputs towards
arvitrarily chosen values.

3. It has been noted that for large noise levels, the
systems are apt to produce unstable outputs, This is
thought to be due to the identification model iisplaying

nor-minimum phase characteristics. R projection feature,

such as that suggested by Ljung [3], 1s needed, especially

Chapter Six
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for rultivariable systems to protect against this
eventuality. This would essentially limit the
identification model parameters to a fixed-space such that
any combination of parameters results in a minimum phase
set. Theoretical conditions for output realizability! under
such circumstances are required.

€.8 Conclusions

Pl P PPy P

Altogether a total of five systems have been examined
in a simulation study to investigate the effect of various
design parameters on the proposed hyperstable, adaptive

control scheme,

The system has been shown to respond very well 1in the N
face of ncise ccrrupted measurements for both single-input f
single-output and pulti-input amulti-output plants and, 1iu
general, 1t would be recommmended that the amount of
11ltering action (as determined by the value of *» ) bpe

taillored to the noise present.

Some of the multi-input multi-output runs have shown a

This would refer to the ability of one system to track
arother's outputs when their param%ters are not 1i1dentical.
!
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teﬁdency to beccme unstable in the presence of very‘noisy
geasurements. The explanation has been advanced that this
is due to the uncertainty of the manner in which the
1dentification model parameters adapt. Tt is felt that some
type of projection mechanism may provide a solution to this
problem. This comment also applies to the scheme put
forward by.nartin-Sanchez fu - 5], as this difficulty exists

there too [ 6].

Undeniably, there is an unde§irab1y large amouyt of
oscillation during the initial “stages of adaptation. This
relates to the identification process, in that the Gaussian
excltation infut signals, used to drive the initial
identification sequence, 1s rich in frequency content but is
unrelated entirely to the control actions generated in the
control mode. Because the 1identification procedure need not
provide good estimates of the actual plant parameters (the
only requirement being output convergence), the parameters
are apt to readapt when excited by a different class of

input signal.

Finally, it 1s noted that the output driving function
has been shown to be valid under some very stringent
environmental conditions., Certainly these schemes are tar

more attractive than the essentially requlatory systems

Chapter Six
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investigated by Oliver (7].
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CHAPTER SEVEN

Dynamic Precompensation Using Model Reference Techniques

7.1 lptrodyction

The development of multivariable frequency domain
design techniques, in the last decade, has reversed a trend
in research institutions that had been prevalent for the
previous fiftéen Years. Rijnsdorp and Seborg [ 1) have shown
fairly clearly a general reluctance, on the industrial
world's part, to have anything to do witlr the so-called
"modern control" methodology, principally it appears,

because of the reliance on linearzparametric podels [.2].

The frequency domain methods, on the other hand, do not
strictly require a parametric model as frequency data will
suffice. Further, these schemes retain the desirable design
features of the classical .single-loop ccntroller
designs [ 3,4,
l€q:

i) the controllers may be tuned "on line". This
has obvious ramifications from an industrial
vieupointi

i1) no state estimation is necessary since outputs

only are used;

111) since the gain estimates are conservative,

Chapter Seven
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there is a certain safety* margin vith respect to
inaccuracy in the data or to drifting parameter

values. These schemes are, thus, generally less
sensitive to parameter variaticns than other

methods, and .

iv) a very good indication of a number of facets

of the control scheme, including:

(a) stability,
(b) integrity,
(c) interactions and,

(d) performance are obtained.

Moreover, classical measures of performance can be
applicable, giving the designer an enormous amount of

subjective choice 1in configurinngEe s /stema

some very detailed work was done at the University of
Alberta in the experimental comparison of several promising
sethods, in this area, using a double-effect evaporator {3 ].
Further, a ccmputer-aided design package was developed for

use on the University's'Amdahl 470 V/6 computer [5 - 7).

The main objection to these approaches, is the one

vhich is held ir ccmmon with all such apriori design

b
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technigues ~- the method depends on the relative accuracy of
the data on which the design is based; data which can

require extensive effort and cost to obtain.t?

A better philosophical approach would be to require the
scheme to "learn" on-line the requisite information and
Subsequently adjust itself in some predetermined "ofptimal"

fashion.

The following sections are devoted to describing sone
alternative approaches for isplementing the desired
methodology using model reference techniques.

7.2 Model Reference Adaptive Decoupling

The model reference approaches of Chapter Five appear
to offer an interesting and operable procedure, in
conjunction with the frequency domain techniques, for the
implementation of the philosophy described lmmediately

above.

-There are essentially two schemes that could be

An obvious case in point, here, is equipment with
ill-defined control objectives, such as the indurator
operated by Hamersley Iron Pty. Ltd. in pawmfier (Australia).

Chapter Seven
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envisaged, at this time, and they are depicted in Figure

7' 1.

The first of the two proposed methods 1s similar in
concept to the example presented in Chapter Five, in which a
hyperstable identification scheme is used to provide
estimates of the open-loop plant parameters at cach instant.
These can then be used in any desired manner to update the
parameters of a controller/compensator. This method,
although only strictly applicable to stable plants, 1s the
more general of the two, as there is included an explicit
identification that, as such, represents a rich information
stream which may be tapped in a number of ways. In
particular, a scheme may be suggested using the results of

Chapter Five.
Suppose that:

K :Q .o-no-nooo.c-noco-c--c.n--cn-oon.o.o-'(‘)

Ol pre OLg

where:

GOL(Z) is the identified plant transfer matrix at any
instant.

7pre(z) is the decoupling precompensator transfer matrix.

and,

QOIJZ) is the desired open-loop transfer matrix at any time.

I
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By simple rearrangement of equation (1), one has:

x = ;71 g Dll'........l....l..'..‘l......’..."(2)

pre Ol Ol

The requirement that G, be invertible implies two

turther conditions:

(1) that there be no adaptive right-hand plane
zeroes presént and thus, the identificaticn model
should be wminimum phase and,

(11) the number of outputs must equal the nuaber

of inputs.

A related strategy to tha\ibove, involves the use of a
signal-synthesis approach similar to that outlined in

Chapter Four.

Suppose that D,;(z)=0 in Pigure 7.1(a). Also let Y, be

[
the desired output at the next instant and, Y =Y, -
T (

Then, from Figure 7.1(a):

)_’—Q g - Y .000.0.0.......l..lt."'.t0.'!0..."'..(\))

0L d

Thls equation may also be written in the time-domain as:

-
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h f
y 06 1) = Ai(k)x(k—l*l)* P B (k) wk =~ g% 1)
i=1 y=1

.Cll...0........0.0...‘............."...l.'....(4)

where y(k-1i) and u(k-3) are n dimensional identificatiorn
model output and control or input vectors, respecively.
A and Bj are identification model parameter patrices of

appropriate order.

Rearranging equation Qu), one arrives at:

h
uptk) = RiYek ) x (K + 1) - Ai(k) vik - 1 ¢ 1) -
) i=1

u(h,u(k’\)*l) ]...-.'...0‘..'..'..0..C...QQ.(-C:’
)

i<

Since the control signal, to b applied to the plart

via the primary fixed control loopd can be written as:

H?zh (L)!00--.0-......-0000-0.0'oooo.no.o.-'-oct(b)

pre

then, utilizing equations (5) and (f), the supplementary

control signal may be computed from:

u‘(k):u‘(k"’uz(K) occco-qnoa--co.--.onooo.uooo-o

The second technique (that depicted in Figure 7.1(b))
has been considered by Bethoux and Courtiol ([3] tor the

general control situation.

Chapter Seven
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It is supposed that the plant can be represented by an

&y

expression of the form:

ALh) = 4 Xtk - 1)+ B yglk - 1)
b P
and:
x(k'zlx(k) l........'............l....‘..l..’ll....(H)

wvhere x (k) and y(k) are n dimensional vectors
u(k-1) 1s an o dimensional input or control vectot and,
Ai‘and Br ate process parameter matrices of appropriate

order.
A control lavw can te defined as:

}_}(k)l'a_(k‘x(k)*x (K)!(k‘coo.'-.--c--o-.-.-.(g)
bk pre

-

K ip (k) and Ker (k) are time-varying feedback and -

precompensator matrices, respectively.

Substituting equation (9) 1into equation (8), one nas:

. - - n E (k (k - 1) + : (h) vk - 1)
y( k) ( &, 2, By ) ]x_ B va Y

»

.notcl..ooc..on.-ol..o...-.oooooo.oooo ..-.o......-.(‘O)

A decoupled model reference plant is now specified as:

Chapter Seven




y (k) =
m

where lm(k) is an nx1

v(k-1) is an nx? model

An]and B are diagonal

appropriate order.

Defining an error

model output vector.
input vector and,

podel parameter matrices of

-

vector,;(k), as:

307

s - + - 6 ¢ 0 8 s e s e 80 e 0 s O 00
An;lm(“ 1) amx(k 1) (11)

E(k):xm‘\\)'x(K, c-loa-.no.c.-oo-oo-o..onocono.'naco(12)
and:
P
(k) = . D etk = 1)
1
i=o
xo:1.---.aoo-.-.--o-..-.oo-oco-ouoo-ccoc-----oo-oco(13’
where equation (13) defines the input-output relationsnip of

a linear compensator, D(z), one can derive, using
equations (8) - (12) :
(K) = (k - 1) + « - + \ (kK)) (k - 1) ¢
" &, =~ 4 Ap ﬁp &H, Y
(ﬂ - h b (k)) !(k - 1) ..o.--o-coocoo-no---a-oooao(14)
™ ;“ prt’
Lettaing:
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\
A .- & - Bp do
and:
br = pp BO +ecosescssensoseassoscsssassnassoassanscnseall5)

equation (14) beccmes:

’

S(K) = A gk—l)+5p( (Ao * K., (k)Y y(x 1) +

(Bo - & (x)) y(k - 1) ]

¢ e acces cseees e s ave sececacs ol 1h)

w(k) = (A0 * K (kD)) y(k - 1) + (8o - K  (x)) w(k - 1)
FB pre -

6 0 & 8 0 00 20 0 0 s 0 00 00 e -oooo...cncco-.tov-.ov-ooooc-(17)

and:

!l(k):-!(k) .a'...l...‘0..‘00..0..'I...vc‘..oo.‘-ll.(lQ)
Thus:

‘_(k’:A _!__(k_ l)*’a !(k‘--o--n-.o.cco--nuo-oo.nco(19)

m P

Now, we further restrict the syster description space
to those trajectcries upon which the vector pairs (-, !1)

satisfy the following inequality condition:

Chapter Seven
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k1
“{Kgyhy) = < _:T(k)m(k)z-xs
k=k0
Vkl an 0.....0.'..."..O..llllll...(zr.))
where o is a finite constant, only dependent on the

initial state of the systen.

Equations (1€) - (19) and 1nequality (20) define a

system which can be depicted as in Figure 7.2.

It is cbvious, therefore, from the prey&pus
development, that the discrete hyperstability theorem [ 9]
-
may be invoked once more to obtain adaptation laws for the

Kooy and ﬁpre matrices. This leads to the following theorem.

Sufficient conditions for the adaptive decoupling

system described by equations (8) - (9, (11) - (13),
(17) - (18) and inequality (20) to be asymptotic hyperstapnle
are:

(i) The transfer matrix, G(z), defined by:
C(z) = Dtz) (L - a z 't R

P

must be positive reatl di!’lete; {

Chapter Seven
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(11)

(Ao * ‘FB“‘” x(k?£ 1)

(Qo - K (k)) vtk = 1)
pre

and © (k) must all be of the same dimension and,
(i1i) the adaptation laws for 5 pp (K) and épre(k)

must admit the following nonlinear functions?

k
: : I T
I (k) = - Lonuy [ Byl -1y )
1=k0
and:
k
= (k) = Doy [ @l -y T
1=k, -
R ! and {glare positive definite or semi-definite

matrices.

Proof

The first ccndition of the Theorem can be shown to be

sufficient by using Theorem 5.1 and the equivalent system of

Figure 7. 2.

Oonly "integral adaptation" [8] has been considered
here, as the prcportional ters Bmay be considered as a simple

extensione. P
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N
From the discrete hyperstability theoren it is
f Figure 7.2 to be asymptotic

for the system O
-

sufficient,

hyperstable, that: .

G(z) must be positive real discrete and,

(1)
must be

(ii) an inequality of the form of (20)

satisfied.

From equation (19), one obtains:

’A Z—l)up !(Z) ooocnovcocoonl.clat.ono-.c(21)

gc2) = (]
I

or using equation (13):

!(z)..-......-....-....-(22)

ptz) = Dez) (L - A P B -
m p

So that:
4 .
C(z) = Rtz) €1 - & z ')y ' B
™ p

and condition (i) of the theorem is thus froved.

The second condition merely ensures that v (k) and
hence, !1(k), are defined and the product ET(k)!l(k) is

sensible.

remains to show that the adaptation laws,

It thus
of the theorem, ensures an

characterized by condition (iii)
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inequality of the type (20) 1is verified.

Utilizing equations (17) and (18), (20) becomes:

k)

I plek) [ ~(Ao * E..(k)) y(k - 1) -
. FB

k’ko

(Bo - K (h)) y(k - 1) 1 > - 2§
pre

thzko llon-.c'clocoo-o0.--0.....0.0(2")

1

N

Introducing the adaptation laws of the theorem:

kl l‘;

) T
T QI(k)[( Zg(l)[glx(l—l)] - Ag) ¥tk - 1) *
k=kq 1=k

k .
( Xn(l)[911(1-1)]I—ao)z(k—1)2-)\6

1=kq

Vkl Zko .....ICO...0...'.'.!0.!'0.'.Ql'.'l'lt..(24)

a

Sufficient conditions for inequality (24) to be
satisfied are:
k1 k

'_T(x)[ « - ~—cur | 31 ytl - 1) ]'I - 40 J x(k - 1)
k=K0 1=k0

I

> -
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These conditions can pe verified by noting the

property (8,91]:
kl k
T vr
L h [ L L 4'EO ]2"/2 EO EO e o0 o0 @
k=K ¥ i=kg ’

.-........(26)

This proves Theorem 7.1.

At each instant, one needs toO calculate K}m(k¢1) and

K (xk+1). Unfortunately, t hese are functions~of the, as

- pre
yet, unknown L(k+1) . From equations (12) and (13):
381
ﬁ(k*l)—‘—xn(h”l)-x(k*l)* TQ,;(K—l*l)(27)
g i

i=1

which can pe written as:

_g(k+1)=(A x(k)*a 1(K)]-[A y(k) -
m ™ m P

. . + - + ) +
L K. (K 1y y(x) ) npgpre(x 1)y y(x)
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using equations (10) and (11).

Introducing the adaptation laws in equation (28), one

has:

ntk + 1) =[ 4 ¥ (k) + P
m m 4

vik) 1 - A -BC - ¥ ntl)
| p

P 1=

(311(1—1)])]3((“-5?( Zg(l)[le(l—l)]lI)
1=k
0

X(k)+ X D_E(k-i*‘)Qon--o-oucoooo.clco-oo.'not(2(‘)
or:

Mk + 1) =0 4 y(xk)+ 3 yx) }-[ & - B (-nlk *+ 1)
m Tm m p P

1 T .
B ytx) ] + Kop(k)) ] ytk) - ap[ alk + 1) { Q@ vy(k) ]

P

Lpr(k) ]x(k)* )3 Dl f"k' i +1)ooo--o-.o.o.o.ooo(30)
(4

i=1

or, finally:

otk *+ 1) = A4 yte)*+ 83 (x)y (x) 1 -8 -8 K (k) ]
moom m P P FB

y() - b K (k) y(k) - B (g(x + 1y [ Blytk) ] yex) +
pre p

wx + 0 gl vk 1wk )+ B R E(Kk - L+ 1) ee.(31)
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Rearranging equation (31), we obtain:

1

I ' 1
L(k*l)Z(l*ﬂp([R y( k) ]Iy_(k)*[ Q wvik) ]

vik) )1 Ca_ ):m(k) + B, vik) - | Ap —‘np xwu) ] (k) +

L} Kp[’ (k)!(k) P O I
) t)

A najor difficulty arises for the practical
iomplementation of equation (32), ie. a complete knowledge of

the process parameter matrices 1s strictly required.
In order tc minimize these difficulties, two
assumptions are made (8]
(1) the estimated performance error vector:

i(k* l):xr(‘-\+ 1)—¥(k+l) ....-..............-..(33)

can be approximated by [ °(k), where:

(k + 1) = - (k) k) +
Y ( Ap B K, JY B

4

K (x) y(k) .(234)
pre

(11) the setpoint changes, r(k), must be known one

sampling 1nstant ahead.
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The second assumption merely ensures that ¥ (k) can be always

made available. Thus, for practical applications:

I T 1 I -
Lk + 1):(1*5q([ B y(x) ] ytx) + [ Q@ wix) ] ytx) ]!

(g(k)* L Dlj_(k‘ i+ ty) .oo-oon---ooc..o.oco-aooo(«’-c')

providied (I + Bq(Rlx(k))ll(k) + (th(k))lg(k))) is always
1invertible where bq 1s chosen such that it falls within the

range of the variation of Bp.

Much of the original model reference adaptive control
work has been directed to forcing a system to follow any
desired trajectcry. Whilst this.rortainly is a worthwnile
objective, in many cases 1t simply 1s not feasible to
specify an arbitrary reference model. Fecause of the
enormous 1nvestment in apriori design techniéues and the
number of methods available, it would appear that a more
sensible approach would be to use the adaptive mechanlisr to

correct tte designed controllers under changing plLocess

conditions, etc.

This procedure supplies two desirable aspects:

(i) the configuration yields a two-level control

Chapter Seven
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t echnique which is essentially able to "learn" hov
to cope with its environment "on-lirne", but with
the added integrity of a primary control loop and,
(11) all the process knowledge which goes into the
design of the primary control system becomes

available for the adaptive loop designe

This chapter has introduced methods for aynamic
precompensation of a plant when sufficient knowledge 1ic
available tc design controllers based on multivarialle
frequency domain techniques. The methods have been based on
hyperstable adaptive systems, deveiopod previously, purely

for control purfposes.

It is manifest that this concept is infinitely
extendable, in theory, since the reference model 1s
arbitrarily specified and could include some sort of

directed logic supervisory mode {10 - 1)

Chapter Seven




CHAPTER EIGHT

Conclusions

8.1 Iptgodyction

The prime motivation fo; this work was the des;re to
classify the field of model reference adaptive control.
Although there are several excellent surveys
available [1 - 7], these have been concerned primarily with
indicating the various aspects of the design work, rather

than the similarities inheren? in the schemes presented.

Further, there was felt to be a need to conceptually
re-examine the results of the last decade to gain some
insight intc which direction it would be most profitable to

venture in the future. \

Of the two model reference design methods based on
stability techniques -- the Liapunov technique [8] and
schemes based on Popov's hyperstability theory (9 - 10], the
latter appears to be the more promising {1,170 - 11]). The
schemes investigated from Chapter Three con, have restricted

themselves to this basis.

"In the last few years there has been a general
re-evaluation of the state-space control theory,

particularly in response to several practical objections

Chapter Eight
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that have been raised [12 - 151 This has resulted in a
more careful examination ot input-output type relations and
their usefulness in design. Not only have transfer function
techniques been extended to incorporate pultivariable
systems (16 - 191), but the state-space theory. itself, is
being developed to consider wore techniques based on output

(or incomplete state) feedback {20 - 25 Je

Conceptually the requirement at the present time

appears to be the followings b d on input-output

weasurement s of anlimnoun pI*n esign an adaptive systen
which wi1ll guarantee the con jectives of the entire
controlled configuration. since the fixed parametel

technijues arébéssentially special cases of the adaptive

control superset, it is not surprising that work in this

direction 1s being considered by adaptive system designers.

martin-Sanchez [26 - 27) appears to have been the first
to consider a specific jesign technique to satisfy the apove
requirement, although the claimed general applicability 15

questionable {28].

This wcrk has considered a very general theoretical
presentation of the adaptive probleun, vith specific

reference to the design of a technique sisilar to the one

Chapter Eight
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proposed by Martin-Sanchez, although starting from the
theory presented by Landau [10 - 11}, The validity of the
method has further been tested by a simulation study and
several suygestions as to practical calculational procedures
have been included. Moreover, since this scheme 1is
essentially dependent on the estisation system convergence,
the results of Ljung [29) have been mentioned. \

It will be noted that regulation per se is not of
principle ccncern here, as it 1s a subset of the outj ¢
draiving problen. There are some cases, however, in w-icu
regulation can be a prime goal. In such cases the
adaptation mechanism can be more profitably employed 1ir
updating conventional controllers. This ray take place
intermittently, avoiding the problem of large computatioral
overheads. Of particular interest is the so-called dynamic
precompensation approach, in which an a<zptation scheme 1s
responsible for updating a precompensator, which 1n turn
maintains a particular system feature (eg. diagonal
dominance). The primary control task is meanwhile achieved

ty a fixed farameter ccntroller.

A\
The following sections are concerned with summarizing
the cognitive categorizations of the model reference

adaptive approaches mentioned i1n the previous chapters. A
.

Chapter Eight b 1
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brief note towards the end of the chapter will examine
possible modifications of existing state-space methods to
include incomplete state feedback without the use of
observers.

Be 2 Model Reference Adaptive Cortrol System Definition

Conceptually all model reference adaptive control
techniques belong to one of two classes. The first of these
1ncludes a wmechanism whereby the parameters of the
ccntroller, itself, are adjusted directly. The controller
1s contained within a conventional control configuraticn and
control action 1is exercised through this primary loop.
Whilst this approach might seem very attractive, there
appears to be several limitations for general implementation
purposes. For example, these schemes are restricted to
tormulations of relative degree one wWith some known apriori
information about the variation of the plant parameters

assumed [ 30,41-43].

The second cognitive approach relies on a recursive
estimation scheme to supply an updated estimate of the
open-loop plant parameters. The parameter set may then be
usid‘to compute the control action required, in any
convenient manner. This method may be termed an indirect

technique as achlevement of the control objective is

Chapter Eight
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dependent on the output convergence of the estimation

schenme.

These two classes of adaptive control system are
depicted in Figures 8.1 and 8.2, respectively. It should be
noted that in these diagrams, the reference model per se has
given way to what nas been termed a driver block (26]). Tnuis
approach has been taken so that it is realized that the
reference model need not be an accurate representation of
the plant. The main criterion for a good driver block
design 1s that it properly designates the desired output of
the system.

8.3 Practical Adaptive Control System Definitions

This thesis has considered the theoretical development
of practical schemes based on both the classes of control
system depicted 1n Figures 8.1 and 8, 2. Figures 8.3 througygn
6.6 schematically represent four general confijurations of

adaptive systeumn. A

This particular demarkation summarizes the schemes that
have been suggested to date. None are perfectly .general,
although all may be considered as a subset of one of the

desigyns presented im Figures 8.3 to 8,.F,

Y
K
e

There appe&(s to have been a strict division i1n the

Kl
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literature between those schemes which utilize an
input-output formulation as their starting point, and those
which are based on a state-space methodology. Por'instance,
the systems depicted in Figures 8.3 and 8.4, usually reguire
an input-output description to be used, whereas those of
Figures 8.5 and 8.6 are strictly state-space techniques.

The decision is based on mathematical tractability
considerations, for at present, the only general method for
calculating the control signal using the approaches of

Figures 8.3 and 8.4, relies on an adaptive inyerse [26,31)

computation.

The state-space methods are not so restricted, althougn
if true incomplete state feedback is considered an on-line

minimal realization routine may be required?,

The next section will summarize the design freedom and
theoretical restrictions of each of the general control

schemes. o

\

AN

See Section 8. 5.
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The discussion may be organized intc three distinct
subdivisions:
(1) Input-output Methods Based on Prior Identification --
represented by the techniques of Figures 8.3 and Fol,
(11) State-Space Methods with Direct Rdaptation of the
Controller Parameters. Fiqgure 8,5 represents these methods,
and,
(111) State—Spacé Methods Based on Prior Tdentification, as

leplesented by Figure 8.6,

(1) Input-Output Methols Based on Prior Identification

Figures 8.3 and 8.4 conceptually describe the most
Fromising adaptive control schemes that can be envisioned,
since they are bty definition based solely cn 1nput-output
reasurements of the plant, asymptotically stable and
absolutely convergent to the desired system state. Due to
mathematical tractability conditions, however, there are
several practical restrictions which must he accepted,

a) Compensator Design

Chapter Eight
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In the particular example of the design presented in
Chapter Five, a compensator wvas introduced which ensured the

positive realness of a linear transfer matrixt [11,33]).

It is unclear in what way the compensator order affects
the performance of the trol system, although obviously 1f
unstaple plant poles aré’:novn exactly, these may be
cancelled by cotresponding zeroes of the identification
nodel compensator.

b) Identification Scheme

in both the methods shown 1n Figures 8.3 ani .4, the
conver gence of the control system is based on th:
converLgence of an estimation scheme. Thus, theoretically,
any asymptotically convergent identification technigue whicn 'l
can be operated recursively can be used. For instance, any
of the following are obvious candidates for such a choice:
1. Hyperstable recursive Identification [34],
2. FExtended Least Squares [3%),
3. Instrumental Variables [3F17,
4, Recursive Maximum Likelihood [ 29] and,

5. Extended Kalman Filter [37].

1

See Chapter Five -- Section S5e 3.
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In all of these there is a requirement that in thq
absence of any exact knowledge of the plant parameters, the

plant must be open-loop stable [29].

Because of the manner in which the control action is
computed, there is a certain freedom of adaptation 1in that,
strigtly, parameter convergence is nct necessary,; the only
Ltequirement being that the output error between the plant
and the identification model go to zero. Thig alleviates
the problem which faces all identification techniques when
embedded 1n a closed-loop contrcl configuration 1e. the
reguisite "richness" of the input signals is seldom
sufficient for accurate parameter identification in a
closed-loop envircnment,

c) Control Computation

At present, there is only one method available for the
calculation of the 1input signal based on desired output

iftformation and the identification model parameters -~ the
L
adaptive 1inverse approach, In both its forms:! r

- ~
1. Controller Transfer Matrix Computation andgf
: ,
s ore
2
See Chapter Five. g .

{
A
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2. Direct Control Signal Calculation,
there is a distinct difficqléy vwith identification models
vhich contain right-half plane zeroes! (28). This probles
arises during the calculation of the control signal because
the algoriths uses the inverse of the identification model.
Hence the right-half plane zeroes becoie right-half plane
roles and the consequent control action becomes unstable.
The difticulty 1s aore readily recognized when it is
lemembered that the identification scheme is only required
to facilitate output‘convergence and the rarameters may be
adaptively placed anywhere in the parameter space.
Mirtin-Sanchez has suggested that this Froblem uoes not
present any problems since the driver block (reference
model) can be chosen such that the si?uation never
arises [ 38]. This 1s difficult toAr:;ionalize since the
'schemes do not rlace any restrictions on the Farameter
placement. A more general soluticn would entail the
specification of a specific pafameter space which 1s known

to be minimum-phase for all parameter sets. The prime

consideration then would be the question of output

Here the w-plane 1s considered, as this rerresentation
1s more fawiliar to practising engineers.
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realizability 1e. the ability of one system to follow
another eventhough their parameters are not identical.

d) Driver Block or Reference Model Specification

#hilst this choice is to all intentional purposes
completely axbitrary, it would nornally\be expected that the
specification wculd realize a stable and physically

meaningful desired.-output signal.

(11) State-Space Methods with Direct Adaptation of the

Controller Parameters (Figure 8.5)

These schemes are restricted to cosmpletely observable
and contrcllable systems where all the states are
accessible.

a) Compensator Design

The specification of a compensator ensures the positive
realness of a certain linear transfer matrix [30). In this
case some of the plant parameters must be krown, at least
approximately, so an additional requirement is that the
transfer matrix be positive real over the entire range of
the plant parameter variation space. Karmarkar {39 - 40)

bhas presented a scheme for desijyrning compensators to ensure
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this property.

There appear to be no restrictions on the open-loop

plant confiquration in these techniques bugh the

reference model wculd normally be assu be stable.

b) Control Calculation

The control action is calculated using an updated
controller. At present the control lav is restricted to the

form:
f

- - + ® 5 85 8 & & ¢ O 0 0 5 0 8 0 0T 00 ¢ 0 O " SO &P
u opy & Y Kgp &t By & v

ghere u is an mxl1 control input vector,
x and £ are nx1 state and setpoint vectors,
respectively,
£ is a px1 measurable disturbance vector,

K

PR is ar mxn feedback control matrix,

-

K

Cop is an mxn setpoint control matrix, and

Kip is an mxp feedforward control matrix.

Note:

The original theory for this type of system was
developed by Bethoux and Courtiol {30] for a purely
state-space formulation. Pecently it has been shown

that extensions to include input-output foreulations
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are feasible [41 - 43]. .l

. »
Whilst for implementatian purpeses these

techniques have a number of advanﬁages, they are at
present restricted to:
(i) plants with uni-signedggip matrices (i.e. all
the elements of a particular Bi, matrix are of the
Same sign) (41 - 43) and, -

(11) input-output formulations of relative degree

Tne extension due to Johnstone (41) does not require
that all the elements of the Eip's be of the same sign,
although the compensator design would require some knowledge

of the variation of these parameters.

7N

(111) State-Space Methods Based on Prior

(A

Identification (Pigure 8.6)

This approach may almost be termed the
“classical" approach to control law parameter i
adaptation as there are a large number of procedures
vhich are intuitively similar (44 - ue)].

&>
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Two methods may be envisaged usiné the
hyperstabie system approach:
1. hyperstable identification with all states
accessible followved by controller calculation
based on the identified model, or . .
2. hyperstable identification using only
input-output data followed by a sinimal
gealization routine (32) to obtain an equivalent
State-space representation. The controller
calculation would then be based on this
irformation as with 1,, above.
The result of both is the same, state-space
;epresentations of the identified plant. The control may
then be calculated using any of the available state-space

design techrniques,!

a) Compensator Design

Here, as with the pure input-output methods, it is a
general requiresent that, in the absence of any

knovledge of the plant parameters, the open-lcop plant must

>

A particular exaample is descriggd in the next section.
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te stable. The compensator is specified such that a
particular linear transfer matrix is positive real.

b) Identification Schese

The estimation scheme can be any of a number of methods
(see above) provided it is asymptotically stable and
absolutely output convergent. Once again there is no
requirénent here for exact parameter matching.

c) Control Calculation ~

The choice ofAthe control calculation technique is
influenced by the -form of the reference model or driver
block specification. There are two ways of defining a
desired output:

1. as the output of a reference model (or driver
block), or
2. through the desctription of the reference model

itself (ie. eigenvalue placement, etc.).

Whilst the first category requires the least
computational overheads, the second is inherently the more
flexible as it includes the whole gambit of state-space
design techniques from optimal methods through to such
techniques as eigenvalue placement [U47 - S50]). More

recently, these have been extended to include output
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feedback and output derivative feedback [20 - 25]7.

d) Driver Block or Reference Model Specification

Here, as has been mentioned above, it is possible to
specify the driver block in a number of ways. The control
system convergence is then dependent on_the estimation
scheme convergence plus the controller design.

8.5 A Particular Example of a State-Spage Hethod With

3 E-S-p 0D PP

This example is illustrative of class (1i1) of the
systems described in the previous section. The primary
control loop is based<nkoutput feedback and the
ident ification scheme used is the the input-output version
of Landau's hyperstable recursive technique [34] described
in Chapter Five. The refgrence model specification consists

of an eigenvalue placement decision.

A pictorial representation of the system appears 1in

Fiqgure 8.7.

In a recent paper, Paraskevopoulos [51) has presented
two techniques for solving the problem of pole assignment

via proportional plus derivative output feedback.

The controller is'\specified as:
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U T B X * D Y sccecocscsscasesccsacssrsoascccccscasanaasel2)
vhere u 1s the mx1 control vector,
Yy and i are nx1 output and derivative output vectors,
respectively,

P and D are mxn controller parameter matrices.

The control algorithm for the adaptive éonfiguration of

Figure B.,7 can be briefly described as follcws.

Suppose that the output of the minimal realization

block of the Fiqure can be descriked as:

-4
"
>
[
+
o]
c

l:Cgocccuﬂa.lu.to'.tt.cooccnc-vcto-otncococn..ooon(3)

vhere x denotes nx1 equivalent model "state" vectors,

Y is the rx1 identification model output vector andg,

A, B and C are equivalent state-space identification

model parameter matrices,

Using equations (2) and (3), one may write:

i:(L-BDQ)-‘ (A*BEQ)&:ALK"""""""'(4)

provided (I - BDC) is invertible.
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Let H be an nxn matrix with exactly known eigenvalues

(H can be upper triangular or in phase canonical form).

A
sufficient condition for pole assignment then is to have:

4 =4

.o....lco..l!.oo.....ooon....oo.....o..oc...a..(s)

or det (s1 - EC)=det(sI - H).

From equations (4) and (5):

LPEC*BRCUY-

u"’AAoo.oon.ooo..oo...oco-.u..QcO|0(b)

If the following definitions are allowed:

then:

.'......l..l'!.'l...'.I'c!l'l...‘l'..l'l.'.'..(-’)

T

vhere R=M' * B and * represents the Kronecker product
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cth St :
K, aud v, are i®" and J b rows of K and V, respectively.

Ejuation (7) may then be solved for K, and P and D

subsequently determined.

The computation overheads for this scheme are quite
significant and so it would be reconmended that such a
scheme is useful mainly for adaptation of slowly varying
systeas in a regulatory gnvironment,

8.6 sugyestions for Future Research

Since this work has been mainly explcratory in nature,
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there 1s a requirement for a future commitment to several

areas ot research.

Specifically, there 1s an urgent demand for controller
design technigues which are based on input-cutput
descripticns of the open-loop plant. This would allow the
tull tlexib1lity of the hyperstable input-outjut
identitication schemes to be employed. At present these
metéods are restricted to adaptive inverse approaches which:

a) can require large and sudden control 1inputs to
be stipulated and,

b) result 1n unstable ccntrollers when right-half
plane zeroes are present.in the identification

model.

The methods described herein all require a fairly large
computational overhead to be borne. Whilst the software
does exi1st tc carry out these calculational tasks, it is
often waste ful in time and storage. Algorithms to reduce
both these factors are available [52) and further work in

this area would be helpful.

As far as the author can ascertain, there has been no
attempt to 1lnvestigate the use of adaptation techniques

outside the 1ll-defined regions of so-called requlatory

Chapter Eight



346

control or output driving. There are a large nuaber of
practical situations in which the conceptual notions of
adaptation could prove beneficial. This thesis has

mentioned one.

In relation to the hyperstable schemes examined, there
is 4 need to investigate the use of the ccegensator, D(2).
For the present it remains as a necessity to ensure the
positive realness of é particular transfer matrix. Its
effect on the performance of the sysfem is unknown. There
1s a further problem with the adapgively placed
1dent1ficat ion model parameters ile. right-half plane
ident1ficaticn model zeroes can result in unstable control
inputs. A solution based on limiting the identificatiown
model parameter space to a conpacg-subset of the open
left-half complex plane has been suggested. The mechanism
ot this procedure and the effect on the output realizability

ot the control systea remain to be defined.

Of a more prosaic nature are requirements for
experimental evaluation of the various schemes. These would
te envisaged as directed towards the design choices which
must be made apriori to the application eq. adaptation

ain§, initial model parameters, etce.
g p
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8.7 conclysions

This chapter has atteapted to unify the conceptual
notions that have apperared in the remainder of the thesis.
It has been stated that all model reference adaptation
methods are subclasses of two general approaches:

1. Direct adaptive control schemes based on direct
adaptation of the parameters of a conventional controller,
and,

2. Indirect adaptive control schemes based on an identitied

model of the open-loop plant.

0Of specific interest has been the second class and
various schewes have been mentioned, both within an
input-output descriptive plane and based on familiar

-~

state-space methodol »gy.

The design f[eedom‘abdArestrictions demanded for
mathematical tractability have been outlined and suggestions

for future research to complete the study, mentioned.

~

Throug hout much of this thesis there has been a need to
remain very specific to certain schemes. The bias has been
firmly entrenched in the input-output formulation, although
state-space methodology may allow a more acceptable solution

in the short-ternm,
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APPENDIX 5.1
A Practical Calculational Procedure for the Implementation
of the Augmented Output Techniqye for Model Reference

" Adaptive Con4rol

For the general case of the algorithm, described in
Chapter Five, it is required to compute two

compensator/controllers such that:

h‘(l) QSI‘ (z)k‘(z) (l-x‘(l"-l o.o-n.--a.oooo-ooo(l)

and:

L2(2) LB; (z) (L + gm(z) Eitz)) Batz) - ﬁl(z) ceesel 2)

or, using equation (1):

~

Batz) = @71 (z) (1 % Bitz) (1 - Ri1(z)) ') Batz) - QI(Z) t3)
" oL _

Here, the possitilities of peasurable disturbances (or
alternatively disturbance prediction) has been allowed for
(see Appendix 5.2).

G

S the estimate of the open-loop transfer patrix 1s

given by:

L h £

g = (l- N Ai(k, Z-i’—‘ . aJ(k‘ Z-jo-ooo.oooono(4)
‘ =1 =1
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\

gi, the estimate of the load transfer matrix is given by:

h ] B

o= (L - 1 ak) 27T 0 po(ky "
1':1 ! 1*1 1

1

.ol.noo.o..'.(s)

The closed-loop transfer matrices, &1(2) and 56(2) can

be represented, at any time, by:

H F
hl(l’z (1- z A Z‘i)Ql : a, Z_J s s seecssecccesl &)
=1 ip i =1 ip
] \\ N .
: H G
- = -1
= - N 1‘1 ..--oc.oc.'oou(7)
ka(2) 1l 1;] Aip z O le z K

A, B, and D 1are time-qarying estimates of the open-loop

=i il

parameter matrices.

A , B , and D are time-varying estimates of the
“1p JP T 1p
closed-loop parameter matrices.

L

The problem of computation of these quantities, though
not as horrendous as it first appears, since ii and &1 are
- - 1p
all diagomall, is still quite formidable.

To see vhat approximations may be desirable, let us -

Tois condition is simply a ramification of the
independence cf the outputs om one another.
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L}
consider eWn (1) first.

Equation (1) may be vritten as: ) .
- .

.
f

Ll(l) = x-l(l) X(Z) (1 - x.(l,)_‘ ocoo--.ccc-coonoott.o(S)

vpere: S | . ‘ p | -
- , -3
C z SN z
jmll ) mln
j= o . i=1 ]
e T ——
-1 - -1
! Zimi1 ° L- a3 ?
1 i=1
b]
X(Z = BN
(2) S
f f
: i 1 h - b‘mnn Z—J
j=1 jmn =1
Th o Tw T T T
1 - . ot 1 . a ot
| imnn , imnn
l 1=] l=1 .
- F F -
. ! . =)
. b z : i
j=1 jpll i=1 jpln
W T N
- -i
1 =laipll z 1 _laipll z
Y(z) = ) Lons
F F
T, 2 d Th -
y=1 IPO j=1 3P
T ——— T e
- -i
b- i 1 b= 3{pnn
L i=1 ipnn i=1 P
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Tth, in frder to lculate El(z), directly in this
manner there would be ajrequirement that X(z) and (1 - Y(z))

xf invertible. ¢

/ :
Suppose, however, that use is made of the control

confiduration. So that:

. q

nl =“xl : .........‘.'....'.........'.'................(9)

~Substituting equation (8) in (9) yields:

A IX-IX(L"X)-l e T e 1S

or:

xul :x(l-X)-l‘g s es s rrsresesscstscrscccccsscccascsalll)
vhich'eliminates one of the on-line matrix polynomial
inversions, The opr-line computation is still formidable,

however, for large systeams.

The next simplification is to assume that the ij's are
diagonal. This corresponds to the case in wvhich the
closed-loop plant is assumed to respond as a number of

single-input single-output systeas. The reference model
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vould thus, also, be assumed to be non-iﬁteractivei.'51

, . [ _. . ' .
takes on a special significance, in such circumstances, as

it is now‘apparent that it is acting as a combined

decoupler/ccntroller.
With this assumption, ve may again write:
.

‘ Bilz) = 371(z) X(z) (1 - Y(z¥) !}

or equivalently:  a. o /)

X(z) yp = X(z) (] - X(z))"1 ¢

1

*

vhere, this time: /- -
. P : .
-3
b z
j=1 jpll
- 0 oooooooooooo % o 0 8 o 2 0 ¢ 0 a s 2 @ O
pe H '
-i
1 L a, z .
y = i=1 ipll 0
0 F
b z—j
.‘gl jpnn
L 0 )
H
1 - ¢ ai n z_1
i=] P

This approach would seem to be a most attractive one,
in practice, for the familiar indices of performance could
te applied to the plant in the classical way.
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IS
and: ™ ¢ 7
b ,\ﬂ '
£ b z X
jal jpll
: 0....0
H F
-1 -j
1 - L a(' z -Ib Fé
. 1=1 ipll j=1 jpll . ‘
0
. ’ 0
Y -n s o
L bj nn z J
=1 P
0 ... H F
1 - C a1 z - I b, z-J
i j=1 ipOD i=1 jipnn

X(z) is as before.

Considering equation (10) and the fores of X(z) and

Y(z),
H+{
z Jdijyr 2 u, +
i=1
F+h
poeiyy 2T e
i=l
and:
H+f
T odijk z7d = (1
i=1
f
( r bikj l—i) s e @
i=1
j=1+>n, X = 1~

we can write after some algebraic manipulation,

that:

'..ll......'..'...( 12)

n)

las|

zfi - P

aipjj bipij

Nt

i=1] 1

...QQ‘IQI......I..'.Q.l....'l......l(13,
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b
h+F h f
Lwgyy 2 = (1 5 1 aynyy 270 08 by 27y Lllc14)
i=1 . 1=1] {=1 o
J = l -+ n ¢
Fquation ) can be written in the input-output

formulation as:

H+f H+f

3 dij‘ Ul(k - l)+ e e s0 00 0000000 0 + . dijn Un(k‘l)
=1 - 1=1

H+f

¥ gijj e:(k - 1)

€0 @ 90 96 0 & 0 00 IR SO PG E N LIS 00 A0 ee 000 %
3 (15)

1 T

i

‘ Now, at each sampling instant, i4 is required to

Compute gl(k), ......"g“n(k).

From equation (15) it can be shown that, therefore:

N

dljl U‘(k)"' s e es et +dljn(k):

H+f H+f

C gljj e].(k-—i*l)— z dl'j‘ ug(k -t1 + 1) -

i=1 X i=2
H+f

® 6 6 60 ¢ 06 5 8 0 0 80 o0 - z dijn un(k_ i + 1’ .........'...(16)
i=2

g =1 -+ n

&
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ie.:
r— <3 — = -
e r— -
dl(ll) o0 s 0 e e dx(|n) lll(K) X3
L L] . = L 'D
L] L] L[] L]
L] L] . *
. . = "j
L] ° - -
L [} L L]
_.dl(nl) seeecsceee dynn) L‘un(k\‘ x|

o ——

where the numbers in brackets refer to the element of the

patrix and xj is given by the right-hand side of equationl

(16),. B
Finally, the controls may be computed from:
- = -1 - by ~ - [
d‘(ll) o000 000 000 d‘.(ln) X1 Ul(k)
_dl(nl) ee 00 000 000 dl(nn) Xn Un(k) ...'()..(17)
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X
or:

L4 -

H(k) ‘n-l X oonoooooooao.o-ocooooocoo-o-o-..o‘oocnco-c(IR’

‘

It must be stated that the analysis, here, assumes a
square, open-lodp transfer matrix. If this is not the case,
a Moore-Penrose generélized‘inver;e may suffice, although
the effects of this approximation on the stahility‘of the

overall system, has been shown to be ‘undesirable [ 3¢ 1\?0]3.

An adhoc sclution, to the problem of ncn-square plants,
1s discussed below.

The computation of K,(z), via equation (3), may be

considered in an identical manner to the above with gl(z) as

a diagonal matrix. :
e : J S
So that: g -
Ratz) = gV (z) (1 + §(z)) J(z) - Ql(z\ ceeccnacsasasel( 1GU)
vhere:

Stz) = gy(2) «1 - Br1¢z)) !

Appendix 5.1 and 5.2 -- see "References for Chapter
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1tz) = Ratz)

Now, if; ) s

-

= ' N - 3 0 e s 0 00 e e 000000(2“))
¥2 1+ 3 1Z GOL QL ] £ N

P
S a control law may be again wvwritten as a function of

the parameter estimates.

Equation (20) defines an adaptive feedforwvard
controller/compensator and, as such, makes use of the
measurable disturtances in an active manner.

The Problem of Nopn-Sgquare Plants

It has heen implicitly assumed in the designs,
outlined, that the open-loop plant transfer matrix estimate,

G

Gy v is square. This corresponds to a case in which the

nuaber of inputs is equal to the number of cutputs. In a few
situations, however, this is nmot the case and provision must

be made for this.

Use 1s made,of a fixed precompensator similar in
concept to those ‘designed, by Kuon, via the DNA method

[32 - 53], although here, the major criterion of perforlancg

P .
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is that the augmented plant is stable and square!,

B )
The scheme is then implemented, as before, using the

augmented plant in place of the original plant. Figure
AS-1.1 also includes an explicit identificaticn loop, since

it is felt that this is a desirable information block.

O ™

R /

The question of stability implies that an approxim;?L
knovwledge of the open-loop poles is available.

_/
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APPENDIX 5.2
Effect of Disturbances (Measurable or Not) and Bounded ’
L}
Nonlinearities on the Hyperstability of the Augmented Output

Met hod for Model Reference Adaptive Control

~7. ' —

All the derivations and proofs, of Chapter Pive, have
ignored the possibilaity of unleasurgable signals entering
the systes. The adaptation algorithas have no information
concerning these disturbances, whatsoever. It is, therefore,
of pagrasount iaportance to analyse the system and establish

Criteria which guarantee asyaptotic hyperstability, under
’

these conditions:

(1) The Identification Systenm

The plant is assumed to Oobey an equation of the form:

h f
YCk) = 1 A ylk - L)+ By ulk - gy +
=1 =1
K &
Dl ;(k-l)* : n; ;'(k— l‘..'.‘....'..‘......(l’

I=1 1=1

Here,
Y 3s an nx1 odtput vector;

U is an ax1 control or input vector ;

Appendix 5.2
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£ 1s a px1 disturtance vector, vhich is known, Vk;
and, g
L' denotes an ex1 unmeasurable, disturbance vector, which is

assumned bounded, Vk. - -

A, gj, D,, and D' are process parameter matrices of

appropriate orderl!t.

An estimation model can be descr}ped by:

h £
¥Y(k) = 0 Ak) y(k - )+ B k) ulk = §) o+
i=1 i=1
g
Dl;(k-l).....................'.l...'.....‘....(2)

1=]
where y is an nx1 _model output vector

pi(k), b.(k) and Ql(k) are time-varying model parameter

N

matrices.

Defining an errcr vector, _(k):

_(k):x(k)‘x(k) e s s 00 s 00 c0ce et weocsscsosascsssecsesescl )

and:

It would normally be assumed that n=m, ie. that the
open-loop plant transfer matrix is square.
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P ) ’
_V_("\): N ci E(k-l)"noocunco.n..cooooccl000000100(4)
i=0 v

h
_L_(k) = L Al i(k- i‘*l!(k) L R R A RN

i=1

vhere:
h
.~ » :

¥Ok) = = 1 (A, - ALK y(k - 1)+

i=1

): e —
ulk = j) + :(pl(k)—nl);(k-l)- N nl' LY x - 1)
I=1 1=1

..'C.'.l...".l.'lQ.O.l...l..l.'..l.l.Q.ll..l".l..(())
and:

!](k’:-!(k) ucnnoono--.o.u--nn-cc...n.o'o'no-ootccon(7)

Equations (3) - (7) describe an autoncmous, discrete

nonlinear, feedback syster as depicted in Figqure A5-2.1,

Further, if only those pairs (i(k),!l(k)) such that:

kl ’

" Kook ) = Lx
k=k

[¢]

(k) wytk) > - +8 YKy 2 Ko eeoeal )

vhere 4 1s a finite constant only dependent on the initial
o
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i

-systen'state, are considered, then it is possible to obtain
sufficient conditions such that the system, described by
equations (3) - (7) and inequality (8), is asymptotically
hyperstable.

Theorem A5-2,1

Sufficient conditions such that the system, described
by equations (3) - (7) and inequality (8), 1is asymptotic

hyperstable, are:

h
(1) 6(z)=C(z) (I - © A, z'lf_1-1/2\1 is a positive
= = i=1_ , ‘"‘
real discrete transfer matrix; ~
(11) |
w:‘*
(Al(K)-Ai)!(K‘l) (1 =1 > h)
(Bjtk) = 3y uwlk - j) (j =1~ £)
(D(k) = D) ACk = 1) (1. =1 + @)
D'l-ga-.‘k_l). (L =1 » g)

qnd ﬁ, are all of the same dimension;
(iii) The adaptation laws for i (k), éj(k) and
bl(k) must admit the following nonlinear
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relations:

ii(k) = { aitq(k) ]

A
i=1~"nh, t =1 >
(k) = n (k)
2 ( " yeq ]
J:I > f’ t =1 >
~1tk) = [ Fltqtk) ]
1 =1 + g, t = 1
where: .
aitq(k) = aitq(k -
(1 -1/ a (k - 1
itq
i =1+ h, t =1 -+
B (k) = 8 (k -
jtq jrq
(1 - 1/> 8 (k - 1
jtq

394

= [ aqeqt®a’= 1) Tock) ‘iq(x - 1) ]

Ny q = 1 - n
= [ Bjtq(k
ny q =1 > m
= { Sltq (k
ny, 9q =Y & p
'

1) + 1/ (ai
) ¥2 (k - 1))

q
ny @q =1 + n
1) +

) u?2 (x - §)»
q
ny, q = 1 ., m
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~

$1tq (k) = Sleq U = 1) + 1/ (S1eqlk = 1 VEgtk - 1))2 7 -

(1 = 1/0 §)q Eg (k = 1)) ]

—d
"
—
+
n
-
-
]

1 > ny, =1+ p

®ftq¢ “jeq and 1tq are strictly negative
coefficients and,
(iv) ¥(k) is bounded.

.

The proof is analogous to that given for Theorenm 5.3.

The inclusion of unmeasurable disturbances, thus,
necessitates the inclusion of one more condition such that

inequality (8) is satisfied.

The addition of this extta condition shoufd come as no
,surprise as the guarantee of hyperstability, as noted by
Thathachar and Gajendran (41]), implies that i(k) is bounded;
In simpglistic terms, this Bay be rationalized easily. Since
hyperstability, in the configuration presently adopted,
demands that the nonlinearity satisfies a boundedness
condition (inequality (8)) and g(z), the linear part, is

positive real discrete, vhich iaplies absolute stability,
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.

,then the output of thevlinearwpart, i(k), must be bounded.

‘Unfortunately, at each sampling instant, i(k) must be
calculated. This is a function of the, as yet, unknown e(k),
thus, equaticn (4) cannot be used. Another apppoaip<is,

however, available:

From equations (2) - (u):’
h f
k) = -y(k) + c 4d(x) ylx - 1) + T Bj(k) Gk - 4)-+
i=1 " j=1
g i P
L nl(k‘ L(k - l) + - cl L(k - 1) -o.cooo.‘l.doocoo(\q)
1=1 i=1 !
or, in scalar form:
h n f m
v (K) = -y (k) + TI a,, (K) Y (k - i) + T B (k)
1t tq
: ‘ i=1q=1 4 ° j=1g=1
g P | Pl D
- oy £ - + coor .
uq(k J) + N 81tq jq(k 1) T Cg
1=1q=1 1=1q—1
?(k- l’ .........O‘...'.Q............0........I..Q..(l())
q
t =1 -+ n ' ‘

Introducing the parameter adaptation laws, of Theorenm

A5-2.1, in equation (10), one has:
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h n
= - + ) ¥ ' - v v -
vt(k) yt(k) : (aitq(k 1) vt(k) yq(k 1) +
i=1q=1
f m
a (k = Yy (k - + , - v
°itq 1)) yq( K i) I 7« Bjtq (k 1) vt( K)
j=1q=1
g P
U (k - j) +. 5 (k = 1)) u (k - j) + A (x - 1)
q jtq q 1=1q=1 lt? !l
PI n
-~ ; - * - - ~ .
Vetk) £olk = L) altq(k 1V £k = 1)+ LI eqeq
i=]g=]
‘j k- ..............0............'..l...l'...'....
rq( i) (11)
So that with some algebraic manipulation:
;t(K) = X/Y ..l.....I.l......ll.l..‘l...l.'....l.l.'..(12)
/
W here: /(
— h n
o= -y k) o+ z Sltq(k—l)yq(k—i)*
i=lq=1
f m g P
~ - - + s T -
birq (K 1) u (k KA en altq(k 1)
J:lq:l l-lq‘
pp n
r(k’ l)"' E : C . € (k- 1) .............-....-(13)
. t
q f=l1q=1 9 4
and:
<
h n
Y = 1 - ( T ) (k - 1) y2 (k - 1) +
f=1q=1 itqg q

397
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f \m ’ g p
v L 8 (k = 1) u? (k - J4) + Iy 6 (k - 1)
t 1t
g=1g=1 9 1 l=1q=1 ¢
Ez(k —l)) l...l..........C.l........c‘.‘Ol.l..'l....c(.‘4’

(ii) The Control Scheme

A very similar'analysis, for the effect of unmeasurable
distgrbandes on the overall control scheme of the proposed

néthod, may be carried out. N

Suppose that the closed-loop plant satisfies an
input-output relation of the form:

h f

(k) = L (k) ylk - 1) + . (k) pr(k - j§) +
b4 Alp Y Ju1 Blp

I Ry, (k) SC(k = 1) + ‘
=1 1P 1=1
The assumption is also made that 7 *'(k-1), the

unmeasurable disturbances, are bounded.

A reference model is then chosen such that:

h1 fl
),m(k) = T Aim xm(k -, iy + 3 Bjm r(k - Jj) +
i=1 . j=1 .
g1 ‘
: Dlm g(k-l,.I....l..'.'.‘..........I.l.'.....'..(lb)
1=1
vhere hISh, flsf' and g, <g -

Appendix S.2
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Using the definitions given by equations (3) and (W),

one can write:

P_(k) = 5 Aim L_(k- l)* 1!(“) ....l.....'.'.l.'..l.(17)
{=]
vhere:
hl h
MK =L Ly - B (K)) ¥k = 1) - diplk) ¥k - 1) +
1:1 1=h1+]
fl , t
f. (ij - ij(k)) rtk - 3y - iptk) rtk = j) +
j=1 j=f1+l
&‘] 8
A (le—plp(k));(k—l)- : plp(k);(k-l)—
1=1 1=)-L1+]

nip _:‘.(k—l)..ll.l‘....".....II‘l.(...!l.'.ll(18)

and:

!l(k) :'!(k) ..ocno.-o-noo--oo-oo-cnon-nt.un.C'coconc(l-u)

Equaticns (3), (4), (17) - (19) describe an autonomous

discrete, nonlinear feedback systenm.

Once more, only those pairs (g,glr vhich satisfy the
toundedness condition, given by inequality (8), are

considered.
Thus we may write:

Kppendix 5.2
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Pheorep A5-2,2
(Sufficient conditions such that the system, described
by equations (3), (u4), (1’)'- (19) and inequality (8, is an

asymptotic hyperstable systeam, are:

hy
) . -i,. -1 . <o
(i) G(2)=D (z) (I-: A, z™}) is positive real,
. - B 21,, =
discrete;
(11)
“Bin - &, (r)) y(k - ) (1 = 1 + ny)

. Bi,tk) yix - ) (1 = hy + 1 - 1)
(ajn] -~§jp(|«)) rth - ) (§ =1 « £
ﬂjp(k)r(k—J) (g =/,r\\¢1 s f)

L}
(Dlm—plp(k));(k~l) (L =1 - g,)
Y
Dlp(k) Lk - 1) (1 = g4 + 1 s a)
AL T K - —
Llp LN 1) (1L =1 . 49
v

and v are all of the same dimension;

>
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(1ii)

= - + -
a“q(k) aitq vt(k) yq(k 1) aitq (x 1)

1]
i =1 * hy t =1 °* nyq=1+*n
‘
1, (k) = v(k) r (k = J) + b (k - 1)
jtq Bjtq t q itq
J-:l L g} t=i"n.q—l’n
’

= (k) & ( - 1) + d (k - 1)
dltq(K) lqvt q % 1tq
1 =1 »gy t=1+»ny,qg=1"*0mp
Jitq' rjtq and “ltq are strictly positive

constants and,

(iv) v(k) 1s bounded.
The proof is analogous to that given for Theoree 5.2,

Again v (k+1) must be calculated, and this may be done
in an analogous fashion to the method given in Chapter Five

(equations (18) - (20)). -
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The conditions in the previous pages describe a Systen

such as that depicted in Figure A5-2,2,

As with the scheme depicted in Pigure 5.8 of Chapter
Five, the closed-loop matrices of the Plant are not directly
accessible to adaptation. Therefore, computation methods for
calculating the Farameter latq‘ces of the two

compensator/controllers, K, and K, must be outlined.

With the configuration of Pigure AS5-2.2, it is possible

to vrite:. ' ®

3
-

x =0l v gy ‘i’i(/;OL Ev o * (1 + gy K7 (g + gy K2)

‘0.0'.'."o'll.o.otco.'ccn.c00.0.'0‘0.0-.0.......(20)
or:

¥=R‘ I+Rz;ooo-cnono.o‘ooo.oooooocoo..cooo--ooooo-(21)

vhere:

Rl(z) is the closed-loop transfer matrix denoting the

e

relationghip betuéag\fhe outputs and setpoints, and
5 (z) yé the/¢losed laop transfer matrix denoting the

atl&h&hlp betweeg/the outputs and the disturbances.

Using equatio&s_(}O) and (21):
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EI(Z)=(1+20L ‘l’-l QOL xl o----...-----...o..-o-.o(22)

or, upon fearrangement:

Lo 81 = (L + £, &) &y

So that:

L](I) =Q-(.)f< Rl(z)(L-Rg(z))_‘ ..ooo-o--cco.o.coo.oo(23)

and:

22(2) = (1 + QOI‘ xl )—l (G.I + Q()I_ &2)

which implies that:

Lol b2 =L ¢ S, K1) B> - S,

and:
L2(z) = QSI‘ (z) (] + S5 07) E1t2)) Bo(z) - €,(z) «ovoa(24)

In order that equations (23) ana (24) be defined, it is

hecessary that E(H}z) and (I - Rl(z)) be invertible.

It would appear that the major problen involved 1in the

implementation of the scheme, outlined, is that of

dinensionality since calculations of K and K require
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. inversion of large matrix polynomials on-line. & practical
alterpative, to this approach, has been discussed in
Appendix 51,

Nonlinear Plants

Since the stability approaches are based on an
. . ”
equivalent nonlinear autonomous feedback systen
(42 - 51,54 ], 1t is natural to expect that some some type of

limited nonlinear plant behaviour could be tolerated.

A very obvious choice is a bounded norlinearity. This
enters the formulation in the same way as do unmeasurable
distur bances. Once again the identification system will be

affected, but as accurate parameter identification is only

of secondary consideration, this is of little consequence.

Theorems AS5.2-1 and AS.2-2 determine the stability of
the control system when bounded nonlinearities are present
and the development cf the previous sections are directly

appiicable to this situation.
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APPENDIX €.1

Multivariable Simulation Run Data

System 1
2/ts + 1) 1/¢(a + 1)
1/(s + 1) ) 1/(s + 1)
L | -
-
System 11
2/(s + 1) 1/7¢s + 1)
1/(s + 1) 1 /(e + lO)ZJ

»

Appendix 6.1
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RUNS 1, 2, 3, 4, 5.
Run Time = 100 einutes

Sampling Time = 60 seconds

1.5 .
1.1) @ 20 minutes

Excitation Mode: setpoint change (
Initial Identification:

Excitation Mode: zero mean gaussian input

sequence in both elements of the control

vector:
element 1: s.d. = 0.2
element 2: s.d. = 0,72

Initial identification adaptive loop gain

matrices:

-t1on -4 00

-100 -100

Initial identificaticn model parameter matrices
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were all zero except for B,:

’ ,

- 1 0
ﬁl‘
0 1
System I1I
rl/(s*’l)(Ss*l) 1/(0.15*1)-
1/(0.1 + 1) 1/(8%s + 1)(0.28 + 1)
RUNS 6, 7.
Run Time = 100 wminutes
Sampling Time = 60 seconds

6.0 o
Excitation Mode: setpoint change (8 0 )@ 20 minutes

Initial Identification:

Excitation Mode: step input change in both
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elements of the control vector:

RUN €

Step 1

element W step

glenent 2: step

time = 4 minutes
Step 2

element 1: step =

element 2: step =

time = 10 minutes
Step 3
element 1: step =
element 2: step =
time = 15 minutes
"§UN 7 |
Step 1
element 1* step =
element 2: step =
time = 5 minutes
étep 2

element 1: step

element 2: step

time = 15 ainutes

Appendix 6.1
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Initial adaptive identification loop gain

matrices:

—
100 -100

-10" -10n

Initial identification model parameter

matrices:
1.2 0.0 ~0.n 0.0
A = a2 =
0.0 1.0 Lo.n 0.0
4
-
000 1000 Ocl -1100
L1 = 4 Bz =
0.0 0-0 -800 002
! L -
0.0 3.0
B3 =
0.0 0.0
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The initial desired adaptive model parameter matrices in all
cases were set equal to zero. Further, in all runs the

reference model was set equal to 12.
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