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ABSTRACT 
 

The increasing awareness of the sustainable implications of the construction industry requires an 

expansion in the types of assessment criteria used to evaluate the systems deployed in building. 

This expansion allows engineers to consider several criteria of various natures (e.g., economic and 

environmental) in the process of evaluating the viability of the developed solutions for building 

systems. Furthermore, the increasing demand for quality pertaining to the products of the 

construction industry necessitates greater integration in the development of the design of building 

systems. This implies the need to consider the interactions among building systems and the 

influence of these interactions on the potential technical performance of such systems during 

operations. The research presented in this thesis proposes a framework that accounts for (1) 

multiple criteria design assessment of building systems and (2) the interdependence among 

building systems to provide a decision support tool that ensures, at an early phase, a reduction in 

the impact of the end-product on the lifecycle cost, energy consumption, and CO2 emissions of a 

building. This research also presents two case studies to illustrate the application of this framework 

during the design phase. 

Tools that visualize the impact of building systems on value, such as cost, are common, but little 

attention has been given to visualize the collective contribution of the building systems to multiple 

values. This research proposes a visualization framework to bridge the gap in the practice of design 

visualization regarding the number of visualized criteria, visualizing throughout the entire lifecycle 

of the building, and achieving visualization that is concurrent with the design development. A case 

study is presented to demonstrate the application of the framework accounting for the lifecycle 

cost, energy consumption, CO2 emissions.  
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“Everyone designs who devises courses of action aimed at changing existing situations into 

preferred ones.” 

– Herbert Simon 
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1. INTRODUCTION 

 

1.1. Background and Motivation 

 

Following the 2015 United Nations Climate Change Conference held in Paris, many 

governments around the world have begun to introduce legislation to improve their 

environmental practices, including the provincial government of Alberta, e.g., the new Carbon 

Tax (Alberta Climate Leadership Plan 2016). It is significant to note that the construction 

industry contributes nearly 12% of the total CO2 emissions in Canada (during the construction 

and operation phases of buildings) (Statistics Canada 2012). Therefore, any sustainable solution 

must consider the construction industry. In addition to its harmful impact on the environment, 

the construction industry is sensitive to political changes and economic trends (Berman and 

Pfleeger 1997). In this environment of economic downturns, competition, and the pressure to 

adopt more sustainable policies, construction industry stakeholders are required to improve their 

processes in order to achieve better performance, remain competitive, and address the increasing 

demands from clients. Therefore, several frameworks have been developed to connect customer 

demands with the deliverables of the construction industry, such as Lean Construction and Value 

Engineering. However, construction practitioners often overlook the similarities of such 

methods, which may hinder communication and shared understanding of the best practices of 

each method. Therefore, it is important to develop a common understanding pertaining to the 

predominant methods that drive design to meet certain criteria in the construction industry in 

order to improve communication among stakeholders. It is also vital to list the key features 

required for the success of aligning the design outcomes with a set of assessment criteria in order 

to allow for further enhancement in this practice in the construction industry.  
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The multi-disciplinary nature of the construction industry adds a layer of complexity to the 

design process represented in the interdependencies within the building. Accounting for the 

interdependencies amongst the various components that exist in a building requires the adoption 

of a holistic design approach. Such an approach underscores the effect of design decisions on 

the performance during operation, and ensures the required value is delivered at the 

commissioning of the project. This exercise is not supported in the traditional practice of design 

in the construction industry, where, despite the broad consensus on the importance of 

integration, designers tend to work in silos. This method of working in seclusion implies the 

practice of solely evaluating the impact of design decisions on a system and overlooking the 

impact on other disciplines (e.g., the selection of wall R-value, which occurs during the design 

of the building envelope, affects the performance of the heating system that is selected and 

designed as part of the mechanical system.) Therefore, the research presented in this thesis 

proposes the development of a framework that can be used to evaluate the design against 

multiple criteria (i.e., cost, energy consumption, and CO2 emissions) by quantifying the 

interactions between the components of a building. In doing so, the designers, although in 

practice are likely to work in silos, can receive feedback in regard to the end-product and are 

provided with an opportunity to revise their solutions. In other words, this contribution provides 

an ad hoc approach to global optimization of design in the construction industry, since it allows 

designers to understand the global impact of their decisions and by the same token provides 

additional information to the customer. This approach can, therefore, improve the channels of 

communication among all stakeholders involved in a project.  

Furthermore, the absence of proper tools for communicating and interpreting value considerably 

hinders the broad and proper implementation of the framework proposed in Chapter 3, as 
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evidenced by the practices of other industries. Therefore, in the present research a framework is 

developed on the premise of bridging the gap in the construction industry regarding value 

visualization (i.e., visualising the interactions between building components and cost, energy 

consumption, and CO2 emissions). It provides a practical and easy-to-use tool by which each 

element in a building (e.g., columns, windows, doors, etc.) is assigned a unique appearance that 

represents its collective contribution to the previously mentioned values.  

 

1.2. Research Objectives 
 

The goal of the present research is to improve the construction industry practice in regard to 

driving the design to fulfill multiple criteria assessed throughout the lifecycle of a building, 

wherein the deliverables of the design phase increase the likelihood of meeting client 

expectations. It also aims to incorporate the performance of systems in a building as a metric of 

evaluating the design, thereby increasing both the performance and the compatibility of the 

building systems. Therefore, the research presented in this thesis is built upon the following 

hypothesis: 

“Incorporating the interdependencies of building systems during the design phase will increase 

the potential technical performance of the building as a whole and reduce the lifecycle cost, 

energy consumption, and CO2 emissions of the building.” 

Furthermore, this research encompasses the following objectives. 

1. Define the interdependencies among building systems and the assessment criteria. 

2. Select a model for representing the technical performance of building systems throughout 

the lifecycle of the studied building. 
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3. Define the interdependencies among building systems themselves through the study of 

the influence of building systems on the technical performance of one another.  

4. Develop a multi-criteria lifecycle assessment framework that accounts for the 

interdependencies among system components and the effects of the assessment criteria 

on the technical performance of building systems.  

5. Develop a visualization framework to improve assessment criteria (i.e., lifecycle cost, 

energy consumption, and CO2 emissions) communications and interpretations that 

support the multi-criteria lifecycle assessment design effort. 

The developed approaches in the present research together serve as a decision-support tool that 

ensures at an early phase that the end-product meets stakeholder requirements in terms of the 

selected assessment criteria (i.e., lifecycle cost, energy consumption, and CO2 emissions), while 

at the same time ensuring that the building systems reach near-optimal performance as one 

holistic system. 

1.3. Organization of the Thesis 
 

The thesis includes five chapters as follows:  

Chapter 1: Introduction. The current chapter introduces the concept of the research, identifies 

the objectives, and presents the layout of the thesis.  

Chapter 2: Literature Review. This chapter scrutinized the various criteria-driven assessment 

methods used in the construction industry in terms of origins, fundamental principles, and 

limitations. It then explores the practice of value-visualization in the construction industry to 

support the endeavors of developing a framework for value visualization. Chapter 2 also 
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discusses several theories and tools used in this research, chiefly Reliability Theory, Quality 

Function Deployment, and Utility Theory.  

Chapter 3: Methodology. In Chapter 3, the methodologies that underscore the development 

processes are presented.  

Chapter 4: Case Studies. This chapter presents numerical examples for the application of the 

proposed frameworks.  

Chapter 5: Conclusion and Future Research. Chapter 5 summarizes the findings of the 

research, lists it contribution, and recommends future developments. 
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2. LITERATURE REVIEW 
 

The literature review of the present research is divided into two parts. The first part seeks to 

review the state-of-the-art literature in order to define the gaps that need to be addressed by the 

present research study. This part explores the literature pertaining to the value-adding practices 

(i.e., the processes of improving a product or service prior to its release to the end user. This 

improvement can be a reduced price, lower environmental impact, a longer lifespan, etc.) in the 

construction industry with the goal of defining areas of improvement in these practices. The first 

part of the literature review then investigates the practice of value-visualization in the 

construction industry. The second part of the literature review provides background information 

pertaining to the tools and concepts used in the present research and how these tools are utilized. 

This part addresses reliability theory, quality function deployment, and utility theory. 

2.1. State-of-the-art literature 

2.1.1 Value-adding Methods in the Construction Industry 

2.1.1.1. Introduction 

Value can be defined as goodness people desire (Hart 1971; Schwartz 2007; Schroeder 2016), 

thus the manifestation of this abstract concept in a physical product is a rather sophisticated 

process.  

Therefore, all industries, including the construction industry, demand the existence of 

frameworks that translate the desired value into deliverables. The predominantly-used value 

adding frameworks in current construction practice are adaptations from other industries (e.g., 

Lean, Value Engineering); however, there is a tendency among construction practitioners to 

change the names of adopted tools (e.g., Target Costing became Target Value Design), which 

creates a false impression that practitioners are dealing with different approaches. These 
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terminological changes create discontinuity in knowledge transfer, which can confound the 

efforts of researchers aiming to leverage the developed frameworks (Chwe 2013). There is thus 

a need for mutual assimilation between differing frameworks for the fundamentals of value-

adding, such that practitioners can ascertain a firm basis for evaluation and practice. When the 

fundamentals, limitations, and practices of value-adding frameworks are well understood, it is 

then possible to define the issues that need to be tackled in order to overcome the deficiencies 

of existing value-adding frameworks. The construction industry is then well-positioned to 

continue to deliver value to its stakeholders. Therefore, this section examines and clarifies the 

origins, principles, and limitations of the following value-adding frameworks: Value 

Engineering, Lean Construction, Target Costing, Target Value Design (as the relevant literature 

indicates that these methods are widely used in the construction industry), Value-Driven Design, 

and Lifecycle Assessment. The establishment of a common understanding of these value-adding 

methods is based upon an extensive and comprehensive review of the literature in construction 

and manufacturing in order to define the principles and limitations of each framework. 

2.1.1.2. Value Engineering (VE) 

Value engineering originated shortly after WWII, driven by the shortage of supplies during and 

following the war and the resulting need for lower prices. Lawrence D. Miles (then an engineer 

at General Electric) proposed a systematic approach for problem-solving to reduce unnecessary 

costs, which he called Value Analysis (VA). Miles defined VA as “a complete system for 

identifying and dealing with the factors that cause unnecessary cost or effort in products, 

processes, or services” (Miles 1961). Due to the success this method achieved in reducing costs, 

the U.S. Department of Defense adopted it into practice in 1954 (Dell'Isola 1974), changing the 

name to Value Engineering (VE) as proposed by Admiral Wilson D. Leggett (Fowler 1990). 
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Hinging upon the efforts of Alfonse Dell’Isola, the construction industry began an aggressive 

implementation of VE in the early 1960s (Fowler 1990). Since then, the method has been given 

many names corresponding to implementation in different contexts, such as value control (VC), 

value improvement (VI), value management (VM), value planning (VP), and value research 

(VR) (Dell'Isola 1974; Fowler 1990; Parker 1985). 

Principally, VE is an objective-oriented approach that aligns the design process with desired 

values set by stakeholders (ASTME 1967). This objectivity is achieved through the fundamental 

concepts that characterize the implementation process. These fundamentals are as follows: 

• Function: describes the utilization of the developed product, service, or process, thereby 

defining the goal of performing VE. The functions are, in fact, the “fundamental skeletal” 

of the entire approach, regardless of the application area (U.S. Department of Defense 

1983). 

• Worth: the minimum monetary value needed to deliver a certain function. It should be 

noted that “worth” is independent from the “cost” associated with the failure caused by a 

certain element. For instance, the failure of a pad footing may cause the failure of the 

building. However, the worth of that pad footing is the minimum cost paid to construct it. 

• Cost: the total monetary value needed for a certain function, which includes the cost of 

production/construction and operation, and can be extended to the cost of replacement. 

Notably, VE considers the lifecycle cost of the function, rather than looking only at the 

cost of manufacturing or construction (Miles 1961; Dell'Isola 1974; Public Buildings 

Service 1992; NEDA 2009). 

• Value: the relationship between the worth and the cost of a given function. Value can be 

expressed as Equation 2-1 (U.S. Department of Defense 1986). 
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𝑉𝑎𝑙𝑢𝑒 =
𝑊𝑜𝑟𝑡ℎ

𝐶𝑜𝑠𝑡
 

 
(2-1) 

 

VE aims to reach the lowest possible cost that still satisfies the requirements of the end user, as 

expressed in Equation (2-1). This implies eliminating as much waste as possible (as identified 

by Miles (1961), there are 8 types of waste) from the process in order to reduce the cost and 

increase the worth, and, in turn, the value. This leads to the common misconception surrounding 

VE in this regard, which is that it is concerned with reducing the cost of deliverables (Dell'Isola 

1974). In fact, according to the value function as defined by Mudge (1971), Fowler (1990), and 

Fowler (1990), and as expressed in Equation (2-2), VE incorporates the functionality and quality 

of the end deliverable along with cost reduction.  

 

𝑉𝑎𝑙𝑢𝑒 =
𝑢𝑠𝑒𝑟′𝑠 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑖𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 + 𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 𝑖𝑛 𝑢𝑠𝑒

𝑓𝑖𝑟𝑠𝑡 𝑐𝑜𝑠𝑡 + 𝑓𝑜𝑙𝑙𝑜𝑤 − 𝑜𝑛 𝑐𝑜𝑠𝑡
 (2-2) 

 

Furthermore, VE involves some essential practices for decision making that could be considered 

key principles (U.S. Department of Transportation 1997; WVDOH 2004): (1) cross-functional 

team work, which implicitly requires proper communication among project participants; and (2) 

continuous resolution of any issues arising until the final deliverable is ready (Miles 1961; 

Mudge 1971; U.S. Department of Transportation 1997; WVDOH 2004). 

Notably, the primary critique for VE is a lack of standardization, as several researchers refer to 

the same concept using different classifications. For example, while function, worth, cost, and 

value are considered fundamental to VE (Miles 1961; U.S. Army Management Engineering 

Training Activity 1983; Fowler 1990; U.S. Army Management Engineering Training Activity 

1983; Fowler 1990), NEDA (2009) does not clearly classify these concepts as fundamental 
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principles of VE. Rather, it discusses “Job Plan”1 under “VE fundamentals”. This claim is also 

supported by Maniak et al. (2014), who argue that the traditional practice of VE does little to 

assist in the clear definition of value in exploration projects, which, despite defining the 

functional attributes and following a logical approach to maximize value in the product, fails to 

satisfy the expectations. The lack of a structured framework is the major cause of this failure 

(Maniak et al. 2014). Furthermore, while VE supports the intuitive determination of value, it 

does not support further processes such as design and performance optimization (Soban et al. 

2012). Fong (2004) lists four major drawbacks that hinder the proper implementation of VE and 

therefore diminish its potential benefits: 

• in application, there is a discrepancy in the definition of value among clients and VE 

practitioners; 

• in education, there are insufficient training programs, materials, and educators; 

• in research, there are inadequate research activities and funding; and  

• there is a gap between university research and the application of VE. 

As can be observed, despite the success achieved by VE, the lack of a well-defined structure for 

implementation, the absence of clear procedures to define value, and the little support it provides 

to design efforts are the primary drawbacks associated with the implementation of VE.  

 

2.1.1.3. Lean Production System (LPS) and Lean Construction 

Acknowledging the importance of remaining competitive with America to ensure the survival 

of the automobile industry of Japan marked the dawn of the Toyota Production System (TPS) 

                                                           
1 “A systematic and organized plan of action for conducting a VE analysis and assuring the implementation of 

the recommendations” (U.S. Department of Transportation 2015). 
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(Ohno 1988)2. To achieve this, Taiichi Ohno, the father of TPS (Sugimori et al. 1977), began by 

identifying and eliminating various forms of process waste in the production line. This effort 

culminated in the introduction of Just-In-Time: feeding the process flow with the exact number 

of parts at the necessary time (Ohno 1988); and autonomation: focusing on automation while 

providing production line workers the opportunity to run and improve the production line 

(Sugimori et al. 1977), both of which became defining characteristics of the TPS (Ohno 1988). 

The improvements contributed by TPS to Toyota culminated in positioning the organization to 

become the most profitable automotive company in the world with a market capitalization of 

US$184.8 billion (The New York Times 2017). The high level of competitiveness achieved by 

Japanese companies due to the application of TPS concepts attracted global interest and the 

name “Lean” was coined by John F. Krafcik, which emphasizes the core principle of TPS in 

reducing waste (Staats et al. 2011). Lean principles have since been implemented in many 

aspects of modern life, including education (Emiliani et al. 2005), health care (Mazzocato et al. 

2010), the service industry (Kanakana 2013), and the construction industry (Koskela 1992). 

Despite the varying characteristics of the manufacturing and construction industries, pioneer 

researchers began to explore the adoption of lean thinking in construction in the late 1980s 

(Howell 1999). In 1992, Koskela presented his research on considering workflow holistically 

when studying individual construction activities to reduce the process waste associated with 

then-current construction management methods (Koskela 1992). The development of a planning 

system for construction that accounts for the principles of the lean production system (LPS) 

began in 1992 (Ballard 2000), and the formal introduction of this system, i.e., Last Planner®, in 

                                                           
2 To incite his employees to find innovative solutions to improve productivity, Toyoda Tiichiro (1895–1952), 

then the president of Toyota, said “Catch up with the Americans in three years. Otherwise the automobile industry of 

Japan will not survive”. 
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academia occurred shortly after at the inaugural Conference of the International Group of Lean 

Production (Ballard 1993). The late 1990s introduced the establishment of the Lean 

Construction Institute, which was the result of collaboration between Glenn Ballard and Greg 

Howell (Ballard 2000) “to develop and disseminate new knowledge regarding the management 

of work in projects” (Lean Construction Institute 2016). Henceforth, lean construction drew 

considerable attention among construction practitioners, with a recent report published by 

McGraw Hill confirming that 43% of those surveyed indicated that they have implemented lean 

construction in practice (McGraw Hill Construction 2013). 

TPS is “based fundamentally on the absolute elimination of waste”, where 7 types of waste are 

defined through the application of just-in-time and autonomation (Ohno 1988). Furthermore, as 

producers strive to reduce cost (by reducing waste), they must still deliver reliable and value-

rich products that will ensure the competitive position of the company in the market, as stated 

by Ohno (1988). Womack and Jones (2010), on the other hand, define the principles of LPS in 

a different manner, where they provide a systematic method of application. In their book, Lean 

Thinking, the authors consider that lean thinking defines value from the customer perspective 

(Specify Value), then orders the corresponding value-adding task (Identify the Value Stream). 

Next, the task is performed continuously whenever needed (Flow and Pull), which ultimately 

ensures increasing efficiency (Perfection) (Womack and Jones 2010). 

Alternatively, Staats et al. (2011) argue based on a study by Hopp and Spearman (2004) that 

Ohno (1988) elaborates on the philosophical aspects of Lean Theory, but fails to provide a 

detailed account, whereas Womack et al. (1990) provide useful examples without giving clear 

definitions of concepts. Therefore, Staats et al. (2011) conclude that the principles proposed by 

Spear and Bowen (1999) bridge the gap between those proposed by Ohno (1988) and Womack 
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et al. (1990). Spear and Bowen (1999) present the principles of TPS, through four rules followed 

in the Toyota plants. Table 2-1 presents these rules and the principles they embody. 

 

Table 2-1 LPS rules and embodied principles adapted from Spear and Bowen (1999) 

Rules 

 

Embodied Principle 

Rule 1: “How People Work” Activity definition 

Rule 2: “How People 

Connect” 

Requirements and responsibilities are defined and 

communicated  

Rule 3: “How the Production 

Line is Constructed” 

Simplified, stable design for the production line that 

guarantees the flow 

Rule 4: “How to Improve” Create a systematic approach for problem-solving that 

consistently encourages people to improve 

 

To facilitate the adoption of LPS concepts, the construction industry underwent a reformation 

on the conceptual level, such that construction activities can be understood as a single workflow 

distributed across a finite number of stations, and ultimately that concept of production theory 

can be applied in construction (Koskela 1992; Ballard 1999; Howell 1999). Koskela (1997) 

summarizes the principles underlying the application of lean production in construction as 

follows. 

• Reduce waste by eliminating non-value-adding tasks. 

• Systematically assess the requirements of customers to enhance the delivered value. 

• Increase stability by reducing the likelihood of changes (Howell and Koskela 2000). 

• Decrease the time required for performing tasks. 

• Reduce complexity by reducing the variability (Jensen et al. 2009). 

• Enhance the flexibility of deliverables (whether tools or end-product) with the aim that 

any developed deliverable should accommodate as many needs as possible with minimal 

or no change. 

• Improve transparency. 



14  

• Maintain the focus of the control process on the finished tasks. 

• Continuously improve the processes. 

• Achieve balance in flow and conversion. 

• “Benchmark”. 

It is important to note that whether in LPS or lean construction the main goal is to eliminate as 

much waste as possible from the process of production/construction. Also, both consider the 

customer/client as the source of the value that the process should maximize, and the final 

deliverable must fulfill. 

Throughout its years of implementation, LPS has been scrutinized by numerous observers. 

According to Anvari et al. (2011), ambiguous and inconsistent customer definitions of values 

can limit the effectiveness of LPS. Furthermore, Chicksand and Cox (2005) argue that the 

application of lean thinking in the supply chain may lead to a dependency on fluctuating 

customer demand, which can have a negative effect on the producer. For instance, LPS considers 

stored materials as a waste that needs to be minimized. As such, procurement of new materials 

to produce the end-product is linked directly with a purchase order placed by a customer. While 

this practice helps to streamline the production line and reduces the resources that need to be 

acquired, handled, and stored, it does not take into consideration the external factors affecting 

the material suppliers. On one hand, any shortage in the required building materials can cause a 

slowing or even a complete shutdown of the production line; on the other hand, the minimized 

stored material makes the end-product cost subject to any fluctuation in the cost of required 

building materials, and it also negates any potential cost savings realized from acquiring and 

storing materials during any market-driven drops in the cost of these materials (Cusumano 

1994). Based on the presented literature regarding LPS and lean construction (LC), it should be 
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noted that although they reduce waste and increase the efficiency of the production process, they 

pay little attention to the design phase. 

 

2.1.1.4. Target Costing (TC) and Target Value Design (TVD)  

Soon after WWII, due to the scarcity of resources, VE practitioners acknowledged the need to 

maximize the product attributes that were most important to consumers. Japanese companies 

adopted VE and its concepts in the early 1960s, at which time it was widely implemented in 

various industries (Fowler 1990). Japanese companies, chiefly Toyota, extended the VE concept 

(Gagne and Discenza 1995; Leahy 1998; Ansari et al. 2006) and named it “Genka Kikaku” 

(Nicolini et al. 2000; Feil et al. 2004). Genka Kikaku, expressed in English as Target Costing 

(TC), was then renamed Target Cost Management by the Japan Cost Society in 1995 (Feil et al. 

2004). TC, it should be noted, can be defined as “a technique to strategically manage a 

company’s future profits” (Cooper and Slagmulder 1999). 

The adaptation of TC in the construction industry is called Target Value Design (TVD) (Zimina 

et al. 2012; P2SL 2017). TVD is a reverse approach that begins with setting a goal—usually the 

cost of the project—rather than beginning with the design (Helms et al. 2005). Proponents of 

lean construction argue that TVD has significantly reduced cost and improved the cost control 

process for construction (Ballard 2008; Ballard 2012; Reymard Savio Sampaio et al. 2016; Obi 

and Arif 2015; Oliva et al. 2017). 

TC involves several key principles that constitute a systematic thinking approach to achieve the 

desired outcome (Ansari 1997; Ellram 2006; Everaert et al. 2006; Ax et al. 2008; Kato 1993). 

These key principles are summarized below. 

1. Price-led costing: the cost of the product is a target of the design process. This target is 

determined based on the competitive market price and target profit as expressed in 
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Equation (2-3). 

𝐶 = 𝑃 − 𝜋  (2-3) 

where C is the target cost, P is the competitive market price, and π is the target profit. 

2. Focus on the customer: the requirements of the end users are an essential component in 

the design process. Designers must not compromise the desires of the customer in terms 

of quality, reliability, and low price in their efforts to lower the production cost. 

3. Focus on design: TC philosophy is built on the notion of allotting more time to the design 

process, given that this is the phase that is the least costly and most influential on the total 

cost of the product. This notion is reflected in the following strategies representative of 

TC: 

o Manage costs before they are incurred. 

o Assess the impact of cost on the product. 

o Examine the design collaboratively and cross-functionally before it goes to 

production. 

o Embrace the concurrent, rather than sequential, development of the design. 

4. TC is a cross-functionally oriented method: in TC the design is carried out using a cross-

functional team that involves personnel from various departments of the organization(s) 

that contribute to the design and production. This allows the team to capture the various 

aspects that affect the design. 

5. Lifecycle orientation: TC aims to reduce the cost of production throughout its entire 

lifecycle, including the deposition cost. TC considers the cost from the perspective of the 

user, and thus aims to reduce the operation and maintenance cost. It also focuses on 

reducing production cost, including deployment and marketing. 
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6. Value-chain involvement: TC considers all the parties involved in the process of creating 

value for the product, including suppliers and dealers, for example. 

7. Continuous improvement: here the company strives for continuous improvement of the 

product until it reaches the targeted cost. The product should not be introduced to the 

market prior to the fulfillment of the target. 

Ibusuki and Kaminski (2007) argue that VE and TC complement one another, as the former defines 

potential areas for cost reduction while the latter ensures the developed products comply with the 

strategic goals of the corporation. However, the authors view the costing aspect of TC as an 

algorithmic application of VE (Ibusuki and Kaminski 2007). This characteristic enables 

practitioners to overcome one of the major disadvantages of VE, i.e., the lack of a systematic 

application approach. 

Macomber et al. (2007), on the other hand, describe the foundation of TVD in nine points, as 

follows: 

• Designers and clients should work closely and openly with one another throughout the 

design phase to clearly define value and streamline the design to satisfy the value. 

• The team should come up with an innovative solution for design and construction. 

• The design must be evaluated against a set budget, where the design is to be executed 

within this budget. When budget matters, stick to the budget. 

• All stakeholders must be incorporated in the planning and re-planning of the project. 

• The project should be designed in smaller batches, while developing a procedure to 

approve the overall design as it proceeds. 

• The design process should be directed toward what stakeholders’ value, and in the same 

sequence as it will be carried out. This will reduce rework. 
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• A small design group should be maintained. 

• Design should be carried out in large spaces to encourage team involvement.  

• An assessment meeting should be held following the completion of each phase.  

Despite the significant achievements of TC, Kee (2010) confirms that TC fails to incorporate 

the cost of capital into production-related decisions, and thus may not yield the best alternative 

in terms of economic considerations. Also, Kee (2013) argues that the utilization of TC is limited 

in products with interdependencies due to the complex interactions among the constituent 

components that influence the overall value of the end-product. Moreover, Gerst et al. (2001) 

observe that TC tends to give less consideration to the technical “realism”—that is, the technical 

attributes and performance—of the designed product.  

Whereas the concept of value in TC may extend beyond the monetary value of the product or 

the service that is designed within the TC environment, the manner in which this method has 

been applied suggests that cost control is the principal benefit to be derived from its 

implementation (Dekker and Smidt 2003). The traditional practice of TC is based upon a pre-

allocation of the maximum allowable cost over the different items in the cost breakdown 

structure (CBS), where designers strive to deliver designs within these constraints. This process 

thus focuses more on the managerial aspect than on the technical aspects and behaviours of 

systems (Bertoni et al. 2015). Everaert (1999) adds that TC requires more planning time 

compared to traditional cost reduction methods. To conclude, TC/TVD introduced an objective-

oriented design approach which is not supported by either LPS or VE. However, this objective-

oriented design falls short in accounting for the interdependencies among the product 

components, and therefore, fails to account for the technical performance of the resultant 

product.  
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2.1.1.5. Value-driven Design (VDD) 

Implementing VE, LPS, and TC has enabled several branches of industry to expand and achieve 

considerable profit. Nevertheless, large-scale and highly complex projects continue to see cost 

overruns and schedule delays, which is partially attributable to overlooking technical 

performance during the design phase (Collopy and Hollingsworth 2011). In the late 1960s, 

Herbert Simon (see Simon (1996) for more information) considered that the problem of 

engineering design originates at the interface between the “internal structure” of a product and 

the external features that reflect the users’ requirements (Cheung et al. 2012), underscoring the 

need to extend equal importance to user requirements (e.g., cost cap) and internal system 

requirements (e.g., compatibility among components). In the 1960s and 1970s, several 

researchers suggested adding value to the system design process through optimization and the 

application of utility theory in the design process (Collopy and Hollingsworth 2011; Cheung et 

al. 2012; Cheung et al. 2012). The work presented by Hazelrigg (1998) provided a strong basis 

for incorporating design theory into the design process, and established an initial framework for 

value-driven design, although the term itself was not coined until 2006 by James Struges 

(Collopy and Hollingsworth 2011). Value-driven design (VDD) can be described as an 

engineering-oriented method that focuses on the hardware of the various systems in order to 

deliver high overall performance while adding the value as a constraint in the design process 

(Bertoni et al. 2015; Soban et al. 2012).  

The delivery of highly-performing hardware is an integral component of quality (Owlia and 

Aspinwall 1998), which VE, LPS, and TC strive to achieve. However, VDD researchers observe, 

as indicated by Collopy and Hollingsworth (2011) and Bertoni et al. (2015), that the traditional 

practice for adding value assigns higher priority to end user requirements than to optimizing the 
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technical aspects of the designed systems. This tends to result in overlooking how the designed 

systems may be influenced by setting value constraints, such as cost, and eventually leads to 

lower system performance (Collopy and Hollingsworth 2011; Bertoni et al. 2015). Yet, VDD 

has not been widely acknowledged by the construction industry, although some researchers, 

such as Zhuang et al. (2017), have begun to explore its application in architectural design. 

However, until an integrated platform outlining how the components of building systems interact 

with one another is developed, VDD will continue to be under-utilized. 

VDD focuses on the technical performance of the designed system as the primary metric for the 

evaluation among different alternatives (Bertoni et al. 2015). The skeleton of VDD is the “value 

model” that links the “economic” operational features of the product with its manufactured 

components (Cheung et al. 2012). To build the value model, VDD provides a sequential process 

described by Isaksson et al. (2013) as follows: 

1. Define the needs of the customer (values) through focus groups, questionnaires, or any 

other method that can capture the user requirements and assign weights for these 

requirements/values. 

2. Define the technical features and their boundaries. 

3. Map the requirements with technical features by defining (a) the existence and degree of 

correlation, (b) the type of optimization problem, the satisfaction limits, and (c) the 

individual value. 

4. Repeat Step 3 until the results are satisfactory. 

5. Determine the overall value merited through the final design. 

VDD is flexible in terms of the method used to evaluate the gained value (Isaksson et al. 2013), 

such as the Net Present Value (NPV) method (Collopy and Hollingsworth 2011; Cheung et al. 
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2012), and the multi-objective utility theory (Zhang et al. 2013), among others. Given that VDD 

maintains the core principles of VE, such as the value function, it extends the practicality of VE 

by providing a sequential methodology to incorporate value in the design process and link it 

with the engineering characteristics of the product. 

Although VDD provides a systematic method that combines the technical performance of the 

system and value of a product (Isaksson et al. 2013), the monetary assessment of VDD limits its 

efficiency when it is used to evaluate other values such as “lifesaving” (Surendra et al. 2012). 

Soban et al. (2012) observe the transformation of the “intuitive” process of value definition into 

practical application (i.e., developing the value model) to be inherently challenging. Curran 

(2010) and Bertoni et al. (2015) consider that VDD focuses on performance as the driver of 

value rather than incorporating the customer requirements into the design process. In addition 

to critiques of the underlying theory, Curran (2010) points out that there are several inherent 

challenges in the application of VDD: 

• evaluation of value is not straightforward; 

• formulation of the objective function is not a simple task; 

• optimization of the formulated objective function is not error free; and 

• integration of all the components in the function is an undertaking which increases in 

complexity as the number of components increases. 

Note that, as VDD bridges the gap in regard to accounting for the technical performance of the 

designed product and provides a design-assisting tool, it succeeds in prioritizing the performance 

over customer needs as the literature indicates. 
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2.1.1.6. Lifecyle Assessment (LCA) 

As can be observed in the presented literature, the term “lifecycle” is used and affirmed in 

several value-adding methods, such as VE and TC, to indicate that cost should be assessed 

throughout all the phases of the product life, which is referred to as lifecycle cost. However, as 

the predominant value-adding approaches focus on the monetary value, amidst the increase of 

the environmental awareness in the late1960s and early 1970s, environmental specialist called 

for a systematic approach to assess the environmental impact of products (Guinee et al. 2010). 

The Resource Environmental Profile Analysis (REPA) reports represented the first step toward 

the development of a systematic approach of environmental impact assessment, which was used 

to assess the resource requirements and environmental load of beverage containers for the Coca 

Cola company (Horne et al. 2009). The REPA had undergone a conceptual development process 

between the years 1970 and 1990, which culminated into the development of Lifecycle 

Assessment (LCA), which also underwent a standardization process between 1990 and 2000, 

until the early 2000s when the International Standards Institute published a series of standards 

(i.e., ISO 14040 and ISO 14044) that regulates the application of LCA (Horne et al. 2009; Guinee 

et al. 2010). Therefore, from an environmental standpoint, LCA is a “compilation and evaluation 

of the inputs, outputs, and the potential environmental impacts of a product system throughout 

its life cycle” (ISO 2006), and it is widely adopted by the industry and research community for 

environmental assessment due to the systematic framework it provides. 

LCA has been utilized in the construction industry despite the difficulties associated with its 

application compared to other industries (Baribian et al. 2009; Sharma et. al. 2010; Buyle et al. 

2013). Examples of this application can be found in the work of González and Nacarro (2005), 

who use LCA to reduce the emitted CO2 by up to 30% during construction operations. Ribeiro 

et al. (2008), on the other hand, propose an engineering lifecycle assessment that combines the 
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benefits of LCA in reducing the environmental impact and meeting the material strength 

requirements.  

It is also important to note that assessing the environmental impact of the construction industry 

product is not performed solely using LCA. Several researchers have developed various 

approaches through which the environmental impact of construction tasks is assessed (Azhar et 

al. 2010; Wong and Kuan 2014; Govindan el al. 2016). 

As indicated, the term lifecycle assessment is widely associated with the environmental assets 

of the studied product. The present research, however, is aligned with the work of value-adding 

practitioners, where LCA demonstrates the assessment of any value throughout the lifecycle of 

the designed product and not only the environmental measures. 

2.1.1.7.  Current Practice and General Discussion 

Despite the achievements of the mentioned methods in regard to cost savings, their primary 

focus is on the economic aspect of projects (Miles 1961; Mudge 1971; Dell'Isola 1974; Dell'Isola 

1966; Dell'Isola 1982; Kim and Lee 2010; Cheung et al. 2012). To address the gap that exists 

between cost and value considerations, researchers have developed frameworks to assess 

environmental aspects as part of the selection criteria during the planning of a construction 

project. For example, sustainable target value design has been developed to address the case in 

which stakeholders are concerned about the environmental impact of the project, rather than 

using traditional TVD for the assessment (Russell-Smith et al. 2015). Arroyo et al. (2015) make 

use of analytical hierarchy process (AHP) and choosing by advantage (CBA) methods with the 

aim of achieving synergy between TVD and sustainability. However, sustainability measures 

are still typically limited to waste reduction and minimization of carbon footprint (Novak 2012).  

Based on the previous discussion, it is important to develop a unified value-adding framework 
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for the construction industry to improve communication among the various disciplines and 

parties involved in a construction project. This unified framework can ensure cross-disciplinary 

knowledge transfer among the stakeholders of a construction project. Consequently, it can 

contribute to improving the overall value of the project. This framework is defined by the 

following characteristics: 

• flexible to accommodate multiple values (e.g., economic and environmental); 

• efficient to deliver the multiple values throughout the various construction phases; 

• able to accommodate all the shared principles of the various existing frameworks; and 

• able to account for the interrelations among the various components of building systems. 

 

The development of such a framework will assist in creating shared terminology among the 

involved parties in construction and will help to ensure the delivery of the value demanded by 

end users.  

2.1.1.8. Defining the requirements of the multi-criteria lifecycle framework 

requirements 

The discussion pertaining to the principles of value-adding methods currently used in the 

construction industry can be summarized in Table 2-2, drawing a comparison between the 

principles of the predominant value-adding method on the construction industry. 

 

Table 2-2 Comparison of the principles of value-adding method in the construction industry 

Principle VE 
LPS/ 

LC 

TC/ 

TVD 
VDD 

Concurrent design 
  

● ● 

Simultaneous improvement ● ● ● ● 
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Maintain efficient communication 

within and outside of the team 

● ● ● ● 

Cross-functional team ● ● ● ● 

Design focused   ● ● 

Lifecycle cost  ● 
 

● ● 

Incorporate all involved parties ● ● ● ● 

Value is interpreted as a function ● 
 

● ● 

Customer-oriented focus ● ● ● 
 

Performance-oriented focus 
   

● 

The single nature of considered value ● ● ● ● 

 

The similarities among the predominant methods are apparent, although they are often 

overlooked by construction practitioners. Among the discussed value-adding methods, TC and 

VDD were developed primarily to support design operation. Therefore, their principles constitute 

a firm basis to build upon any improvement in the practice of value adding during the design 

process. However, a careful examination of Table 2-2, focusing of TC and VDD, particularly the 

three bottom-most rows, leads to the following observations: 

• While TC successfully delivers the maximum possible value to the customer, it tends to 

pay less attention to the technical performance and the compatibility of the sub-

components of the delivered product whether it is a building or any other industrial 

product (Bertoni et al. 2015). 

• VDD, on the other hand, although it considers the value as an external boundary for the 

design problem, it prioritizes the engineering performance of the product over the value. 

Bertoni et al. (2015) emphasize, in reference to the above observations, that the focus of the 

value-adding method shifts between customers and system performance, and thereby suggest 
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creating a middle-ground focus that incorporates the impact of design decisions on both systems 

performance and value.  

Additionally, it can be noted in Table 2-1 that both methods, i.e., TC and VDD, have a singular 

concept of value, which indicates that they evaluate the design against a single value, which is, 

in most cases, cost. However, sustainable construction requires the evaluation of the impact of 

design on several values concurrently, which implies the need for a tool that can assist the 

designers and stakeholders in performing such a task.  

Based on the discussion previously presented, any developed value-adding framework must 

incorporate the following ten principles: 

1) Support concurrent design. Concurrent design, also known as concurrent engineering 

and simultaneous engineering (Jo et al. 1993), is a “systematic approach to integrate 

product development that emphasizes the response to customer expectations. It embodies 

team values of co-operation, trust and sharing in such a manner that decision making is 

by consensus, involving all perspectives in parallel, from the beginning of the product 

life-cycle” (European Space Agency 2012). According to this definition, for a 

framework to support concurrent design it should (1) be structured in a systematic 

manner; (2) support team collaboration, which implies localizing the global targets to be 

handled locally by the teams from differing disciplines; and (3) employ simultaneous 

task performance, where several tasks can be carried out in parallel to reduce design time 

and ensure continuous improvement. Jo et al. (1993) add that the process should account 

for cost and life-cycle evaluation, as these also constitute principles of concurrent design.  

2) Allow for simultaneous improvement. Simultaneous improvement, where several 

developments are achieved toward fulfilling several goals concurrently, is inherited in 
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the practice of concurrent engineering. An example of this in the construction industry 

is the process of designing the structural and mechanical systems, where two teams are 

working concurrently with the aim of improving the designs of the systems they are 

working on. 

3) Maintain efficient communication within and outside of the design team. This is also 

inherited in the practice of concurrent design. 

4) Allow for cross-functional teams design. The framework developed for adding value to 

the design should accommodate the collaboration of personnel from various 

backgrounds and disciplines. 

5) Focus on the design. As the influence of decisions made during the design phase have 

the maximum influence on the performance of the various building systems during the 

lifecycle of the building (PMI 2013), the focus of the developed framework should be 

on the design phase. This requires the framework to be simple enough to be utilized 

throughout all design sub-phases, which implies that it can adapt according to the amount 

of information and can be repeated as many times as the decision maker desires.  

6) Account for the impact of value throughout the entire lifecycle of the project. For 

instance, if design is to be evaluated against cost, both the cost of construction and the 

cost of operations should be considered. 

7) Incorporate all involved parties. The framework should be flexible and inclusive in order 

to facilitate the participation of all stakeholders in the evaluation process of the design. 

8) The functional representation of values. This requires presenting the value(s) in terms of 

a mathematical function that allows for the objective assessment of design decisions. 

9) Achieve a balanced focus on customers’ needs and systems’ performance. A one-sided 
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focus represents one of the major drawbacks in the existing value-adding methods (see 

Bertoni et al. (2015) for more information). To create this balance, the present research 

proposes to (1) assess the interaction among the various values-systems components, and 

(2) assess the components-components interaction. 

10) Allow for multi-criteria lifecycle assessment. Another improvement being sought 

through the research presented in this thesis is to extend the concept of value beyond the 

singularity that is prevalent in practice. This improvement will provide greater 

satisfaction for the stakeholders and will also support the construction industry 

endeavors to become a more sustainable industry, which is achieved through accounting 

equally for the economic, environmental, and social impacts of its products (i.e., 

buildings). The present research proposes to achieve this by means of multiple functions, 

where each corresponds to one of the desired values, and strives to collectively optimize 

their outcomes. 
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2.1.2 Value Visualization in the Construction Industry 

2.1.2.1. Introduction 

As previously mentioned, accounting for the potential receivable value for the end user during 

the early phases of the product development is complex, and therefore, several methods have 

been developed to assist designers in maximizing the value in their design outcomes as can be 

observed in Section 2.1. Nevertheless, the decisions made during the design phase have the 

greatest influence on the success of any value-adding process (Isaksson et al. 2009); Bertoni et 

al. (2013) consider that the quality of made design decisions is proportional to the effectiveness 

of the communication of values among stakeholders. To properly communicate values 

perceptions among stakeholders, Rischmoller et al. (2006) consider that visualization is vital to 

ensure value generation while the project is still in the design phase. Bertoni et al. (2013) further 

consider that the lack of tools able to visually demonstrate the interactions between design 

solutions and desired values hinders the efficiency of suggested designs. Therefore, creating a 

visual link between the desired values and the components of the product under design 

streamlines the design processes toward more value-oriented design decisions, and thus 

maximizes the added value (Collopy 2012). Thus, visual-aid tools that are capable of conveying 

values among the stakeholders during the design phase are indispensable to the success of value 

adding endeavors.  

2.1.2.2. Value Visualization 

In 1971, British singer, Rod Stewart, released his third album, Every picture tells a story. As 

poetic as this title may be, it projects a profound consensus on the ability of visual material to 

properly communicate ideas, concepts, and beliefs—and values. This phrase emphasizes the 

success of early applications of visualization, which can be traced back to 200 BC, in ancient 
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Egyptian survey maps, and the 2-dimentional projection of the spherical earth (Friendly 2008). 

The nineteenth century, however, marked the formation of modern graphics (Friendly 2008). A 

famous example of information visualizations of that era are Nightingale’s rose diagrams 

(Brasseur 2005) and a map depicting Napoleon’s march on Moscow (Peuquet and Kraak 2002; 

Kosara and Mackinlay 2013). Data and information visualization continued to develop, to 

undergo a major reformation between 1950 and 1975, before the advent of high dimensionality 

and dynamic data visualization which began in 1975 (Friendly 2008). A major milestone in this 

time frame, i.e., 1975 to present, occurred in 1987, which marks the beginning of computer 

generated information visualization (Van Wijk 2005). Information visualization is “the ability 

to take data—to be able to understand it, to process it, to extract value from it, to visualize it, 

and to communicate it” (Chen 2017). Therefore, information visualization is meant to assist in 

extracting value from raw data and transmitting it to the concerned audience. This perspective 

is supported by Fekete et al. (2008), who argue that the aim of information visualization is to 

extract insights from the set of data rather than explain the correlations in the data. In other 

words, visualization of information/data is the method of organizing information/data to support 

further computational processes (Simon and Larkin 1987).  

Through the literature, it can be understood that researchers have provided comprehensive 

explanations for the function and definition of data/information visualization. However, to 

clarify how value visualization differs from that which has been presented, data and information 

must be understood as different steps toward building knowledge (Ackoff 1989), as indicated in 

Figure 2-1.  
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Figure 2-1 Evolution of data to value 

Understanding, which is the ultimate product of data processing, leads to wisdom that is 

concerned with the judgment, evaluation, analysis, and growth of value (Ackoff 1989). 

Therefore, it is safe to argue that people are primarily familiar with data and information 

visualization (such as pie charts and info-graphs), but not value visualization (such as 

performance visualization). In this context, Karlsson and Norrman (2010) consider that value 

visualization is “concerned with the way that firms communicate and demonstrate the value of 

their Product-Service Systems (PSS), both internally and externally”. Bu Hamdan et al. (2017) 

argue that what makes value visualization different from other types of visualization is its ability 

to visualize the impact of design decisions on the considered values. For instance, value 

visualization should depict how changing the size of a column will affect the cost of that column. 

Value visualization is thus defined as the process of displaying the influence of the interrelations 

between various components of the design outcomes on the value(s) under consideration, which 
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works toward maximizing the value output of a given design by enabling understanding of the 

impact of design decisions on value outcomes throughout the lifecycle of the product. The work 

of Bertoni et al. (2013) and Bertoni et al. (2014) are outstanding representations of the previously 

presented definition which links the cost with the design outcomes in a 3D environment in order 

to support design efforts in the aeronautics industry.  

2.1.2.3. Value Visualization in the Construction Industry 

Based on the definition of value visualization and the characteristics of this process, the 

remainder of this section explores the applications of value visualization in the construction 

industry. According to Schroeder (2016), values can be listed under two categories: (1) intrinsic 

values, which are desired because of the goodness they represent; and (2) instrumental values, 

which are desired because they lead to something good. In this context, performance, with its 

various definitions and interpretations, is an intrinsic value, while stakeholder values (apart from 

performance), such as cost, amount of consumed energy, and carbon footprint of a building, can 

be considered as instrumental values. In addition to the previous classification of values, given 

that the construction industry is increasingly required to comply with sustainability measures, it 

is reasonable to use the sustainable aspects as the problem boundary for defining the values 

which are to be considered. In fact, sustainability encompasses three primary aspects: economy, 

society, and environment (Gibson 2006; Hansmann et al. 2012), which must be collectively 

fulfilled in order for a product to be considered sustainable. On that note, Mudge (1971) argues 

that a value must be quantifiable for it to be incorporated into a function and assessed. Therefore, 

in the search for related work pertaining to value visualization in the construction industry, 

efforts ought to focus on performance, economic values, and environmental values. 

The performance of a product, a service, or a process is a result of the behaviour of its 
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assemblies. In buildings, the performance is a result of the behaviours of building systems and 

their components, which are forecasted during the design stage; visualizing the performance, in 

this context, is a common practice in the construction industry, where several disciplines benefit 

from visualization features. In structural engineering, for example, it is common to visualize the 

behaviour of the selected structural system when affected by the design load (Ferri et al. 2006; 

Abell and Napier 2014; Gaweda 2015). An example can also be observed in building envelope 

design, such as visualizing the thermal interaction of the building with forecasted weather and 

the building assemblies (Korkmaz et al. 2010; Popova 2015). The advent of building information 

modelling (BIM) facilitated significant development for visualization by introducing parametric 

3D models bound by constraints from several areas, including architectural, structural, and 

mechanical. However, it is useful to point out that performance visualization tackles the 

technical details of a single system, but not the interactions between various systems, and 

therefore performance visualization cannot be used for global (i.e., cross-disciplinary) decision 

making.  

The economic aspect (i.e., cost), on the other hand, is a common measure for project success 

and is usually visualized in many forms, e.g., tabular and graphical. To provide a better 

understanding in this area, several methods have been developed to support a better display of 

cost data such as cash flow. However, among the considerable developments in visualization, 

BIM has offered the construction industry the ability to connect cost data to building elements, 

thus incorporating cost as an additional dimension that has gained attention from researchers 

(Barkokebas 2017). That being said, it should be noted that the visualization of cost in practice 

can be considered information visualization, but not value visualization, as it often fails to 

illustrate the interchangeable impacts between cost and building components. 
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Due to the increase of environmental awareness, the construction industry is required to perform 

operations that comply with environmental policies and to adopt a proactive approach toward 

its sustainable development (Nawi et al. 2014). Therefore, several researchers have developed 

tools to visualize environmental aspects such as the visualization of embodied carbon 

(Heydarian and Golparvar-Fard 2011; Memarzadeh and Golparvar-Fard 2012). Thus, the 

applications used to visualize environmental values do not support the display of more than one 

value.  

In summary, two observations can be made based on the literature on visualization value in the 

construction industry: (1) the singularity of visualized value, and (2) little research has been 

conducted to address the influence of building elements on multiple values collectively for 

visualization during the design phase. 

Therefore, the research presented in this thesis proposes a visualization framework that complies 

with the previously presented definition of value visualization and bridges the gap in the practice 

of value visualization in the two respects identified above: (1) the number of visualized values, 

and (2) visualization concurrent with design development.  

2.2. Background: Tools and Concepts 

2.2.1 Reliability Theory 

“When you can measure what you are talking about, and express it in numbers, you know 

something about it…”3 (Campbell 1863) In other words, measuring and expressing in numbers 

encompass the nature of reliability theory. The beginning of the 1930s marked the theoretical 

foundations of utilizing statistical information to predict the potential quality of manufactured 

                                                           
3 William Thomson, 1st Baron Kelvin  
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products (Rausand and Arnljot 2004). As the industrial products produced after WWII became 

more complex and the predictability of the resultant quality became more difficult despite the use 

of high-quality components, the United States Navy’s Bureau of Ships (BuShips) hired 

Aeronautical Radio, Inc. to assess the reliability of the electron tube, which is considered among 

the early applications of reliability theory in the 1930s (Knight 1991). Driven by the significant 

monetary investment of the United States in the Department of Defense and the National 

Aeronautics and Space Administration (NASA), reliability theory received considerable attention 

in the 1950s and 1960s, and in the 1970s the application of reliability expanded into the safety of 

constructing and operating nuclear power plants in the United Stated and abroad (Rausand and 

Arnljot 2004). The 1980s contributed to the application of reliability theory in research related to 

quality in the various spheres of the commercial marketplace such as electronic channel selection 

in radio and television and the digital clock (Knight 1991). 

Currently, reliability theory is widely used in the design and maintainability of products in several 

industries, including aerospace, software, oil and gas, and many others (Blischke and Murthy 

2003). However, there have been attempts to utilize reliability theory in the construction industry 

to increase the quality of deliverables. Turskis et al. (2012) present a comprehensive review of the 

“evolution” of the concept of reliability and its application in the construction industry regarding 

the risks and contingencies of time and cost. They conclude that the standardization of construction 

activity planning increases the quality and reliability of these activities. Researchers continue to 

scrutinize the similarity between the product and the project as systems in order to apply the 

concept of reliability to improve the performance of the construction project. For instance, the 

work of Tao and Tam (2012) treats the construction project as the system, and, as a result, they 

utilize reliability theory to maximize the optimality of the system’s reliability. In other research, 
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they utilize reliability theory to develop a multi-objective optimization model to decrease the 

construction cost (Tao and Tam 2013). A similar approach to construction projects can be found 

in the work of Kaplinski (2010), where reliability theory is deployed to improve the schedule 

performance of the project. Nevertheless, the use of reliability theory is not limited to the 

construction aspect of project performance enhancement. Researchers utilize reliability theory to 

study and improve the performance of structures, as can be seen in the work of Moses and Stahl 

(1979) who use this method to increase the reliability of offshore structures. This has led to the 

creation of structural reliability theory that is concerned with improving the quality of structural 

systems in a building using reliability theory (Thoft-Christensen and Murotsu 2012).  

As can be seen, reliability theory has been widely implemented in several industries to increase 

the quality of a certain system and/or product, by means of utilizing statistical data to predict the 

future performance of that system and/or product. As the present research aims to incorporate the 

interdependencies among the building systems’ components to understand how design decisions 

affect the performance of these components, reliability theory is the tool selected to analyze and 

understand this performance. 

2.2.2 Quality Function Deployment (QFD) 

The late 1960s witnessed several attempts to incorporate quality, as a desired value, into the 

design phase, such as the development of the processing assurance chart in the Bridgestone Tire 

plant in Kurume, Japan (Chan and Wu 2002). Another example is the functional deployment 

organization developed and applied by Ishihara in the late 1960s ( Chan and Wu 2002). These 

attempts laid the foundation for the development of the Quality Deployment—or Quality 

Function Deployment (QFD)—method, which was formally introduced in 1972 in a paper titled, 

“Hinshitsu Tenkai” (quality deployment), written by Yoji Akao (Chan and Wu 2002). In 1983 
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the method was introduced to the American industry through the American Society for Quality 

Control. The approach continued to evolve, and in 2016, the first International Organization for 

Standardization (ISO) standard for QFD (ISO 16355) was approved (Mazur 2016). QFD is 

defined as a “planning methodology for translating customer needs into appropriate product 

features” (Khoo and Ho 1996), and it is widely implemented in the manufacturing industry 

around the world (Akao and Mazur 2003). Yet, this concept has yet to be fully utilized in the 

construction industry (Delgado-Hernandez et al. 2007), with the exception of some isolated 

practices as indicated by Khoo and Ho (1996), Yang et al. (2003), and Delgado-Hernandez et 

al. (2007).  

In order to respond to customer requirements, QDF practitioners base their practice on four key 

concepts that are transformed into four documents to be used during the application process 

(Kathawala and Motwani 1994). These concepts include: 

• Interpret the requirements of customers gathered through surveys into control features. 

The resulting document will be called, “Overall customer requirement planning matrix” 

(Li et al. 2014). 

• Translate the overall customer requirement planning matrix into technical properties of the 

components. The resulting document will be called, “Final product characteristic 

development” (Kathawala and Motwani 1994). 

• Define the parameters of the process and controls for the defined parameters. The resulting 

document will be called, “Process plan and quality control charts” (Dror 2016). 

• Define the operation plan at the plant that guarantees to meet the previously defined 

performance parameters. The resulting document will be called, “Operating instructions” 
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(Kammerl et al. 2017). 

The present research discusses the QFD because this method has managed to create a transition 

between the qualitative customer requirements and the technical aspect of the product (Akao and 

Mazur 2003), and therefore, it can be used to link the requirements of the MCLCA framework 

presented in 2.1.1.8 and the properties of design-related value-adding frameworks to ensure that 

the proposed framework bridges the gap that exists in the current practice of value-adding in the 

construction industry. 

2.2.2.1. Using QFD to develop the attributes of MCLCA framework 

The principles presented in Section 2.1.1.8 define the determinant characteristics necessary for 

the value-adding framework to improve value-oriented design in the construction industry. 

Quality Function Deployment (QFD), in this context, is a well-established method in the 

manufacturing industry that maps the customer requirements of a product with its technical 

features in order to achieve (1) higher quality compared to competitors, and (2) greater customer 

satisfaction. For this purpose, QFD is utilized to develop the framework that capitalizes on the 

commonalities amongst the existing value-adding method and helps to overcome their 

shortcomings. In the present research, the QFD of a product is used to develop a framework that 

has principles common to the customer requirements.  

QFD uses the House of Quality (HoQ) as a visual method to demonstrate the relationships between 

the technical features of the product and customer requirements, and prioritize the design process 

by defining the attributes driving customer satisfaction (Hauser and Clausing 1988). The generic 

shape of HoQ is represented in Figure 2-2. 
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Figure 2-2 Generic shape of House of Quality (HoQ) 

Building the HoQ begins with defining design requirements, followed by the product technical 

attributes, and finally mapping the technical attributes of the product with customer 

requirements, which allows the design team to determine the driving attributes to focus on during 

the design process. In the following section, this process will be explained in detail.  

2.2.2.1.1.  Definition of the framework requirements  

The requirements to be fulfilled by the framework presented in this thesis are a combination of the 

common principles and the drawbacks to be overcome in the application of existing value-adding 

frameworks. These requirements, defined in Section 2.1.1.8, include: 
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1) support concurrent design (rc1), which is broken down into the following secondary 

requirements: incorporate lifecycle assessment, perform tasks simultaneously, existence 

of systematic structure, team collaboration, and localize functions per team; 

2) allow for simultaneous improvement (rc2); 

3) maintain efficient communication within and outside of the design team (rc3); 

4) allow for cross-functional teams design (rc4); 

5) prioritize design phase (rc5); 

6) account for the impact of value throughout the entire lifecycle of the project (rc6); 

7) incorporate all involved parties (rc7); 

8) assess the values using mathematical functions (rc8); 

9) achieve a balanced focus on customer needs and performance of systems (rc9), which is 

broken down into the following secondary requirements: assess the interaction of the 

value-system components and assess the component-component interaction; and,  

10) allow for multiple value assessment (rc10). 

However, Wang and Ma (2007) argue that following a systematic approach to rank the 

requirements maximizes the potential of QFD implementation. The steps they propose to filter the 

requirements are as follows: 

1. Analyze the overlap amongst the customer requirements. 

2. Analyze the correlation and calculate the correlation index of the requirements. 

3. Analyze the degree of importance to select the final list of customer requirements. 

This pre-evaluation process helps to eliminate the waste inherent in considering requirements 

with marginal influence, or those that can be satisfied by satisfying other requirements. This 

process also increases the efficiency of the implementation process and the likelihood of meeting 
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its objectives, and therefore, it is followed in the present research. 

1. Analysis of overlap amongst customer requirements  

For this analysis, requirements are assessed in pairs to determine the overlap between each pair. 

In this context, Wang and Ma (2007) distinguish between three types of overlap. (1) Inclusive 

overlapping occurs when a requirement, rci, is a component of another requirement, rcj. In this case, 

rci is to be ignored. (2) Partial inclusiveness overlapping occurs when two requirements share 

common content. In this case, rci is partially included in rcj; rci is then removed and a new 

requirement, rci
’, is created to encompass the components of rci that are not included in rcj. (3) 

Independent requirements are a type of overlapping where there is no common content in the 

studied pair. This overlap results in keeping both requirements. Following this logic, Table 2-3 

presents the pair comparison for overlapping. 

Table 2-3 The analysis of the overlapping of requirements 

Pair Overlapping Type Decision 

(rc1, rc2) Inclusive, where rc2 is a sub-set of rc1 Eliminate rc2 

(rc1, rc3) Inclusive, where rc3 is a sub-set of rc1 Eliminate rc3 

(rc1, rc4) Partial inclusiveness, where part of rc4 

is a sub-set of rc1 

Eliminate rc4 

Create rc4’ that includes “flexibility to 

accept feedback” 

rc4’ and rc1 are independent 

(rc1, rc5) Independent No Change 

(rc1, rc6) Inclusive, where rc6 is a sub-set of rc1 Eliminate rc6 

(rc1, rc7) Inclusive, where rc2 is a sub-set of rc7 Eliminate rc7 

(rc1, rc8) Independent No Change 

(rc1, rc9) Independent No Change 

(rc1, rc10) Independent No Change 

(rc4
’, rc5) Independent No Change 

(rc4
’, rc7) Independent No Change 

(rc4
’, rc10) Independent No Change 

(rc5, rc9) Independent No Change 

(rc5, rc10) Independent No Change 

(rc9, rc10) Independent No Change 
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Based on the decisions presented in Table 2-3, the new set of requirements is as follows: 

• support concurrent design (rc1); 

• flexibility to accept feedback (rc2); 

• focus on design (rc3); 

• assess the values using mathematical functions (rc4); 

• achieve a balanced focus on customers’ needs and systems’ performance (rc5); and,  

• allow for multiple value assessment (rc6). 

 

2. Analysis of correlation and calculate correlation index of requirements  

This step further investigates the interactions amongst the set of requirements, where it is possible 

to define the following types of correlations, as per Wang and Ma (2007), between a pair of 

requirements (rci, rcj): 

• opposite, when (rci, rcj) cannot be satisfied at the same time; 

• non-correlated, when there is no interaction among the studied pair of requirements; 

• conflicted, when increasing the satisfaction of rci leads to decreasing the satisfaction of the 

rcj, and vice versa; 

• collaborated, when increasing the satisfaction of rci increases the satisfaction of rcj, and 

vice versa; 

The results of this pair-comparison are presented in the correlation matrix C, which has the 

following structure: 

𝐶 = [

𝑐11 𝑐12 … 𝑐1𝑖
𝑐21 𝑐22 … 𝑐2𝑖
⋮ ⋮ ⋱ ⋮

𝑐𝑖1 𝑐𝑖2 … 𝑐𝑖𝑖

] 
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where cij is the correlation factor between requirement i and requirement j. As per Wang and Ma 

(2007), cij is assigned the following values: 1, 3, 7 to represent weak, medium, and strong 

correlation; −1, −3, −7 to represent weak, medium, and strong conflict;  0 if there is no correlation; 

and finally 9 for cii. Note that cij = cji. 

After the correlation matrix is formed, the correlation index for each requirement is calculated 

using Equation 2-4. 

𝑅𝑖 =
1

𝑐𝑖𝑖
∑𝑐𝑖𝑗

𝐼

𝑗=1
𝑗≠𝑖

 (2-4) 

For the shortened list of requirements, the correlation matrix will be as follows: 

𝐶 =

[
 
 
 
 
 
9 7 1 3 3 1
7 9 0 3 1 3
1 0 9 1 1 1
3 3 7 9 3 3
3 1 1 3 9 7
1 3 1 3 7 9]

 
 
 
 
 

 

The correlation index for each of the requirement is presented in Table 2-4. 

Table 2-4 Requirements correlation indices 

Requirement (rci) rc1 rc2 rc3 rc4 rc5 rc6 

Correlation Index (Ri) 1.67 1.56 0.44 2.11 1.67 1.67 

 

3. Analysis of degree of importance to select final list of customer 

requirements  

The final elimination of non-value-adding requirements is performed through the correlation 

index, where Wang and Ma (2007) suggest: 

𝑖𝑓 0 < 𝐾𝑖 ≤ 1 → 𝑡ℎ𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝑖𝑠 𝑠𝑎𝑡𝑖𝑠𝑓𝑖𝑒𝑑 𝑏𝑦 𝑠𝑎𝑡𝑖𝑠𝑓𝑦𝑖𝑛𝑔 𝑜𝑡ℎ𝑒𝑟 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠 
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𝑖𝑓𝐾𝑖 ≤ −1 → 𝑡ℎ𝑒 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡 𝑖𝑠 𝑠𝑒𝑣𝑒𝑟𝑙𝑦 𝑐𝑜𝑛𝑓𝑙𝑖𝑐𝑡𝑖𝑛𝑔 𝑜𝑡ℎ𝑒𝑟 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑚𝑒𝑛𝑡𝑠 

For both scenarios, the corresponding requirement is to be eliminated from the requirements list. 

Then, for the remaining requirements, the importance degree is proportional to the value of the 

correlation index, thereby the greater the correlation, the greater the importance degree. Based on 

the values presented in Table 3-3, rc3 should be excluded as it has a correlation index that is smaller 

than 1. The importance degree based on the correlation indices are presented in Table 2-5. 

Table 2-5 Importance degree of requirements 

Requirement (rci) rc1 rc2 rc3 rc4 rc5 rc6 

Importance Degree 3 1 Excluded 5 3 3 

The set of primary requirements, their importance, and their breakdown are presented in Table 2-

6.  

Table 2-6 Final list of requirements 

Primary Requirement 
Importance 

Degree 
Breakdown 

Functional representation of values 5 - 

Support concurrent design 3 

Incorporate Lifecycle Assessment  

Perform Tasks Simultaneously 

Existence of Systematic Structure 

Team Collaboration  

Localize Functions Per Team 

Achieve a balanced focus on customers’ 

needs and systems’ performance 
3 

Assess the Value-System Components 

Interaction 

Assess the Component-Component 

Interaction 

Allow for multiple value assessment 3 - 

Flexibility to accept feedback 1 - 

As the framework requirements are defined, the next step is to define the attributes the framework 

should possess. 
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2.2.2.1.2. Definition of the framework attributes  

Amongst the five methods previously discussed in the literature review, TC/TVD and VDD are 

the methods that have been chiefly developed to support design effort. Hence, they constitute a 

solid case study to define the potential attributes that should characterize the framework the present 

research aims to develop.  

Beginning with VDD, notably, this method is the iterative in nature, in that the design cycle 

undergoes a series of identical steps multiple times until the constraints are satisfied. VDD also 

has a fixed structure, which involves a pre-defined set of steps in a certain order to be followed by 

the design team. A major step in the VDD process is to build the value model, where the 

components of systems are linked with the value (in most of the corresponding literature, the value 

is cost). This function is used to evaluate the compliance of design systems with the value set by 

stakeholders. Furthermore, as VDD claims to prioritize the technical performance of the design 

system, it emphasizes the incorporation of the interactions among design components and suggests 

defining a function that is derived from the value model to bound the design of the components. 

Table 2-7 summarizes the attributes and some relevant literature where more details can be found.  

Table 2-7 Value-driven Design attributes 

VDD Attributes Relevant Literature 

Iterative process 
(Castagne et al. 2006; Isaksson et al. 2009; P. 

D. Collopy and Hollingsworth 2011; Cheung 

et al. 2012). 

Functional assessment of the value  

Incorporate interactions among components 

Define component object function 

Ballard and Pennanen (2013) present a framework for the application of TC/TVD in the 

construction industry, where the following characteristics prevail: (1) iterative nature, (2) 

sequential nature, (3) there is a function for value satisfaction assessment, and finally (4) there are 
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several steps in the decision-making process before the final decision is made. This discussion, in 

addition to the information presented in Table 2-7, leads to the following commonalities between 

the two design frameworks: 

• the interactive nature of the framework; 

• the sequential structure, where there are certain steps to follow in a given order; and 

• the value is represented as a function. 

These three points are the key attributes of the framework. However, further investigation leads to 

the following observations: 

• The functional assessment of the value entails incorporating all the influencing factors, 

causing difficulty for practitioners to find the solution and check the compliance of the 

design with the requirements in a timely manner. Therefore, it is better to localize the 

function into each system and/or component to allow the practitioners to deal with a smaller 

number of variables, which requires the continuity of the original function, making it 

possible to find the derivatives. 

• One of the shortcomings sought to be overcome through the present research is to allow 

for multi-criteria assessment; therefore, the suitability of the function to accommodate 

multi-criteria assessment is essential. 

• For the assessment to satisfy the requirement of “concurrent engineering”, the value(s) 

must be evaluated throughout the lifecycle of the product. Therefore, the function must 

assess the lifecycle impact on a given value. 

Based on the information that is presented in this section, the attributes to be selected for the 

framework include: 
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• having iterative nature; 

• having a consistent sequential structure; 

• assessing the value(s) through a function; 

• the value function(s) should be of a continuous nature; 

• supporting lifecycle assessment of value(s); and 

• incorporating the technical performance of components in the evaluation process. 

The next step is to map these attributes with the previously defined requirements. 

2.2.2.1.3. Development of the House of Quality (HoQ) 

The HoQ for the framework development is built to define the driving attributes for the fulfillment 

of the development process. This process is facilitated using templates from QFD Online, which 

can be acquired via http://www.qfdonline.com/templates/. Table 2-8 presents the customer 

requirements as define in Section 2.2.2.1.2 and their relative weight. 

Table 2-8 The framework requirements and their relative weight 

Row 

Number 

Demand Quality  

(Customer Requirements) 

Weight/ 

Importance 

Relative 

Weight 

Competitive Analysis 

(0=Worst, 5=Best) 

TC VDD 

1 Functional representation of values 5 10.67 2 3 

2 Incorporate Lifecycle Assessment  3 10.00 4 4 

3 Perform Tasks Simultaneously 3 10.00 3 4 

4 Existence of Systematic Structure 3 10.00 2 3 

5 Team Collaboration  3 10.00 3 3 

6 Localize Functions per Team 3 10.00 0 3 

7 
Assess the Values-System Components 

Interaction 
3 10.00 2 3 

8 
Assess the Component-Component 

Interaction 
3 10.00 0 4 

9 Allow for multiple value assessment 3 10.00 1 1 

10 Flexibility to accept feedback 1 3.33 4 4 

Note that the relative weight is calculated based on the importance of the requirement. The relative 

weight (wi) for the requirement (i) of an importance degree (Ii) is calculated as follows: 

http://www.qfdonline.com/templates/
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𝑤𝑖 =
𝐼𝑖

∑ 𝐼𝑖
𝑛
𝑖=1

 (2-5) 

Table 2-9 presents the relationship between the framework attributes and requirements. 

Table 2-9 Relations between attributes and requirements 
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Based on the information presented in Table 2-8 and Table 2-9, the full HoQ for the framework is 

presented in Figure 2-3. 

 

Figure 2-3 The HoQ for the framework 
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The summary of the QFD analysis is presented in Table 2-10.  

Table 2-10 QFD analysis summary 

Row 

Number 

Quality Characteristics 

(Functional Requirements)  
 

Requirement 

Weight 
 

Relative 

Weight 

1 Having iterative nature 366.67 11.73% 

2 Having a consistent sequential structure 426.67 13.65% 

3 Assessing the value(s) through a function 68.00 21.75% 

4 The value function(s) should be of a continuous nature 420.00 13.43% 

5 Supporting lifecycle assessment of value(s) 413.33 13.22% 

6 Incorporating the technical performance of components  820.00 26.23% 

As can be observed in Table 2-10, the most influential driver to fulfill the requirement of the 

development process is incorporating the behaviour of components, which makes it possible to 

account for the technical performance (Row 6 in Table 2-10) in the evaluation process. Modelling the 

problem in the shape of a mathematical function (Row 3 in Table 2-10) is the second most important 

driver, followed by having well-structured steps to follow (Row 2 in Table 2-10). The continuous 

nature of the functions used to describe the problem (Row 4 in Table 2-10) is the fourth step, followed 

by lifecycle assessment (Row 5 in Table 2-10) and finally the iterative nature (Row 1 in Table 2-10). 

Based on the minor relative importance of the iterative nature to the fulfillment of the requirements, 

the framework must be usable with and without iteration. 
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2.2.3 Utility Theory 

Utility is a metric that measures the preference consumers have toward certain goods (Briggs 

2014). This concept is rooted in the work carried out by Adam Smith in the 1700s, through which 

he distinguished between the value in use and the value in exchange, and notably indicates the 

effect of preference on the value (Stigler 1950a). Later in 1789, Jeremy Bentham added social and 

moral aspects to the concept of utility, proposing a measure of the quantity of pain and pleasure in 

his endeavour to create a rational system of criminal law (Stigler 1950a; Bobzin 2017). In the mid 

1800s, utility theory underwent a significant improvement through the work of Jule Dupuit who 

clearly distinguished between diminishing marginal utility and total utility, which Gossen then 

built upon to introduce the fundamental principle of diminishing marginal utility (i.e., between 

utility and demand curve) (Stigler 1950a; Katzner 1970). As of the 1870s, utility theory began to 

receive considerable recognition from economists and mathematicians through the introduction of 

the indifference curves (Stigler 1950a; Bobzin 2017). The development of utility theory continued 

in the twentieth century, which witnessed improvement pertaining to utility maximization, demand 

function, defining the mathematical systems for choice theory, and the expected utility theory 

(Stigler 1950b; Katzner 1970; Quiggin 1982; Bobzin 2017).  

Presently, utility theory is utilized in a wide range of decision-making applications across several 

disciplines (Edwards 2013). Researchers in the construction industry are also exploring the 

implementation of utility theory applications to support their decision-making endeavours. 

Benjamin of Stanford University proposes the use of utility theory to assess the best-fit bidder in 

construction contract bidding, where he uses an exponential and bilinear utility function to assess 

the alternatives (Benjamin 1969). Modelling risk and uncertainties in construction projects is 

among the highly common applications of utility theory in construction. For example, Mohamed 
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and McCowan (2001) introduce a model to assess the monetary and non-monetary aspects of 

investment alternatives, where expected utility theory is used to assess the risk inherent in the 

evaluation process. In other work, Multi Attribute Utility Theory (MAUF) is deployed to develop 

a multi-objective decision-support system for use in resolving disputes related to cost and time in 

the construction industry (Jelodar et al. 2014). MAUF is also utilized to develop a model to assess 

the engineering performance during the design stage, thereby allowing the design team to increase 

the efficiency of the design effort (Georgy et al. 2005). 

The application of utility theory is dependent on assessing the utility of each of the alternatives 

using a utility function (Blokhin 2015). Now, assuming a utility function 𝑢: 𝑋 → ℝ, and two 

alternatives, A and B, then A is preferred over B (or APB) only if u(A)>u(B) (Serrano and Feldman 

2011). Calculating the utility of an alternative can be performed in two manners (Fishburn 1968): 

• without probabilities; and 

• using expected utility theory. 

When using the concept of utility without probabilities, only the utility of the alternatives is 

assessed using the utility function, as explained earlier. While, when using the expected utility 

theory, the resultant utility should be adjusted based on its likelihood of occurrence.  

Notability, if an alternative, A, consists of several components, c1, c1… cn, where A= c1 + c1 +…+ 

cn, the utility of A, or (u(A)), can be expressed as follows (Juster 1990): 

𝑢(𝐴) =∑𝑢(𝑐𝑖)

𝑛

𝑖=1

 (2-6) 

𝑢(𝐴) =∑𝑢(𝑐𝑖) × 𝑃(𝑐𝑖)

𝑛

𝑖=1

 (2-7) 
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where, Equation 2-6 is applied when no probabilistic analysis is performed, and Equation 2-7 is 

applied as part of the expected utility practice. Note that P(ci) is the likelihood of ci occurring. 

Utility theory, as can be observed, is perceived as a highly reliable approach to objectively assess 

the various options within the given assessment criteria. As the present research proposes a 

framework to evaluate several design alternatives in order to choose that which is near optimal, 

utility theory is utilized to perform the final assessment. However, in the present research utility 

will be implemented without probability. 
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3. Methodology 

3.1. Introduction 

In order for the research presented in this thesis to achieve its goals, two frameworks are 

introduced: (1) a multi-criteria lifecycle assessment design framework that incorporates the 

technical performance of building systems, and (2) a value-visualization framework that assists 

designers and decision makers in rapidly assessing the impacts of design decisions on value. 

Figure 3-1 illustrates the flow of research toward the developed solutions, which begins the 

development of a framework that incorporates the findings of state-of-the-art research and 

practice to help stakeholders evaluate the existing design against the desired value. The next 

phase of this methodology is concerned with improving the stakeholders’ visual experience in 

evaluating the considered assessment criteria through the development of a tool that visually 

depicts the interaction between the system components of a building and the assessment criteria 

in order for stakeholders to comprehend how their decisions are projected in terms of values.  
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Figure 3-1 Methodological workflow 

3.2. Phase 1: Developing an MCLCA design framework 

3.2.1 Investigation of the MCLCA attributes 

In this section, the attributes ranked in Table 2-10 that require further clarification are explored 

in order to draft the major flow in the framework. 

3.3.4.1 Incorporation of component performance 

Despite often being overlooked by designers, the influence of design decisions on a system may 

in turn inflict varying influence on the performance of other systems due to the 

interdependencies among the building systems. For instance, the level of illumination in each 

room is a function of natural and artificial illumination. The more natural light the room receives, 
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the less artificial lighting it requires, and therefore, the less electricity demand required. 

However, the amount of natural illumination is dependent on the size of the opening(s) (such as 

a window) and the orientation of the building, both of which also affect the heat load that bounds 

the capacity of the heating system. On the other hand, more artificial lighting is indicative of 

more heat gain from lighting fixtures, and, therefore, more cooling load. Another example is an 

ice rink, where its structure is made of steel. The process of freezing and melting the rink 

increases the humidity in the space, which increases the rate the corrosion of the steel and 

jeopardizes the integrity of the structural system. The ventilation system is responsible for 

controlling the humidity levels in the conditioned space. Therefore, an underperforming 

ventilation system in this case increases the chances of structural failure, thereby decreasing the 

potential performance of the structural system. 

Hence, it is important to quantitively evaluate the influence of selected design parameters on the 

behaviour of systems in the same discipline and of other disciplines. This evaluation is carried 

out through the analysis of the performance of individual components, which is linked by the 

interaction network to determine their influence on the systems. In this context, the reliability of 

the system is its ability to function as it is designed to function (Blischke and Murthy 2003). 

This definition of reliability aligns with the definition of performance as the ability to meet the 

pre-defined purpose (Nenadl 2016), which justifies the interchangeable use of reliability and 

performance. Therefore, the concept of reliability theory will be utilized by the framework to 

model the performance of building systems. 

Using Reliability Theory to model systems performance 

Reliability measures the manner by which an item performs a function (which is the service the 

system is designed to deliver) under environmental and operational conditions during a given 
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period (ISO 8402 1999). Reliability analysis seeks to predict the behaviour of the studied item by 

studying a mathematical function that represents this item. The item can be a system (e.g., a car’s 

engine), a component in a system (e.g., a car’s tires), or a set of systems (e.g., a car). The analyst 

is free to formulate the mathematical function that is used for reliability analysis, through which 

they represent the system with one function, or a set of functions. One commonly used model in 

reliability analysis is the failure model, which can assist in predicting the time until the first failure 

of the system (time of failure T) when that system is under the operational conditions.  

Note that T is not necessarily measured in units of time. It can also measure other concepts such 

as the amount of generated energy by an HVAC system, the number of kilometers a car drives, or 

the number of clicks made on a computer mouse.  

In the failure model there are four measures for the reliability of a system: 

• The reliability function (or survivor function) R(t); R(t)≥0 

• The failure rate function z(t) 

• The mean time to failure (MTTF) 

• The mean residual life (MRL) 

In fact, the survivor function is the attribute of systems with a random nature that captures the 

probability of these systems to continue to function after a specific point in time. Therefore, in the 

failure model of reliability, the survivor function is used to mathematically model the randomness 

(stochasticity) of the studied systems. In this context, it is important to point out that the failure 

model does not account for the deviation from the designed performance, as the studied 

system/component is considered to function as designed until it ultimately fails. 
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For a sample of the time to failure of a system, the likelihood, F(t), that a system will fail within 

a time interval (0, t) can be written as follows: 

𝐹(𝑡) = Pr(𝑇 ≤ 𝑡) (3-1) 

Whereas, the probability density function is expressed as Equation 3-4: 

𝑓(𝑡) =
𝑑

𝑑𝑡
𝐹(𝑡) = lim

∆𝑡→0

𝐹(𝑡 + ∆𝑡) − 𝐹(𝑡)

∆𝑡
= lim
∆𝑡→0

Pr(𝑡 ≤ 𝑇 ≤ 𝑡 + ∆𝑡)

∆𝑡
 (3-2) 

When Δt is small, Equation 3-2 leads to 

Pr(𝑡 ≤ 𝑇 ≤ 𝑡 + ∆𝑡) ≈ 𝑓(𝑡). ∆𝑡 (3-3) 

Based on Equations 3-1 and 3-3, it is possible to define the measures of reliability in the failure 

model as follows: 

• The reliability function (or survivor function) R(t): 

As R(t) indicates that the studied system will not fail in a given interval (0, t), then it can be 

defined as follows: 

𝑅(𝑡) = 1 − 𝐹(𝑡) = Pr(𝑇 > 𝑡)  𝑓𝑜𝑟 𝑡 > 0 (3-4) 

• The failure rate function z(t): 

z(t) is expressed as per Equation 3-5. 

𝑧(𝑡) =  
𝑓(𝑡)

𝑅(𝑡)
 (3-5) 

• The mean time to failure (MTTF): 

𝑀𝑇𝑇𝐹 = E(T) = ∫ 𝑡. 𝑓(𝑡). 𝑑𝑡
∞

0

 (3-6) 

• The mean residual life (MRL): 
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𝑀𝑅𝐿(𝑡) = 𝜇(𝑡) =
1

𝑅(𝑡)
∫ 𝑅(𝑥)𝑑𝑥

∞

0

 (3-7) 

For additional information pertaining to the extraction of the given function, the reader can refer 

to System Reliability Theory Models and Statistical Methods (Rausand and Arnljot 2004).  

For an example of how to use these functions, assume an item that has the following reliability 

function: 

𝑅(𝑡) =
1

(0.1 + 2𝑡)4
 (3-8) 

where t measures time in years. 

The failure rate function will be expressed as follows: 

𝑧(𝑡) =  −
𝑑

𝑑𝑡
ln(𝑅(𝑡)) =

8

(0.1 + 2𝑡)5
 (3-9) 

The mean time to failure (MTTF) will be expressed as follows: 

𝑀𝑇𝑇𝐹 = ∫ 𝑅(𝑡). 𝑑𝑡
∞

0

= ∫
1

(0.1 + 2𝑡)4
. 𝑑𝑡

∞

0

= 166.67 𝑦𝑒𝑎𝑟𝑠 

Thus, it can be observed that the system is expected to perform as designed for 166.67 years 

before it fails and requires replacement.  

And finally, the mean residual life (MRL) can be expressed as, 

𝑀𝑅𝐿(𝑡) = 𝜇(𝑡) =
1

𝑅(𝑡)
∫ 𝑅(𝑥)𝑑𝑥

∞

0

= 166.67 ∗ (0.1 + 2𝑡)4 

It should be noted that case study 2, which is outlined in Section 4.2, provides a detailed example 

of the mathematical process from raw data to the development of the survivor function. 
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The selection of the failure model allows decision makers and designers to evaluate the expected 

lifespan of the concerned system, where, in this context, the longer the duration of T, the better the 

performance of the system. 

3.3.4.2 Functional assessment of design alternatives 

The functional assessment of design alternatives involves forming a mathematical model that 

demonstrates the interrelations amongst the variables, constants, and targets. This mathematical 

model is called the value model, where the purpose of building such a model is to create 

objective bases through which design outcomes can be assessed. In this context, it is possible to 

differentiate between two types of value models: an investment-related model and a general 

model.  

The investment-related value model is used to evaluate business opportunities such as 

constructing an office building. In this type of model, all values are substituted with one value 

(preferably cost), then any method of business strategic models can be used to populate the value 

model and assess the design accordingly.  

The general-purpose model is used when the stakeholders are interested in the overall impact of 

the building on the values (such as the total cost and the overall effect on the environment) rather 

than the business opportunity it represents, such as hospitals, schools, or residential buildings 

built for the personal use of the owners, among others. For this type of value model, the problem 

is multi-objective optimization, such as minimizing cost and energy consumption. 

3.3.4.3 Having a sequential structure 

Following a sequential process while using a framework facilitates the application and enables 

tracking. Furthermore, it allows for future automation, and the sequential style results in a more 
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efficient programming effort. 

3.3.4.4 Continuous function 

The need to localize the global attributes necessitates the continuity of the value model, thus it 

is possible to derive the global function according to the design components. The localized 

functions interpret the global requirements of the value model into the design process of each 

component. Given that not all global design attributes are related to a certain component (e.g., 

interior columns have a negligible effect on the heating load, and therefore, the operational 

energy and CO2 emission), it is impractical to force the design to comply with all the 

requirements. Thus, reducing the dimensionality of the global values model provides greater 

flexibility for the application of the method. The local objective function measures the change a 

certain design attribute makes to the global objective function. 

Assume the function P = f(x), where the change x creates in relation to P can be expressed by 

Equation 3-10. 

𝐶ℎ𝑥 =
𝑑𝑃

𝑑𝑥
× 𝑥 

(3-10)  

Now consider x = f(y), where the change y creates in relation to P can be expressed by Equation 

3-11. 

𝐶ℎ𝑦 =
𝑑𝑃

𝑑𝑥
×
𝑑𝑥

𝑑𝑦
𝑦 

(3-11) 

Then, assume a function, GL = O (v1, v2, v3, …vn), that represents the value model. Now, 

considering the attributes of the component i in the building system are a1, a2, a3,…, an, the local 

objective function for this component (GLi) can be written as,  
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𝐺𝐿𝑖 =∑∑
𝜕𝑓

𝜕𝑣𝑗
×
𝜕𝑣𝑗

𝜕𝑎𝑖

𝑚

𝑗=1

𝑛

𝑖=1

× 𝑎𝑖 (3-12) 

Finding the gradient analytically is a time-consuming process, thus it is possible to use 

sensitivity analysis to proximate the value of the gradient pertaining to a certain attribute. While 

sij represents the sensitivity of a value component (j) to the changes of a design attribute (i), 

Equation 3-12 can be written as follows: 

𝐺𝐿𝑖 =∑∑𝑠𝑖𝑗

𝑚

𝑗=1

𝑛

𝑖=1

× 𝑎𝑖 (3-13) 

The attributes the framework should possess are well defined. The remaining work in this 

development process is to define the information and decision flow in the framework.  

3.2.2  Definition of the framework 

Based on the previous discussion, it is possible to propose a high-level diagram that represents 

the framework for value-adding that incorporates the findings in Section 3.2.1. Figure 3-2 

depicts the high-level diagram of the framework. 
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Figure 3-2 High-level description of proposed framework 

The application of the proposed framework follows seven steps, as outlined below: 

1. Define the sub-components for each of the assessment criteria 

This step includes breaking down the assessment criteria (i.e., cost, energy consumption, and 

carbon emissions) and defining the relationships between each criterion and its correspondent sub-

component. For example, construction cost (C1c), operational cost (C1o), and maintenance cost 

(C1m) comprise the sub-components of lifecycle cost (C1); where cost is the sum of these three 

components, or: 

𝐶1 =∑𝐶1𝑖 ; 𝑖 ∈ {𝑐, 𝑜, 𝑚} (3-14) 

Breaking down the assessment criteria into phase-specific (e.g., construction and operation) 

components facilitates further processes in this framework; primarily the defining of the 
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interaction between the design variables and the assessment criteria, as it makes declaring the 

relationships more intuitive.  

2. Define the design variables  

Design variables (Dk) are the attributes to be improved through the application of the proposed 

framework. There is no constraint on the number of variables, nor on the disciplines (i.e., 

architectural, structural, and MEP) to which they belong. For instance, the assessment team can 

choose the R-value of the wall, the construction material of the studs, the building orientation, 

etc. 

3. Define the interactions between the design variables and the sub-components of 

assessment criteria 

This step includes determining the underlying equations that govern the relations among sub-

components of the assessment criteria and the design variables. For example, considering the 

criterion sub-component is the construction cost (C1c) and the design variable is total area of 

windows (WA), then where UP is the unit price of windows’ area, the interaction between 

construction cost and the total area of windows, 𝐶1𝑐𝑊𝐴, can be expressed as, 

𝐶1𝑐𝑊𝐴 = 𝑈𝑃 ×𝑊𝐴 (3-15) 

Based on the example, for a sub-component (j) of a criterion, Ci or Cij, Step 3 involves finding fijk 

that regulates the relation between Cij and Dk, where 

𝐶𝑖𝑗𝑘 = 𝑓𝑖𝑗𝑘(𝐷𝑘) (3-16) 

This step should be performed for all the selected design variables with all the sub-components of 

all assessment criteria. Considering mi is the number of sub-components of criterion Ci and n is 
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the number of design variables, the number of interactions (Ii) of Step 3 for Ci is given in Equation 

3-17. 

𝐼𝑖 = 𝑚𝑖 × 𝑛 (3-17) 

4. Develop the aggregated functions for each of the assessment criteria 

The aggregated function for a criterion (Ci) is the combination of all the interactions between its 

sub-components and design variables. Assuming FCi denotes the aggregate function of criterion 

Ci, then FCi is expressed as follows: 

𝐹𝑐𝑖 =⋁⋁𝑓𝑖𝑗𝑘(𝐷𝑘)

𝑘𝑗

 (3-18) 

The operator, ⋁  , denotes the cumulative interaction and is defined based on the breakdown of 

sub-components and the relation between these sub-components and design variables. 

It should be noted that the logic through which the assessment criteria are broken down into their 

subs-components defines the method by which the aggregated functions are formulated. In the 

case studies presented in the Chapter 4 (i.e., 4.1 and 4.2) the aggregated functions are considered 

to be the algebraic sum of the sub-components. However, various models can be used to formulate 

the aggregated functions such as investing functions (e.g., Net-Present Value, Return-on-

Investment, etc.) 

5. Derive the aggregated functions according to each of the variables 

To provide greater practicality for the application of the framework, and to facilitate the finding of 

an alternative that improves the design, it is important to reduce the dimensionality of the 

aggregated functions by means of deriving them according to the selected design variables. This 

reduces the number of variables the team must deal with, while ensuring the compliance of the 

derived function solution with the global requirements. The derivation process follows the steps 



66  

explained in Section 3.3.2.3. Where D’
ik denotes the derivative of the aggregated function (i) 

according to the design variable, D’
ik can be expressed as Equation 3-19. 

𝐷′𝑖𝑘 =
𝜕𝐹𝑐𝑖
𝜕𝐷𝑘

 (3-19) 

6. Define the technical performance measure to use and assess the design variables against 

one another 

As mentioned in the literature review, there are several methods to assess the potential 

technical performance of a system during operations. The present research, however, uses the 

failure model to model the behaviour of systems during operations, and uses the mean time to 

failure (MTTF) as a metric to measure the technical performance. This step includes defining 

the systems of which the design team desires to assess the potential technical performance 

during operations, followed by studying how each design variable affects this performance. 

Assuming mean time to failure for design variable Dk is MTTFk, this step involves defining 

𝑀𝑇𝑇𝐹𝑘 = 𝑓(𝐷1, 𝐷2, … , 𝐷𝑛) (3-20) 

7. Find design options that best fit the correspondent derived functions and satisfy 

performance measures 

The last step in the framework is to find the design alternative that will maximize the gain 

from functions generated using Equation 3-19 and 3-20 for each of the design variables. 

There are two methods through which the design alternative can be found: 

• using a utility function that measures the preference of the stakeholder toward each of 

the assessment criteria, and then choose the design alternative that maximizes this 

utility; and, 
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• run a multi-objective optimization (MOO) analysis on functions D’
ik and MTTFk for 

each design variable in order to find the solution that satisfies the set of functions, 

collectively. 

More insight about the application of the framework is provided in case studies 1 and 2, which 

are presented in Chapter 4. 
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3.3. Phase 3: Developing a value-visualization framework 

3.3.1  Introduction 

As can be seen, the second step of the MCLCA framework states: “Define the design variables”. 

While the MCLCA framework has no restrictions on the number of variables to consider nor on 

the nature of them, increasing the efficiency of the utilization implies selecting the variables with 

greater impact on the assessment criteria. As demonstrated in the literature, the availability of a 

tool that can visually assess the collective contribution of building components on the assessment 

criteria is vital to the success of the evaluation criteria. Therefore, this section illustrates the 

theoretical background and the development of the value-visualization framework that outlines the 

effect of design decisions collectively on multiple values as the design evolves. The concept of 

this framework can be explained as follows. Assuming the magnitude of contributions for two 

elements toward one or more values is represented as Ci and Cj, and the appearance of these 

elements is represented as Ai and Aj, respectively, then the following argument applies: 

𝑖𝑓 𝐶𝑖 = 𝐶𝑗  𝑡ℎ𝑒𝑛 𝐴𝑖 = 𝐴𝑗  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 𝐴𝑖 ≠ 𝐴𝑗   

In other words, the framework assigns a unique appearance, in the visualization medium, for a 

building’s elements based on their collective contribution toward the values under assessment. In 

this context, the framework uses BIM as the visualization medium, which also facilitates the 

exchange of information pertaining to a given building from and into the BIM environment. This 

practice, in addition to increasing the efficiency of the framework implementation, makes it viable 

to begin visualizing the impact of design decisions on the desired values once there is a BIM 

model, which can be as early as the conceptual design. Figure 3-3 presents the information flow 

in the proposed framework and the primary processes. 
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Information processing in this framework begins by assessing the various contributions of the 

elements toward the predefined value(s) by the stakeholders. After the contributions of the 

elements are assessed, the engine determines the appropriate appearance of each element, which 

reflects its contribution, and formulates the visualization matrix (VM), which is the repository of 

element appearance information based on its contribution to the values. The final step occurs when 

the VM is sent to the BIM model(s) to change the appearance of elements in the model(s) 

accordingly.  

 

Figure 3-3 Value-visualization processes and information flow 

Following this brief overview of the framework is the demonstration of the information processing 

required to develop a value-visualization framework. 
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3.3.2  Element contribution assessment phase  

The backbone of the framework is assessing the magnitude of the contribution of elements to the 

considered value(s). Despite the added layer of complexity, one of the noteworthy components of 

this framework is to study the effect of building components on each of the selected values, rather 

than substituting all values with one representative value (such as replacing the amount of emitted 

CO2 with the carbon tax cost measured by tonnes of CO2 emission). While the number of values 

considered for assessment has minimal effect on the contribution assessment process, it 

significantly complicates the visualization process, as will be explained later. This framework 

performs a two-level contribution assessment: the row contribution assessment and the graded 

contribution assessment. 

3.4.2.1 Row contribution assessment 

The total effect an element has on a given value, which results from the direct or indirect influence 

on that value, is called the row contribution of that element to that value. Bu Hamdan et al. (2017) 

state that the row contribution of an element (I) to a value (j) is assessed as follows: 

𝐸𝐶𝑖𝑗 =∑𝐼𝑖𝑗
𝐷 + 𝐼𝑖𝑗

𝐼  (3-21) 

where  

• ECij is the row contribution of element i on value j; 

• 𝐼𝑖𝑗
𝐷 is the direct influence of element i on value j; and 

• 𝐼𝑖𝑗
𝐼  is the indirect impact of element i on value j. 

Generally, assessing the direct correlation between values and a building’s elements is a 

straightforward process, where the magnitude of this contribution is proportional to the physical 

attributes (e.g., the dimensions and materials) of the element. For example, where RR, Uc, Us, and 
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Uf are the reinforcement ratio in one cubic meter of concrete, ready-mix concrete unit price, rebar 

unit price, and formwork unit price, respectively, and Volc and Surc are the volume and the side 

area of the column C, respectively, the direct influence of a concrete column (C) on cost (c) can 

be evaluated as follows: 

𝐼𝐶𝑐
𝐷 = 𝑉𝑜𝑙𝐶 × (𝑈𝑐 + 𝑅𝑅 × 𝑈𝑠) + 𝑆𝑢𝑟𝐶 × 𝑈𝑓 

 

For this case, the framework utilizes BIM models to extract an itemized bill of materials and links 

it with corresponding value databases, such as RSMeans® or BCIS® for cost, to calculate the 

contribution. 

However, the indirect influence of elements on the studied value(s) requires further analysis that 

is dependent on the understanding of the interdependencies amongst the various systems that co-

exist in a building, and how these interdependencies affect the performance of systems. To 

elaborate on this idea, consider a window in a building. Beyond the direct cost of the window, the 

intensity of artificial illumination required in the room is proportional to the amount of acquired 

natural illumination from the window, which is a function of the window size. Less necessary 

artificial illumination is indicative of fewer lighting fixtures, and therefore, a reduction in the direct 

cost of lighting fixtures and associated cost such as electrical wiring. Now, on the operational cost 

side, the size of the window affects the performance of the heating/cooling unit in terms of working 

to balance the head load that is influenced by the size of the window, which directly affects the 

operational cost. The analysis can go even further depending on the accuracy desired by the 

designers and stakeholders. Having said that, to calculate the row contribution of the windows, all 
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the aforementioned factors should be considered. Please refer to Section 3.3.2.6 of this dissertation 

for further insight pertaining to this idea. 

3.4.2.2 Graded contribution assessment 

As different row contributions for one element have different units of measure (row contributions 

are not unitless; a row contribution to value i has the same units of measure as value i), having 

several values to visualize necessitates various methods to process the information in the 

succeeding phases, unless the row contributions are normalized. The normalized row contribution 

is called the graded contribution, which is calculated to deal with a unitless number for the element 

contribution to a given value.  

The graded contribution of an element (i) to a value (j) is the proportion of its row contribution to 

the total amount of value (j). The graded contribution (Gij) can be expressed as, 

𝐺𝑖𝑗 =
𝐸𝐶𝑖𝑗

∑ 𝐸𝐶𝑖𝑗
𝑛
𝑖=1

×𝑊𝑗 
(3-22) 

where  

• ECij is the row contribution of element i to value j (see Equation 3-6); and, 

• Wj is the weight assigned by stakeholders for value j.  

It is useful for further operations to mention that the graded contribution of an element (i) has a 

vector format as follows: 𝐺𝑖⃗⃗  ⃗(𝐺𝑖1, 𝐺𝑖2, … , 𝐺𝑖𝑛). The components of the vector are the graded 

contribution for the element to each of the considered values. 

3.3.3  Visualization phase 

As previously discussed, there are several methods used by construction practitioners to support 

their presentations. However, the framework, proposed herein, visualizes value through changing 
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the way in which the elements in BIM models are rendered. There are several appearance attributes 

such as colour, transparency, and surface pattern (Autodesk 2017). The framework uses colour 

and/or surface pattern changes to indicate the collective contribution magnitude of elements to the 

considered values. Colour-coding is selected based on the premise of familiarity, as it is widely 

used in various aspects of life. Therefore, people are familiar with the contextual representation 

and meaning of colour-coding, which makes it easier to comprehend and relate to. Nevertheless, 

not all people are capable of distinguishing colours, which makes colour-coding ineffective for 

them. To overcome this obstacle and ensure the results of value-visualizing are effective in all 

cases, this framework adopts another visualizing technique that changes the appearance of the 

element through changing their surface patterns. The calculations through which the changing of 

graphical representations of the element is realized are described in greater detail in the following 

sections. 

3.4.3.1 Colour-coded visualization 

In colour-coded visualization, each element is assigned a unique colour that projects its collective 

contribution to the studied values. In this context, it is important to begin by explaining some basic 

concepts pertaining to colour definition, in order that the reader can relate to the succeeding 

operations. 

3.4.3.1.1 Colour system 

Various systems exist to define, generate, and visualize colours, such as the Cyan-Magenta-

Yellow-Black (CMYK) system; the Red-Green-Blue system (RGB); the Hue, Saturation, and 

Luminance (HSL) system; and the Munsell colour system (Levkowitz and Herman 1993; Carron 

and Lambert 1994). Amongst the several colour definition systems, HSL is argued to most closely 

replicate the way in which human eyes perceive and distinguish colours (Meyer and Greenberg 
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1980; Ledley et al. 1990; Levkowitz and Herman 1993). In the late 1970s, Joblove and Greenberg 

introduced the HSL colour space (Joblove and Greenberg 1978); in this space, a colour consists of 

three components, the hue, the saturation, and the luminance, through which it is defined. The hue 

is the dominant wavelength (Kulathilake 2015) and is measured by the angle between the colour 

vector and the vector that represents red, which has a hue of 0°, in the chosen plane; the hue ranges 

between 0° and 360°. The saturation (or chroma) of the colour is a measure for the colour fullness 

(Joblove and Greenberg 1978) or amount of white present in the colour (Kulathilake 2015), 

ranging between 0 and 1. The luminance/intensity (or value, as proposed by Joblove and 

Greenberg (1978) as presented in Figure 3-4) reflects the brightness of the colour; for black, the 

luminance is 0, and it is 1 for white. See Figure 3-4 for the representation of the colour space. 

 

Figure 3-4 The colour space as proposed by Joblove and Greenberg (1978) 
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In fact, there is an infinite number of colours that could be generated from each panel in colour 

space, due to the infinite number of combinations for the hue, saturation, and luminance. Reducing 

the number of colour components to be defined (i.e., rather than defining the three colour 

components, consider one as constant) will significantly reduce the effort required for colour 

definition. The colour wheel presented in Figure 3-5, which people are generally familiar with, is 

the result of fixing the saturation to the value of 0.5 (or 50%). In this plane, the colour is defined 

through only two components, the hue and the luminance, and can be represented as 𝐶𝑖⃗⃗  ⃗(ℎ, 𝑙), where 

(h) is the hue—the angle this vector makes with the red vector, and (l) is the luminance of the 

colour. Note that all colour vectors in this plane intersect at one point. This colour plane will be 

used by the proposed visualization framework for colour generation, and therefore, the multi-

dimensional graded contribution vector of an element will be replaced with a two-dimensional 

colour vector within this plane (see Figure 3-5). 

 

Figure 3-5 Colour wheel and colour generation range 

L>=0.75Range of generated 

coluors
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In this plane, red, yellow, green, cyan, blue, and magenta are defined as 𝐶𝑅⃗⃗⃗⃗ (0,0.5), 𝐶𝑌⃗⃗⃗⃗ (60,0.5), 

𝐶𝐺⃗⃗ ⃗⃗ (120,0.5), 𝐶𝐶⃗⃗⃗⃗ (180,0.5), 𝐶𝐵⃗⃗ ⃗⃗ (240,0.5), and 𝐶𝑀⃗⃗⃗⃗  ⃗(300,0.5), respectively. 

3.4.3.1.2  Single-value visualization 

Intrinsic value visualization is common practice in the construction industry; the contours of slab 

deflection under the effect of design loads and heat loss graphs are widely used and constitute good 

examples for performance (an intrinsic value) visualization. The work of Bertoni et al. (2013), as 

mentioned in the literature review, represents another example for single-value visualization, 

where cost is being visualized.  

Although this framework is developed to support multiple-value visualization, it offers the 

possibility to demonstrate the interaction between building components and the selected value. To 

deliver this feature, the process begins by assigning a base colour to represent the value; in the 

plane defined previously, this colour can be written as 𝐶𝑉⃗⃗⃗⃗ (ℎ𝑣, 0.5)4. The elements in the BIM 

models will be assigned the same hue as the value colour, while the luminance of colour assigned 

to the element will represent the magnitude of its contribution to the studied value. It is noteworthy 

to mention here that the colours generated in the used plane and their luminance, 𝑙 ∈ [0,0.5], are 

darker and more difficult to distinguish. Therefore, the generation of the colour will be restricted 

with the domain where 𝑙 ∈ [0.5, 1]. Based on this, the proposed framework considers the 

luminance value of the element’s corresponding colour as inversely-proportional to its 

contribution. In other words, if the contribution is high, the luminance is low, and the colour 

                                                           
4 The luminance here is set to begin with colours that are easily recognizable by the users, such as red, yellow, 

green, and blue. 
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component values are nearer to ℎ𝑣 and 0.5; as the colour fades to white, the contribution nears 

zero. As such, the colour vector components of an element are expressed as follows: 

 
𝑙𝑖 = 1 − 0.5 × 𝐺𝑖𝑗

ℎ𝑖 = ℎ𝑣
 

(3-23) 

3.4.3.1.3 Multiple-value visualization 

The challenge associated with multiple-value visualization arises from the need to assign only one 

colour to every element, which depicts its collective contribution to all the values under 

assessment. This process can be understood as a projection problem for the contribution vector of 

an element (i) onto the plane v = 0.5 in the colour space, and can be expressed as,  

𝐺𝑖⃗⃗  ⃗(𝐺𝑖1, 𝐺𝑖2, … , 𝐺𝑖𝑛)
𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚
→        𝐶𝑖⃗⃗  ⃗(ℎ𝑖, 𝑠𝑖) 

(3-24) 

To perform this transformation, the framework follows four steps, which are described below. 

• Assign a colour for each value in the value set and obtain the corresponding hue (see Table 

1 for the major colours), then the colour vector of a value (j) is defined as 𝐶𝑗⃗⃗  ⃗(ℎ𝑗 , 0.5). 

• For each component, 𝐺𝑖𝑗, of 𝐺𝑖⃗⃗  ⃗, create a vector 𝐶𝑖𝑗⃗⃗⃗⃗  ⃗(ℎ𝑗 , 𝐺𝑖𝑗). 

• Calculate the intermediate colour vector for element i as per Equation 3-25. 

𝐶𝑖𝑛𝑡𝑒𝑟𝑖⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(ℎ𝑖
𝑖𝑛𝑡𝑒𝑟 , 𝑙𝑖

𝑖𝑛𝑡𝑒𝑟) =∑𝐶𝑖𝑗⃗⃗⃗⃗  ⃗(ℎ𝑗, 𝐺𝑖𝑗)

𝑛

𝑗=1

 
(3-25) 

• Calculate the components of the colour vector for element i in the colour space as per 

Equation 3-26. 

𝑙𝑖 = 1 − 0.5 × 𝑙𝑖
𝑖𝑛𝑡𝑒𝑟

ℎ𝑖 = ℎ𝑖
𝑖𝑛𝑡𝑒𝑟

 
(3-26) 
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To understand the rational indication of the colour assigned to the element in multiple-value 

visualization, consider the colour wheel presented in Figure 3-6. 

 

Figure 3-6 Colour interpretation in the framework 

As the colour of the element follows in the D direction, the magnitude of the collective contribution 

of elements to the values assessed by the framework is increasing in intensity. Now, if the values 

to be evaluated are V1, V2, and V3 and they are assigned the colours indicated in Figure 3-6, Table 

3-1 presents an explanation of the possible scenarios. 

 

 

A

B

C

D

The axis representing V1
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Table 3-1 Scenario interpretations 

Scenario Interpretation 

The colour is leaning in direction A  The element primarily contributes to V1  

The colour is leaning in direction C The element primarily contributes to V3  

The colour is near the V2 axis and leaning in 

direction B 

The element primarily contributes to V2  

The colour is near the V2 axis and leaning 

opposite of direction B 

The element has similar contribution to all 

values  

 

3.4.3.2 Pattern-based visualization 

This framework offers a colour-neutral method of presenting data by providing various pattern 

styles. Pattern-based visualization is a viable option for value visualization, and there are several 

patterns that can be used for this purpose. However, to avoid potential difficulties related to 

distinguishing the combinations of several patterns, the framework uses parallel lines for values. 

The parallel line pattern can be defined as a function of the scale that defines the spacing between 

the lines and the angle the lines make with the horizon: 

If 𝛼 is the angle of the lines where 𝛼𝜖[0,180[, and Sc is the scale where 𝑆𝑐𝜖]0,100], then the 

pattern is  

𝑃 = 𝑓(𝛼, 𝑆𝑐) (3-27) 

As with the colour-coding scheme, each value is assigned only one pattern. In this context, the 

angle indicates the value, while the scale represents the magnitude. For single-value visualization, 

the angle remains the same for all the elements, while the scale changes according to the given 

element’s contribution to the studied value (in a similar manner to the luminance). This can be 

expressed as, 
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𝑆𝑐𝑖𝑗 = 100 × (1 − 𝐺𝑖𝑗) (3-38) 

The pattern of element i for value j is expressed as per Equation 3-29  

𝑃𝑖𝑗 = 𝑓(𝛼𝑗 , 𝑆𝑐𝑖𝑗) (3-29) 

In multiple-value visualization, multiple pattern angles are displayed on the same element, each 

representing a distinct value. For a given value, the angle of the pattern is defined according to the 

corresponding value (i.e., graded value) it represents, while the scale maintains the same 

representation. Unlike the complexity in finding the correct representative colour, visualizing 

multiple values using pattern style is relatively easy, and the resultant pattern can be expressed as 

follows (see Figure 3-7, for example): 

𝑃𝑖 = ⋃𝑃𝑖𝑗

𝑚

𝑗=1

 
(3-30) 

 

Figure 3-7 Pattern P, where P = (0,5) ∪ (45,3) ∪ (60,10) 

3.4.3.3 Lifecycle visualization and visualization matrix 

As the building progresses through the various phases during its life span (from conceptual design 

to demolition), the magnitude of influence the elements have on the values changes. For example, 

at the end on the construction phase the structure of the building contributes the most to the carbon 

footprint. The magnitude of this contribution begins to decrease once the operation phase begins, 
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as the HVAC systems begins emitting carbon gases, making them the major contributors to the 

carbon footprint of the building. Therefore, understanding the interaction between building 

components and values throughout the building lifecycle is vital for better decision-making 

pertaining to value-adding during design. 

Having said that, the value visualization provides a time-lapse visualization of the elements’ 

influence on studied values throughout the building life span. The length of the intervals at which 

the influence of the elements is assessed determines the visualization type. In this context, there 

are two types of visualization: (1) continuous, where the intervals between the instants approach 

zero; and (2) discrete, where the values are assessed at instants (with constants or variable 

intervals) during the life span of the building.  

This leads to the introduction of the concept of the visualization matrix, which can be defined as 

the repository of the appearances of all elements at all time points. Assuming ti is an event in a 

building lifecycle, and Vi is the graphical appearance (colour-coded and/or surface pattern) of 

element i at ti, then the graphical appearance of all elements at that given event can be written as, 

𝑀𝑉𝑡 = [
𝑉1
⋮
𝑉𝑛

] 
(3-31) 

The visualization matrix (MVLC) for the entire lifecycle of the project is expressed as Equation 3-

32. 

𝑀𝑉𝐿𝐶 = [[𝑀𝑉𝑡1] … [𝑀𝑉𝑡𝑙]] (3-32) 

This matrix communicates the changes in appearance of the elements in the BIM models during 

the lifecycle of the building.  
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4. Case Studies 

4.1. Case Study 1: the application of the Multi-criteria Lifecycle Assessment design 

framework 

This case study explores the utilization of the MCLCA framework to improve the design of a 

single-family house. For this case study, 18 variables are subject to change to reduce the lifecycle 

cost, lifecycle energy consumption, and lifecycle carbon emissions while maintaining the technical 

performance (i.e., MTTF) of the HVAC system. The house has a total area of 3,333 ft2 distributed 

among two storeys and a basement, as presented in Table 4-1. 

Table 4-1 Area breakdown of Case Study 1 house 

Floor Area (ft2) 

Basement 1,068 

Ground Floor  1,088 

First Floor 1,177 

 

To provide a better understanding of the shape of the house used in the case study, Figure 4-1 

presents a 3D rendering view of the building. The floor plans of the case study house are presented 

in Appendix A. Note that this BIM model is used to retrieve information pertaining to material 

quantities that will be used to assess the impact of design on the assessment criteria (i.e., lifecycle 

cost, lifecycle energy consumption, and lifecycle carbon emissions). 

  

Figure 4-1 3D rendering of Case Study 1 house  
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The application of the framework follows the work break-down structure (WBS) presented in 

Figure 4-2. 

 

Figure 4-2 WBS of Case Study 1 house  

The structural system includes the following components: 

• Sub-structure 

The basement is bounded by 9-ft concrete walls in the form of foundation walls 

resting on wall-foundation type footings. Additionally, there are 3 pad footings 

supporting the posts in the basement. 
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• Super-structure 

o Floors: loads are transferred horizontally through a set 2×14 wooden joists that are 

resting on load bearing walls. 

o Walls: a set of load bearing walls are distributed throughout the floor plan with 2×8 

16ʺ O.C. studs. The remainder of the walls are 2×4 16ʺ O.C. studs for partition 

walls, and 2×6 16ʺ O.C. studs for exterior wall. 

o Roof: the structural system of the roof consists of wooden trusses located every 24ʺ. 

According to the original design, the architectural systems include: 

• Building envelope, which can be broken down as follows: 

o double glazed windows, distributed between the three floors as presented in Table 

4-2. 

Table 4-2 Windows sizes and locations 

Window Size (in ft) Number of Windows per Floor 

Basement Ground First 

5×2 2 0 0 

2×5 0 1 0 

3×3 0 1 0 

3×5 0 1 4 

3×6 0 6 0 

2×3.5 0 0 2 

2.5×5 0 0 2 

3×4.5 0 0 5 

3×4 0 0 1 

4×4 0 0 1 
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Window-to-wall ratio (WWR) of a façade (i) is calculated as Equation 4-1 states: 

𝑊𝑊𝑅𝑖 =
∑ 𝑊𝐴𝑖𝑗
𝑛
𝑗=1

∑ 𝑊𝑙𝐴𝑖𝑘
𝑚
𝑘=1

 (4-1) 

where WAij represents the area of window j on façade I; and WlAik represents the area of wall k on 

façade i. 

Based on Equation 4-1, information in Table 4-2, and drawings in Appendix A, the WWRs of the 

given design are presented in Table 4-3. 

Table 4-3 WWR for each of the facades 

Façade  WWR 

Northern 0.037 

Western 0.276 

Eastern 0.117 

Southern 0.017 

o 24-R-value walls, which consist of a layer of exterior finishing (as per architectural 

specifications), building wrap, ½ʺ sheathing, wooden studs, R20 batt insulation, 

vapour barrier (6 mm), and a final layer of interior finished and painted gypsum 

board. 

o 36-R-value roof, which includes 7/16ʺ sheathing, wooden trusses (as stated in the 

structural specifications), R34 batt insulation, vapour barrier (6 mm), and a layer of 

½ʺ drywall.  

• Interior finishing, which as per the design specifications for the house, include: 

o Passage & closet doors—paint grade raised panel style doors. 

o Door hardware—antique nickel or chrome.  

o Baseboards—4 ¼ʺ painted MDF 
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o Door & window casings—3 ½ʺ painted MDF 

o Shelving—constructed of MDF 

o Carpet—100% nylon cut pile or Berber with #7 underlay.  

o Hardwood, carpet, tile on main floor and bathrooms 

o Paint—1 wall colour and 1 trim colour 

o 1 coat of primer and 2 coats of latex finish on walls in all areas 

o Interior doors and trim to be painted with latex semi-gloss finish 

o Framed mirrors with Italian wood moldings 

o Maple railing with iron rods. 

The MEP systems have a proposed design as follows: 

• HVAC system (a general ASHRAE Package System is used). This system includes the 

following components: 

o Gas-fired hot water boiler with draft fan >2,500 kBtuh, 84.5% combustion 

efficiency 

o Variable volume hot water pump 

o Hot water coil 

o Variable volume chilled water pump 

o Chilled water coil 

o Variable volume condenser water pump 

o Domestic hot water unit (0.575 Energy Factor) 

• Plumbing system specifications include: 

o Waterlines: home run system 

o Minimum 141 L (50 US Gallon) hot water tank 
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o Roughed-in double plumbing  

o Kitchen sink: double stainless steel (under mount) with single lever chrome faucet  

o Hose bibs as per plan 

o Gas line to garage, kitchen, and a future deck. 

o Vanity sinks: white with single lever chrome faucet 

o Toilets: white china 

o Tubs: white fibreglass 1-piece tub/shower combo, master bath set-up with tub 

option 

o Roughed in dishwasher 

o Shut-off valve on each tap 

o Water line to fridge  

o Garage hot and cold taps 

o Floor drain in laundry room 

• And, finally, the electrical system is designed to include the following: 

o 100-amp circuit panel—minimum 30-60 circuits  

o Telephone—5 outlets (as per plan)  

o Cable outlets—4 outlets 

o Standard lighting package as per plan 

o Roughed-in central vacuum system with 2 outlets for future use 

o Smoke detectors wired to house electrical system—all rooms as per code 

o Decorah Plugs and Switches—all bedrooms GFI as per code 

o LED under cabinet lighting 

The following sections will detail the application of the framework proposed in Section 3.3.5. 
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1. Define the sub-components of the assessment criteria 

As defined earlier, the assessment criteria used in the present research are cost (C), energy 

consumption (EC), and carbon emissions (CeM). Given that the proposed framework aims to 

evaluate the building over its lifecycle, it is possible to summarize the lifecycle of the building 

in two phases: the construction phase that spans between the conceptual design phase and the 

commissioning phases, and the operation phase that spans between commissioning and 

demolishing (see Figure 4-3). 

 
Figure 4-3 Lifecycle phases of a project 

Based on the lifecycle breakdown, the assessment criteria can be broken down into two 

subcomponents that align with the building lifecycle phases as follows. 

• Cost (C) can be seen as the sum of the construction cost (Ccon) and operational cost (Cops) 

as expressed in Equation 4-2 

𝐶 = 𝐶𝑐𝑜𝑛 + 𝐶𝑜𝑝𝑠 (4-2) 

• Energy Consumption (EC) signifies the sum of the operational energy (ECops ), which 

represents the energy consumed during the operational phase of the building lifecycle, and 

the energy consumed during the construction of the house, which is usually referred to as 

embodied energy (ECemb). EC, therefore, can be assessed as, 
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𝐸𝐶 = 𝐸𝐶𝑒𝑚𝑏 + 𝐸𝐶𝑜𝑝𝑠 (4-3) 

• Carbon Emission (CeM) also has two sub-components: emitted carbon (CeMops) that 

measures the amount of carbon the house produces during the operation phase, and the 

carbon footprint (CeMfp) that assesses the carbon produced due to the construction of the 

house. Therefore, CeM can be expressed as, 

𝐶𝑒𝑀 = 𝐶𝑒𝑀𝑓𝑝 + 𝐶𝑒𝑀𝑜𝑝𝑠 (4-4) 

Figure 4-4 presents the assessment criteria and their breakdown structure according to the lifecycle 

phases. 

 

Figure 4-4 Criteria breakdown structure (CBS) 

  

2. Define the design variables  

Given that there is no generative engine supporting the application of the framework, the 

architectural design pertaining to space allocation and area shall not be considered as a variable, 

nor shall the components that will significantly affect the space layout (e.g., switching to a grid of 

columns for vertical load transfer rather than the current load-bearing walls). The variables can be 

categorized into the following streams (in alignment with the building systems): 
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• architectural variables: building orientation (BO) measured in degrees, where 𝐵𝑂 ∈

{0, 45, 90, 135, 180, 225, 270, 315};  

• structural variables: construction material (CM) super-structure systems, where 𝐵𝑂 ∈

{𝑊𝑜𝑜𝑑, 𝑙𝑖𝑔ℎ𝑡 𝑠𝑡𝑒𝑒𝑙}; 

• building envelope variables: window type (WT), which can be single, double, or triple (see 

Figure 4-5); window shade (WSH), which takes one of the following values: no shade, one-

third shaded, or two-thirds shaded); window-to-wall ratio (WWR) (note that WT, WSH, and 

WWR are assessed for each façade); R-Value for walls (WRV); R-Value for roof (RRV); 

and, 

• HVAC systems type, which can be one of the following (the components of each system 

can be found in Appendix B): 

▪ High Efficiency Heat Pump (HVAC1) 

▪ ASHRAE Heat Pump (HVAC2)  

▪ High Efficiency Package System (HVAC3) 

▪ ASHRAE VAV (HVAC4) 

▪ High Efficiency VAV (HVAC5)  

▪ ASHRAE Package Terminal (HVAC6) 

▪ High Efficiency Package Terminal AC (HVAC7) 
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Figure 4-5 Glazing styles of windows 

As noted previously, the variables related to windows are assessed for each of the façades, which 

implies using different notations as per façade. Table 4-4 demonstrates the notations used for these 

cases. 

Table 4-4 Variables used in Chapter 4 and their corresponding acronyms 

Variable Acronym 

Window-to-wall ratio on the north façade N-WWR 

Window-to-wall ratio on the east façade W-WWR 

Window-to-wall ratio on the west façade E-WWR 

Window-to-wall ratio on the south façade S-WWR 

Window shading on the north façade N-WSH 

Window shading on the east façade W-WSH 

Window shading on the west façade E-WSH 

Window shading on the south façade S-WSH 

Window type on the north façade N-WT 

Window type on the west façade W-WT 

Window type on the east façade E-WT 

Window type on the south façade S-WT 
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3. Define the interactions between the design variables and the sub-components of the 

assessment criteria 

• Define the interactions during the construction phase 

o The interactions between the design variables and construction cost: 

Considering the quantity of a building element (i) is Qi measured as per the industry practice (e.g., 

ft2 for the drywall sheets), and UPi is the unit price of the element (i), the total construction cost of 

the building can be written as, 

𝐶𝑐𝑜𝑛 =∑𝑄𝑖 × 𝑈𝑃𝑖

𝑛

𝑖=1

 (4-5) 

As per Equation 4-5, the total construction cost of the house used for the case study is 

CA$443,617.00. The detailed cost estimation can be found in Appendix C.  

To explicitly present Equation 4-5 as a function of design variables, based on the information in 

Appendix C it is possible to write: 

𝐶𝑐𝑜𝑛 = 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 × 𝑈𝑃𝐶𝑀𝑠𝑡𝑢𝑑𝑠 + 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 × 𝑈𝑃𝐶𝑀𝑗𝑜𝑖𝑠𝑡 + 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠 × 𝑈𝑃𝐶𝑀𝑡𝑟𝑢𝑠𝑠 +

∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝑃𝑊𝑇 + 𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 × ∑𝐹𝐴𝑗 + 𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 +

𝐶𝑐𝑜𝑛𝐻𝑉𝐴𝐶+275,740.49 

(4-6) 

Note that the constant (CA$275,740.49) in Equation 4-6 is calculated by subtracting the cost of 

items corresponding to the design variables from the overall construction cost. In Equation 4-6, 

the following applies: 

• 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 , 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 , 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠  denote the quantity of construction materials that exist in the 

wall studs, floor joists, and roof trusses, respectively. 
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• 𝑈𝑃𝐶𝑀𝑠𝑡𝑢𝑑𝑠 , 𝑈𝑃𝐶𝑀𝑗𝑜𝑖𝑠𝑡 , 𝑈𝑃𝐶𝑀𝑡𝑟𝑢𝑠𝑠  denote the unit price of the construction materials of studs, 

joists, and trusses, respectively. 

• 𝑖 ∈ {𝑁𝑜𝑟𝑡ℎ𝑒𝑟𝑛 𝐹𝑎𝑐𝑎𝑑𝑒,𝑊𝑒𝑠𝑡𝑒𝑟𝑛 𝐹𝑎𝑐𝑎𝑑𝑒, 𝐸𝑎𝑠𝑡𝑒𝑟𝑛 𝐹𝑎𝑐𝑎𝑑𝑒, 𝑆𝑜𝑢𝑡ℎ𝑒𝑟𝑛 𝐹𝑎𝑐𝑎𝑑𝑒}  

• 𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 denotes the cost of insulating 1 ft2 of the house to achieve a certain WRV (e.g., 

to insulate the wall to an R-value of 32 it costs CA$3.01/ft2). 

• 𝐹𝐴𝑗  denotes the area of floor (j), where 𝑗 ∈ {𝐺𝑟𝑜𝑢𝑛𝑑 𝐹𝑙𝑜𝑜𝑟, 𝐹𝑖𝑟𝑠𝑡 𝐹𝑙𝑜𝑜𝑟} 

• 𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 denotes the cost of insulating 1 ft2 of roof footprint to achieve a given RRV. 

• RFA denotes the footprint area of the roof. 

• 𝐶𝑐𝑜𝑛𝐻𝑉𝐴𝐶 denotes the construction cost of HVAC systems, and will be assumed to be equal 

for all alternatives. 

o The interactions between the design variables and embodied energy: 

Considering the quantity of construction materials of a building element (i) is QMi, measured as 

per the industry practice (e.g., ft2 for drywall sheets), and UEEi is the embodied energy in 1 unit 

of element i material, the total embodied energy of the building can be written as, 

𝐸𝐶𝑒𝑚𝑏 =∑𝑄𝑀𝑖 × 𝑈𝐸𝐸𝑖

𝑛

𝑖=1

 (4-7) 

As per Equation 4-7, using the information about UEE provided by ICE database (Circular 

Ecology 2011), the total embodied energy of the house used for the case study is 1.8×106 MJ. 

Based on Equation 4-7, the embodied energy as a function of the design variable can be expressed 

as Equation 4-8. 
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𝐸𝐶𝑒𝑚𝑏 = 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 × 𝑈𝐸𝐸𝐶𝑀𝑠𝑡𝑢𝑑𝑠 + 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 × 𝑈𝐸𝐸𝐶𝑀𝑗𝑜𝑖𝑠𝑡

+ 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠 × 𝑈𝐸𝐸𝐶𝑀𝑡𝑟𝑢𝑠𝑠 +∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐸𝑊𝑇

+ 𝑈𝐸𝐸𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + 𝑈𝐸𝐸𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 𝐸𝐶𝑒𝑚𝑏𝐻𝑉𝐴𝑐

+ 1.3 × 106 

(4-8) 

The constant (1.3×106 MJ) in Equation 4-8 is calculated by subtracting the contribution of items 

correspondent to the design variable to the embodied energy from the overall embodied energy. In 

Equation 4-8, note the following: 

• 𝑈𝐸𝐸𝐶𝑀𝑠𝑡𝑢𝑑𝑠 , 𝑈𝐸𝐸𝐶𝑀𝑗𝑜𝑖𝑠𝑡 , 𝑈𝐸𝐸𝐶𝑀𝑡𝑟𝑢𝑠𝑠  denote the amount of embodied energy in 1 unit of the 

construction materials of studs, joists, and trusses, respectively. 

• 𝑈𝐸𝐸𝑊𝑅𝑉/𝑆𝐹 denotes the amount of embodied energy associated with insulating 1 ft2 of the 

house to achieve a certain WRV. 

• 𝑈𝐸𝐸𝑅𝑅𝑉/𝑆𝐹 denotes the amount of embodied energy associated with insulating 1 ft2 of roof 

footprint to achieve a given RRV. 

• 𝐸𝐶𝑒𝑚𝑏𝐻𝑉𝐴𝑐  denotes the amount of embodied energy associated with the installation of the 

HVAC systems, and will be assumed to be equal for all alternatives. 

o The interactions between the design variables and embodied carbon: 

Assessing the embodied carbon is identical to assessing the embodied energy with the exception 

of using the embodied carbon in 1 unit of element i material, UECi, rather than of UEEi. Therefore, 

the total embodied carbon of the building can be written as, 

𝐶𝑒𝑀𝑓𝑝 =∑𝑄𝑀𝑖 × 𝑈𝐸𝐶𝑖

𝑛

𝑖=1

 (4-9) 
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ICE database is also used to find the amount of embodied carbon associated with 1 unit of 

construction material, which as per Equation 4-9 leads to a total of 98 t of embodied carbon 

associated with the construction of the house.  

As can be seen in the discussion presented prior to forming Equation 4-9, Equation 4-9 can be 

reintroduced as Equation 4-10: 

𝐶𝑒𝑀𝑓𝑝 = 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 × 𝑈𝐸𝐶𝐶𝑀𝑠𝑡𝑢𝑑𝑠 + 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 × 𝑈𝐸𝐶𝐶𝑀𝑗𝑜𝑖𝑠𝑡 + 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠 × 𝑈𝐸𝐶𝐶𝑀𝑡𝑟𝑢𝑠𝑠

+∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐶𝑊𝑇 + 𝑈𝐸𝐶𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗

+ 𝑈𝐸𝐶𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 𝐶𝑒𝑀𝑒𝑚𝑏𝐻𝑉𝐴𝑐 + 70 

(4-10) 

70 (metric tonnes) is the constant that results from excluding the items related to the design 

variables when calculating the total embodied carbon. In Equation 4-10: 

• 𝑈𝐸𝐶𝐶𝑀𝑠𝑡𝑢𝑑𝑠 , 𝑈𝐸𝐶𝐶𝑀𝑗𝑜𝑖𝑠𝑡 , 𝑈𝐸𝐶𝐶𝑀𝑡𝑟𝑢𝑠𝑠  denote the amount of embodied carbon in 1 unit of the 

construction materials of studs, joists, and trusses, respectively. 

• 𝑈𝐸𝐶𝑊𝑅𝑉/𝑆𝐹 denotes the amount of embodied carbon associated with insulating 1 ft2 of the 

house to achieve a certain WRV. 

• 𝑈𝐸𝐶𝑅𝑅𝑉/𝑆𝐹 denotes the amount of embodied energy associated with of insulating 1 ft2 of 

roof footprint to achieve a given RRV. 

• 𝐶𝑒𝑀𝑒𝑚𝑏𝐻𝑉𝐴𝑐 denotes the amount of embodied energy associated with the installation of the 

HVAC systems, and will be assumed to be equal for all alternatives. 

• Define the interactions during the operation phase 

Before proceeding with the definition of the interactions, it is useful to provide a background about 

energy demand calculations, as it is central to the interaction evaluation. The method to calculate 
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the heating and cooling loads herein is as prescribed by the 2015 ASHRAE handbook: heating, 

ventilating, and air-conditioning applications (ASHRAE 2015), which considers the hourly heat 

demand (Q) as the sum of the internal heat gain (Qint), heat gain and/or loss through ventilation 

and infiltration (Qven), heat gain and/or loss through fenestration area (Qfen), and heat gain and/or 

loss through opaque areas (Qopa), as presented in Equation 4-13. 

𝑄 = 𝑄𝑖𝑛𝑡 +𝑄𝑣𝑒𝑛 + 𝑄𝑓𝑒𝑛 + 𝑄𝑜𝑝𝑎 (4-13) 

A negative value for Q indicates that space heating is required, while a positive value indicates the 

need for cooling.  

Calculating Qint requires quantifying the heat generated by the following: (1) potential occupants 

(HGp), (2) lighting fixtures (HGl), and (3) existing appliances and/or equipment (HGeq), where, 

𝑄𝑖𝑛𝑡 = 𝐻𝐺𝑝 + 𝐻𝐺𝑙 + 𝐻𝐺𝑒𝑞 (4-14) 

Information concerning how to quantify internal heat gain can be obtained from Chapter 14 of the 

ASHRAE 2015 handbook noted above (ASHRAE 2015). However, in regard to HGp and HGeq, it 

should be noted that they are independent from the selected design variables. HGl, on the other 

hand, is indirectly related to WWR, WT, WSH, and BO, as these variables control the amount of 

natural illumination shining into the house, and, therefore, the demand for artificial lighting. 

However, the LED lighting fixtures required by the design of this house have negligible heat 

generation (Petroski 2002). This interdependency between HGl, from one end, and WWR, WT, 

WSH, and BO from the other, thus, can be ignored. The heat gain and/or loss through ventilation 

and infiltration (Qven), on the other hand, is a function of the size of the conditioned space and the 

tightness of the building envelope (ASHRAE 2013), which indicates that it is not related to the 

selected variable and can be disregarded. 
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To calculate Qfen, information pertaining to climate should be assessed first, then the findings can 

be used to calculate Qfen. Figure 4-6 presents the process to calculate Qfen and the necessary climate 

information. Climate design information is related to the geographical location of the building, and 

therefore, it is independent from all the selected design variables. 

 

Figure 4-6 Calculating the Heat gain/loss through fenestration) 

As per the 2015 ASHRAE Handbook, Qfen is calculated as follows: 
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𝑄𝑓𝑒𝑛 =∑(𝑈𝑖𝐴𝑝𝑓𝑖(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛) + (𝑆𝐻𝐺𝐶𝑖)𝐴𝑝𝑓𝑖𝐸𝑡

𝑛

𝑖=1

+ (𝐴𝐿)𝐴𝑝𝑓𝑖𝜌𝐶𝑝(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)) 

(4-15) 

where 

𝑈𝑖 represents the overall coefficient of heat load (U-factor which is the inverse of R-value) 

for element i, W/ (m2. K) 

𝐴𝑝𝑓𝑖 represents the total projected area of fenestration for element i, m2 

tin denotes the indoor temperature, ᵒC 

tout denotes the outdoor temperature, ᵒC 

𝑆𝐻𝐺𝐶𝑖 represents the solar heat gain coefficient for element i, dimensionless 

Et represents the incident total irradiance, W/ m2 

AL represents the air leakage at the current conditions, m3/ (s. m2) 

𝜌 represents the air density, kg/m3 

𝐶𝑝 represents specific heat of air, kJ/kg.K 

The value of Ui is dependent on the number of the layers in the element, material properties of 

each layer, the area of the frame and its material properties, and the area of the opening, where it 

can be calculated as per Equation 4-16. 

𝑈𝑖 =
𝑈𝑐𝑔𝑖 × 𝐴𝑐𝑔𝑖 + 𝑈𝑒𝑔𝑖 × 𝐴𝑒𝑔𝑖 + 𝑈𝑓𝑖 × 𝐴𝑓𝑖

𝐴𝑝𝑓𝑖
 (4-16) 

where cg, eg, and f denote properties in the center of the glass, edge of the glass, and the frame, 

respectively.  

Considering the properties of glass are equal in the center and on the edges of the windows, 

Equation 4-16 can be rewritten as follows: 
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𝑈𝑖 =
𝑈𝑔𝑖×𝐴𝑔𝑖+𝑈𝑓𝑖×𝐴𝑓𝑖

𝐴𝑝𝑓𝑖
  (4-17) 

Note that the design variable WT controls the number of layers of glass in the window, which 

changes the thermal properties of the glazed area. Therefore, it is possible to write 

𝑈𝑔𝑖 = 𝑓(𝑊𝑇)  (4-18) 

If α represents the percentage of glazed area, then  

𝐴𝑔𝑖 = 𝛼𝐴𝑝𝑓𝑖 (4-19a) 

𝐴𝑓𝑖 = (1 − 𝛼) × 𝐴𝑝𝑓𝑖 (4-19b) 

Apf is related to WWR, where, as per Equation 4-1, Apf for a façade (i) can be calculated as follows: 

𝐴𝑝𝑓 = 𝑊𝑊𝑅𝑖 ×∑𝑊𝐴𝑖𝑗

𝑛

𝑗=1

 (4-20) 

where n is the number of walls on that façade. 

Now, assuming that all the windows used on the same façade have the same α, glass material, and 

frame material, then based on Equations 4-18, 4-19a, 4-19b, and 4-20, U-factor of a façade (i) can 

be calculated as follows: 

𝑈𝑖

=
𝑓(𝑊𝑇) × 𝛼 ×𝑊𝑊𝑅𝑖 × ∑ 𝑊𝐴𝑖𝑗

𝑛
𝑗=1 + 𝑈𝑓𝑖 × (1 − 𝛼) ×𝑊𝑊𝑅𝑖 × ∑ 𝑊𝐴𝑖𝑗

𝑛
𝑗=1

𝑊𝑊𝑅𝑖 × ∑ 𝑊𝐴𝑖𝑗
𝑛
𝑗=1

 
(4-21) 

As per 2015 ASHARE, SHGC for fenestration (i) is calculated as per Equation 4-22. 

𝑆𝐻𝐺𝐶𝑖 =
𝑆𝐻𝐺𝐶𝑔𝑖 × 𝐴𝑔𝑖 + 𝑆𝐻𝐶𝐺𝑓𝑖 × 𝐴𝑓𝑖

𝐴𝑝𝑓𝑖
 (4-22) 

 Where g and f denote properties of the glass and the frame, respectively. 
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The 2015 ASHARE Handbook provides tables to calculate SHGCg and SHGCf where the input is 

the window’s glazing system, shading, and orientation. Therefore, SHGCg and SHGCf are 

functions of BO, WT, WSH, or as expressed by Equations 4-23a and 4-23b (See Figure 4-7 for BO 

explanation). 

𝑆𝐻𝐺𝐶𝑔𝑖 = 𝑔(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) (4-23a) 

𝑆𝐻𝐶𝐺𝑓𝑖 = 𝑧(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) (4-23b) 

 

 

Figure 4-7 Explanation of building orientation 

 

Based on Equations 4-19, 4-22, and 4-23, SHGC for a façade (i) is calculated as per Equation 4-

24: 

𝑆𝐻𝐺𝐶𝑖 =
𝑔(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × 𝛼 × 𝐴𝑝𝑓𝑖 + 𝑧(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
 

 

(4-24) 

Note that Apf is calculates as per Equation 4-20. 
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Given Equations 4-21 and 4-24, where Apf is calculates as per Equation 4-20, Qfen is assessed as 

per Equation 4-25. 

𝑄𝑓𝑒𝑛

=∑(
𝑓(𝑊𝑇) × 𝛼𝐴𝑝𝑓𝑖 + 𝑈𝑓𝑖 × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
 × 𝐴𝑝𝑓𝑖  × (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)

4

𝑖=1

+ (
𝑔(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × 𝛼 × 𝐴𝑝𝑓𝑖 + 𝑧(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
)𝐴𝑝𝑓𝑖𝐸𝑡

+ (𝐴𝐿)𝐴𝑝𝑓𝑖𝜌𝐶𝑝(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)) 

(4-25) 

The heat gain/loss from opaque area can be assessed as follows (Hutcheon and Handegord 1983): 

 𝑄𝑜𝑝𝑎 = ∑ (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝐴𝑊𝑖

𝑇𝐻𝑖×𝑅𝑉𝑖

𝑛
𝑖=1  (4-26) 

where AWi, THi, and RVi are the area, the thickness, and R-value of the opaque area, respectively. 

Note that the thickness of the exterior wall is related to the size of the used studs, and therefore to 

the construction material of the studs. Having said that, it is possible to write 

𝑇𝐻𝑖 = 𝑝(𝐶𝑀𝑖) (4-27) 

Then Equation 4-26 can be rearranged as follows: 

𝑄𝑜𝑝𝑎 = (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝑅𝐶𝐴

𝑇𝐻𝑅 × 𝑅𝑅𝑉

+∑(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝑊𝐴𝑖

𝑝(𝐶𝑀𝑠𝑡𝑢𝑑) ×𝑊𝑅𝑉

𝑛

𝑖=1

 

(4-28) 

where THR denotes the thickness of the exposed portion of the roof, and RCA refers to the area of 

the exposed portion of the roof. 

Qfen and Qopa change due to the changes in the outdoor temperature, which implies fluctuation in 

the daily energy demand (Q). Thus, the largest value for Q accounts for the cooling demand, while 

the smallest accounts for heating demand. This demand should be offset by the heating/cooling 
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generated by the HVAC systems. The energy demand, thus, is dependent of the following design 

variables: BO, WWR, WT, WSH, WRV, RRV, CM, (see Equations 4-25 and 4-28) and HVAC.  

The generated energy, then, can be given as follows: 

𝐺𝐸

=⋁ [𝑄𝑖𝑛𝑡
𝐻𝑉𝐴𝐶𝑖

+∑(
𝑓(𝑊𝑇) × 𝛼𝐴𝑝𝑓𝑖 + 𝑈𝑓𝑖 × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
 × 𝐴𝑝𝑓𝑖  × (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)

4

𝑖=1

+ (
𝑔(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × 𝛼 × 𝐴𝑝𝑓𝑖 + 𝑧(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
)𝐴𝑝𝑓𝑖𝐸𝑡

+ (𝐴𝐿)𝐴𝑝𝑓𝑖𝜌𝐶𝑝(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)) + (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝑅𝐶𝐴

𝑇𝐻𝑅 × 𝑅𝑅𝑉

+∑(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝑊𝐴𝑖

𝑝(𝐶𝑀𝑠𝑡𝑢𝑑) ×𝑊𝑅𝑉

𝑛

𝑖=1

] 

(4-29) 

⋁ 𝑥𝐻𝑉𝐴𝐶𝑖
 denotes the generated energy by the HVAC system (i) to offset the heat gain/loss (x). 

As can be seen, the manual process of calculating the heating and/or cooling load is extremely 

time consuming and requires quantifying many intermediate values. Therefore, energy analysis is 

usually performed using specialized software, such as Green Building Studio GSB®5, which is the 

software used in this case study. 

o The interactions between the design variables and operational cost: 

The operational cost stems from three components: the cost of fuel consumed to generate the 

necessary energy, or Cfuel; the cost of electricity consumed to power existing systems and 

                                                           
5 An energy analysis platform from Autodesk® that allows direct import from Revit® 
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equipment (e.g., lighting, HVAC, electrical appliances, etc.), or Celec; and the cost of maintaining 

building components, or Cmaint. Operational cost, therefore, can be calculated as follows: 

𝐶𝑜𝑝𝑠 = 𝐶𝑓𝑢𝑒𝑙 + 𝐶𝑒𝑙𝑒𝑐 + 𝐶𝑚𝑎𝑖𝑛𝑡 (4-30) 

The present research uses the “failure model” to predict the behaviour of systems during 

operations, which assumes that systems do not undergo maintenance after failure. Hence, Cmaint = 

0. Equation 4-30, thus, can be reduced to Equation 4-31. 

𝐶𝑜𝑝𝑠 = 𝐶𝑓𝑢𝑒𝑙 + 𝐶𝑒𝑙𝑒𝑐 (4-31) 

Based on Equation 4-29, it is possible to state the following: 

Green Building Studio (GBS®) is used to perform the energy analysis for the original design in 

order to assess Cfuel and Celec. The results indicate that the projected total operation cost will be 

CA$2,515.97 annually.  

o The interactions between the design variables and operational energy: 

Like the operational cost, the operational energy (ECops) is the sum of the energy consumed in the 

form of fuel (e.g., gas), or ECfuel, and the equivalent energy amount to the consumed electricity, or 

ECelec, as expressed in Equation 4-32. 

𝐸𝐶𝑜𝑝𝑠 = 𝐸𝐶𝑓𝑢𝑒𝑙 + 𝐸𝐶𝑒𝑙𝑒𝑐 (4-32) 

Note that: 𝐸𝐶𝑜𝑝𝑠 = 𝐺𝐸𝑖 = ⋁ [𝑄𝑖𝑛𝑡 + ∑ (
𝑓(𝑊𝑇)×𝛼𝐴𝑝𝑓𝑖+𝑈𝑓𝑖×

(1−𝛼)×𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
 × 𝐴𝑝𝑓𝑖  × (𝑡𝑜𝑢𝑡 −

4
𝑖=1𝐻𝑉𝐴𝐶𝑖

𝑡𝑖𝑛) + (
𝑔(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻)×𝛼×𝐴𝑝𝑓𝑖+𝑧(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻)×(1−𝛼)×𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
)𝐴𝑝𝑓𝑖𝐸𝑡 + (𝐴𝐿)𝐴𝑝𝑓𝑖𝜌𝐶𝑝(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)) +

(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)  × 
𝑅𝐶𝐴

𝑇𝐻𝑅×𝑅𝑅𝑉
+ ∑ (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)  × 

𝑊𝐴𝑖

𝑝(𝐶𝑀𝑠𝑡𝑢𝑑)×𝑊𝑅𝑉

𝑛
𝑖=1 ].  

Based on the energy analysis performed for the case study house, the expected annual operational 

energy consumption is 47,007 MJ.  



104  

 

o The interactions between the design variables and emitted carbon: 

CO2 emissions during operation can also be understood as the combination of emissions due to 

fuel consumption (CeMfuel) and to electricity consumption (CeMelec). In fact, CeMelec measures the 

emissions resulting from operations related to generation and supply of electricity, rather that the 

emissions due to consumption by the end user. Thus, emitted carbon (CeMops) can be expressed as 

Equation 4-33. 

𝐶𝑒𝑀𝑜𝑝𝑠 = 𝐶𝑒𝑀𝑓𝑢𝑒𝑙 + 𝐶𝑒𝑀𝑒𝑙𝑒𝑐 (4-33) 

Depending on the energy analysis report for the building, the projected annual emissions of CO2 

is 6.61 t. 

4. Develop the aggregated functions of the assessment criteria 

The aggregated functions form the global boundaries of the selection problem, where the 

assessment criteria are linked with the design variables. The aggregated functions are formed by 

substituting the sub-components of the assessment criteria (i.e., Ccon, Ccon, ECemb, ECops, CeMfp, 

and CeMops) with the functions formulated as per the interactions between the design variables and 

sub-components of the assessment criteria. 

Based on Equations 4-2, 4-6, and 4-31, the aggregated function of cost (𝐶) can be expressed as, 

𝐶 = 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 × 𝑈𝑃𝐶𝑀𝑠𝑡𝑢𝑑𝑠 + 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 × 𝑈𝑃𝐶𝑀𝑗𝑜𝑖𝑠𝑡 + 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠 × 𝑈𝑃𝐶𝑀𝑡𝑟𝑢𝑠𝑠

+∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝑃𝑊𝑇 + 𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + 𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴

+ 𝐶𝑐𝑜𝑛𝐻𝑉𝐴𝐶  + 275,740.49 + 𝐶𝑓𝑢𝑒𝑙 + 𝐶𝑒𝑙𝑒𝑐 

(4-34) 

Based on Equations 4-3, 4-8, and 4-29, the aggregated function of energy consumption can be 

expressed as, 
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𝐸𝐶

= 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 × 𝑈𝐸𝐸𝐶𝑀𝑠𝑡𝑢𝑑𝑠 + 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 × 𝑈𝐸𝐸𝐶𝑀𝑗𝑜𝑖𝑠𝑡 + 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠 × 𝑈𝐸𝐸𝐶𝑀𝑡𝑟𝑢𝑠𝑠

+∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐸𝑊𝑇 + 𝑈𝐸𝐸𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + 𝑈𝐸𝐸𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴

+⋁ [∑(
𝑓(𝑊𝑇) × 𝛼𝐴𝑝𝑓𝑖 + 𝑈𝑓𝑖 × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
 × 𝐴𝑝𝑓𝑖  × (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)

4

𝑖=1
𝐻𝑉𝐴𝐶𝑖

+ (
𝑔(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × 𝛼 × 𝐴𝑝𝑓𝑖 + 𝑧(𝐵𝑂,𝑊𝑇,𝑊𝑆𝐻) × (1 − 𝛼) × 𝐴𝑝𝑓𝑖

𝐴𝑝𝑓𝑖
)𝐴𝑝𝑓𝑖𝐸𝑡

+ (𝐴𝐿)𝐴𝑝𝑓𝑖𝜌𝐶𝑝(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)) + (𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝑅𝐶𝐴

𝑇𝐻𝑅 × 𝑅𝑅𝑉

+∑(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛)
𝑊𝐴𝑖

𝑝(𝐶𝑀𝑠𝑡𝑢𝑑) ×𝑊𝑅𝑉

𝑛

𝑖=1

+ 𝑄𝑖𝑛𝑡] + 𝐸𝐶𝑒𝑚𝑏𝐻𝑉𝐴𝑐 + 1.3x10
6 

(4-35) 

Finally, the aggregated function for CO2 emissions, based on Equations 4-4, 4-10, and 4-33, can 

be expressed as follows: 

𝐶𝑒𝑀 = 𝑄𝐶𝑀𝑠𝑡𝑢𝑑𝑠 × 𝑈𝐸𝐶𝐶𝑀𝑠𝑡𝑢𝑑𝑠 + 𝑄𝐶𝑀𝑗𝑜𝑖𝑠𝑡 × 𝑈𝐸𝐶𝐶𝑀𝑗𝑜𝑖𝑠𝑡 + 𝑄𝐶𝑀𝑡𝑟𝑢𝑠𝑠 × 𝑈𝐸𝐶𝐶𝑀𝑡𝑟𝑢𝑠𝑠

+∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐶𝑊𝑇 + 𝑈𝐸𝐶𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗

+ 𝑈𝐸𝐶𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 𝐶𝑒𝑀𝑓𝑡𝐻𝑉𝐴𝑐 + 70 + 𝐶𝑒𝑀𝑓𝑒𝑢𝑙 + 𝐶𝑒𝑀𝑒𝑙𝑒𝑐 

(4-36) 

 

5. Derive the aggregated functions according to each of the design variables 

The rationale in support of finding the derivatives of the aggregated functions is to study the effects 

of changes made to the design variables on the assessment criteria in order to reduce these impacts. 

Deriving the aggregated functions can be performed in two manners: (1) through direct analytical 

derivation, and (2) through conducting a sensitivity analysis for each design deliverable. The 

impact of design variables can be assessed by means of the following two assumptions: 
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(1) the collective change to the assessment criteria due to the changes in the design variable 

is assessed linearly; and  

(2) the changes in design variable values are independent from one another. 

The second assumption is important to allow the assessment of the change for each of the design 

variables to occur independently from the other, which is a necessary simplification herein due to 

the significant amount of manual calculations.  

The process of evaluating the change caused in the assessment criteria by the design variable 

pertaining to the operational components is presented in Figure 4-8. 

 

Figure 4-8 Process of assessing the change caused by design variables 
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This process involves the following steps: 

1. Change the values of the design variable in the energy model in the GBS environment. 

2. Run a comprehensive energy analysis using GBS each time the value of the design 

variable changes. 

3. Collect operations-related criterion sub-components during each run and calculate the 

deviation from the original design. 

4. Find the function that best fits the collected data.  

Based on this information, the following discussion involves finding the derivative of the 

aggregated unions according to the design variables. 

• Cost aggregated function 

Changing the initial state of a small number design variable results in changes in construction cost. 

Also, a change in the initial state of a design variable (Di) results in a change in it quantities of that 

variable of ΔQi and/or in its initial unit price of ΔUPi. This leads to a change in the construction 

cost by ∆𝐶𝑐𝑜𝑛𝑖. The total change in the construction cost due to the changes in all design variables 

can be expressed as Equation 4-36: 

∆𝐶𝑐𝑜𝑛 =∑∆𝐶𝑐𝑜𝑛𝑖

𝑚

𝑖=

 (4-36) 

where m is the number of design variables. 

However, in some cases ∆𝐶𝑐𝑜𝑛𝑖 is small, and therefore, can be ignored, because the changes it 

causes are marginal compared to the effort required to quantify them. Table 4-5 presents the effect 

of changing the design variables on 𝐶𝑐𝑜𝑛. 
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Table 4-5 Changes in construction cost due to changes in design variables 

Design Variable Change ∆𝑪𝒄𝒐𝒏𝒊 

BO (initial state: 0ᵒ) No change 0 

CM (initial state: Wood) Reduces the quantities needed 

while increasing the unit price 

∆𝑄𝐶𝑀 × ∆𝑈𝑃𝐶𝑀 

WT (initial state: double-

glazed)1 

Increase of CA$5.78 for triple-

glazed 

Decrease of CA$5.22 for single-

glazed 

No change in the quantities 

𝑊𝑎𝑙𝑙 − 𝐴𝑟𝑒𝑎 × 𝑄𝑊𝑊𝑅 × ∆𝑈𝑃𝑊𝑇 

WSH No change 0 

WWR1 Changes the area of the glazes 

portion of the walls 

𝑊𝑎𝑙𝑙 − 𝐴𝑟𝑒𝑎 × ∆𝑄𝑊𝑊𝑅 × 𝑈𝑃𝑊𝑇 

WRV Changes the quantities/quality of 

insulation materials 

∆𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗
 

RRV Changes the quantities/quality of 

insulation materials 

∆𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴
 

HVAC Assumed to have no change 0 

1 The change must be assessed for each façade. 

Based on the linearity assumption, it is possible to write 

∆𝐶𝑜𝑝𝑠 = ∆𝐶𝑓𝑒𝑢𝑙 + ∆𝐶𝑒𝑙𝑒𝑐 =∑∆𝐶𝑓𝑒𝑢𝑙𝑖

𝑚

𝑖=1

+∑∆𝐶𝑒𝑙𝑒𝑐𝑖

𝑚

𝑖=1

 (4-37) 

where ∆𝐶𝑜𝑝𝑠 represents the total change in the operational cost; ∆𝐶𝑓𝑢𝑒𝑙𝑖 represents the change in 

the fuel cost due a change in design variable i; and ∆𝐶𝑒𝑙𝑒𝑐𝑖 represents the change in the electricity 

cost due a change in design variable i. 

• Beginning with building envelope design variables, to determine the equation governing 

the changes these variables create, this case study evaluates the effect of changing the WWR 
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of a certain façade for various combinations of window types and the amount to which they 

are shaded. Using the steps which were outlined at the beginning of this section for 

evaluating the changes during the operation phase, the impact of change on Cops when 

windows on the S-WWR are double-glazed and are one-third shaded is as follows: 

∆𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅−1  

=  0.0003 ∗ 𝑆 −𝑊𝑊𝑅 3 − 0.076 ∗ 𝑆 −𝑊𝑊𝑅 2

− 0.452 ∗ 𝑆 −𝑊𝑊𝑅 +  7.41 

(4-38) 

Figure 4-9 provides a graphical representation of the changes in Cops due to changes in S-WWR. It 

should be noted that, similar to the conversion used while assessing the change of the construction 

related components, a positive change reflects a reduction in the value of the assessment criterion 

being studied. 

 

Figure 4-9 Changes in Cops due to changes in S-WWR 

 

The full set of equations pertaining to Cops changes due to WWR, SH, and WT can be found in 

Appendix D. 
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• OB changes have the following impact on Cops: 

∆𝐶𝑜𝑝𝑠𝑂𝐵 =  4 × 10
−8 ∗ 𝑂𝐵4  −  1 × 10−5 ∗ 𝑂𝐵3 + 0.0022 ∗ 𝑂𝐵2 +  0.8332

∗ 𝑂𝐵 − 0.0476 

(4-39) 

Figure 4-10 provides a graphical representation of the changes in the Cops.  

 

Figure 4-10 Changes in Cops due to changes in OB 

• RRV changes have the following impact on Cops: 

∆𝐶𝑜𝑝𝑠𝑅𝑅𝑉 = − 0.124 ∗ 𝑅𝑅𝑉
3   +  12.1 ∗  𝑅𝑅𝑉2 −  279.03 ∗  𝑅𝑅𝑉 +  919.05 (4-40) 

• WRV changes have the following impact on Cops: 

∆𝐶𝑜𝑝𝑠𝑊𝑅𝑉 =  0.65 ∗ 𝑊𝑅𝑉
4   −  43.7 ∗ 𝑊𝑅𝑉2   +  996.35 ∗ 𝑊𝑅𝑉 − 7645.9 (4-41) 

• Impact due to changes in the construction material on the Cops are to be considered as 0. 

• Impact of HVAC system is presented in Table 4-6, where positive value reflects reduction 

in the annual cost. 
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Table 4-6  Operational cost changes due to HVAC change 

System  Annual ΔCops 

HVAC1 CA$184 

HVAC2 CA$183 

HVAC3 CA$892 

HVAC4 CA$(183) 

HVAC5 CA$(871) 

HVAC6 CA$ (332) 

HVAC7 CA$1,421 

 

Therefore, the derivative of the cost aggregated function according to the deliverables is as follows: 

• An example of the building envelope variables is the S-WWR when the windows are 

double-glazed and one-third shaded where the derivative reads: 

∆𝐶𝑆−𝑊𝑊𝑅−1  =  0.0003 ∗ 𝑆 −𝑊𝑊𝑅 
3 − 0.076 ∗ 𝑆 −𝑊𝑊𝑅 2

− 0.452 ∗ 𝑆 −𝑊𝑊𝑅 +  7.41

+ ∆𝑄𝑊𝑊𝑅 × 𝑈𝑃𝑊𝑇 ×𝑊𝐴𝑆 

(4-41) 

where WAS represents the total area of wall in southern façade.  

• OB changes have the following impact on C: 

∆𝐶𝑂𝐵 =  4 × 10
−8 ∗ 𝑂𝐵4  −  1 × 10−5 ∗ 𝑂𝐵3 + 0.0022 ∗ 𝑂𝐵2 +  0.8332 ∗ 𝑂𝐵

− 0.0476 + 0 

(4-42) 

• RRV changes have the following impact on C: 

∆𝐶𝑅𝑅𝑉 = − 0.124 ∗ 𝑅𝑅𝑉
3   +  12.1 ∗  𝑅𝑅𝑉2 −  279.03 ∗  𝑅𝑅𝑉 +  919.05

+ ∆𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 
(4-43) 

• WRV changes have the following impact on C: 

∆𝐶𝑊𝑅𝑉 = 0.65 ∗ 𝑊𝑅𝑉
4   −  43.7 ∗ 𝑊𝑅𝑉2   +  996.35 ∗ 𝑊𝑅𝑉 − 7645.9

+ ∆𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 
(4-44) 
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• CM changes have the following impact on C: 

∆𝐶𝐶𝑀 = ∆𝑄𝐶𝑀 × ∆𝑈𝑃𝐶𝑀 (4-45) 

• Impact of HVAC changes on C remains as presented in Table 4-6. 

 

• Energy Consumption aggregated function 

Similar to construction cost, changing the initial state of some design variables results in changes 

in the amount of embodied energy. Similarly, a change in the initial state of a design variable (Di) 

results in a change in embodied energy by ∆𝐸𝐶𝑒𝑚𝑏𝑖. Note that, as per the ICE database (Circular 

Ecology 2011) for assessing the environmental impact of material, glass has a small impact on the 

embodied energy compared to other materials used for construction (15 MJ/kg). Therefore, the 

impact of changes in variables related to windows will be ignored. Table 4-7 presents the effect of 

changing the design variables on 𝐸𝐶𝑒𝑚𝑏. 

Table 4-7 Changes in embodied energy due to changes in design variables  

Design Variable Change ∆𝑬𝑪𝒆𝒎𝒃 

BO (initial state: 0ᵒ) No Change 0 

CM (initial state: Wood) 

Reduces the material 

consumption, but drastically 

increases the 𝑈𝐸𝐸𝑖when using 

steel 

∆𝑄𝑀𝐶𝑀 × ∆𝑈𝐸𝐶𝑀 

WT Ignored 0 

WSH Ignored 0 

WWR Ignored 0 

WRV Assumed to have no change 0 

RRV Assumed to have no change 0 

HVAC Assumed to have no change 0 
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The impacts of changes to the design variables on the operational energy is calculated in the same 

way as the impacts on the operational cost, i.e., fitting the data obtained from the energy analysis 

report, as follows: 

• OB changes have the following impact on ECops: 

∆𝐸𝐶𝑜𝑝𝑠𝑂𝐵 =  4 × 10
−9 ∗ 𝑂𝐵5 − 4 × 10−6 ∗ 𝑂𝐵4  +  0.0014 × 𝑂𝐵3  −  0.23

∗ 𝑂𝐵2   + 17.6 ∗ 𝑂𝐵 +  0.24 

(4-46) 

Figure 4-11 graphically represents the changes in the ECops due to the changes in the values of OB.  

 

Figure 4-11 Changes in CEops due to changes in OB 

• RRV changes have the following impact on ECops: 

∆𝐸𝐶𝑜𝑝𝑠𝑅𝑅𝑉 = −8.131 ∗ 𝑅𝑅𝑉
2  − 935.44 ∗ 𝑅𝑅𝑉 − 17516 (4-47) 

 

Figure 4-12 graphically represents the changes in ECops due to the changes in the values of RVV. 
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Figure 4-12 Changes in CEops due to changes in RRV 

• WRV changes have the following impact on ECops: 

∆𝐸𝐶𝑜𝑝𝑠𝑊𝑅𝑉 = − 0.3502 ∗𝑊𝑅𝑉
3   −  50.68 ∗ 𝑊𝑅𝑉2   +  2368.6 ∗ 𝑊𝑅𝑉

− 30172 

(4-48) 

Figure 4-13 provides a graphical representation of the changes in the ECops due to the changes in 

the values of RVV.  

 

Figure 4-13 Changes in CEops due to changes in WRV 
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• S-WWR changes have the following impact on ECops: 

In the case of double-glazed windows that are one-third shaded, while the full set of equations can 

be found in Appendix C, 

∆𝐸𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅−1

=  0.012 ∗ 𝑆 −𝑊𝑊𝑅2 − 3.165 ∗ 𝑆 −𝑊𝑊𝑅2  − 14.26 × 𝑆

−𝑊𝑊𝑅  +   9.86 

(4-49) 

 

 

The full set of equations pertaining to CEops changes due to WWR, SH, and WT can be found in 

Appendix E. 

Figure 4-14 graphically represents the changes in ECops due to the changes in the values of S-WWR.  

 

 

Figure 4-14 Changes in ECops due to changes in S-WWR 

• Impact due to changes in the construction material on the ECops is 0. 

• Impact of HVAC system is as presented in Tables 4-8, where positive value reflects 

reduction in the annual ECops. 
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Table 4-8 Changes in operational energy consumption due to changes in HVAC system 

System  Annual ΔECops (MJ) 

HVAC1 −77,508 

HVAC2 −77,271 

HVAC3 8,255 

HVAC4 −3,392 

HVAC5 15,833 

HVAC6 −93,733 

HVAC7 26,028 

 

The derivative of the energy aggregated function according to the deliverables is as follows: 

• S-WWR when the windows are double-glazed and one-third shaded where the derivative 

reads: 

∆𝐸𝐶𝑆−𝑊𝑊𝑅−1  =  0.012 ∗ 𝑆 −𝑊𝑊𝑅
3 − 3.165 ∗ 𝑆 −𝑊𝑊𝑅2  

− 14.26 × 𝑆 −𝑊𝑊𝑅  +   9.86 + 0 

(4-50) 

• OB changes have the following impact on EC: 

∆𝐸𝐶𝑂𝐵 =  4 × 10
−9 ∗ 𝑂𝐵5 − 4 × 10−6 ∗ 𝑂𝐵4  +  0.0014 × 𝑂𝐵3  −  0.23

∗ 𝑂𝐵2   + 17.6 ∗ 𝑂𝐵 +  0.24 + 0 

(4-51) 

• RRV changes have the following impact on EC: 

∆𝐸𝐶𝑅𝑅𝑉 = −8.131 ∗ 𝑅𝑅𝑉
2  − 935.44 ∗ 𝑅𝑅𝑉 − 17516 + 0 (4-52) 

• WRV changes have the following impact on EC: 

∆𝐸𝐶𝑊𝑅𝑉 = − 0.3502 ∗ 𝑊𝑅𝑉
3   −  50.68 ∗ 𝑊𝑅𝑉2   +  2368.6 ∗ 𝑊𝑅𝑉 − 30172

+ 0 
(4-53) 

• CM changes have the following impact on EC: 

∆𝐸𝐶𝐶𝑀 = ∆𝑄𝑀𝐶𝑀 × ∆𝑈𝐸𝐶𝑀 (4-54) 

• HVAC changes on EC remain as presented in Table 4-8. 
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• CO2 emissions aggregated function 

This occurs when a change in a design variable (Di) results in a change in the embodied carbon by 

∆𝐶𝑒𝑀𝑓𝑝𝑖. The embodied carbon in unit weight of glass is 0.86 kgCO2/kg (Circular Ecology 2011), 

and, therefore, changing window-related variables is assumed not to cause any changes in the 

embodied carbon. Based on this assumption, Table 4-9 presents the effect of changing the design 

variables on 𝐸𝐶𝑒𝑚𝑏. 

Table 4-9 Changes in design variables due to changes in embodied carbon 

Design Variable Change ∆𝑪𝒆𝑴𝒇𝒑 

BO (initial state: 0ᵒ) No Change 0 

CM (initial state: Wood) Reduces the material 

consumption, but drastically 

increase the 𝑈𝐸𝐶𝑖 when using 

steel 

∆𝑄𝑀𝐶𝑀 × ∆𝑈𝐸𝑀𝐶𝑀 

WT Ignored 0 

WSH Ignored 0 

WWR1 Ignored 0 

WRV Assumed to have no change 0 

RRV Assumed to have no change 0 

HVAC Assumed to have no change 0 

Following the same process to study the impact of changes to the design variables on the annual 

amount of emitted CO2 leads to the following: 

• OB changes have the following impact on CeMops: 

∆𝐶𝑒𝑀𝑜𝑝𝑠𝑂𝐵 =  5.68 × 10
−10 ∗ 𝑂𝐵5 − 5.68 × 10−7 ∗ 𝑂𝐵4  +  0.0002 × 𝑂𝐵3  

−  0.033 ∗ 𝑂𝐵2   + 2.5 ∗ 𝑂𝐵 +  0.034 

(4-55) 
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• RRV changes have the following impact on CeMops: 

∆𝐶𝑒𝑀𝑜𝑝𝑠𝑅𝑅𝑉 = −1.15 ∗ 𝑅𝑅𝑉
2  − 132.8 ∗ 𝑅𝑅𝑉 − 2487.27 (4-56) 

• WRV changes have the following impact on CeMops: 

∆𝐶𝑒𝑀𝑜𝑝𝑠𝑊𝑅𝑉 = − 0.05 ∗ 𝑊𝑅𝑉
3   −  7.2 ∗ 𝑊𝑅𝑉2   + 336.34 ∗ 𝑊𝑅𝑉 − 4284.42  (4-57) 

• S-WWR changes have the following impact on CeMops: 

 For a double-glazed window that is one-third shaded,  

∆𝐶𝑒𝑀𝑜𝑝𝑠𝑆−𝑊𝑊𝑅−1

=  0.002 ∗ 𝑆 −𝑊𝑊𝑅3 − 0.45 ∗ 𝑆 −𝑊𝑊𝑅2  

− 2.02 × 𝑆 −𝑊𝑊𝑅  +   1.4 

(4-58) 

The full set of equations pertaining to CeMops changes due to WWR, SH, and WT can be obtained 

by multiplying the equations provided in Appendix E by 0.142 kg CO2/MJ. 

• Impact due to changes in the construction material on the ECops is 0. 

• Impact of HVAC system is as presented in Table 4-10, where positive value reflects 

reduction in the annual CeMops. 

Table 4-10 Changes in operational CO2 emissions due to changes in HVAC system 

System  Annual ΔECops (t) 

HVAC1 −10.9 

HVAC2 −10.8 

HVAC3 1.2 

HVAC4 −0.5 

HVAC5 2.2 

HVAC6 −13.2 

HVAC7 3.7 

 

Note that the unit of measurement for ΔECops in Equations 4-55 to 4-58 is kg. 

The derivatives will, then, be as follows: 
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• S-WWR when windows are double-glazed and openings are one-third shaded (see Figure 

4-15 for the explanation of window shading) where the derivative reads: 

∆𝐶𝑒𝑀𝑆−𝑊𝑊𝑅−1  

=  0.002 ∗ 𝑆 −𝑊𝑊𝑅2 − 0.45 ∗ 𝑆 −𝑊𝑊𝑅2  

− 2.02 × 𝑆 −𝑊𝑊𝑅  +   1.4 + 0 

(4-59) 

 

Figure 4-15 Shaded and exposed areas of window openings 

• OB changes have the following impact on CeM: 

∆𝐶𝑒𝑀𝑂𝐵 =   5.68 × 10
−10 ∗ 𝑂𝐵5 − 5.68 × 10−7 ∗ 𝑂𝐵4  +  0.0002 × 𝑂𝐵3  

−  0.033 ∗ 𝑂𝐵2   + 2.5 ∗ 𝑂𝐵 +  0.034 + 0 

(4-60) 

• RRV changes have the following impact on CeM: 

∆𝐶𝑒𝑀𝑅𝑅𝑉 = −1.15 ∗ 𝑅𝑅𝑉
2  − 132.8 ∗ 𝑅𝑅𝑉 − 2487.27 + 0 (4-61) 

• WRV changes have the following impact on CeM: 
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∆𝐸𝐶𝑊𝑅𝑉 = − 0.05 ∗ 𝑊𝑅𝑉
3   −  7.2 ∗ 𝑊𝑅𝑉2   + 336.34 ∗ 𝑊𝑅𝑉 − 4284.42 + 0 (4-62) 

• CM changes have the following impact on CeM: 

∆𝐸𝐶𝐶𝑀 = ∆𝑄𝑀𝐶𝑀 ∗ ∆𝑈𝐸𝑀𝐶𝑀 (4-63) 

• Impact of HVAC changes on CeM remains as presented in Table 4-10. 

 

6. Define the technical performance measure to use and assess the design variables against 

one another 

Among the selected design variables, the HVAC system features a dynamic behaviour (i.e., 

functions in cycles of working and resting depending on the external conditions). Therefore, it 

is important to understand how the selection of design value will affect this behaviour. As 

mentioned earlier, the duty of the HVAC system is to offset the energy demand, and therefore, 

any design variable that affects the energy demand will affect the performance of the HVAC 

system.  

As the model used to study the projected technical performance of systems is the failure model, 

the performance measure to be used is the mean time to failure (MTTF). Due to the lack of 

statistical information pertaining to the alternatives of the HVAC system, this case study will 

assign a survivor function (Ri(t)) for alternative i in order to assess the potential technical 

performance through calculating MTTFi that will measure the total amount of energy the system 

will generate before failure. Note that the number of years (yri) system i survives is assessed as 

per Equation 4-64. 

𝑦𝑟𝑖 =
𝑀𝑇𝑇𝐹𝑖

𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑚𝑎𝑛𝑑
 (4-64) 

Table 4-11 presents the given survivor function for each of the HVAC alternatives. 
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Table 4-11 R(t) and MTTF for the HVAC alternatives 

System Ri(t) 𝑴𝑻𝑻𝑭𝐢 =  ∫ 𝑹𝒊(𝒕). 𝒅𝒕
∞

𝟎
 

(MJ) 

HVAC1 1 × 107

(𝑡 + 6)2
 

1,666,666.67 

HVAC2 1 × 104(𝑡3𝑒−𝑡)𝑡 240,000.00 

HVAC3 1 × 107(𝑒−0.2𝑡) 5,000,000.00 

HVAC4 1 × 105

(0.5𝑡 + 0.2)3
 

2,500,000.00 

HVAC5 1 × 106(𝑡𝑒−𝑡
2
) 500,000.00 

HVAC6 1 × 105(𝑡3𝑒−𝑡)𝑡 2,400,000.00 

HVAC7 1 × 107

(𝑡 + 6)2
 

1,666,666.67 

 

Based on the annual energy demand of the original design, Equation 4-63, Table 4-8 and Table 4-

12 present the expected time to failure for each of the alternatives.  

Table 4-12 Time to failure for each HVAC alternative based on the original design 

System 𝑴𝑻𝑻𝑭𝐢 =  ∫ 𝑹𝒊(𝒕). 𝒅𝒕
∞

𝟎
 

(MJ) 

Time to Failure (years) 

HVAC1 1,666,666.67 35.5 

HVAC2 2,400,000.00 51.0 

HVAC3 5,000,000.00 105.0 

HVAC4 2,500,000.00 53.0 

HVAC5 500,000.00 10.6 

HVAC6 2,400,000.00 51.0 

HVAC7 1,666,666.67 35.0 
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Note that as some systems may remain in service longer than others, they cause the annual energy 

consumption to increase. For example, HVAC1 has a relatively high expected lifespan, but when 

using this system, the annual energy demand will increase by 77,508 MJ, which leads to reducing 

its life span to 21.5 years. Therefore, the selection should not be based solely on performance. 

Hence, the next step. 

7. For each design variable find the alternative that best fits the correspondent derived 

functions and satisfies performance measure. 

In this step, the performance measures chosen and calculated in Step 6, with the aggregated 

function derivatives formulated in Step 5, are used to select the fittest alternatives for each design 

variable. Selection of the fittest alternative can be performed in one of two ways: 

• multi-objective optimization, where the problem becomes finding the near optimum 

solution for a set of equations, or, 

• trial-and-error, where values of the design variables are changed, assessed, and then 

ranked. Then he alternative of the highest rank is selected.  

This section will outline the use of both approaches. 

• Using the multi-objective optimization approach 

To explain how to perform the selection following the multi-objective optimization approach, 

this section will use OB as an example, and will then show the selected alternatives for all other 

design variables. 

The derivatives of the aggregated functions according to OB are as follows (as per Step 5, and 

Equations 4-42, 4-55, and 4-60): 
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∆𝐶𝑂𝐵 = 4 × 10
−8 ∗ 𝑂𝐵4  −  1 × 10−5 ∗ 𝑂𝐵3 + 0.0022 ∗ 𝑂𝐵2 +  0.8332 ∗ 𝑂𝐵

− 0.0476 

∆𝐸𝐶𝑂𝐵 =  4 × 10
−9 ∗ 𝑂𝐵5 − 4 × 10−6 ∗ 𝑂𝐵4  +  0.0014 × 𝑂𝐵3  −  0.23 ∗ 𝑂𝐵2   

+ 17.6 ∗ 𝑂𝐵 +  0.24 

∆𝐶𝑒𝑀𝑜𝑝𝑠𝑂𝐵 = 5.68 × 10
−10 ∗ 𝑂𝐵5 − 5.68 × 10−7 ∗ 𝑂𝐵4  +  0.0002 × 𝑂𝐵3  

−  0.033 ∗ 𝑂𝐵2   + 2.5 ∗ 𝑂𝐵 +  0.034 

The left-hand values of these equations have to be maximized, as well as the time to failure of the 

HVAC alternatives. Note that, as per Equation 4-64, the energy demand should be minimized, and 

therefore, maximizing the change in the energy demand is assigned the highest priority. Using 

generic algorithm to maximize the left-hand side of the equation leads to OB = 45ᵒ. 

Following a similar approach for the remaining variables, the proposed values for the design 

variables are presented in Table 4-13. 

Table 4-13 Design variable values 

Variable Design Value Proposed value 

N-WWR 0.037 0.017 

W-WWR 0.276 0.290 

E-WWR 0.117 0.110 

S-WWR 0.017 0.040 

WSH Windows’ shading to remain as per design 

N-WT Double glazed Double glazed 

W-WT Double glazed Double glazed 

E-WT Double glazed Double glazed 

S-WT Double glazed Double glazed 

Building Orientation 0 45° 

HVAC ASHRAE Package 

System 

High Eff. Package Terminal 

AC 

Roof R-Value (K. m²/W) 35 46 

Wall R-Value (K. m²/W) 24 38 

Construction Material Wood Wood 
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Table 4-14 presents a comparison between the impact of the original design on values and the 

impact after the improvement. In the table, S1 indicates the original design, while S2 refers to the 

design after improvements.  

Table 4-14  Comparison between the impact of original and recommended design 

 

Cost (CA$) Carbon Emission (t) Energy Consumption (MJ) 

Construction Cost 

Operation 

Cost 

(Annual) 

Embodied 

Carbon 

Emitted 

Carbon 

(Annual) 

Embodied Energy 

Consumed 

Energy 

(Annual) 

S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 S1 S2 

443,617 456,074 4,146 2,239 98 98 6.61 2.22 1.82×106 1.82×106 47,007 35,255 

Difference 

(S1-S2) 

−12,457 (2.8% 

increase) 

1,907 (46% 

decrease) 
0 

4.39 (66% 

decrease) 
0 

11,752 (25% 

decrease) 

 

As can be noted, using the values proposed by the framework leads to an approximate 3% increase 

in the construction cost. However, further analysis reveals that the implementation of the proposed 

framework will save 46% of the operation cost, which indicates that the owner will significantly 

save over the life span of the house. There is no change in the embodied carbon or embodied 

energy since the construction material and building operation are not required to be changed. 

However, the maximum change is in the amount of emitted carbon, which undergoes a 66% 

decrease compared to the original design. Consumed energy presents the least improvement at 

25%, which is still a considerable improvement compared to the amount of consumed energy due 

to the original design. 

• Using multi-criteria utility function (MCUF) 

The use of MCUF to evaluate the various design combinations requires assessing the utility of 

each of the proposed solutions, and since there are three criteria then the final utility is the weighted 
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sum for the utilities of each of the assessed criteria as suggested by Georgy et. al (2005). The utility 

function that will be used in the present research is expressed as Equation 4-64.  

𝑈𝑗(𝑠𝑖) =
𝐶𝑜𝑗

𝐶𝑜𝑗 + 𝐶𝑠𝑖𝑗
 (4-64) 

where 

𝑈𝑗(𝑠𝑖) represents the criterion j utility of design scenario si,  

𝐶𝑜𝑗  represents the value of criterion j as per the original design; and, 

𝐶𝑠𝑖𝑗
 represents the value of criterion j when using the design changes proposed in design 

scenario si. 

Note that 0 ≤ 𝑈𝑗(𝑠𝑖) ≤ 1, where the higher the utility, the more desirable the design option. For 

example, measuring the utility of operation cost of RRV or 𝑈𝐶𝑜𝑝𝑠(𝑅𝑅𝑉) leads to the graph 

presented in Figure 4-16. 

 

Figure 4-16 𝑈𝐶𝑜𝑝𝑠(𝑅𝑅𝑉) 
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The graph depicts that the 𝑈𝐶𝑜𝑝𝑠(𝑅𝑅𝑉) increases as RRV increase, which can be attributed to the 

fact that increasing RRV reduces the energy demand and, therefore, decreases Cops. Since utility 

measures the preference of decision makers, and clearly the less cost the better, then the utility 

increases as RRV increases. It is also notable that 𝑈𝐶𝑜𝑝𝑠(𝑅𝑅𝑉) is more sensitive to the changes of 

RRV within the interval [35, 50] compared to changes within [15, 35], which indicates that changes 

in the former interval are more effective and preferable. 

For MCUF, the total utility of a design alternative is expressed as Equation 4-65 (Georgy et al. 

2005). 

𝑈(𝑠𝑖) =∑𝑤𝑗 × 𝑈(𝑠𝑖)𝑗

𝑛

𝑗=1

 (4-65) 

where n represents the number of assessment criteria and wj refers to the weight of each of the 

assessment criteria. Note that ∑ 𝑤𝑗
𝑛
𝑗=1 = 1. 

In the present research, there are three assessment criteria, i.e., cost, energy consumption, and CO2 

emissions, which are evaluated over the lifecycle of the house. Each of these criteria encompasses 

a sub-component. Therefore, another weighting factor (wcij) is introduced to account for the 

relative importance of one sub-component to another; thus, wcij refers to the weight of component 

i of criterion j. As with wj, ∑ 𝑤𝑐𝑖𝑗
𝑛
𝑖=1 = 1. 

For the purpose of calculating the total utility for design scenarios, the following values for the 

weight factors apply: wj = 1/3 and wcij = 0.5. 

To demonstrate the use of MCUF in this framework, the design scenarios that will be assessed are 

presented in Table 4-15. 
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Table 4-15 Design scenario definitions 

Design Alternative  Definition 

S1 The original design 

S2 Using R-value of 36 for the roof and R-value 

of 26 for walls  

S3 Using steel studs for the walls 

S4 Using ASHRAE VAV package for HVAC 

S5 Using changes explained in Table 4-13 

S6 Rotating the building 90° counter-clockwise 

To illustrate the calculations of the utility of sub-components for each of the design scenarios, the 

operation cost utility for each of the design scenarios (𝑈𝐶𝑜𝑝𝑠(𝑆𝐼)) will be calculated. As per 

Equation 4-46, the Cops utility of a design scenario (Si) can be written as: 

𝑈𝐶𝑜𝑝𝑠(𝑠𝑖) =
𝐶𝑜𝐶𝑜𝑝𝑠

𝐶𝑜𝐶𝑜𝑝𝑠
+ 𝐶𝑠𝑖𝐶𝑜𝑝𝑠

 (4-66) 

Table 4-16 presents the results of this operation. 

Table 4-16  Cops utility of design scenarios 

 

 

Figure 4-17, on the other hand, presents the distribution of the design scenarios on a utility 

function graph. 

Scenario Operation Cost 

(CA$/yr) 

Utility 

S1 4,146 0.5000 

S2 3,951 0.5120 

S3 4,146 0.5000 

S4 5,510 0.4294 

S5 2,233 0.6499 

S6 3,995 0.5093 
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Figure 4-17 UCops for the considered scenarios 

Based on Equations 4-2, 4-3, and 4-4, Equation 4-65 can be written as follows. 

𝑈(𝑠𝑖) =
(0.5∗𝑈𝐶𝑐𝑜𝑛(𝑠𝑖)+0.5∗𝑈𝐶𝑜𝑝𝑠(𝑠𝑖)

3
+

(0.5∗𝑈𝐶𝐸𝑐𝑜𝑛(𝑠𝑖)+0.5∗𝑈𝐶𝐸𝑜𝑝𝑠(𝑠𝑖)

3
+
(0.5∗𝑈𝐶𝑒𝑀𝑐𝑜𝑛(𝑠𝑖)+0.5∗𝑈𝐶𝑒𝑀𝑜𝑝𝑠(𝑠𝑖)

3
 

(4-67) 

Table 4-17 presents the corresponding total utility of design scenarios, calculated as per Equation 

4-67. 

Table 4-17 Design scenarios and their rankings 

Scenario 

Cost (CAD) 
Carbon Emission 

(Metric tons) 

Energy Consumption 

(MJ) 
Total 

Utility 
Construction 

Cost 

Operation 

Cost 

(Annual) 

Embodied 

Carbon 

Emitted 

Carbon 

(Annual) 

Embodied 

Energy 

Consumed 

Energy 

(Annual) 

S1 443,617 4,146 98 6.61 1.82×106 47,008.00 0.500 

S2 450,754 3,951 98 6.24 1.82×106 46,108.04 0.505 

S3 465,249 4,146 112 6.61 2.08×106 47,007.00 0.487 

S4 450,249 5,510 98 9.12 1.82×106 59,778.59 0.464 

S5 456,074 2,233 98 2.22 1.82×106 35,031.52 0.577 

S6 443617 3,995 98 6.25 1.82×106 46,283.92 0.505 
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Figure 4-18 compares the various alternatives. Note that the closer the alternative is to the center 

of the diagram the better the alternative. 

 

Figure 4-18 Comparison of the impact of the studied alternatives 

Note that the total utility of S6 is the highest, which makes it the most preferable scenario that 

satisfies the stakeholder requirements of having lower financial and economic impact, and, given 

that it requires less energy to be produced, it leads to longer life expectancy of the HVAC systems. 
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4.2. Case Study 2: the application of the Multi-criteria Lifecycle Assessment design 

framework in a walk-up building 

4.2.1 Introduction 

As can be seen in Section 4.1, assessing the energy consumed during the operation of a building, 

and as a result, assessing the cost and CO2 emissions associated with the amount of generated 

energy, is time consuming and requires extensive effort to solve all the relevant equations 

(Equations 4-15 to 4-29) every time a change occurs. In Section 4.1, GBS® is used to perform this 

analysis. However, although GBS® allows for the direct input of building parameters from BIM 

models, it uses a black box for energy analysis that the user has no control over, which limits the 

effort to automate the assessment of interactions between design variables and HVAC systems. 

EnergyPlus™, on the other hand, is a very powerful, widely used open-source energy analysis 

software that overcomes the transparency issues that exist in GBS®. However, due to the level of 

accuracy the EnergyPlus™ analysis provides, it requires a significant amount of input that may 

not be available at early design phases. Also, EnergyPlus™ requires a considerable amount of 

knowledge in energy analysis to be able to perform a reliable analysis using the software, which 

also may not be available during the design assessment.  

The discussion from the previous section leads to the following points that need to be addressed 

in order to improve the outcomes and applicability of the MCLCA: 

• transparent analysis engine that allows for customizability; 

• simplified graphical user interface (GUI) for easy user interaction that does not 

jeopardize the accuracy of the results; and, 

• account for the interdependencies that are related to energy demand. 
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These three points underscore the research motivation to undertake the development of an MCLCA 

energy analysis engine in the BIM environment to allow for the direct assessment of the interaction 

between (1) the design variables and the assessment criteria sub-components (i.e., operational cost, 

operational energy, and emitted carbon), and (2) between the design variables and considered 

building systems (i.e., heating system and lighting system in this case study). 

4.2.2  The MCLCA energy analysis engine 

The engine uses the heat balance method (HBM) that is described in Chapters 18 and 19 of 

ASHRAE (2013). This method depends less on assumption and offers more flexibility while 

maintaining accuracy (ASHRAE 2013). Additionally, HBM is suitable for a wide range of building 

types from single-family units to commercial and industrial buildings (ASHRAE 2013). Figure 4-

19 presents the general zone HBM uses to assess energy demand. HBM assesses the heat 

exchanges between the surfaces confining the zones and the surrounding environment. Each of 

these surfaces has two distinct areas, opaque and fenestrated, which comprise 12 different surfaces 

through which heat can be exchanged. As per HBM, the total heat loads the system must provide 

to a zone (j) can be calculated as follows (ASHRAE 2013): 

𝑞𝑠𝑦𝑠𝑗 =∑𝐴𝑖ℎ𝑐𝑖 (𝑇𝑠𝑖𝑡,𝑗 − 𝑇𝑎𝑗)

12

𝑖=1

+ 𝑞𝐶𝐸 + 𝑞𝐼𝑉 (4-68) 

where 

• 𝑞𝑠𝑦𝑠𝑗  represents the heat transferred from the HVAC system to zone j; 

• 𝑞𝐶𝐸 refers to the internal heat gain; 

• 𝑞𝐼𝑉 represents heat load resulting from ventilation and infiltration; 

• 𝐴𝑖 indicates the area of surface i confining zone j; 
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• ℎ𝑐𝑖 represents the indoor convective heat transfer coefficient; 

• 𝑇𝑠𝑖𝑡,𝑗  refers to the temperature of the external side of surface i of zone j at time step t; and,  

• 𝑇𝑎𝑗  represents the internal temperature of zone j. 

Providing the detailed calculations pertaining to the application of Equation 4-68 is outside the 

scope of this thesis; the detailed explanation can be found in the ASHRAE Handbook 2013 as 

follows: 

• evaluating qCE and qIV can be found in Chapters 14, 15, and 18; and 

•  assessing 𝑇𝑠𝑖𝑡,𝑗 can be performed through equations detailed in Chapter 18. 

 

Figure 4-19 General conditioned zone as per HBM 

Heating loads must be assessed for all the zones in the building, and the final sum of all the 

heating/cooling loads of all the zones is equal to the energy demand. The energy demand is then 
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adjusted to account for the losses in the secondary systems (i.e., heat/load transferring system 

between the heating/cooling sources and heated/cooled zones such as ducts and fans) and primary 

systems (i.e., heating/cooling sources such a boilers). Losses in the primary and secondary systems 

is a function of the systems used and the conditions of operations. Chapter 19 of the ASHRAE 

Handbook elaborates in more detail on how to assess these losses. 

The information flow in the developed engine is presented in Figure 4-20. 

 

Figure 4-20 Information flow in the developed energy analyse engine 

The geometrical information pertaining to the zones that need to be analyzed is stored in the BIM 

model, which may also contain information about thermal properties of the zone boundary. 

However, the method by which the information is stored requires further preparation to be readable 

by the energy analysis engine. Various modelling practices may affect the preparation process, 

which increases the manual work required prior to the energy analysis. Therefore, a routine is 

developed in the Dynamo environment (a graphical programming tool for Revit® that allows for 
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processing of information stored in the BIM model) to read the information from the BIM model, 

prepare it as per the requirement of the energy analysis engine, and write it in the designated place 

for the geometric information. Figure 4-21 presents the developed Dynamo routine.  

 

Figure 4-21 Developed Dynamo routine 

Energy analysis also requires climate information related to the geographical location of the 

building. This information is fed into the model through spreadsheets. Spreadsheets are also used 

to input information pertaining to the zone bounding surfaces since the BIM model may not have 

all the required information (e.g., reducing the modelling effort required to develop the building 

model implies that some information, such as U-value, cannot be a necessary input into the model). 

Also, spreadsheets are used to quickly input additional parameters when the user is interested in 

assessing the impact of changing certain design parameters without the need to modify them in the 

BIM models, such as exploring different R-values for the building envelope. 
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Using the weather data, location information, geometrical data, and physical properties of the 

building components, the energy analysis engine calculates the heat loads and assesses the energy 

demands and potential energy consumption and visualizes this information. 

As presented in Figure 4-21, the engine assists the user in evaluating the impact of design variables 

on the systems performance. To explain this aspect, Figure 4-22 presents the detailed use of 

Equation 4-68 in the assessment of the interactions between the components of the systems in a 

building. The heat load determines how much energy the heating system must generate to achieve 

a thermal comfort in the occupied zones. Heat load is affected by the heat exchange through the 

zone boundaries, which are determined by the geometrical and thermal properties of these surfaces, 

which belong to the building envelope. Heat load is also affected by the internal heat gain, which 

is influence by the appliances. 

 

Figure 4-22 Interactions of systems in a building 

The geometry of the building envelope also affects the lighting system, as more fenestration area 

leads to less artificial lightings. Building geometry also affects the ventilation system as the larger 
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the zone is, the more air for ventilation is required. Ventilation systems are also affected by the 

thermal properties of the building envelope, especially air tightness. Therefore, changes to any of 

the properties of building envelope, ventilation system, and lighting system will affect the heating 

system. The developed engine can quantify the magnitude of these changes and the sensitivity of 

the considered systems toward these changes. 

The developed energy analysis engine will be utilized to support the application of the MCLCA in 

order to evaluate the building systems in a condominium building, which is outlined in detail in 

the following section. 

4.2.3 The application of the MCLCA framework 

The case study presented in Section 4.1 uses a single-family house to demonstrate the application 

of the proposed framework. However, the application of MCLCA is not limited to single-family 

housing units but can be used to assess other type of buildings. Case study 4.2 utilizes the MCLCA 

framework to assess building systems of a condominium building presented in Figure 4-23. 

 

Figure 4-23 3D rendering of Case Study 2 building 
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The building consists of five floors, non-accessible attic, and an underground parkade as outlined 

in Table 4-18. 

Table 4-18 Floor division of Case Study 2 building 

Floor Area (ft2) Unit Count 

1BDRoom 

of 475 ft2 

2BDRoom 

of 695 ft2 

2BDRoom 

of 698 ft2 

2BDRoom 

of 1,041 ft2 

Parkade 14,630 N/A 

Main 14,630 11 3 4 1 

Second  14,630 11 3 4 1 

Third 14,630 11 3 4 1 

Forth 14,630 11 3 4 1 

Fifth 14,630 11 3 4 1 

Roof 14,630 N/A 

 

This building has an estimated total cost of CA$12,667,255.00. The estimated carbon emissions 

during the construction phase are 1,990 t, and the amount of construction energy is 1,422,245,672 

MJ. This case study will focus of the interaction between building envelope, HVAC systems 

(heating system), and the lighting system. In order to emphasize the interactions among the 

building systems, this case study will only consider building envelope components as design 

variables. 

1. Define the sub-components of the assessment criteria 

The breakdown of assessment criteria in this case study follows the same logic as described in 

Section 4.1, where each criterion is the sum of two sub-components representing construction and 

operation phases of the building lifecycle. Equations 4-2 to 4-4 are also applied in this case study 

to describe the assessment criteria breakdown.  

𝐶 = 𝐶𝑐𝑜𝑛 + 𝐶𝑜𝑝𝑠 (4-2) 
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𝐸𝐶 = 𝐸𝐶𝑒𝑚𝑏 + 𝐸𝐶𝑜𝑝𝑠 (4-3) 

𝐶𝑒𝑀 = 𝐶𝑒𝑀𝑐𝑜𝑛 + 𝐶𝑒𝑀𝑒𝑜𝑝𝑠 (4-4) 

2. Define the design variables  

In this case study only building envelope components are considered as variables, as the focus is 

to incorporate more building systems into the study of the interactions between the design variables 

and other building components. Therefore, the design variables of this case study are as follows: 

• window type (WTi), where values can be double-pane or triple-pane; 

• window-to-wall ratio (WWRi);  

• R-value for walls (WRV); and, 

• R-value for roof (RRVi). 

Note that the subscript, i, indicates the geographical direction the façade of the studied building 

faces, and, therefore, 𝑖 ∈ {𝑁, 𝑆, 𝐸,𝑊}. 

3. Define the interactions between the design variables and the sub-components of the 

assessment criteria 

• Define the interactions during the construction phase 

o The interactions between the design variables and construction cost: 

As explained previously in Section 4.1, the cost associated with the construction of the building 

can be evaluated as a function of the quantities of material used and their unit prices, which is 

described in Equation 4-5. Equation 4-5 can be rewritten to accommodate the selected design 

variables as follows: 
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𝐶𝑐𝑜𝑛 =∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝑃𝑊𝑇𝑖 + 𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + 𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴

+  11,452,700 

(4-69) 

The sum of CA$11,452,700.00 in Equation 4-69 is the remainder of subtracting the cost portions 

associated with the design variables from the total estimated cost of the building. The variables 

expressed in the equations in this section are equal to those in Equation 4-6. 

o The interactions between the design variables and embodied energy: 

Like construction cost, embodied energy is a function of the material used and their quantities, 

where Equation 4-7 demonstrates this function (see Section 4.1). The embodied energy as a 

function of the selected design variables is described in Equation 4-70.  

𝐸𝐶𝑒𝑚𝑏 =∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐸𝑊𝑇𝑖 + 𝑈𝐸𝐸𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗

+ 𝑈𝐸𝐸𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 1,280,021,105 

(4-70) 

The notation used in Equation 4-7 applies to Equation 4-70. 

o The interactions between the design variables and embodied carbon: 

The same logic applied to both construction cost and embodied energy is used to derive Equation 

4-71, which links the design variables with the carbon footprint of the building, as follows. 

𝐶𝑒𝑀𝑓𝑝 =∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐶𝑊𝑇 + 𝑈𝐸𝐶𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + 𝑈𝐸𝐶𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴

+ 1790 

(4-71) 

where 

• 𝑈𝐸𝐶𝑊𝑅𝑉/𝑆𝐹 denotes the amount of embodied carbon associated with insulating 1 ft2 of the 

house to achieve a certain WRV. 
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• 𝑈𝐸𝐶𝑅𝑅𝑉/𝑆𝐹 denotes the amount of embodied energy associated with insulating 1 ft2 of roof 

footprint to achieve a given RRV. 

 

• Define the interactions during the operation phase 

As per the discussion presented in Section 4.1, operational cost can be expressed as shows in 

Equation 4-31. 

𝐶𝑜𝑝𝑠 = 𝐶𝑓𝑢𝑒𝑙 + 𝐶𝑒𝑙𝑒𝑐 (4-31) 

Energy analysis indicates the annual operational cost as presented in Table 4-19. 

Table 4-19 Annual operational cost of the original design 

Annual Elec. Cost 

(CA$) 

Annual Fuel Cost 

(CA$) 

Total Operational Cost 

(CA$) 

47,030.00 38,830.00 85,860.00 

 

Note that the figures presented in Table 4-19 represent the cost of energy consumed in the building 

due to all occupant activities, which include, but are not limited to, space heating, water heating, 

lighting, cooking, etc.  

Where Equations 4-32 and 4-33 represent the annual operational energy and carbon emissions, 

respectively, energy analysis indicates that the energy demand during operation is as per Table 4-

20. 

Table 4-20 Annual energy consumption of the original design 

Annual 

Electricity 

demand (kWh) 

Annual Fuel 

demand (MJ) 

Total Energy Demand 

(MJ) 

462,393 5,973,909 7,638,524 

Additionally, the annual CO2 emissions due to the consumed energy is estimated to be 475 t. 
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4. Develop the aggregated functions of the assessment criteria 

The aggregated functions are obtained by substituting the right-hand side of Equations 4-2 to 4-4 

by their correspondent values from Equations 4-69 to 4-71 and Equations 4-31 to 4-33 to the 

aggregated functions. 

Substituting Equations 4-69 and 4-31 in Equation 4-2 leads to cost aggregated function as follows: 

𝐶 =∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝑃𝑊𝑇𝑖 + 𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + 𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 𝐶𝑓𝑢𝑒𝑙

+ 𝐶𝑒𝑙𝑒𝑐 + 11,452,700 

 

(4-72) 

The energy aggregated function is formed by substituting Equations 4-70 and 4-32 in Equation 4-

3 as follows: 

𝐸𝐶 =∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐸𝑊𝑇𝑖 + 𝑈𝐸𝐸𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗

+ 𝑈𝐸𝐸𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 𝐸𝐶𝑓𝑢𝑒𝑙 + 𝐸𝐶𝑒𝑙𝑒𝑐 + 1,280,021,105 

(4-73) 

Finally, the aggregated function of carbon emissions as a result of Equations 4-3, 4-33, and 4-71 

is as follows: 

𝐶𝑒𝑀𝑒𝑚𝑏 =∑𝑊𝑊𝑅𝑖 ×𝑊𝐴𝑖 × 𝑈𝐸𝐶𝑊𝑇 + 𝑈𝐸𝐶𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗

+ 𝑈𝐸𝐶𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + 𝐶𝑒𝑀𝑓𝑢𝑒𝑙 + 𝐶𝑒𝑀𝑒𝑙𝑒𝑐 + 1790 

(4-73) 

The following step is to derive the aggregated functions, making it possible to solve for the fittest 

solution. 

5. Derive the aggregated functions according to each of the design variables 

The resulting change during the operational phase caused by a change in the design variable is 

assessed using the developed energy analysis tool, while it is assessed manually during the 
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construction phase. 

• Cost aggregated function 

As per Equation 4-36 the total change in the construction cost is the total sum of all the changes 

caused by the changes in the design variables. Table 4-21 demonstrates the change each design 

variable creates. 

Table 4-21 Change in the construction cost due to changes in design variables 

Design Variable Change ∆𝑪𝒄𝒐𝒏𝒊 

WT (initial state: double-

glazed) 

Increase of CA$ 5.78 for triple-

glazed 

No change in the quantities 

𝑊𝑎𝑙𝑙 − 𝐴𝑟𝑒𝑎 × 𝑄𝑊𝑊𝑅 × ∆𝑈𝑃𝑊𝑇 

WWR (assessed for each 

façade) 

Changes the area of the glazes 

portion of the walls 

𝑊𝑎𝑙𝑙 − 𝐴𝑟𝑒𝑎 × ∆𝑄𝑊𝑊𝑅 × 𝑈𝑃𝑊𝑇 

WRV Changes the quantities/quality of 

insulation materials 
∆𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗

 

RRV Changes the quantities/quality of 

insulation materials 

∆𝑈𝑃𝑅𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴
 

 

Changes in cost during the operational phase are controlled by Equation 4-37 that reads: 

∆𝐶𝑜𝑝𝑠 =∑∆𝐶𝑓𝑢𝑒𝑙𝑖

𝑚

𝑖=1

+∑∆𝐶𝑒𝑙𝑒𝑐𝑖

𝑚

𝑖=1

 (4-37) 

Using the fitting described previously in Section 4.1, the following results are presented in Table 

4-22. 
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Table 4-22 Change in operational cost due to changes in design variables 

Design 

Variable 

Location ∆𝑪𝒇𝒖𝒆𝒍𝒊 ∆𝑪𝒆𝒍𝒆𝒄𝒊 

WT1 N 0.0007𝑊𝑊𝑅𝑁 + 0.0007 0.0003𝑊𝑊𝑅𝑁 + 0.0003 

S 
0.0007𝑊𝑊𝑅𝑆 + 0.002 

−3 × 10−6𝑊𝑊𝑅𝑆
2 + 0.0003𝑊𝑊𝑅𝑆 

+ 0.0001 

W 
0.0004𝑊𝑊𝑅𝑊 + 0.0011 

−1 × 10−6𝑊𝑊𝑅𝑊
2 + 0.0002𝑊𝑊𝑅𝑊 

+ 1 × 10−6 

E 
−1 × 10−6𝑊𝑊𝑅𝐸

2 + 0.0005𝑊𝑊𝑅𝐸 
− 7 × 10−7 

9 × 10−8𝑊𝑊𝑅𝐸
3 − 2 × 10−5𝑊𝑊𝑅𝐸

2

+ 0.0008𝑊𝑊𝑅𝐸 
− 6 × 10−6 

WWR  N 22.93𝑊𝑊𝑅𝑁 − 502.66 27.04𝑊𝑊𝑅𝑁 − 356.7 

S 0.36𝑊𝑊𝑅𝑆
2 − 38.1𝑊𝑊𝑅𝑆 − 367.21 0.77𝑊𝑊𝑅𝑆

2 + 15.8𝑊𝑊𝑅𝑆 − 156.49 

W 0.17𝑊𝑊𝑅𝑊
2 − 6.9𝑊𝑊𝑅𝑊 − 248.5 0.27𝑊𝑊𝑅𝑊

2 + 30.8𝑊𝑊𝑅𝑊 − 168.47 

E 0.17𝑊𝑊𝑅𝐸
2 − 0.3𝑊𝑊𝑅𝐸 − 379.29 0.6𝑊𝑊𝑅𝐸

2 − 10.5𝑊𝑊𝑅𝐸 − 220 

WRV N/A 5.1𝑊𝑅𝑉2 − 637𝑊𝑅𝑉 + 4782 3.98𝑊𝑅𝑉2 − 370𝑊𝑅𝑉 + 3460 

RRV N/A 0.94𝑅𝑅𝑉2 − 102.83𝑅𝑅𝑉 + 1955 0.645𝑅𝑅𝑉2 − 67.51𝑅𝑅𝑉 + 1317 

1the equations shown in the table control the percentage by which the cost of fuel and electricity 

is reduced when using triple-glazed windows rather than double-glazed. 

Based on Tables 4-21 and 4-22 the derivatives of the aggregated cost function according to each 

of the variables are demonstrated in Table 4-23. 
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Table 4-23 Change in cost due to changes in design variables 

Design 

Variable 

Location ∆𝑪𝒊 Equation 

Number 

WT1 N 𝑊𝐴𝑁 ×𝑊𝑊𝑅𝑁 × ∆𝑈𝑃𝑊𝑇 + (0.001𝑊𝑊𝑅𝑁 + 0.001) × 𝑌𝑅 × 85860 (4-74) 

S 𝑊𝐴𝑆 ×𝑊𝑊𝑅𝑆 × ∆𝑈𝑃𝑊𝑇 + (−3 × 10
−6𝑊𝑊𝑅𝑆

2 + 0.001𝑊𝑊𝑅𝑆
+ 0.0021) × 𝑌𝑅 × 85860 

(4-75) 

W 𝑊𝐴𝑊 ×𝑊𝑊𝑅𝑊 × ∆𝑈𝑃𝑊𝑇 + (−1 × 10
−6𝑊𝑊𝑅𝑊

2

+ 0.0006𝑊𝑊𝑅𝑊 + 0.0011) × 𝑌𝑅 × 85860 

(4-76) 

E 𝑊𝐴𝐸 ×𝑊𝑊𝑅𝐸 × ∆𝑈𝑃𝑊𝑇 + (−9 × 10
−8𝑊𝑊𝑅𝐸

3

− 2 × 10−5𝑊𝑊𝑅𝐸
2

+ 0.0013𝑊𝑊𝑅𝐸) × 𝑌𝑅 × 85860 

(4-77) 

WWR  N 𝑊𝐴𝑁 × ∆𝑄𝑊𝑊𝑅𝑁 × 𝑈𝑃𝑊𝑇 + (50𝑊𝑊𝑅𝑁 − 840) × 𝑌𝑅 (4-78) 

S 𝑊𝐴𝑆 × ∆𝑄𝑊𝑊𝑅𝑆 × 𝑈𝑃𝑊𝑇 + (𝑊𝑊𝑅𝑆
2 − 22𝑊𝑊𝑅𝑆 − 423.7) × 𝑌𝑅 (4-79) 

W 𝑊𝐴𝑊 × ∆𝑄𝑊𝑊𝑅𝑊 × 𝑈𝑃𝑊𝑇 + (0.44𝑊𝑊𝑅𝑊
2 − 37.7𝑊𝑊𝑅𝑊

− 417) × 𝑌𝑅 

(4-80) 

E 𝑊𝐴𝐸 × ∆𝑄𝑊𝑊𝑅𝐸 × 𝑈𝑃𝑊𝑇 + (0.44𝑊𝑊𝑅𝑊
2 − 37.7𝑊𝑊𝑅𝑊

− 417) × 𝑌𝑅 

(4-81) 

WRV N/A ∆𝑈𝑃𝑊𝑅𝑉/𝑆𝐹 ×∑𝐹𝐴𝑗 + (9𝑊𝑅𝑉
2 − 707𝑊𝑅𝑉 + 8242)  × 𝑌𝑅 

(4-82) 

RRV N/A ∆𝑈𝑃𝑅𝑉/𝑆𝐹 × 𝑅𝐹𝐴 + (1.5𝑅𝑅𝑉
2 − 170𝑅𝑅𝑉 + 3272) × 𝑌𝑅 (4-83) 

 

• Energy Consumption aggregated function 

As presented earlier in Section 4.1, the contribution of windows to the overall embodied energy is 

marginal and can thus be ignored; additionally, any changes resulting from changing the size of 

windows or the glazing type can also be ignored. Furthermore, changing the thermal resistance of 

exterior walls and the roof can be achieved by several methods such as increasing the thickness of 

the insulation or using different insulation material. Due to this variation, the time and effort 

required to accurately assess the changes in the embodied energy can increase considerably. 

Therefore, changes in the embodied energy due to the changes in the thermal resistance values of 

exterior walls and the roof will be ignored. Based on the presented argument, the changes in the 
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embodied energy due to changes in the design variables are ignored, and the change in the energy 

consumption can be written as per Equation 4-48. 

∆𝐸𝐶 = ∆𝐶𝑜𝑝𝑠 =∑∆𝐸𝐶𝑓𝑢𝑒𝑙𝑖

𝑚

𝑖=1

+∑∆𝐸𝐶𝑒𝑙𝑒𝑐𝑖

𝑚

𝑖=1

 (4-84) 

Based on the energy analysis tool and Equation 4-84, the derivatives of the energy consumption 

aggregated function according to design variable are given in Table 4-24. 

Table 4-24  

Change in energy consumption due to changes in design variables 

Design 

Variable 

Location ∆𝑬𝑪𝒊 Equation 

Number 

WT N (7 × 10−6𝑊𝑊𝑅𝐸
3 − 0.0013𝑊𝑊𝑅𝑁

2 + 0.07𝑊𝑊𝑅𝑁) × 𝑌𝑅

× 7638524 

(4-85) 

S (0.0006𝑊𝑊𝑅𝑊
3 − 0.07𝑊𝑊𝑅𝑆

2 + 1.7𝑊𝑊𝑅𝑆) × 𝑌𝑅 × 7638524 (4-86) 

W (−5 × 10−6𝑊𝑊𝑅𝑊
3 + 0.0009𝑊𝑊𝑅𝑊

2

+ 0.05𝑊𝑊𝑅𝑊) × 𝑌𝑅 × 7638524 

(4-87) 

E (3 × 10−5𝑊𝑊𝑅𝐸
3 − 0.004𝑊𝑊𝑅𝐸

2

+ 0.2𝑊𝑊𝑅𝐸) × 𝑌𝑅 × 7638524 

(4-88) 

WWR  N (961𝑊𝑊𝑅𝑁 − 12700) × 𝑌𝑅 (4-89) 

S (27.41𝑊𝑊𝑅𝑆
2 + 553.12𝑊𝑊𝑅𝑆 − 5593) × 𝑌𝑅 (4-90) 

W (9.75𝑊𝑊𝑅𝑊
2 + 1090𝑊𝑊𝑅𝑊 − 6000) × 𝑌𝑅 (4-91) 

E (21.15𝑊𝑊𝑅𝐸
2 − 372𝑊𝑊𝑅𝐸 + 7836) × 𝑌𝑅 (4-92) 

WRV N/A (141.5𝑊𝑅𝑉2 − 13166𝑊𝑅𝑉 + 123151) × 𝑌𝑅 (4-93) 

RRV N/A (23𝑅𝑅𝑉2 − 2405𝑅𝑅𝑉 + 46884) × 𝑌𝑅 (4-94) 

Note: YR is the duration of the operational phase measured in years. 

• Carbon Emissions aggregated function 

The argument presented previously to justify ignoring the changes in the embodied energy also 

applies to the carbon footprint, and, therefore, changes to the carbon footprint due to changes in 

the design variable values are to be ignored. Therefore, Equation 4-95 is correct. 
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∆𝐶𝑒𝑀 =  ∆𝐶𝑒𝑀𝑜𝑝𝑠 (4-95) 

Based on the performed energy analysis and Equation 4-95, the derivatives of the carbon emissions 

aggregated function according to the design variable are given in Table 4-25. 

Table 4-25 Change in emitted carbon due to changes in design variables 

Design 

Variable 

Location ∆𝑪𝒆𝑴𝒊 Equation 

Number 

WT N (0.0006𝑊𝑊𝑅𝑁 + 0.0005) × 𝑌𝑅 × 475 (4-96) 

S (9 × 10−6𝑊𝑊𝑅𝑆
2 + 6 × 10−7𝑊𝑊𝑅𝑆 + 0.0004) × 𝑌𝑅 × 475 (4-97) 

W (4 × 10−6𝑊𝑊𝑅𝑊
2 + 0.0002𝑊𝑊𝑅𝑊 + 0.0003) × 𝑌𝑅 × 475 (4-98) 

E (4 × 10−6𝑊𝑊𝑅𝐸
2
+ 0.0002𝑊𝑊𝑅𝐸) × 𝑌𝑅 × 475 (4-99) 

WWR  N (0.3𝑊𝑊𝑅𝑁 + 470) × 𝑌𝑅 (4-100) 

S (0.7𝑊𝑊𝑅𝑆 − 434) × 𝑌𝑅 (4-101) 

W (0.5𝑊𝑊𝑅𝑊 − 455) × 𝑌𝑅 (4-102) 

E (0.5𝑊𝑊𝑅𝑊 + 455) × 𝑌𝑅 (4-103) 

WRV N/A (0.05𝑊𝑅𝑉2 − 6.3𝑊𝑅𝑉 + 49) × 𝑌𝑅 (4-104) 

RRV N/A (0.01𝑅𝑅𝑉2 − 1.04𝑅𝑅𝑉 + 19.1) × 𝑌𝑅 (4-105) 

Note that, since the amount of emitted CO2 is assessed on an annual basis, YR indicates the number 

of years over which the building is assessed. 

6. Define the technical performance measure to use and assess the design variables against 

one another 

The performance measure used in this research is the failure model as described in reliability 

theory practice, where the evaluated system has two states: functioning and broken. As per the 

failure model, the system performs as initially designed until it fails, and then it must be replaced; 

for this reason, the cost of maintenance was not considered previously.  

Failure patterns are controlled by the survivor function (which was explained in Section 3.2.1.) 

The survivor function in the failure model describes the probability of a system’s failure in a given 
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time frame and is usually formulated based on the historical failure data of similar systems and/or 

data from the manufacturer.  

This section demonstrates how to find the survivor function of the boiler in a heating system of a 

multi-family residential building using historical data retrieved from ASHRAE’s owning and 

operating database (http://xp20.ashrae.org/publicdatabase/). The retrieved data is presented in 

Table 4-26.  

Table 4-26 Equipment failure data obtained from ASHRAE 

Equipment 

ID 

System 

Type 

Floor 

Area (ft2) 

Install 

Year 

Removal 

Year 

TEGR 

(MJ) 

2978 Heating 456,000 1993 2001 53,370,240 

2987 Heating 85,800 1994    

2944 Heating 58,345 1996    

2979 Heating 569,172 1993 2001 66,615,891 

2962 Heating 88,000 1990    

2977 Heating 25,000 1993 2001 2,926,000 

2829 Heating 160,000 1992    

2985 Heating 58,500 1994    

2946 Heating 153,800 1970 1993 51,752,162 

2866 Heating 27,090 1976 2001 9,908,168 

2865 Heating 183,216 1976 2001 67,011,252 

2867 Heating 31,320 1976 2001 11,455,290 

2980 Heating 646,800 1993 2001 75,701,472 

2865 Heating 183,216 1976 2001 67,011,252 

2866 Heating 27,090 1976 2001 9,908,168 

2867 Heating 31,320 1976 2001 11,455,290 

2946 Heating 153,800 1970 1993 51,752,162 

2977 Heating 25,000 1993 2001 2,926,000 

2978 Heating 456,000 1993 2001 53,370,240 

2979 Heating 569,172 1993 2001 66,615,891 

2980 Heating 646,800 1993 2001 75,701,472 

Note that total energy generated before removal (TEGR) is excluded from the retrieved data and 

was calculated considering that the boiler generates 14.63 MJ/ft2/year using Equation 4-106. 

𝑇𝐸𝐺𝑅 = 14.62 × 𝑓𝑙𝑜𝑜𝑟_𝐴𝑟𝑒𝑎 × (𝑅𝑒𝑚𝑜𝑣𝑎𝑙𝑌𝑒𝑎𝑟  − 𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑌𝑒𝑎𝑟) (4-106) 

http://xp20.ashrae.org/publicdatabase/
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TEGR represents the amount of energy the boiler generates before it fails. Therefore, finding the 

fitting distribution of the presented sample leads to formulating the survivor function that 

represents the probable failure of the boiler. 

Using EasyFit to find the distribution data reveals that, according to the Kolmogorov-Smirnov 

test for goodness of fit, beta distribution ranks first. Figure 4-24 presents the probability density 

function of the data sample. 

 

Figure 4-24 Data fitting and correspondent beta function 

 Figure 4-25 presents the beta survivor function compared to the sample. 

Probability Density Function

Histogram Beta

TEGR (MJ)
7.2E+76.4E+75.6E+74.8E+74E+73.2E+72.4E+71.6E+78E+6

f(
x

)

0.4

0.36

0.32

0.28

0.24

0.2

0.16

0.12

0.08

0.04

0



149  

 

Figure 4-25 Beta survivor function of the sample 

Beta distribution parameters for this sample are as follows: 

∝= 0.35809 𝛽 = 0.32408 

𝑎 = 2.9260 × 106 𝑏 = 7.5701 × 107 

The general formula for the probability density function of beta distribution is as follows (NIST 

2013): 

𝑓(𝑥) =
(𝑥 − 𝑎)∝−1(𝑏 − 𝑥)𝛽−1

𝐵(𝛼, 𝛽)(𝑏 − 𝑎)𝛼+𝛽−1
 (4-107) 

B(α,β) is calculated as per Equation 4-108. 

𝐵(𝛼, 𝛽) = ∫ 𝑡𝛼−1(1 − 𝑡)𝛽−1𝑑𝑡
1

0

 (4-108) 

Substituting the values of α and β of the sample in Equation 4-108 results in B(α,β)=5.16863, and 

the probability density function for the sample can be expressed as follows: 
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𝑓(𝑥) =
61.0096

(𝑥 − 2.9260 × 106)0.64191 × (7.5701 × 107 − 𝑥)0.67592
 (4-109) 

 

Now, the survivor function is calculated as follows: 

𝑅(𝑡) = ∫ 𝑓(𝑥). 𝑑𝑥 =
∞

𝑡

∫
61.0096

(𝑥 − 2.9260 × 106)0.64191 × (7.5701 × 107 − 𝑥)0.67592

∞

𝑡

𝑑𝑥 

which leads to 

𝑅(𝑡)

= 170.375 × (𝑥 − 2.9260 × 106)0.35809

× (1.04020 − 1.3741 × 10−8𝑥)0.67592

×
 2𝐹1(0.35809,0.67592; 1.35809;  1.3741 × 10

−8 × (𝑥 − 2.9260 × 106))

(7.5701 × 107 − 𝑥)0.67592
 

(4-110) 

 

As the survivor function is known, the MTTF can be calculated using Equation 3-6. 

𝑀𝑇𝑇𝐹 = ∫ 𝑅(𝑡). 𝑑𝑡
∞

0

≈  42,343,000 𝑀𝐽 

This indicates that the boiler is expected to generate 42,343,000 MJ of energy before its removal 

due to failure. In the failure model of reliability theory, as explained earlier, the modelled system 

is assumed to perform as designed until it fails, which implies that the definition of performance 

as per this model is either that the system is functioning or not. Therefore, the number of years 

before removal is equivalent to the system’s performance, of which designers and stakeholders 

seek to improve by selecting better design alternatives, i.e., increase the number of years before 

removal. Thus, for the case of the presented boiler, the values of design variables must be chosen 
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to reduce the heat load, which will reduce the amount of energy that should be generated, leading 

to a longer life span for the boiler and therefore a better-performing boiler. 

In this case study, two systems will be evaluated: the heating system represented by the boiler, and 

the lighting system. 

• Heating system with lighting system and design variables 

Since the boiler is the equipment in the case study heating system that causes a full shutdown of 

the system when it fails, it will be used to represent the heating system when assessing the influence 

of building components on the heating system. The boiler features the survivor function as 

expressed in Equation 4-110, which is associated with an MTTF of 42,343,000 MJ. The life span 

of the boiler is assessed using Equation 4-64. Given that the change a variable produces in a 

function is the derivative of that function according to the variable, the change a design variable 

and/or other systems causes on the performance of the boiler (i.e., the boiler’s life span as per the 

model selected for performance assessment) is expressed in Equation 4-111. 

∆𝑦𝑟𝑖 =
−(∆𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑚𝑎𝑛𝑑𝑖) × 42343000

𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑚𝑎𝑛𝑑2
 (4-111) 

where 

• ∆𝑦𝑟𝑖 represents the change in the boiler’s performance due to the change in building 

component i; and, 

• ∆𝐴𝑛𝑛𝑢𝑎𝑙 𝐸𝑛𝑒𝑟𝑔𝑦 𝐷𝑒𝑚𝑎𝑛𝑑𝑖 represents the change in the annual energy demand on the 

heating system due to the change in building component i. 

While the selected design variables have an obvious impact on the energy demand of the building, 

the lighting system indirectly affects the energy demand by increasing the internal heat gain as 
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discussed earlier. However, as per ASHREA (2013), the lighting fixtures in residential buildings 

have marginal impact on the heat gain, and therefore can be disregarded. Based on Table 4-24 and 

Equation 4-111, changes in the boiler’s performance due to the changes in the design variables are 

demonstrated in Table 4-27. 

Table 4-27 Changes in boiler’s performance due changes in design variables 

Design 

Variable 

Location ∆𝒚𝒓𝒊 Equation 

Number 

WT N 2.471 × (7 × 10−6𝑊𝑊𝑅𝐸
3 − 0.0013𝑊𝑊𝑅𝑁

2 + 0.07𝑊𝑊𝑅𝑁) (4-112) 

S 2.471 × (0.0006𝑊𝑊𝑅𝑊
3 − 0.07𝑊𝑊𝑅𝑆

2 + 1.7𝑊𝑊𝑅𝑆) (4-113) 

W 2.471 × (−5 × 10−6𝑊𝑊𝑅𝑊
3 + 0.0009𝑊𝑊𝑅𝑊

2 + 0.05𝑊𝑊𝑅𝑊) (4-114) 

E 2.471 × (3 × 10−5𝑊𝑊𝑅𝐸
3 − 0.004𝑊𝑊𝑅𝐸

2 + 0.2𝑊𝑊𝑅𝐸) (4-115) 

WWR  N (961𝑊𝑊𝑅𝑁 − 12700) × 2.862 × 10
−6 (4-116) 

S (27.41𝑊𝑊𝑅𝑆
2 + 553.12𝑊𝑊𝑅𝑆 − 5593) × 2.862 × 10

−6 (4-117) 

W (9.75𝑊𝑊𝑅𝑊
2 + 1090𝑊𝑊𝑅𝑊 − 6000) × 2.862 × 10

−6 (4-118) 

E (21.15𝑊𝑊𝑅𝐸
2 − 372𝑊𝑊𝑅𝐸 + 7836) × 2.862 × 10

−6 (4-119) 

WRV N/A (141.5𝑊𝑅𝑉2 − 13166𝑊𝑅𝑉 + 123151) × 2.862 × 10−6 (4-120) 

RRV N/A (23𝑅𝑅𝑉2 − 2405𝑅𝑅𝑉 + 46884) × 2.862 × 10−6 (4-121) 

 

• Lighting system and design variables 

The artificial lighting design for interior spaces is dependent upon the size of the space and the 

amount of natural illumination the space receives through fenestration. Given that the size of the 

building is among the variables to be evaluated, in this case study, the changes in the lighting 

demand are assessed only against changes in the fenestration variables. Also, adding an extra layer 

of high-transparency glass is results in a marginal change compared to changes in the fenestration 

area, and therefore, changes in the lighting demand will be assessed against changes in WWR. 

Using GBS® to assess the lighting demand changes (∆𝐿𝐷) due to changes in the WWR values 

leads to the results presented in Table 4-28. 
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Table 4-28 Changes in lighting demand due to changes in design variables 

Design 

Variable 

Location ∆𝑳𝑫𝒊 Equation 

Number 

WWR  N 4 × 10−7𝑊𝑊𝑅𝑁
3 − 3 × 10−5𝑊𝑊𝑅𝑁

2 − 0.0028𝑊𝑊𝑅𝑁 (4-122) 

S −8 × 10−5𝑊𝑊𝑅𝑆
2 − 0.0011𝑊𝑊𝑅𝑆 (4-123) 

W 1 × 10−5𝑊𝑊𝑅𝑊
3
− 0.0013𝑊𝑊𝑅𝑊

2 + 0.024𝑊𝑊𝑅𝑊 (4-124) 

E −4 × 10−5𝑊𝑊𝑅𝐸
3 − 0.0005𝑊𝑊𝑅𝐸

2 − 0.02𝑊𝑊𝑅𝐸 (4-125) 

As can be observed from Equations 4-122 to 4-125, the changes in the lighting demand due to 

changes in the WWR value are minor, which justifies disregarding these changes. 

7. For each design variable, find the alternative that best fits the correspondent derived 

functions and satisfies performance measures. 

The case study presented in Section 4.1 demonstrates two methods to find the fittest value for the 

design alternatives—MOO and MAUT—in order to reduce the values of the assessment criteria 

(i.e., lifecycle cost, lifecycle energy consumption, and lifecycle CO2 emissions) and improve the 

performance of the selected system (i.e., the heating and lighting systems). This case study uses 

MOO only to find the desired values for the design variables. Table 4-29 presents the set of 

objectives to be optimized for each of the design variables. 

Table 4-29 MOO objectives and solutions 

Design 

Variable 
Location Objectives (Increase the change in Equations:) 

Fittest 

Value 

WT 

N 4-74, 4-85, 4-96, and 4-112 TPL 

S 4-75, 4-86, 4-97, and 4-113 DBl 

W 4-76, 4-87, 4-98, and 4-114 TPL 

E 4-77, 4-88, 4-99, and 4-115 DBl 

WWR 

N 4-78, 4-89, 4-100, and 4-116 0.54 

S 4-79, 4-90, 4-101, and 4-117 0.58 

W 4-80, 4-91, 4-102, and 4-118 0.35 

E 4-81, 4-92, 4-103, and 4-119 0.64 

WRV N/A 4-82, 4-93, 4-104, and 4-120 26 

RRV N/A 4-83, 4-94, 4-105, and 4-121 32 
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Table 4-30 presents a comparison between the values of assessment criteria before and after 

incorporating the proposed changes where OD stands for original design and PC stands for 

proposed changes. 

Table 4-30 Comparison between impacts of original design and proposed changes on assessment 

criteria and performance  
OD PC Difference Comments 

Cost (CA$) 

Construction 12,667,255 12,717,255 0.39% Extra spending 

Operation 

(Annual) 
85,860 80,945 5.72% Savings 

Carbon 

Emission 

(Metric 

tonnes) 

Construction 1,990 1,990 N/A  

Operation 

(Annual) 
475 391 17.68% Emissions reduction 

Energy 

Consumption 

(MJ) 

Construction 1,422,245,672 1,422,245,672 N/A  

Operation 

(Annual) 
7,638,524 7,086,078 7.23% Reduced consumption 

Boiler Performance (yrs.) 8 9 12.50% Improving performance 

 

Table 4-30 indicates that the proposed changes increase the construction cost by 0.39% while 

reducing the operational cost by 5.72%. This indicates that in 10 years of operations the savings 

in operational cost offsets the upfront investment, and in 30 years of operations the savings in 

operational cost totals 1% of the original construction cost. Table 4-30 also reveals that the 

reduction in CO2 is the greatest change among all other assessment criteria, followed by a 12.5% 

increase in the life span of the boiler, and a 7.23% reduction in energy consumption. The findings 

of implementing the MCLCA framework to a mid-rise building in this case study demonstrate that 

the proposed framework is flexible enough to be implemented in various types of buildings, and 

is capable of achieving considerable reduction in the impact of the building on the assessment 

criteria while improving the performance of selected systems as per selected performance models. 
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The case studies presented in Sections 4.1 and 4.2 aim to provide a full-scale application of the 

methodology proposed in Section 3-2. The primary goal is to present the application steps in detail 

in a manner that practitioners can relate to and apply to their own real-life scenarios. As can be 

seen from the examples presented in these case studies, the proposed method provides solid 

groundwork for extending the assessment process beyond using one assessment criterion toward 

a more inclusive approach. This method of approaching the design of the elements allows 

practitioners to better understand how their design decisions may affect the work of others. It also 

helps the construction industry to be more sustainable due to the multi-objective assessment 

platform sustainability requires. 
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4.3. Case Study 3: the application of the value-visualization framework 

The building presented in Figure 4-26 is a proposed design for a laboratory and is used to 

demonstrate the function of the visualization framework. However, while this example outlines 

the steps and findings of each phase of the framework for illustrative purposes, these steps are in 

fact automated within the framework and thus the user sees the final appearance adjustments only. 

For this proposed building design, the case study visualizes cost, energy consumption, and CO2 

emissions for the structural elements. Note that, for the purpose of assessing the energy 

consumption and CO2 emissions prior to operations, embodied energy and CO2 are used. The 

systems used in the building are as follows: 

• Building envelope 

a. Structural insulated panels (SIP) for the exterior walls, thermal resistance 

b. Double-glazed windows, thermal resistance 

c. Flat roof insulation 

• Structural systems 

a. Steel deck on steel joist system for roof 

b. Wood deck on Glued-laminated wood joist system for floors 

c. Pre-cast prestressed concrete girders and Glued-laminated  wood beams for roof 

beams 

d. Glued-laminated wood for floor beams 

e. Combination of steel and concrete columns for vertical structural elements 

• HVAC systems 

a. Efficient 12 SEER, 90% AFUE furnace split system with gas heat 

b. Forward curved constant volume fan and premium efficiency motor 
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c. 2.0 inch of water gauge (498 pascals) static pressure Constant Volume duct system 

d. Integrated differential dry-bulb temperature economizer 

e. Domestic hot water unit (0.575 Energy Factor) 

This case study visualizes values as follows: red (0,1,0.5) is assigned to cost, yellow (60,1,0.5) to 

energy consumption, and green (120, 1, 0.5) to CO2 emissions. It should be noted that, according 

to this assignment (i.e., red for cost, yellow for energy consumption, and green for carbon 

emissions), V1, V2, and V3 in Figure 3-8 represent cost, energy consumption, and CO2 emissions, 

respectively. 

 

Figure 4-26 Example building 

1. Assessing element contribution 

Two different databases are used to assess the contributions of elements to each of the selected 

values: (1) RSMeans® data from GORDIAN for cost data, and (2) ICE database (Circular Ecology 

2011) for embodied energy and carbon. Table 4-31 presents the row contributions of the selected 

elements. 
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Table 4-31 Row contributions of elements 

Elements Cost EE (MJ) CO2 EM (t) 

Wood Joists $25,316.70 41,580 3,014.55 

Concrete Columns $6,793.45 5,060 351.175 

Precast Beams $45,522.96 163,944 11,378.07 

Steel Joists $19,782.29 79,066 4,379.04 

Steel Deck $27,577.15 163,856 10,074.24 

Glued-laminated  

Beams 

$15,299.04 64,330 4,663.92 

The totals of values are given in Table 4-32. 

Table 4-32 Value totals 

Phase Cost (CA$) Energy (MJ) CO2 Emissions (t) 

Construction  1,712,325 (as per 

RSMeans data) 

13,052,100 (as per 

Jackson (2005)) 

230 (as per Build 

Carbon Neutral 

(2007)) 

Operations  Lifecycle: 

257,812 

Annual: 18,929 

Lifecycle: 

44,621,248 

Annual: 1,487,376 

 

Lifecycle: 1,372 

Annual: 98 

 

It should be noted that lifecycle is considered to be 13 years in this example, thus all the elements 

are covered by their initial warranties within this timeframe. As a result, the operational cost does 

not include maintenance. It should also be noted that energy analysis is performed using Autodesk 

Green Building Studio®.  

It is also important to note that during the development and the experimentation of the framework, 

normalizing the row contributions of a given element using the contribution of their respective 

discipline provides easier-to-interpret visual results. Therefore, it is better practice to visualize first 

the contribution of disciplines as one unit (e.g., structural or mechanical), then to visualize the 

element contribution as a percentage of the corresponding discipline contribution. Assuming a 

structural element with a row contribution of sij to a value (j), then the row contribution of all 

structural elements in the building is Sj, where 
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𝑆𝑗 =∑𝑠𝑖𝑗

𝑛

𝑖=1

 (4-125) 

Therefore, Equation 4-125 for a structural element of a contribution (sij) to value j is expressed as, 

𝐺𝑖𝑗 =
𝑠𝑖𝑗

𝑆𝑗
×𝑊𝑗 (4-126) 

Based on Equation 4-126, where Wj = 1 for all values, Tables 4-31, and 4-32, the graded 

contributions for each of the elements at each of the lifecycle phases are presented in Table 4-33. 

Table 4-33 Graded contribution of elements 

Elements at t1 at t2 at t3 

Graded Contribution per 

Value 

Graded Contribution per 

Value 

Graded Contribution per 

Value 

Cost EC CO2 

EM. 

Cost EC CO2 

EM. 

Cost EC CO2 

EM. 

Wood Joists 0.1641 0.0803 0.0742 0.1492 0.0396 0.0683 0.1434 0.0324 0.0113 

Concrete Columns 0.0440 0.0098 0.0086 0.0400 0.0048 0.0080 0.0385 0.0039 0.0013 

Precast Beams 0.2950 0.3166 0.2800 0.2683 0.1563 0.2579 0.2579 0.1276 0.0428 

Steel Joists 0.1282 0.1527 0.1078 0.1166 0.0754 0.0993 0.1121 0.0615 0.0165 

Steel Deck 0.1787 0.3164 0.2479 0.1625 0.1562 0.2283 0.1562 0.1275 0.0379 

Glued-laminated 

Beams 

0.0991 0.1242 0.1148 0.0902 0.0613 0.1057 0.0867 0.0501 0.0176 

2. Visualization matrix  

As per Section 3.4.3.1.3 and based on Table 4-33, Table 4-34 presents the visualization colour of 

each of the elements at each phase (Note Table 4-34 presents colours). 

Table 4-34 Visualization matrix 

Element at t1 at t2 at t3 

Wood Joists    

Concrete Columns    

Precast Beams    

Steel Joists    

Steel Deck    

Glued-laminated Beams    
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The visualization matrix in Table 4-34 is used in the framework as a reference to change the 

colours of the elements throughout the visualization process; the end user neither deals with or 

sees this matrix. This matrix is automatically visualized in the BIM environment as presented in 

Figure 4-27. 

   
(a)  (b)  (c)  

Figure 4-27 Lifecycle value visualization of the example building at (a) t1, (b) t2, and (c) t3 

The question now is determining how to interpret these results. First, it should be noted that the 

colours of elements fade as time elapses. This indicates that the collective contributions of these 

elements to the values decay over time, which informs the user that once construction is completed 

these elements become less influential on values. Therefore, designers must focus on these 

elements to reduce the construction cost, embodied energy, and embodied carbon, but then their 

attention must shift toward other elements in order to reduce the operational cost, consumed 

energy, and emitted carbon. At each assessment point, the roof system components have darker 

colours than other elements, which indicates that their collective contribution to the selected values 

(i.e., cost, energy consumption, and CO2 emission) is larger than the contribution of other elements 

with lighter colours, and therefore refining the design of these elements has greater impact on the 

reduction of overall building impact on the values. The pale red colour of the Glued-laminated 

beams (located on the right side of the slab in Figure 4-27) indicates that these beams contribute 

primarily to cost. 
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As presented by this case study, the framework provides a method for rapid assessment for the 

building component contributions to the selected values through visualization. Visualizing the 

influence of the elements on the values guides the designers toward the areas to which their design 

efforts should be focused in order to lower the building’s impact on the studied values. This 

reduces the number of design iterations required to reach the desirable impact on stakeholder 

values, and ensures the correct values are added to the proper components. 
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5. Conclusion 

5.1. Conclusion 

The efficiency of the various systems being installed in buildings is continuously improving; 

however, the design of these systems continues to be done independently despite the 

recommendations for adapting a holistic design approach. This holistic approach accounts for the 

interactions among these systems on the component level, in addition to the designer level. In other 

words, this approach underscores the effect of design decisions on the performance of building 

systems during operation. On the other hand, stakeholder requirements are shifting toward a multi-

criteria evaluation in order to adhere to the current sustainability requisitions. Therefore, the 

process of ensuring during the design phase that the required criteria will be fulfilled in the final 

product is becoming more complex due to the constraints that must be met. Accordingly, the 

construction industry needs to reconsider some of its value-adding practices to ensure that the 

required values are delivered at the commissioning of the project. This requires additional attention 

to the management of the design process as well as the evaluation method used to assess the design 

compliance with the design objective. 

Therefore, the research presented in this thesis proposes the development of a framework that can 

be used to evaluate the design against multiple criteria (i.e., cost, energy consumption, and CO2 

emissions) throughout the lifecycle of a building by quantifying the interaction between its 

components, as illustrated in Case Studies 1 and 2. In doing so, the designers, although likely to 

work in silos, can receive holistic feedback on the end-product and in turn be provided an 

opportunity to revise their solutions. In other words, the present contribution provides an ad hoc 

approach to global optimization of design in the construction industry since it allows designers to 

understand the global impact of their solutions and by the same token provides additional 
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information to the customer. This approach can, therefore, improve the channels of communication 

between all stakeholders. This framework has been tested, as shown in the case studies in Sections 

4.1 and 4.2, and it has proven to contribute considerable improvement in the overall performance 

of the systems along with reducing the impact on stakeholder values. 

On the other hand, among the various factors relating to why the construction industry is slow to 

advance in value-adding practices is the absence of proper tools for communicating and 

interpreting value. While a considerable number of studies associate this issue with the 

fragmentation of the construction industry, literature from other industries argues that the shortage 

in visualization tools to map the design elements with the necessary values to be added in a manner 

that reflects their impact on the overall design is a major obstacle for value adding. While BIM has 

brought significant advantages pertaining to nearly every aspect of the construction industry and, 

chiefly, has improved the visual communication among involved stakeholders, mapping the 

elements and their impacts is something that remains to be achieved. 

The present research proposes a framework developed on the premise of bridging the gap in the 

construction industry regarding value visualization. It provides a practical and easy-to-use tool by 

which to assign the contribution of each element in a building to each of the values in the value 

set, to evaluate the magnitude of the contribution, and, ultimately, to map the influence of the 

element on the values. It satisfies the characteristics of value visualization tools as defined by the 

literature and complies with the process definition. The framework, due to its ability to map the 

impact of design outcomes on values, and its multi-value visualizing aspect, strongly supports the 

transformation of the construction industry to becoming more sustainable. Multiple-value 

visualization assists in creating a higher level of mutual and interdisciplinary collaboration and 
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understanding, where every design team can relate to the influence their designs create on the set 

of considered values and the designs of other teams involved in the project. 

5.2. Research Contribution 

The research presented in this thesis represents a step toward embracing a more holistic approach 

to design for the construction industry, one that creates a balance between meeting stakeholder 

expectations in terms of economic and environmental consideration and the technical performance 

of systems in buildings. The frameworks developed as part of this research employ the system 

thinking philosophy to deliver tools that improve construction.  

1. Academic Contribution 

The construction industry is in continual pursuit of new approaches that overcome redundancy and 

fragmentation of the industry; the research presented in this thesis contributes to this endeavour in 

that it supports construction-related academic research in the following areas: 

• This research contributes to the ongoing endeavor to shift scientific research from 

reductionism to holism. 

Scientists across all disciplines have been studying natural phenomena following the path of 

reductionism. However, many researchers believe that this method (e.g., the Santa Fe Institute) 

does not support sustainable solutions because it does not consider the collective effect of the 

environment on studied subjects. Holism, on the other hand, does not isolate the subject from its 

surroundings, but analyzes the interactions between all the elements of the study. However, due to 

the lack of practical application, researchers are not enthusiastic to embrace its principles. This 

research, therefore, contributes to embracing holistic thinking in the construction industry and 

providing a foundation for further development. 
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• Embraces multi-disciplinary research in building engineering. 

This research aims to eliminate segregation in engineering practices pertaining to building and 

construction industry products. Having all disciplines collaborating on the micro-level will 

enhance the quality and sustainability of the delivered research. 

2. Industrial Contribution 

The industrial importance of this research can be summarized as follows: 

• Improves the performance of buildings while reducing their impact economically and 

environmentally. 

Designing the systems in buildings in a way that considers the natural performance of these 

systems will ensure their effective performance. This design approach emphasizes the 

interdependencies among systems in buildings and optimizes resource sharing. This also 

guarantees the compatibility of all the components and minimizes the deficiencies in design. 

Moreover, as the environmental impact is one of the considered values, the deliverables of the 

framework would be environmentally friendly. Unlike other methods, this environmental 

performance will be achieved without compromising system performance nor other values such as 

cost. Another aspect of improving the technical performance of the building is reducing safety 

factors, which leads to more appealing buildings that perform better and cost less. 

• Increases the likelihood of fulfilling stakeholder requirements. 

The holistic procedure proposed by the present research increases stakeholder satisfaction, given 

that it transforms these requirements from exogenous to endogenous elements. This maximizes the 

probability of achieving high levels of performance and, at the same time, fulfilling stakeholder 

needs. 



166  

• Provides a practical tool for multi-value assessment. 

Fulfilling the requirements to sustainable construction implies attaining several values 

simultaneously. While the value-related practice in the construction industry focuses on a single 

value, whether economical or environmental, this research accommodates the needs of sustainable 

construction through providing a practical tool that allows decision makers to assess multiple 

values of differing natures. 

• Visualizes the impact of influence of design decision on values. 

Many people tend to prefer communicating messages visually; thus, this research develops a 

framework that enables designers and decision makers to better understand the influence of their 

decisions on multiple values by means of visualization. This leads to conducting better 

assessments, which results in making better decisions. 

 

5.3. Research Limitations 

It is indispensable to say that the research presented in this thesis is only the starting point, albeit 

a necessary one due to the endless challenges confronting the construction industry, and further 

improvement is required in both the theoretical and practical aspects. The limitations of this 

research, therefore, can be summarized by the following points: 

1) Due to some of the assumptions during the application process, several 

interdependencies are ignored in the case study, which may affect the accuracy of the 

findings. 

2) The cumulative effect on the assessment criteria resulting from the collective change 

of the design variables was considered to be linear. This may not be the case in real 

life, and thus further investigation is required. 
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3) In modelling the technical performance of the HVAC systems, the failure model is 

used. However, other models such as the maintenance model may provide better 

results. 

4) In modelling the technical performance of HVAC systems, these systems are treated as 

one system. Modelling HVAC systems as a set of interconnected systems may provide 

better results. 

5) A major effort is required to implement the value-oriented design frame in order to 

declare the interdependencies among the considered components and/or values. This is 

still a manual process at this phase of the research development that requires a 

considerable amount of effort for the initial setup. 

6) In both proposed frameworks, data pertaining to values is retrieved from third-party 

sources. The connections between the calculating engines and these external sources 

are made off-line, which indicates that the real-time update of the data is not supported. 

7) Given that many people experience difficulty naming and distinguishing colours, the 

colour-coding scheme used for value visualization may create some confusion for the 

users. 

 

5.4. Recommendations for Future Work 

Based on the findings obtained during the testing and development of this research, along with the 

limitations presented previously, this research recommends the following points for further 

investigation: 

1) Modelling the technical performance of various MEP systems that exist in a building and 

incorporating this performance as a metric to evaluate design has been proven to be 

successful. However, as this research is laying the foundation of such a practice, further 
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exploration for other models offered by reliability theory (e.g., maintenance model) is 

recommended. Furthermore, modelling level of details (i.e., considering the studied system 

as one system or as a set of connected sub-systems) is another aspect that should be 

explored in order to improve the result of the application of the MCLCA framework, where 

researchers can associate each level of assessment (e.g., preliminary, detailed, conceptual, 

etc.) with a level of details for performance modelling. 

2) The MCLCA framework presented in this research provides the foundation for the 

development of a performative design engine, where the machine can assist designers to 

generate better-performing buildings at a lower cost and minimal environmental impact. 

Therefore, it is recommended to incorporate the mentioned framework with the practice of 

generative design to develop a performative design engine. 

3) As mentioned earlier, a major limitation of this research is the manual work in declaring 

the interferences and developing the value model. Hence, it is recommended to utilize 

artificial intelligence techniques to assist practitioners to overcome the hassle of manual 

work. 

4) Understanding the interdependencies among building systems and their collective 

performance during operation is a major aspect for the application of the MCLCA 

framework. Therefore, further investigating for the performance of systems and their 

interactions is recommended, whether using reliability theory or other techniques, as 

understanding such behaviour is important for the improved design of the systems. 

5) The application of the MCLCA framework using criteria other than that used in this 

research is another avenue to be explored. Also, incorporating values of a qualitative nature 
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is an important improvement for this framework, and will considerably increase the benefit 

of utilization for more sustainable solutions. 
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APPENDIX A 
Floor plans of the house used in Section 4.1. 

Figures A.1, A.2, and A.3 present the floor plans of the basement, main floor, and second floor, 

respectively. 

 

Figure 0A-01 Basement floor plan 

 

 

Figure 0-2 Main floor plan 
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Figure A-3 Second floor plan 
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APPENDIX B 
Technical specification of HVAC systems used in Section 4.1 

• High Efficiency Heat Pump: 

o Efficient 12 SEER/7.7 HSPF (Heating Seasonal Performance Factor) < 11.25-ton 

split/packaged heat pump system 

o Forward curved constant volume fan and premium efficiency motor 

o 2.0 inch of water gauge (498 pascals) static pressure Constant Volume duct system 

o Integrated differential dry-bulb temperature economizer 

o Domestic hot water unit (0.575 Energy Factor) 

• ASHRAE Heat Pump:  

o Efficient 14 SEER/8.3 HSPF (Heating Seasonal Performance Factor) <5.5-ton 

split/packaged heat pump system 

o Residential constant volume cycling fan 

o 2.0 inch of water gauge (498 pascals) static pressure Constant Volume duct system 

o Integrated differential dry-bulb temperature economizer 

o Domestic hot water unit (0.575 Energy Factor) 

• High Efficiency Package System: 

o Efficient 12 SEER, 90% AFUE furnace split system with gas heat 

o Forward curved constant volume fan and premium efficiency motor 

o 2.0 inch of water gauge (498 pascals) static pressure Constant Volume duct system 

o Integrated differential dry-bulb temperature economizer 

o Domestic hot water unit (0.575 Energy Factor) 

• ASHRAE VAV: 
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o Water cooled centrifugal chiller (COP 5.96) 

o Open, atmospheric pressure cooling tower with variable speed fan and 5°F (2.8°C) 

approach 

o Forward curved fan with Variable Speed Drive (VSD) and premium efficiency 

motor 

o 3.5 inch of water gauge (871.8 pascals) static pressure Variable Air Volume (VAV) 

duct system 

o Integrated differential dry-bulb temperature economizer 

o Resistance reheat boxes 

o Variable volume chilled water pump 

o Chilled water coil 

o Variable volume condenser water pump 

o Domestic hot water unit (0.575 Energy Factor) 

• High Efficiency VAV:  

o Water cooled centrifugal chiller (COP 5.96) 

o Open, atmospheric pressure cooling tower with variable speed fan and 5°F (2.8°C) 

approach 

o Forward curved fan with Variable Speed Drive (VSD) and premium efficiency 

motor 

o 3.5 inch of water gauge (871.8 pascals) static pressure Variable Air Volume (VAV) 

duct system 

o Integrated differential dry-bulb temperature economizer 
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o Gas-fired hot water boiler with draft fan >2,500 kBtuh, 84.5% combustion 

efficiency 

o Variable volume hot water pump 

o Hot water coil 

o Hot water reheat boxes 

o Variable volume chilled water pump 

o Chilled water coil 

o Variable volume condenser water pump 

o Domestic hot water unit (0.575 Energy Factor) 

• ASHRAE Package Terminal: 

o 12 SEER/8.3 HSPF (Heating Seasonal Performance Factor) packaged terminal heat 

pump (PTHP) 

o Forward curved constant volume fan and premium efficiency motor 

o 0.25 inch of water gauge (62.3 pascals) static pressure Constant Volume duct 

system 

o Domestic hot water unit (0.575 Energy Factor) 

•  High Efficiency Package Terminal AC: 

o Packaged Variable Air Volume (PVAV) system with under floor air distribution 

o Forward curved fan with Variable Speed Drive (VSD) and premium efficiency 

motor 

o 3.5 inch of water gauge (871.8 pascals) static pressure VAV duct system 

o Gas-fired hot water boiler with draft fan >2,500 kBtuh, 84.5% combustion 

efficiency 
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o Integrated differential dry-bulb temperature economizer 

o Variable volume hot water pump 

o Hot water coil 

o Hot water reheat boxes 

o Improved efficiency domestic hot water heater (85% thermal efficiency) 
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APPENDIX C 
Cost estimation details for the house used in Section 4.1. 

Phase Description Item No. BASEMENT 
MAIN 

FLOOR 

SECOND 

FLOOR 

Unit of 

Measure 

Unit Cost 

(CA$) 

Total 

Amount 

(CA$) 

A-BS Basement               

  
C.I.P. concrete forms, footing, spread, plywood, 4-use, includes 

erecting, bracing, stripping and cleaning 
031113455150 430.67 0.00 0.00 SFCA 4.51 1,942.31 

  
C.I.P. concrete forms, footing, continuous wall, dowel supports, 1 

use, includes erecting and bracing 
031113450500 215.33 0.00 0.00 L.F. 4.11 885.02 

  
C.I.P. concrete forms, pile cap, square or rectangular, plywood, 4-use, 

includes erecting, bracing, stripping and cleaning 
031113453150 48.00 0.00 0.00 SFCA 5.01 240.48 

  

C.I.P. concrete forms, wall, radial, smooth curved, below grade, job 

built plywood, to 8' high, 4 use, includes erecting, bracing, stripping 

and cleaning 

031113854230 3,588.23 0.00 0.00 SFCA 11.34 40,690.48 

  

Structural concrete, ready mix, heavyweight, 4500 psi, includes local 

aggregate, sand, Portland cement (Type I) and water, delivered, 

excludes all additives and treatments 

033113350350 88.08 0.00 0.00 C.Y. 205.57 18,106.31 

  
Structural concrete, placing, continuous footing, shallow, pumped, 

includes leveling (strike off) & consolidation, excludes material 
033113701950 17.24 0.00 0.00 C.Y. 26.54 457.67 

  
Structural concrete, placing, caps, pumped, under 5 CY, includes 

leveling (strike off) & consolidation, excludes material 
033113703750 2.88 0.00 0.00 C.Y. 36.16 104.14 
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Structural concrete, placing, slab on grade, pumped, up to 6" thick, 

includes leveling (strike off) & consolidation, excludes material 
033113704350 20.11 0.00 0.00 C.Y. 30.89 621.30 

  
Structural concrete, placing, walls, pumped, 8" thick, includes 

leveling (strike off) & consolidation, excludes material 
033113704950 47.84 0.00 0.00 C.Y. 39.84 1,905.98 

A-FL Flooring               

  Wood framing, composite wood joists, 11-1/2" deep 061110183010       M.L.F. 2939.07 0.00 

  Sub floor 23/32” T&G O.S.B. – glued and screwed 061623100205 0.00 1,025.57 1,194.11 SF Flr. 1.52 3,373.91 

  Carpet – 100% nylon cut pile or Berber with 7# underlay. 096816100720 0.00 0.00 795.45 S.Y. 39.95 31,778.28 

  Hardwood 096429100020 0.00 722.20 0.00 S.F. 4.81 3,473.78 

  Tile  093213107000 0.00 175.67 246.72 S.F. 1.26 532.21 

A-

WE 
Exterior walls               

  Wall framing, studs, 2" x 6", 8' high wall, pneumatic nailed 061110406165 0.00 1.33 1.01 M.B.F. 1,340.29 3,136.11 

  Wall framing, walls, for second story and above, add 061110406165 0.00 0.00 1.01 M.B.F. 1,340.29 1,352.35 

  
Vapor retarders, building paper, polyethylene vapor barrier, standard, 

2 ml (.002" thick) 
072610100600 0.00 1,730.14 1,177.66 Sq. 13.17 38,295.67 

  
Blanket insulation, for walls or ceilings, kraft faced fiberglass, 6" 

thick, R21, 23" wide 
072113100580 0.00 1,730.14 1,177.66 S.F. 1.37 3,983.68 

  
Gypsum wallboard, on walls, fire resistant, taped & finished (level 4 

finish), 5/8" thick 
092910302150 0.00 1,730.14 1,177.66 S.F. 1.28 3,721.98 

  
Paints & coatings, walls & ceilings, interior, concrete, drywall or 

plaster, latex paint, primer or sealer coat, smooth finish, brushwork 
099123720200 0.00 1,730.14 1,177.66 S.F. 0.39 1,134.04 

A-

WI 
Interior walls               
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  Wall framing, studs, 2" x 6", 8' high wall, pneumatic nailed 061110406165 0.00 0.11 0.01 M.B.F. 1,340.29 164.86 

  Wall framing, walls, for second story and above, add 061110406165 0.00 0.00 0.01 M.B.F. 1,340.29 16.08 

  Wall framing, studs, 2" x 4", 8' high wall, pneumatic nailed 061110406145 0.00 0.49 1.02 M.B.F. 1,384.55 2096.61 

  Wall framing, walls, for second story and above, add 061110406145 0.00 0.00 1.02 M.B.F. 1,384.55 1,416.11 

  
Gypsum wallboard, on walls, fire resistant, taped & finished (level 4 

finish), 5/8" thick 
092910302150 0.00 1,257.04 1,861.58 S.F. 1.28 3,991.83 

  
Paints & coatings, walls & ceilings, interior, concrete, drywall or 

plaster, latex paint, primer or sealer coat, smooth finish, brushwork 
099123720200 0.00 1,257.04 1,861.58 S.F. 0.39 1,216.26 

A-

WF 
Frost walls               

  Wall framing, studs, 2" x 4", 8' high wall, pneumatic nailed 061110406145 0.85 0.00 0.00 M.B.F. 1,384.55 1,172.71 

  
Vapor retarders, building paper, polyethylene vapor barrier, standard, 

2 ml (.002" thick) 
072610100600 1,162.81 0.00 0.00 Sq. 13.17 15,314.14 

  
Blanket insulation, for walls or ceilings, kraft faced fiberglass, 6" 

thick, R21, 23" wide 
072113100580 1,162.81 0.00 0.00 S.F. 1.37 1,593.04 

  
Gypsum wallboard, on walls, fire resistant, taped & finished (level 4 

finish), 5/8" thick 
092910302150 1,162.81 0.00 0.00 S.F. 1.28 1,488.39 

A-

CE 
False ceiling               

  
Double 2 x 6 rim board, nailed & Double 2 x 6 rim plate on flat with 

Etafoam 
  0.00 116.66 116.66 Ea. (16') 6.06 1,413.95 

  Ceiling joist 2 x 6 @ 16" o/c       29.00 Ea. (16') 6.06   

  Blown in Cellulose fiber insulation, 5 1/2", c/w retainer net IN25200 0.00 11.66 90.00 Bag 10.32 1,049.13 

  1x3 strapping @ 16" o/c LU12120     27.00 Ea. (12') 4.33   

  
Double 5/8" Fire code drywall, screwed ( moisture resistant in 

bathroom) 
LU12821 0.00 3.33 6.49 Sheet 13.62 133.71 
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A-FI Interior finish               

  Hardboard paneling, moldings for, wood grained MDF 062513102100 0.00 386.65 495.10 L.F. 1.96 1,728.22 

A-

WD 
Windows*               

  5x2   2.00 0.00 0.00 Ea. 444.58 889.16 

  2x5   0.00 1.00 0.00 Ea. 411.35 411.35 

  3x3   0.00 1.00 0.00 Ea. 340.69 340.69 

  3x5   0.00 1.00 4.00 Ea. 698.60 3,493.00 

  3x6   0.00 6.00 0.00 Ea. 481.31 2,887.86 

  2x3.5   0.00 0.00 2.00 Ea. 399.84 799.68 

  2.5x5   0.00 0.00 2.00 Ea. 149.34 298.68 

  3x4.5   0.00 0.00 5.00 Ea. 375.15 1,875.75 

  3x4   0.00 0.00 1.00 Ea. 313.42 313.42 

  4x4   0.00 0.00 1.00 Ea. 641.79 641.79 

A-

DO 
Doors               

  2'-4"   0.00 1.00 0.00 Ea. 139.80 139.80 

  2'-6"  081416090140 0.00 2.00 6.00 Ea. 139.80 1,118.40 

  2'-8'   2.00 0.00 1.00 Ea. 229.43 688.29 

  3' x 6'-8" 081416090380 0.00 1.00 0.00 Ea. 229.43 229.43 

  Weather Stripping  087125101100 0.00 1.00 0.00 Opng. 225.48 225.48 

  4' (closet) 081433203240 0.00 0.00 1.00 Opng. 297.05 297.05 

  5' (closet) 081433203260 0.00 2.00 2.00 Opng. 328.14 1,312.56 

  5' (Double Fold)   0.00 0.00 1.00 Ea. 301.97 301.97 

  Grage Door   1.00 0.00 0.00 Ea. 3,728.05 3,728.05 

A-KI Kitchen               

  
Custom cabinets, rule of thumb: kitchen cabinets, excl. counters & 

appliances, maximum 
112223109600 0.00 8.00 1.00 L.F. 663.46 5,971.14 

  
Kitchen sink Double Stainless Steel (Under mount) with single lever 

chrome faucet 
  0.00 1.00 0.00 Ea. 1,187.36 1,187.36 

A-

BA 
Bathroom               
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Lavatory, vanity top, vitreous china, white, round, single bowl, 19", 

includes trim 
224116133020 0.00 1.00 3.00 Ea. 392.16 1,568.64 

  
Faucets/fittings, lavatory faucet, center set with single control lever 

handle, polished chrome, with pop-up drain 
224139102290 0.00 1.00 3.00 Ea. 328.84 1,315.36 

  Toilet (Wall Hung Two piece, close coupled) 224113130400 0.00 1.00 2.00 Ea. 730.07 2,190.21 

  Shower    0.00 0.00 1.00 Ea. 275.93 275.93 

  Tub   0.00 0.00 2.00 Ea. 16,336.88 32,673.76 

  
Mirrors, wall type, polished edge, 1/4" plate glass, over 5 SF, excl. 

frames 
088313100200 0.00 0.00 24.00 S.F. 16.15 387.60 

  
Medicine cabinets, with mirror, stainless steel frame, unlighted, 16" x 

22" 
102816200020 0.00 1.00 1.00 Ea. 196.63 393.26 

  Subtotal             189,532.74 

                  

  Miscellaneous materials             18,953.27 

                  

A-PL Plumbing       1.00 Lump 75,813.09 75,813.09 

                  

A-SP Sprinklers       1.00 Lump 9,476.64 9,476.64 

                  

A-EL Electrical, heating & ventilation       1.00 Lump 142,149.55 142,149.55 

                  

  Total Cost              435,925.295 
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APPENDIX D 
Changes in Cops due to changes in WWR, SH, and WT 

 

Table D-1 Changes in Cops due to changes in WWR, SH, and WT 

Façade 
Window 

type 

Shade 

amount 
Governing function 

South 

Single 1/3 ∆𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.026 ∗ 𝑆 −𝑊𝑊𝑅
2 − 1.78 ∗ 𝑆 −𝑊𝑊𝑅 − 14.89 

Single 2/3 ∆𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.017 ∗ 𝑆 −𝑊𝑊𝑅
2 − 2.55 ∗ 𝑆 −𝑊𝑊𝑅 − 24.6 

Double 1/3 ∆𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.028 ∗ 𝑆 −𝑊𝑊𝑅
2 − 6.11 ∗ 𝑆 −𝑊𝑊𝑅 − 23.31 

Triple 1/3 ∆𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.01 ∗ 𝑆 −𝑊𝑊𝑅
2 − 2.23 ∗ 𝑆 −𝑊𝑊𝑅 − 7 

Triple 2/3 ∆𝐶𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = 0.011 ∗ 𝑆 −𝑊𝑊𝑅
2 − 6.34 ∗ 𝑆 −𝑊𝑊𝑅 + 180.05 

East 

Single 1/3 ∆𝐶𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.001 ∗ 𝐸 −𝑊𝑊𝑅
2 − 11.83 ∗ 𝐸 −𝑊𝑊𝑅 + 59.9 

Single 2/3 ∆𝐶𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.0015 ∗ 𝐸 −𝑊𝑊𝑅
2 − 12.25 ∗ 𝐸 −𝑊𝑊𝑅 + 57.57 

Double 1/3 ∆𝐶𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = −0.002 ∗ 𝐸 −𝑊𝑊𝑅
2 − 5.48 ∗ 𝐸 −𝑊𝑊𝑅 + 53.87 

Double 2/3 ∆𝐶𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = −0.0011 ∗ 𝐸 −𝑊𝑊𝑅
2 − 5.9 ∗ 𝐸 −𝑊𝑊𝑅 + 52.57 

Triple 1/3 ∆𝐶𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.003 ∗ 𝐸 −𝑊𝑊𝑅
2 − 1.98 ∗ 𝐸 −𝑊𝑊𝑅 + 38.95 

Triple 2/3 ∆𝐶𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.0026 ∗ 𝐸 −𝑊𝑊𝑅
2 − 2.2 ∗ 𝐸 −𝑊𝑊𝑅 + 36.84 

North 

Single 1/3 ∆𝐶𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.0041 ∗ 𝑁 −𝑊𝑊𝑅
2 − 13.47 ∗ 𝑁 −𝑊𝑊𝑅 − 5.22 

Single 2/3 ∆𝐶𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.0037 ∗ 𝑁 −𝑊𝑊𝑅
2 − 13.52 ∗ 𝑁 −𝑊𝑊𝑅 − 5.71 

Double 1/3 ∆𝐶𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.011 ∗ 𝑁 −𝑊𝑊𝑅
2 − 22.81 ∗ 𝑁 −𝑊𝑊𝑅 − 5.07 

Double 2/3 ∆𝐶𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.011 ∗ 𝑁 −𝑊𝑊𝑅
2 − 22.89 ∗ 𝑁 −𝑊𝑊𝑅 − 4.93 

Triple 1/3 ∆𝐶𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.003 ∗ 𝑁 −𝑊𝑊𝑅
2 − 11.59 ∗ 𝑁 −𝑊𝑊𝑅 − 5.4 

Triple 2/3 ∆𝐶𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.003 ∗ 𝑁 −𝑊𝑊𝑅
2 − 11.62 ∗ 𝑁 −𝑊𝑊𝑅 − 6.34 

West 

Single 1/3 ∆𝐶𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.0012 ∗ 𝑊 −𝑊𝑊𝑅2 − 12.33 ∗ 𝑊 −𝑊𝑊𝑅 + 75.44 

Single 2/3 ∆𝐶𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.004 ∗𝑊 −𝑊𝑊𝑅2 − 12.77 ∗ 𝑊 −𝑊𝑊𝑅 + 75.29 

Double 1/3 ∆𝐶𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.0015 ∗ 𝑊 −𝑊𝑊𝑅2 − 5.93 ∗ 𝑊 −𝑊𝑊𝑅 + 69.48 

Double 2/3 ∆𝐶𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.0003 ∗ 𝑊 −𝑊𝑊𝑅2 − 6.28 ∗ 𝑊 −𝑊𝑊𝑅 + 68.38 

Triple 1/3 ∆𝐶𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.0022 ∗ 𝑊 −𝑊𝑊𝑅2 − 2.11 ∗ 𝑊 −𝑊𝑊𝑅 + 45.52 

Triple 2/3 ∆𝐶𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.0027 ∗ 𝑊 −𝑊𝑊𝑅2 − 2.31 ∗ 𝑊 −𝑊𝑊𝑅 + 43.29 
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APPENDIX E 
Changes in ECops due to changes in WWR, SH, and WT 

 
Table E-1 Changes in ECops due to changes in WWR, SH, and WT 

Façade 
Window 

type 

Shade 

amount 
Governing function 

South 

Single 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.36 ∗ 𝑆 −𝑊𝑊𝑅
2  − 73.63 ∗ 𝑆 −𝑊𝑊𝑅 − 65.75 

Single 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.2 ∗ 𝑆 −𝑊𝑊𝑅
2  − 72 ∗ 𝑆 −𝑊𝑊𝑅 − 274.76 

Double 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.11 ∗ 𝑆 −𝑊𝑊𝑅
2  − 141.76 ∗ 𝑆 −𝑊𝑊𝑅 − 159.16 

Triple 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.11 ∗ 𝑆 −𝑊𝑊𝑅
2  − 141.76 ∗ 𝑆 −𝑊𝑊𝑅 − 159.16 

Triple 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑆−𝑊𝑊𝑅 = −0.32 ∗ 𝑆 −𝑊𝑊𝑅
2  − 49.6 ∗ 𝑆 −𝑊𝑊𝑅 − 446.76 

East 

Single 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.03 ∗ 𝐸 −𝑊𝑊𝑅
2 − 159.8 ∗ 𝐸 −𝑊𝑊𝑅 + 1087.4 

Single 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.05 ∗ 𝐸 −𝑊𝑊𝑅
2 − 161.11 ∗ 𝐸 −𝑊𝑊𝑅 + 1081.9 

Double 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.015 ∗ 𝐸 −𝑊𝑊𝑅
2 − 82.55 ∗ 𝐸 −𝑊𝑊𝑅 + 1023.9 

Double 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.015 ∗ 𝐸 −𝑊𝑊𝑅
2 − 85.07 ∗ 𝐸 −𝑊𝑊𝑅 + 1043.3 

Triple 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.037 ∗ 𝐸 −𝑊𝑊𝑅
2 − 37.29 ∗ 𝐸 −𝑊𝑊𝑅 + 911.52 

Triple 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝐸−𝑊𝑊𝑅 = 0.047 ∗ 𝐸 −𝑊𝑊𝑅
2 − 38.52 ∗ 𝐸 −𝑊𝑊𝑅 + 916.88 

North 

Single 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.05 ∗ 𝑁 −𝑊𝑊𝑅
2 − 157.49 ∗ 𝑁 −𝑊𝑊𝑅 − 18.68 

Single 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.048 ∗ 𝑁 −𝑊𝑊𝑅
2 − 157.21 ∗ 𝑁 −𝑊𝑊𝑅 − 24.25 

Double 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.14 ∗ 𝑁 −𝑊𝑊𝑅
2 − 266.8 ∗ 𝑁 −𝑊𝑊𝑅 − 33.9 

Double 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.141 ∗ 𝑁 −𝑊𝑊𝑅
2 − 266.96 ∗ 𝑁 −𝑊𝑊𝑅 − 30.48 

Triple 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.041 ∗ 𝑁 −𝑊𝑊𝑅
2 − 136.6 ∗ 𝑁 −𝑊𝑊𝑅 − 18.87 

Triple 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑁−𝑊𝑊𝑅 = 0.038 ∗ 𝑁 −𝑊𝑊𝑅
2 − 136.16 ∗ 𝑁 −𝑊𝑊𝑅 − 32.65 

West 

Single 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.061 ∗𝑊 −𝑊𝑊𝑅2 − 168.24 ∗ 𝑊 −𝑊𝑊𝑅 − 1600.2 

Single 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.14 ∗ 𝑊 −𝑊𝑊𝑅2 − 173.84 ∗𝑊 −𝑊𝑊𝑅 − 1716.2 

Double 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.028 ∗ 𝑊 −𝑊𝑊𝑅2 − 92.23 ∗𝑊 −𝑊𝑊𝑅 − 1585.8 

Double 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.088 ∗ 𝑊 −𝑊𝑊𝑅2 − 95.3 ∗ 𝑊 −𝑊𝑊𝑅 − 1646.6 

Triple 1/3 ∆𝐶𝐸𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.03 ∗ 𝑊 −𝑊𝑊𝑅2 − 39.66 ∗ 𝑊 −𝑊𝑊𝑅 + 1303 

Triple 2/3 ∆𝐶𝐸𝑜𝑝𝑠𝑊−𝑊𝑊𝑅 = 0.044 ∗ 𝑊 −𝑊𝑊𝑅2 − 39.3 ∗ 𝑊 −𝑊𝑊𝑅 + 1268.3 

 


