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Abstract

As wireless devices have emerged as a ubiquitous part of people’s everyday lives,

the demands for faster wireless communications become even more pressing. For-

tunately, the advanced techniques of the physical layer such as multiple-input and

multiple-output (MIMO), multi-user detection (MUD), advanced modulation, etc.,

make multi-packet transmission (MPT) and multi-packet reception (MPR) possible.

It has been well recognized that the MPT/MPR technique can improve the perfor-

mance of the wireless networks. However, novel algorithms at the medium-access

control (MAC) and higher layers are needed to fully exploit the MPT/MPR capabil-

ity. In this thesis, we study the behavior the MPT/MPR wireless network, evaluate

its potential performance and design algorithms to efficiently and fairly manage the

MPT/MPR networks.

We start from a single-hop scenario where uncoordinated nodes share a MPR chan-

nel and assess its performance by designing additive-increase multiplicative-decrease

MAC (AIMD-MAC) to achieve the max-min fairness. We show that with an ap-

propriate set of parameters, AIMD-MAC can be applied to distributed environments

where the number of nodes and channel capacity are not constant to achieve at least

90% of the performance of the benchmark.

For multi-hop scenarios, we observe the M property of MPT/MPR networks,

which profoundly changes the traditional understanding of managing a multi-hop

wireless network. By identifying and investigating the M property, we propose novel

algorithms to evaluate the MPT/MPR networks and demonstrate the relative impor-

tance of the MPT and MPR capacity limits. To efficiently manage the multi-hop flows

traversing a MPT/MPR network, we design the AIMD backpressure MAC (AB-MAC)

algorithm. Extensive simulations show that AB-MAC significantly outperforms IEEE

802.11 especially in dense networks.
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Chapter 1

Introduction

As wireless devices, such as laptops, tablets, smartphones, etc, have emerged as a

ubiquitous part of people’s everyday lives, the demands for faster wireless communi-

cations become even more pressing and designing protocols and mechanisms to exploit

increased access capability is necessary.

A brief overview of the evolution of wireless networks in the past 20 years can

remind us about the dramatic increase in data rate of wireless communications from

a few Kbps typically in 90s to hundreds of Mbps in 2010. During the days of 1G

technologies in the early 1980s, people relied on analog systems for voice calls. In

the early 90s, we saw the rise of the Global System Mobile (GSM) and code division

multiple access (CDMA) which allowed the 2G standards to reach a theoretically

maximum speed of 50 Kbps [43]. For 3G network systems, the International Mobile

Telecommunications (IMT)-2000 standard [45] specifies that the minimum transmis-

sion data rates should be 2 Mbps for stationary or walking users and 384 Kbps for a

moving vehicle. In March 2008, the IMT-advanced specification [44] set peak speed

requirements for 4G service to 100 Mbps for high mobility communication and 1 Gbps

for low mobility communication.

On the side of demand, the explosive growth of cloud, social media, mobile com-

puting and BigData increased the demand for higher speed networks to a whole new

level. It has been forecast that the world will become the internet of everything (IoE)

by 2020 with 25 to 50 billion devices connected to Internet [14,67]. However, in 2013,

a report from Cisco estimated that 99.4 percent of physical objects that may one day

be part of the IoE are still unconnected [14].

In order to meet the increasing demand of transmission rates, it is important to

fully utilize advanced techniques of the physical layer (PHY) such as multiple-input

and multiple-output (MIMO), multi-user detection (MUD), advanced modulation,

etc., which make the simultaneous multi-packet transmission (MPT) [8, 38, 101] and
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multi-packet reception (MPR) [19, 20, 30, 60, 83, 111] possible. It has been theoreti-

cally demonstrated that, with MPT and MPR techniques, the network capacity can

improve, compared to the traditional collision channel which can only accommodate

one transmission at a time from the receiver’s perspective [28,52,81].

While the advancements in signal processing techniques introduce the poten-

tial to further improve the performance of wireless communication systems, it is

unlikely that this improvement can be achieved by the physical layer alone. The

channel model which influences the development of higher layer (medium-access con-

trol (MAC) and above) protocols is known as the collision channel model. It as-

sumes that for the desired transmission, all other concurrent transmissions in the

communication range are considered as destructive interference (DEI), or to simplify,

noise. A large number of protocols have been proposed for the collision channel

model [3, 17, 23, 26, 38, 50, 55, 94, 107] based on the principle that at most one packet

transmission should occur within the receive range of the intended receiver. For in-

stance, numerous protocols [11,53,103,104,110,112] have been designed based on the

carrier sense multiple access with collision avoidance (CSMA/CA) and/or exponen-

tial backoff mechanisms in wireless local area network (LAN)s or multi-hop ad hoc

networks. Certain protocols apply the request-to-send (RTS)/confirm-to-send (CTS)

handshake prior to data transfer in order to alleviate the so called hidden and exposed

terminal problems and “reserve” the channel before a transmission starts. Any other

nodes having received RTS and/or CTS inhibit their transmissions for a specified

time period.

However, this principle of the collision channel model is too restrictive in wireless

networks with MPT/MPR capabilities. Applying multiple-access interference (MAI)-

avoidance protocols designed for collision channels does not exploit the capabilities

of MPT/MPR networks because their primary objective is to reduce the MAI and

prevent overlapping transmissions from happening. Therefore, novel algorithms are

needed to embrace the MAI and encourage concurrent transmissions to the extent

allowed by MPT/MPR. This thesis is concerned with protocols able to exploit the

MPT/MPR capability. In MPT/MPR systems, the problem is not simply to decide

which pair of nodes can access the channel. Instead, the problem is to decide the

set of transmissions that can occur simultaneously. The size of the set should be

regulated by the MPT and MPR limits. Exceeding the MPR limit results in collision

potentially destructive to all concurrent transmissions. Equally, if the number of

concurrent transmissions is less than MPR, the channel resource is underutilized.

Additionally, if a number of multi-hop flows traverse the network, care should be

taken to decide the content of the set, i.e., how many packets should be chosen from
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each flow, which will significantly affect the efficiency and fairness of the system,

especially in multi-hop scenarios.

The fundamental conflict between fairness and efficiency has been observed by

researchers [42, 58, 62] in multi-hop networks with conventional channel models (or

equivalently, collision channel models). Both in the designs for single-hop flows [42,62]

and in multi-hop flows [58], it is necessary to support fair channel access; otherwise,

certain flows will be poorly treated or starved even if the total throughput is max-

imized. Additionally, the asymmetric information problem (which will be discussed

in Section 2.3.2) suggests that the widely adopted CSMA/CA paradigm can result

in severe unfair channel access among competitors. The max-min fairness is a well-

known method to measure the fairness of wired networks [9] and was extended to

wireless networks for single-hop flows by Huang et al. [42]. Regulating channel access

of competing flows according to the max-min fairness prioritizes the mostly poorly

treated flow. However, as we will discuss in Chapter 4, it is challenging to solve the

max-min fairness problem in multi-hop MPT/MPR wireless networks.

The scope of the thesis is the design and performance evaluation of protocols in a

time-slotted MPT/MPR wireless network capable of fully exploiting the MPT/MPR

capabilities. Our contributions include:

• Starting from a single-hop scenario, we study how to achieve the max-min rate

allocation among uncoordinated nodes contending for an MPR channel. This

part of the study helps elucidate the performance of single-hop MPR systems.

While immediate and error-less feedback is essential to achieve the optimal

performance, it is also expensive to implement in a distributed environment.

Therefore, we propose the AIMD-MAC algorithm to achieve the max-min fair-

ness without needing feedback at every slot. Although this study is based on a

static network scenario, we show that our algorithm can be applied to dynamic

networks where the number of nodes and channel capacity are not constant.

• To study the multi-hop MPT/MPR wireless networks, we start from a central-

ized viewpoint and investigate the max-min fair problem. In order to compute

the max-min rate allocation for conventional multi-hop wireless networks, a nec-

essary and sufficient condition (Theorem 4.1) is proposed to determine whether

a rate allocation is max-min fair. Based on Theorem 4.1, we develop a lin-

ear programming (LP) formulation, for use by the wireless water-filling (WF)

algorithm, to compute the exact max-min rate allocation for the conventional

multi-hop networks.
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• The contention graph is widely utilized to describe the interference relationships

among transmissions in conventional wireless networks [42]. Nonetheless, we ob-

serve that the contention graph of the MPT/MPR wireless network possesses

characteristics that are different from its traditional understanding (i.e., in con-

ventional channels). More specifically, since more than one transmission can

occur simultaneously even if they are interfering with each other, which is re-

ferred as the M property of the contention graph, the information contained in

the contention graph alone is not sufficient to decide the feasibility of a schedule.

We explore the MPT/MPR networks and study what information is needed to

compute and schedule the max-min rate allocation.

• Based on the above observation, we examine the pair-wise interference rela-

tionship among links and design novel method to compute the max-min rate

allocation for multi-hop MPT/MPR networks. We group the pair-wise inter-

ference relationships into eight patterns, based on which an approximation of

the max-min allocation can be determined by the asymmetric wireless water-

filling (WF-ASYM) algorithm we proposed. To realize the computed rate al-

location, heuristic centralized scheduling algorithms, MDSATUR and LEX are

proposed and evaluated for both homogeneous and non-homogeneous networks.

To the author’s best knowledge, the schedule construction problem in a multi-

hop MPT/MPR wireless network has not been adequately covered in research

literature thus far.

• Our study from the centralized perspective provides us with insights on the

multi-hop MPT/MPR network. It demonstrates that the fair resource allocation

is affected by all pair-wise interfering transmissions which are not necessarily

traversing the same link. Additionally, numerical results show that increasing

the value of the MPR limit to be greater than the MPT limit can improve the

aggregate throughput while setting the MPT limit to be greater than that of

MPR does not benefit the end-to-end throughput of a multi-hop flow. Based

on these observations, we propose a MAC algorithm, the AB-MAC algorithm,

for the applications in distributed systems, such as ad hoc networks. AB-MAC

is designed, simulated and compared with the IEEE 802.11 standard in three

simulation schemes. The three schemes are the mini-slot scheme, the random

scheme and the prioritized scheme which demonstrate how different levels of

node coordination during channel access can affect performance of AB-MAC

and thus suggest potential directions to further improve AB-MAC.

This thesis is organized as follows. Background and related work on different
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channel models are reviewed in Chapter 2. Chapter 3 presents the AIMD-MAC

algorithm for a single-hop scenario with MPR channel. The multi-hop MPT/MPR

wireless networks are studied by a centralized approach in Chapter 4 and the concrete

schedule constructing algorithms are stated in Chapter 5. In Chapter 6, we propose a

MAC algorithm to manage multi-hop flows in MPT/MPR wireless networks. Chapter

7 provides concluding remarks and outline of further research directions.
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Chapter 2

Background and Related Work

In this chapter, we summarize various channel models most relevant to the develop-

ment of our MPT/MPR models and compare their characteristics. Since the max-

min fair rate allocation will be used as a benchmark in both single-hop and multi-hop

wireless networks to evaluate the performance of the network system, we will discuss

the difference between the conventional definition of the max-min fairness in wired

networks and its counterpart in wireless networks. To demonstrate the challenges

to solve the max-min problem in MPT/MPR wireless networks, we introduce the M

property of the contention graph in MPT/MPR networks, which will have a persistent

and significant impact in the subsequent exploration of MPT/MPR.

2.1 Evolution of Channel Models

We discuss and compare the collision channel models, the MPT/MPR channel models

and the multi-channel models.

2.1.1 A Matrix Description of the Channel Models

The formal description of the multi-access channel models is presented in this sec-

tion. Ghez et al. [31] generalize the collision model and describe the MPR channel

by a stochastic matrix E (Eq. 2.1). Each element of the matrix ϵnk (Eq. 2.2) de-

notes the probability that k nodes can be decoded when n nodes are transmitting

concurrently. The generalized channel model describes a more practical communica-

tion environment where certain transmitted signals can be decoded in the presence
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of other signals.

E =



ϵ10 ϵ11
ϵ20 ϵ21 ϵ22
...

...
...

. . .


 (2.1)

ϵnk = P [k packets are correctly received|n are transmitted], n ≥ 1, 0 ≤ k ≤ n (2.2)

The collision channel model which can only accommodate one transmission

can be described by Eq. 2.3. ECOL shows that if one packet is transmitted, i.e., n = 1,

one packet can be decoded; otherwise, i.e., n > 1, zero packet can be decoded.

ECOL =




0 1 0 · · ·
1 0 0 · · ·
1 0 0 · · ·
...

...
...

. . .


 (2.3)

2.1.2 The K-MPR Channel Model

An interference outage model named the K-MPR channel model has been widely

applied in protocol designs and theoretical analyses [20, 30, 35, 63]. If the number of

concurrent transmissions does not exceed K, the receiver can extract all signals; on

the other hand, if there are more than K signals arriving at the same time (an event

we call interference outage), a collision happens and all signals are destroyed. The

matrix EK (Eq. 2.4) captures the behavior of the K -MPR channel. It shows that

ϵnk = 1 if n = k ≤ K; otherwise ϵnk = 0.

EK =




0 1 0
0 0 1
...

...
...

0 0 0 · · · 1
1 0 0
...

...
...




(2.4)

The K-MPR channel model captures the important role of signal to noise ratio

(SNR) of communication systems such as CDMA, assuming that every user’s received

power is balanced [86]. The normalized version of SNR is Eb/N0 where Eb is bit energy

and N0 is noise power spectral density. Eb can be computed by dividing signal power

S by bit rate R and N0 is the ratio between noise power N and bandwidth W (Eq.

2.5) [86]. W/R is generally referred to as the processing gain. A basic metric
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measuring the performance of communications systems is bit-error rate (BER) which

is a function of Eb/N0. Therefore, this bit energy to noise power spectral density ratio

(i.e., Eb/N0) is a standard quality measure to compare different digital communication

systems.

Eb

N0

=
S/R

N/W
=
S

N
(
W

R
) (2.5)

When K nodes are accessing the shared channel with equal power S, for any given

node, there are K − 1 interfering nodes with total interference equal to (K − 1)S.

Taking into account the interference, Eq. 2.5 can be rewritten as Eq. 2.6. For a

communication system with certain required bit error rate (BER) and therefore, the

corresponding Eb/N0, the capacity of the system in terms of number of concurrent

nodes can be denoted by K as in Eq. 2.7 [33].

Eb

N0

=
W/R

(K − 1) + (N/S)
(2.6)

K = 1 +
W/R

Eb/N0

−N/S (2.7)

Throughout this thesis, we assume that the MPR capability is realized by the K-

MPR channel model with K indicating the channel capacity limit. Since we assume

that the result of a reception is completely determined by the number of concurrent

transmissions arriving at the receiver, from the receiver’s viewpoint, the channel ca-

pacity is equivalent to the MPR capacity limit of the receiver.

2.1.3 MPT/MPR Channel Model

The MPR model extends the capacity of the receiving end. It has been theoret-

ically demonstrated that in multi-hop scenarios, when MPR is coupled with the

multi-packet transmission (MPT) capability, the system performance can be further

improved [52]. We denote the transmitting and receiving capability limits by KT

and KR, respectively, which means this transceiver can transmit KT or receive KR

packets simultaneously. Since half-duplex radio is assumed throughout this thesis, a

transceiver cannot transmit and receive at the same time. In a network system, if the

transceiver’s transmitting or receiving capacity limit is greater than 1 (i.e., KT > 1

or KR > 1), we name the channel model of the network the MPT/MPR channel

model . In Chapter 4, we will study the behavior of multi-hop MPT/MPR wireless

networks from a centralized viewpoint and design algorithms to compute and real-

ize the max-min fairness allocation of a MPT/MPR system. In order to exploit the
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MPT/MPR capability for distributed networks, in Chapter 6, we propose a MAC

algorithm to manage multi-hop flows traversing a MPT/MPR network.

2.1.4 Comparison with the Multi-Channel Model

The multi-channel model is similar to the MPT/MPR channel in the sense that

multiple transmissions can coexist. An example is the IEEE 802.11b [23] which

provides configuration options of up to 14 channels. We use an example to elaborate

the properties of the different channel models.

For a certain amount of frequency spectrum, users can use it as a single wide-

band channel or divide it into multiple channels with narrower bandwidth, i.e., the

multi-channel model. Assuming a channel with the bandwidth equal to W , there are

three ways to use this channel:

(1) The conventional (i.e., collision) channel with bandwidth W and KT = KR = 1;

(2) The MPT/MPR channel with KT = KR = K and bandwidth equal to W/K;

(3) The multi-channel model in which the single wide-band channel is divided into

K narrower conventional channels each with the bandwidth equal to W/K.

Without specifying the technique implementing the MPT/MPR transceiver, we roughly

assume the three channel models consume the same amount of bandwidth.

The most significant difference between the multi-channel model (3) and the other

two channel models is that, in the multi-channel model, communication occurs in

different channels and do not interfere with each other even if they are in the same

vicinity. On the other hand, in the conventional (1) and MPT/MPR (2) channel

models, all the transmissions share the same channel, thus, any two nodes in the

interference range can hear each other.

As discussed in [87], there are pros and cons in the conventional channel model

(1) with one wide-band and the multi-channel model (3) with separated narrower

channels. We extend the discussion by taking into account the MPT/MPR channel

model (2).

• In a multi-channel model, nodes exchange messages to negotiate channel usage.

i.e., which channel will be occupied by which pair of nodes (the transmitting and

receiving terminals) for a certain amount of time. In MPT/MPR channels, all

the nodes share the same channel and cooperate to avoid collisions at receivers.

While it is difficult to tell which channel model’s cooperation demands more
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resources (e.g., bandwidth and time), the multi-channel hidden terminal

problem observed by So et al. [88] brings some insights.

The well-known hidden terminal problem 1 can be partially solved by the

RTS/CTS exchange [11, 23]. However, this problem can become more com-

plicated in multi-channel networks. Consider a multi-channel system which

dynamically determines the channel assignment for the contending nodes for

optimal channel usage. If only a single transceiver is allowed for a host, the

RTS/CTS handshake can no longer mitigate the hidden terminal problem be-

cause the neighbors are not necessarily in the same channel. A node may miss

the RTS/CTS sent by their neighbors which are in a different channel. Because

of the presence of multi-channels, more effort is needed for nodes to cooperate.

On the other hand, in MPT/MPR channels, the control messages, if any are

needed, can be heard by any neighbor that is not transmitting.

• As a technical requirement to address coordination, multi-channel protocols

usually specify one channel as the control channel where all the control messages

are transmitted [88, 100]. While having all the nodes listening to the control

channel for a certain period of time can alleviate the multi-channel hidden

terminal problem, the control channel itself can become a bottleneck in a dense

network.

• A rather minor technical requirement is that, when dividing the single wide-

band channel into multiple channels, “guard bands” are needed between adjacent

channels to avoid the inter-channel interference. Because of the presence of the

guard bands, not all the bandwidth can be used for communication, which can

lead to capacity degradation.

This comparison helps illustrate that, without considerable rework, the protocols

designed for multi-channels cannot be directly applied to MPT/MPR channels,.

2.2 Max-Min Fairness

For a network system where the users have unlimited demands, an intuitive notion

of fairness is that every user obtains the same amount of resource as any other users

contending for the same resource.

1The hidden terminal problem occurs when two nodes which are not in communication range of
each other transmit to the same receiver concurrently, resulting in a collision at the receiver [92].
This problem was later studied in multi-channel networks and referred to as the multi-channel hidden
terminal problem [88].
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2.2.1 Wired Networks

In a wired network scenario where multiple flows share the links, such a fairness

requirement is equivalent to maximizing the rate of the most poorly treated flow.

This fairness metric is known as the max-min fairness [9].

Let f denote a flow and f represent the set of flows (f ∈ f). In this thesis, we use

a non-bold italic symbol (e.g., f) to represent an element and a bold italic symbol

(e.g., f) to represent a set. A bold italic symbol with a subscript denotes a subset.

e.g., f l represents the set of flows traversing link l. The size of set f is denoted by

|f |. Let ρ be a rate allocation. The rate allocation of f is represented by ρf . ρf

(ρf ∈ ρf ) is the rate of flow f . The traffic through link l, denoted by Rl, is the sum

of the rates of all the flows that traverse link l, i.e., Rl =
∑

f∈f l
ρf . Cl (packets/slot)

represents the capacity of link l (i.e., Rl ≤ Cl). In wired networks, a rate vector ρf

is feasible if Rl ≤ Cl for any link l of the network. If f ∈ f l, link l is a bottleneck

link of f if 1) Rl = Cl and 2) ρf >= ρf ′ for any f ′ ∈ f l.

Proposition 2.1. [9] In a wired network, a feasible vector ρf is max-min fair if and

only if every flow has at least one bottleneck link.

Prop. 2.1 suggests a method to evaluate whether a rate allocation is max-min fair.

In wired networks, the flows traversing the same link compete for the resource of the

link. If every flow traverses at least one bottleneck link, the rate allocation for the

flows attains the max-min fairness. Based on Prop. 2.1 the water-filling algorithm [9]

has been designed to compute the max-min fair rate allocation for wired networks.

2.2.2 Wireless Networks

To extend the max-min fairness from the wired networks to the wireless networks,

first, we discuss the contention graph . In a contention graph, every link is rep-

resented by a vertex. Two vertices of the contention graph are connected if the

corresponding two links are interfering with each other. For example, Fig. 2.1(a)

depicts a network of five single-hop flows and Fig. 2.1(b) shows its contention graph.

Every link in Fig. 2.1(a) is represented by a vertex in Fig. 2.1(b). Two adjacent links

are connected in the contention graph because the nodes cannot transmit and receive

at the same time. Thus, adjacent links are interfering with each other.

Since the contention graph shows the interference relationships between links, we

can use it to tell which flows are competing with each other, which can be precisely

illustrated by the maximal clique (MC). In graph theory, a MC is a clique that
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Fig. 2.1: A pentagonal network.

cannot be extended by including one more adjacent vertex, meaning it is not a sub-

set of a larger clique. For example, in Fig. 2.1(b), every two connected vertices

(e.g., {l1, l2}, {l2, l3}, etc) compose a MC because for any given two vertices, there

does not exist another vertex connecting to both vertices. Since the links (repre-

sented by the vertices in the contention graph) belonging to the same MC pair-wisely

interfere with each other, the flows traversing the same MC (i.e., going through any

link belonging to the MC) are contending for the shared channel. It was observed

by Huang et al. [42] that a MC in a wireless network is analogous to a link in a

wired network in the sense that the flows traversing the same MC are contending

for the resource of the MC. The study of [42] focuses on the max-min problem in

single-hop wireless networks with conventional channels. We will extend the problem

to multi-hop networks with MPT/MPR networks.

In MPT/MPR channels, a distinguishing feature of the contention graph sig-

nificantly affects the behavior of the wireless network. The primary property of a

contention graph in conventional channels (i.e., KT = KR = 1) is that if any two

links belong to the same MC, they can not transmit simultaneously. However, this

principle does not hold for MPT/MPR channels due to the fact that a node can

accommodate multiple transmissions or receptions. Thus, even links belonging to

the same MC can transmit concurrently. We refer to this property as the M prop-

erty of the contention graph in MPT/MPR networks. The M property changes our

view of the contention graph and will have a persistent and significant impact in our

subsequent exploration of MPT/MPR.

We will apply the max-min fairness metric in both single-hop and multi-hop sce-

narios of MPT/MPR wireless networks. We will demonstrate that it is not trivial

to extend the max-min fairness from the wired networks to multi-hop MPT/MPR

wireless networks.
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2.3 Related Work

2.3.1 Medium-access Control Protocols

The MAC sub-layer is designed to efficiently allocate the communication medium to

a multitude of nodes competing for the shared channel [9]. Considering a system with

limited number of nodes (1 ≤ n ≤ M), Zhao et al. [111] define the channel capacity

as

η
△
=== max

n=1,...,M
Cn (2.8)

where

Cn
△
===

n∑

k=1

kϵn,k (2.9)

The capacity from Eq. 2.8 is the maximum expectation of the number of suc-

cessful receptions given the reception matrix Eq. 2.1. To approach this capacity, an

intelligent strategy is needed to orchestrate the transmissions such that the number of

transmissions is optimized. More specifically, the number of simultaneous transmis-

sions should be n0 such that Cn0 = η. The question is, without knowing the channel

matrix Eq. 2.1, the number of nodes and transmission demand of each node (i.e., the

number of packets ready to transmit), how can we decide the size of the subset of

nodes (i.e., n0) to access the channel at each slot such that the channel capacity is

optimally used. If quality of service (QOS) needs to be considered, the dynamic allo-

cation algorithm should decide not only the size, but also the content of the subset.

For example, if the max-min fairness is considered, the multi-access protocol should

give priority to the nodes with minor requests; if the delays of packet transmissions

are concerned, the nodes with more strict constraints should be served first, etc..

MAC protocols are a class of schemes that are dedicated to coordinate nodes’

accesses to the shared channel in a way that the channel capability is fully utilized

and the QoS requirements of all the nodes are satisfied. A large number of MAC

protocols have been designed for the collision channel [3, 17, 23, 26, 38, 50, 55, 94, 107].

Since the MPR capability makes it possible to accommodate up to KR simultaneous

transmissions, in order to fully exploit the MPR capability, MAC protocols based on

MPR channels should cautiously embrace interference without exceeding the capacity

limit. In the following, we explore recent research on MAC for the collision channel

and the MPR channel.
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MAC Protocols for the Collision Channel

• Fixed allocation schemes

Classic fixed allocation schemes include time-division multiple-access (TDMA),

frequency-division multiple-access (FDMA) and code division multiple access

(CDMA). Fixed allocation schemes require the network system to provide cen-

tralized services. For instance, a high degree of synchronization is necessary in

TDMA to coordinate the nodes and precise power control is required for CDMA

cellular networks to solve the near-far problem [96]. Those controlling functions

put a computational burden on networks. While FDMA is neither vulnerable to

the timing problem of TDMA nor the near-far problem from CDMA, it requires

higher-performing hardware compared to the other two schemes [12].

• ALOHA

In contrast to the fixed strategies, more flexible methods are favored for their

simplicity and adaptivity. ALOHA [3] developed in early 70s is a protocol using

the “free-for-all” strategy. The channel resource is “free” to all nodes and packets

are transmitted immediately after their arrivals. Every packet transmission will

possibly collide with any other transmission within a time interval twice that of

the packet transmission time. As demonstrated in [4], assuming messages are

transmitted in packets with equal size and the transmission time of a packet

is one slot, without considering the retransmission (i.e., the colliding packet is

lost), the maximum departure rate for ALOHA in an unslotted channel is 1/2e ≈

0.184 packets per slot (PPS) when the attempting transmission rate is equal to

1/2 PPS. In slotted ALOHA, because all transmissions are synchronized, the

possible collision duration for a given packet transmission is reduced to one slot.

The throughput of slotted ALOHA has a maximum rate of 1/e ≈ 0.368 PPS

when the attempting transmission rate is 1 PPS [4].

The (slotted) ALOHA protocol is attractive for its simplicity and low delay for

bursty traffic under light load. However, it is also well-known for its stability

problems [31,65,74]. The throughput collapses when the arrival rate approaches

the channel capacity. The algorithms looking for an improved stability can be

categorized as collision-recovery and collision-avoidance protocols.

• Collision-recovery and collision-avoidance protocols

A class of collision-recovery protocols are referred to as splitting algorithms [9]

(e.g., tree algorithms [17] and first-come first-serve [26]) which apply different

approaches to decompose the set of collided nodes. In ALOHA, if failed packets
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need to be retransmitted, a random time interval will be placed before the re-

transmission. This random waiting period is necessary to spread the overlapped

packets and reduce the collision possibility for the next transmission [3].

Failed transmissions are a significant source of waste in processing power and

channel resources. Hence, researchers are more interested in finding strate-

gies to prevent the potential collisions from happening. Carrier-sense multiple-

access (CSMA) [55] uses the physical sensing scheme to monitor the shared

channel. A node is only permitted to transmit when it senses that the carrier

is free to avoid conflict with an undergoing transmission. IEEE 802.11 [23]

employs collision avoidance (CA) by backing off for a random number of slot

time. Optionally, the request-to-send (RTS)/confirm-to-send (CTS) handshake

is applied to implement the virtual sensing scheme to reduce collisions and

alleviate the hidden and exposed terminal problems 2. Namely, the sender and

the corresponding receiver use a short packet called RTS, which elicits a short

packet called CTS, to reserve the channel if the channel is sensed free. The

packets contain the network allocation vector (NAV) value indicating the dura-

tion of the transmission. Upon hearing these packets, the neighbors extract the

NAV value and refrain from transmitting for the specified time period.

• Application-oriented protocols

Numerous application-oriented protocols have evolved from IEEE 802.11 to pro-

vide more efficient services for certain applications such as wireless sensor net-

works and wireless local area networks (W-LAN)s [38,50,94,107]. S-MAC [107]

and T-MAC [94] are proposed for wireless sensor networks where efficient en-

ergy consumption is the primary concern. For W-LAN with devices equipped

with multiple modulation schemes (and hence multiple data rates), Holland et

al. [38] propose the receiver-based autorate (RBAR) protocol to dynamically

select the appropriate modulation scheme matching the current channel state.

The receiver estimates the channel quality according to the received RTS and

selects the data rate using the latest channel estimation. The chosen data rate

is then incorporated in CTS. Upon receiving this CTS, the sender will use the

chosen rate to transmit the data packet.

2The exposed terminal problem occurs when two nodes which are in communication range of
each other do not transmit concurrently due to carrier sense even though these two transmissions
do not interfere with each other at the corresponding receivers, resulting in a waste of the channel
resource [10].
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MAC Protocols for MPR Channel

MPR channels are expected to provide higher performance; however, simply applying

the MAC protocols designed for collision channels to MPR channels may not fully

exploit the MPR capability. In the collision channel, a successful transmission implies

the idleness of all other nodes. However, this is not true in MPR channels since a

transmission can be successful in the presence of other transmissions. It is more

difficult to infer the state of every other node, hence, it has been suggested that new

protocols specifically designed for MPR channels are necessary to fully exploit the

MPR capability [111].

• MPR MAC protocols

Dan et al. [20] analyze the impact of MPR on CSMA with respect to throughput

and delay in the scenario where a finite number of stations compete for an MPR

channel. They propose a cross-layer designed CSMA for the K-MPR channel

model, assuming that a node can precisely estimate the number of simultaneous

transmissions by sensing the energy of the carrier. Based on the estimate of the

number of concurrent transmissions, assuming the channel capacity K and the

number of contending nodes are known, a waiting node will transmit with an

appropriate probability such that the number of simultaneous transmissions will

approach but not exceed K.

Zhao et al. [111] propose the multiqueue service room (MQSR) protocol which

supports QoS with respect to a delay requirement at each node. The MQSR pro-

tocol is a centralized scheme with the assumption that a central station assumes

time-invariant and system-wide knowledge including the number of contending

nodes, the channel reception matrix (Eq. 2.1), the traffic load and the maxi-

mum delay tolerable by each node. With this information, the controller grants

the channel access to a set of nodes to maximize the throughput while satisfying

the delay requirements of the nodes.

Celik et al. [19] study the inefficiency of the conventional back-off schemes

(e.g., as in IEEE 802.11 CSMA/CA) and suggest that increasing (decreas-

ing) the transmission probability (or equally, by modifying the contention win-

dow (CW)) after a successful (failed) transmission is unfair to distant nodes

as they suffer more significantly from the power attenuation. By assigning dis-

tant nodes more transmission opportunities, the aggregate throughput can be

improved assuming there are more nodes in further area. They propose the

generic distributed probabilistic (GDP) protocol where a node is in one of the
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two states: after success (AS) and after failure (AF). Nodes in AS state trans-

mit with the probability pas while nodes in AF state use the probability paf .

Various scenarios require different pas and paf values, which need to be set

off-line, to achieve the maximum throughput.

• MIMO MAC protocols

Another line of research on MAC protocols for MPR channels focuses on mul-

tiple access schemes realized by multiple antennas [18,69,78,113]. Multiple an-

tennas can be used for both uplink (several nodes transmit to one receiver) and

downlink (one node transmits to multiple receivers) communications. Casari et

al. [18] assume a completely connected network and propose a PHY-MAC cross-

layer protocol to take advantage of multiple-input and multiple-output (MIMO)

techniques and interference cancellation, making parallel transmissions possible.

Instead of using RTS/CTS to reserve the channel for one transmission, the CTS

control message is applied to grant channel access to multiple transmission re-

quests (RTSs). NULLHOC [69] is a cross-layer protocol designed for multi-path

MIMO communication channels where nodes are equipped with antenna arrays.

NULLHOC extends the control messages of IEEE 802.11 (RTS/CTS) and al-

locates a fraction of the bandwidth for the control packets, which are used to

collect the channel information of all the nodes involved in an ongoing transmis-

sion. The gathered information is then applied to regulate transmissions such

that multiple transmissions in the same collision domain can coexist without

disturbing one another.

• CDMA MAC protocols

In code division multiple access (CDMA), a signal is spread using a pseudo-

random noise (PN) code at the transmitter. To recover the signal, the receiver

de-spreads the signal with the same PN code. By applying distinct PN codes,

the receiver can receive multiple signals simultaneously. However, the near-far

problem 3 can severely degrade the network throughput of a CDMA system [70].

The control access CDMA (CA-CDMA) [70] utilizes the RTS/CTS packets over

an out-of-band control channel to collect channel-gain information and solve the

near-far problem in single-hop wireless ad hoc networks. The channel-gain in-

formation is used to adjust the transmission power of the data packet such that

the concurrent transmissions at the intended receiver do not destroy the re-

3The near-far problem describes the condition that the signal from a transmitter near the base
station is received with high power which makes it difficult to receive the signals sent from faraway
transmitters [70].
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ception. However, this work assumes that each terminal is equipped with two

transceivers which allow a terminal to transmit and receive simultaneously over

the control and data channels thus cannot be directly applied in half-duplex sce-

narios. CDMA sensor MAC (CSMAC) [61] seeks to reduce the energy consump-

tion and the latency assuming that each node has two receivers and can estimate

its location. By negotiating PN codes via RTS/CTS based handshake and ap-

plying frequency division, CSMAC enables concurrent transmissions. With the

broadcast location information of the neighbors, a subset of nodes are chosen

to be active. The reduced network decreases the energy consumption and the

average latency of the packet transmissions.

The multiqueue service room (MQSR) MAC protocol [111] and the work of [20] re-

quire global information such as the number of contenders and the channel capacity.

The generic distributed probabilistic (GDP) protocol [19] is a distributed algorithm

but it does not compute the optimal access probability to access the channel. The

MIMO MAC protocols [18,69] need separate control channel to convey the RTS and

CTS control packets while the CDMA MAC protocols [61,70] assume two transceivers

on each node. Among the large number of proposed MAC protocols, we have not seen

any fully distributed design for MPR channels which can be adaptive to dynamic en-

vironments with various numbers of nodes (i.e., competitors) and channel capacities.

In Chapter 3, we will present AIMD-MAC to solve this problem. AIMD-MAC esti-

mates the optimal access probability by manipulating the transmission history in the

past and thus does not need the RTS/CTS-like control messages. We will demon-

strate via simulation that, with an appropriate set of parameters, AIMD-MAC does

not require the feedback at every slot to achieve the optimal performance and can be

adaptive to a wide range of scenarios.

2.3.2 Protocols for Higher Layer Wireless Networks

In this section, we discuss several well-known problems affecting the performance of

multi-hop flows in wireless networks and review recent research on the upper layer

protocols for multi-hop wireless networks with MPT or MPR capabilities.

Hidden and Exposed Terminal Problems

The well-known hidden and exposed terminal problems in wireless networks have at-

tracted considerable attention. Multiple access with collision avoidance (MACA) [53]

18



published in the 90s intends to alleviate the hidden and exposed terminal problems ex-

isting in the CSMA method. MACA removes the carrier sense (CS) part of CSMA/CA

but extends the CA mechanism. Namely, MACA reserves the channel before trans-

mission via a three-way handshake (i.e., RTS/CTS/DATA). However, MACA cannot

completely solve the hidden and exposed terminal problems and MACAW [11] was

proposed to refine the MACA algorithm by constructing a five-phase dialogue for each

transmission (i.e., RTS/CTS/DS/DATA/ACK). MACAW significantly improves the

performance of MACA but still does not fully solve the hidden and exposed terminal

problems.

IEEE 802.11 [23] applies the four-way handshake (i.e., RTS/CTS/DATA/ACK) as

an option to mitigate the hidden-terminal problem. Recent efforts to solve the hidden-

terminal problem include [103, 104, 110, 112]. The work of [104, 110] suggests using

larger carrier sensing range at the cost of potentially more severe exposed terminal

problem. Xu et al. [103] propose to shorten the transmitter-receiver distance so that

RTS/CTS can work more effectively. However, this mechanism indeed reduces the

effective transmission range. Another work by Zhu et al. [112] suggests striking for a

good balance between the hidden and exposed terminal problems without completely

solving them.

Asymmetric Information

The asymmetric information (AI) problem has been observed in many papers [11,

27, 51, 57, 71, 80, 85, 102] and it introduces interactions among flows in a multi-hop

setting. Examples of this are illustrated in Fig. 2.2 in which solid lines represent

that two nodes are in transmission range and the arrows show the directions of the

transmissions.

BA
l1

DC
l2

(a) Can be solved by RRTS

BA
l1

DC
l2

(b) Cannot be solved by RRTS

Fig. 2.2: The examples of the asymmetric information [11].

In Fig. 2.2(a), node A transmits to node B and node D transmits to node C.

Without loss of generality, if l2 wins the initial contention period, the channel will

almost completely be occupied by l2 thereafter. The reason is that once l2 starts to

transmit data packets, node A will repeatedly send RTS to node B because node A

is not aware of the transmission on l2. Node B will not reply with CTS since B needs

19



to defer the transmission to node C. Every time A sends a RTS without response, it

needs to double its CW. Because the data packet is much longer than the control

packet, A will exponentially increase its CW until it reaches the maximum length,

which makes it even harder to compete with node D whose CW is set to the minimum

value. The only chance A can win the channel is when A’s RTS arrives at B after a

complete data transmission and before C’s next CTS.

Bharghavan [11] proposes to use the request-for-request-to-send packet (RRTS)

to solve the problem. Since the problem exists because the transmitter (i.e., node

A) cannot hear the competing transmission (i.e., the one on l2), one solution is to

ask the receiver (i.e., node B) to send a RRTS during the next contention period

if it has received repeated RTS requests. After received the RRTS, the transmitter

(i.e., A) immediately sends a RTS to request the channel. Similar approach is applied

in distributed wireless ordering protocol (DWOP) [51] to support a FIFO scheduling.

However, in an asymmetric topology, as shown in Fig. 2.2(b), the AI problem

persists. In Fig. 2.2(b), node C, the transmitter of l2, can hear from the receiver of

l1, which gives C the complete information to compete for the channel. On the other

hand, node A does not know the transmissions on l2. RRTS does not work in this

case because once node B is overwhelmed in the data transmission from C, it cannot

hear the RTS from A and therefore does not know whether it should send RRTS or

not.

Inter-flow and Intra-flow Contentions

Inter-flow and intra-flow contention is yet another cause for poor performance in

multi-hop scenarios [58, 59, 80, 109]. A multi-hop flow needs to contend with other

flows traversing in the neighborhood (i.e., inter-flow contention) and a node on the

path of the flow also competes with its upstream and downstream nodes on the same

path (i.e., intra-flow contention).

802.11 MAC interactions with ad hoc forwarding are studied in [59] which suggests

that the performance of 802.11 closely depends on the topology of the network, the

traversal distances (from the source to the destination) of the flows and the traffic

pattern. Particularly, in a long chain of nodes, 802.11 can only achieve about half

of the optimal capacity because nodes early in the chain starve later nodes. In [58],

Li shows that it is significant to allocate the bandwidth for multi-hop flows from an

end-to-end viewpoint and take into consideration the intra-flow correlation between

upstream and downstream hops. Raniwala et al. [80] design a centralized algorithm

to fairly allocate bandwidth to multi-hop flows. The intra-flow contention is taken

care of by propagating the bandwidth allocation of each hop to all the nodes along the
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flow and the minimum hop allocation decides the flow rate. Zhai et al. [109] propose

optimum packet scheduling for each traffic flow (OPET) in which higher priority is

assigned to the nodes which have just received a packet such that those nodes have

a higher chance to forward the newly received packets. Additionally, OPET applies

a backward-pressure mechanism, which alleviates both the inter-flow and intra-flow

contentions, to restrict a node from transmitting if the backlog of its downstream

node overflows. The backlog overflow information is communicated via an enhanced

RTS/CTS-like handshake paradigm.

The above problems are inherent to the CSMA/CA-based designs and significantly

affect the performance of the network. In Chapter 6, we propose the AB-MAC algo-

rithm which organizes the channel access of multi-hop flows in a way that alleviates

these problems without introducing significant overhead.

Protocols for Multi-hop MPR Wireless Networks

A number of upper layer protocols designed for wireless ad hoc networks with under-

lying MPT or MPR capability are discussed here.

Wang et al. [97] formulate an optimization problem for the joint routing and

scheduling problem for multi-hop wireless networks with KT = 1 and KR > 1,

i.e., the MPR technique. In order to maximize the system throughput, they apply

node-disjoint multi-path routing to alleviate the restrictions caused by single-packet

transmitters. However, routing flows through different nodes cannot completely solve

the problem caused by the limiting transmitting capacity. The experimental results

of [97] show that the system throughput cannot linearly increase with the MPR ca-

pacity limit, which is what the numerical results presented in this thesis demonstrate.

Another scheduling algorithm proposed to exploit the MPR capability is the work by

Lv et al. [63], which studies link scheduling for ad hoc networks with successive inter-

ference cancellation (SIC) receivers. The authors also suggest that in order to cope

with interference and attenuation in wireless systems, it is necessary to integrate the

interference cancellation and rate adaptation.

Random Packet CDMA (RP-CDMA) [84] is a new CDMA technique which applies

the multi-user detection (MUD) receiver and encodes the packet header by a common

spreading code and the payload by a randomly generated spreading code. A link

layer acknowledgement protocol is proposed by Mortimer et al. [68] based on the

RP-CDMA technique to improve throughput and reliability for multi-hop wireless

ad hoc networks. It is observed in this work that, as the system load increases, the

MPR capabilities of the receivers are usually under-utilized while the transmit queues
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overflow because the system throughput is limited by the transmitting capability of

the sender. To solve this problem, the authors of [68] suggest using simultaneous

transmissions to pair the MUD receivers with equally capable transmitters.

Motivated by these observations, in Chapter 4 and 5, we present an analysis to

explain how KR and KT jointly affect the system performance and why it is necessary

to have KR = KT for the system throughput to scale linearly. To this end, we propose

algorithms to calculate the max-min fairness rate allocation, which is used as the

indicator of the system performance, for multi-hop wireless networks with advanced

communication channels. As we will show, the task is not trivial.

2.3.3 Multi-Channel Protocols

As discussed in Section 2.1.4, the multi-channel model enables separately concurrent

transmissions at the cost of the need to negotiate channel usage beforehand. For the

sake of completeness, a couple of examples are illustrated here.

The proposals to explore the flexibility brought by the available channel set can

be roughly categorized into two classes: 1) the protocols [36, 49, 72, 73, 100] which

need multiple transceivers per host and 2) protocols [88, 93, 106] that focus on low-

cost designs using only one transceiver per host. The implementation of multiple

transceivers make it more convenient to monitor the channels at the cost of more

complex hardware. For example, Wu et al. [100] propose the dynamic channel as-

signment (DCA) protocol assuming the available channel set consists of one control

channel and n data channels and every node is equipped by one control transceiver

and one data transceiver. So et al. [88] design the MMAC protocol which requires

only one transceiver per host and solves the multi-channel hidden terminal problem.

2.3.4 AIMD Protocols

The widely studied additive-increase multiplicative-decrease (AIMD) algorithm is a

feedback control algorithm used in the transport layer for congestion avoidance [46].

In the congestion avoidance state of the AIMD algorithm, the congestion window

(CWND), which captures the as-of-yet unacknowledged transmission in transit to the

destination, is increased by 1
CWND

after every acknowledgement (ACK) and decreased

by half if a congestion is detected. The frequency to update CWND is determined by

the round-trip time (RTT) which can be estimated by Jacobson/Karels algorithm [46].

The seminal work by Chui and Jain [22] applies a simpler, binary-feedback model

where a central station is monitoring the aggregate traffic load. The central station

will send a one-bit signal to the nodes to identify whether the current aggregate load
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is above or below the desired level. If the current channel usage exceeds the optimal

level, the nodes will decrease their load; otherwise they will increase the load. Instead

of using the increase-by-one decrease-by-half strategy in TCP, the increase term α

and the decrease factor β are generalized. This AIMD algorithm [22] is referred to as

the basic AIMD algorithm in following text of the thesis. With α > 0 and 0 < β < 1,

the AIMD algorithm is proved to be able to converge to an efficient and fair state

disregarding the initial setting. The efficiency is measured by the closeness to the

desired load level and the fairness is evaluated by Jain’s index [47] with the max-min

criterion [9]. This generalized AIMD is later applied by Yang et al. [105] and denoted

as the general AIMD (GAIMD).

The AIMD algorithms have attracted extensive research attention. Many modified

versions have been proposed for different applications. For example, instead of using

feedback to indicate the congestion, Rangwala et al. [79] apply the queue length to

measure the levels of the congestion. More specifically, the exponentially weighted

moving average (EWMA) of the instantaneous queue length coupled with multiple

thresholds is used to signal congestion and the potential need to halve the flow rate.

Moving downward to the MAC sub-layer, and more relevant to the work in this

thesis, AIMD algorithms have also been considered to organize nodes’ accesses for ef-

ficient channel utilization and QoS requirements. Heusse et al. [37] count the number

of successive idle slots and compare it against the optimal value (i.e., the threshold),

which is approximately constant for different number of contending nodes. The com-

parison results are used to decide whether the size of the CW should be increased

additively or decreased multiplicatively. This protocol is called Idle Sense and is de-

signed to improve throughput and short-term fairness. Hu et al. [41] apply a similar

approach and propose the MAC contention control (MCC) protocol based on IEEE

802.11e [2] to maximize the bandwidth utilization and achieve proportional band-

width allocation. Instead of adjusting the size of CW, MCC monitors the number

of successive collisions or idle slots and updates the packet dequeueing rate follow-

ing the AIMD strategy. Since each node needs to independently decide whether the

channel is idle, these methods [37,41] require that all the nodes can sense each other;

otherwise RTS/CTS-like control messages are needed to coordinate the nodes.

The above AIMD-based algorithms are designed for conventional networks. In

this thesis, we propose two MAC algorithms based on AIMD logic for MPT/MPR

networks: AIMD-MAC for single-hop scenario and AB-MAC for multi-hop scenarios.

In both algorithms, we apply the access probability (AP) to control the channel access

and adopt the AIMD strategy to adjust the access probability. The advantages to

applying the AIMD method include: 1) reduced collisions; 2) support for fairness and
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3) alleviation of problems inherent in the CSMA/CA based algorithms discussed in

Section 2.3.2.

2.3.5 Back-Pressure Protocols

In characterizing the capacity of a network and describing a strategy to achieve it,

certain important results have been produced in the literature. One is the back-

pressure (BP) routing algorithm, originally proposed by Tassiulas et al. [91]. It is

applied in constrained queueing networks to achieve the maximum throughput and

is analyzed via the Lyapunov drift theorem [29,76,77].

The BP algorithm mimics how water flows through a network of pipes via pressure

gradients to reach its destination. In order to create the corresponding “pressure gra-

dients” in communication networks, the BP algorithm prioritizes the links with high

differential backlog . Simply speaking, the differential backlog is the difference of

the backlogs of the same flow at two consecutive nodes. By repeatedly designating the

links with high differential backlog to transmit, the BP routing algorithm artificially

constructs similar types of gradients — the congestion gradients. Therefore, with

the BP routing algorithm, the packets of different flows will traverse the network via

congestion gradients and eventually exit the network by reaching their destinations.

We formally introduce the BP algorithm using the framework described in [75]

which consists of three stages: 1) determine the optimal flow; 2) compute the link

rate matrix and 3) finalize the link rate. Consider a synchronous network system

with a given topology graph. The network consists of N nodes and L links. A set

of flows f arrive at arbitrary nodes heading to different destinations with the path

undecided. Node i has an array of queues to store the backlogs of the flows crossing

the node. Q
(f)
i (t) (t = 1, 2, 3, ...) denotes the length of the backlog of flow f at node

i at slot t. Because the packets exit the system once they reach their destinations,

Q
(f)
i (t) = 0 if node i is the destination of flow f . The rate of a link from node i to

node j at slot t is denoted by µi,j(t). Let µ(t) = {µi,j(t), i = 1, ..., N, j = 1, ..., N}

be the link rate matrix at slot t, the goal of the BP routing algorithm is to select the

link rate matrix to achieve the maximum throughput while stabilizing the queueing

network. BP ignores the details of the MAC layer by assuming a predefined set of

feasible link rate matrices. Let ℑ represent the set of all feasible link rate matrices

such that when the links are transmitting with the rate specified by a link rate matrix

belonging to ℑ, no collisions occur. In other words, ℑ is the constraint for the active

link set with which the medium access problem is taken care of.

(1) Determine the optimal flow:
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The first step of the BP routing algorithm is to decide the optimal flow of a link.

For a given link i to j, there can be more than one flow crossing the link. The set

of flows crossing link i to j is denoted by f i,j. The value of Q
(f)
i (t)−Q

(f)
j (t) is the

differential backlog of flow f on link (i, j) at slot t. The optimal flow of link

i, j at slot t, denoted by f ∗
i,j(t), is the flow with the largest differential backlog,

as shown in Eq. 2.10.

f ∗
i,j(t) = argmax

f∈f i,j

(Q
(f)
i (t)−Q

(f)
j (t)) (2.10)

If link (i, j) is assigned to transmit at slot t, only the packets of flow f ∗
i,j(t) have

the potential to be selected.

(2) Compute the link rate matrix:

At this step, BP computes the link rate matrix by solving a max-weight prob-

lem (Eq. 2.12). The weight of link (i, j) is denoted by wi,j(t) and is computed by

Eq. 2.11.

wi,j(t)) = max{Q
(f∗

i,j(t))

i (t)−Q
(f∗

i,j(t))

j (t), 0} (2.11)

Max-weight problem:

max
N∑

i=1

N∑

j=1

µi,j(t)wi,j(t) (2.12a)

subject to µ(t) ∈ ℑ (2.12b)

The max-weight problem finds the link rate matrix µ(t) which can maximally

“release” the congestion pressure of the network. The potentially active link set is

constrained by Eq. 2.12(b), which guarantees that the schedule will be collision-

free.

(3) Finalize the link rate:

After the link rate matrix is found, the final step is to assign the link rate to the

optimal flow of that link. Particularly, a flow should refrain from transmitting

if the current different backlog is non-positive, even though the flow is assigned

as the optimal flow. Eq. 2.13 excludes the possibility that a flow transmits to a

neighbor with an equal or higher backlog. It is also possible that a node does not

have enough packets to transmit, i.e., Qi(f)(t) <
∑N

j=1 µ
(f)
i,j (t). This situation

is called a queue underflow. In this case, node i will send a null packet to

occupy the assigned transmission quota. It is shown that the null packets will not
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jeopardize the stability of the system because it only happens when the backlog

is low [75].

µ
(f)
i,j (t) =

{
µi,j(t), if f = f ∗

i,j(t) and Q
(f)
i (t)−Q

(f)
j (t) > 0

0, otherwise
(2.13)

From the above description, it can be observed that the BP algorithm needs global

backlog information to decide the set of active links at every slot, namely, to solve

the max-weight problem (Eq. 2.12). Additionally, since the routing is dynamically

determined by the differential backlog, the end-to-end delay of a packet can be very

long when the congestion gradients are not strong enough and the packet takes a

loopy tour before it eventually reaches the destination. Therefore, researchers [24,32,

48,66,75–77,90,108] have paid increasing attention to improve the BP algorithm.

A joint routing and power allocation policy is proposed by Neely et al. [76] to

stabilize the system and provide bounded average delay guarantee. Ying et al. [108]

propose a mechanism integrating the BP algorithm and the shortest-path routing to

shorten the end-to-end delay. To lower the complexity of the BP algorithm (caused

by solving the max-weight problem), a framework using the randomized, iterative

algorithm is designed by Tassiulas [90], which is later extended by Giaccone et al. [32].

This framework does not require solving the max-weight problem; however, it still

needs the global backlog knowledge. A number of distributed protocols [24, 66] are

designed based on the framework of [32, 90] and various levels of local information

exchange among the nodes. In [24], the conflict graph is organized by a tree structure

and the weights of the components are communicated from the leaves to the root.

In [66], a gossip mechanism [13, 54] is built up to perform the local information

exchange.

In Chapter 6, we will propose a MAC algorithm AB-MAC for multi-hop MPT/MPR

wireless networks, which adopts a modified BP strategy to alleviate the intra-flow con-

tention and uses the AIMD method to regulate the channel access of each node. The

combination of AIMD and BP algorithms avoids the need to solve the max-weight

problem and takes care of the MAC layer.
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Chapter 3

AIMD-MAC: A Distributed MAC
Protocol for K-MPR channels

In Section 2.3.1, a number of MAC protocols designed for K-MPR channels are

reviewed. Despite recent interest in MAC with MPR capability, little research has

considered applying the well-known AIMD algorithm [22] to tackle this problem. As

discussed in Section 2.3.4, AIMD was proved to be able to achieve the max-min

fairness. We apply the AIMD strategy in K-MPR channels and design the AIMD-

MAC protocol to exploit the MPR capacity while supporting max-min fairness among

uncoordinated nodes.

This chapter is organized as follows. Section 3.1 shows the system model and

Section 3.2 introduces the benchmark S-ALOHA*. The AIMD-MAC algorithm is

presented in Section 3.3. We discuss the reasons why the basic AIMD strategy [22]

cannot be directly applied to our system model and how we tackle this challenge

by using the transmission history. Section 3.4 discusses the simulation results, which

show that under light load, AIMD-MAC outperforms S-ALOHA* by achieving shorter

delay. When the system load is heavy, AIMD-MAC achieves the same performance as

S-ALOHA*, with respect to throughput, delay and fairness. Additionally, in Section

3.5, we analyze the behavior of AIMD-MAC and illustrate why AIMD-MAC can ob-

tain fairness among uncoordinated nodes. By observing the distribution of the access

probabilities, we demonstrate that AIMD-MAC is adaptive in dynamic environments

without the need to reconfigure its parameter set. Section 3.6 is the summary.

3.1 System Model

We introduce a single-hop scenario (Fig. 3.1) built on the K-MPR channel. As

discussed in Section 2.1.2, since only the receiving side has multi-packet capability in
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Fig. 3.1: A single-hop scenario with K-MPR channel.

the K-MPR channel model (i.e., KT = 1), we use K to represent the multi-packet

reception capability in this chapter. Assume a buffered slotted ALOHA system where

M independent nodes access the common channel. Data is transmitted in packets of

equal (unit) size. The slot time is defined as the transmission time for a single packet.

Each node is equipped with an unlimited queue to store backlog packets. Nodes apply

the FCFS queueing service discipline. Therefore, a newly arriving packet is placed

at the end of the queue. The packet at the head of the queue is transmitted in the

next slot, t, with probability pm(t). A failed (collided) packet remains at the head

of the queue until it is successfully transmitted. Note that we do not consider the

case where the same node attempts multiple concurrent transmissions, or attempts

transmissions for queued packets out-of-order. Hence, for a single node, at most one

packet departure (i.e., successful transmission) is possible in each time slot.

The queue length of node m (m = 1, 2, ...,M) at the beginning of slot t (t =

1, 2, 3...) is represented by Qm(t). Szpankowski [89] describes the evolution of Qm by

the stochastic recurrence

Qm(t+ 1) = (Qm(t)− ym(t))
+ + xm(t) (3.1)

where X+ = max{0, X}. xm(t) represents the number of newly arriving packets

during slot t at node m. When the traffic load is modeled by a Poisson process, the

quantities {xm(t), t = 1, 2, 3...} are Poisson-distributed random variables with first

moment equal to λm. λ =
∑M

m=1 λm is the aggregate system mean arrival rate and

λATT is the aggregate channel attempt rate.

At the beginning of slot t, if Qm(t) > 0, node m transmits one packet with

the access probability access probability (AP) 1 equal to pm(t) and is idle with

probability 1− pm(t); if Qm(t) = 0, node m is idle with probability one. We assume

1Note that through the thesis, AP is an acronym for access probability rather than the access
point.
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that an 1-bit feedback from the receiver to the transmitter is immediately available at

the end of each transmission which is one (if the transmission was successful) or zero

(if the transmission failed). In the case of success, ym(t) = 1; otherwise ym(t) = 0.

At the end of the slot, Qm(t) is updated by the stochastic recurrence (Eq. 3.1). The

access probability vector (APV) [p1(t), p2(t), ..., pM(t)] characterizes the access

policy across all nodes of the system at the t–th slot.

3.2 S-ALOHA*

Since the transmissions at each node is controlled by the AP, we present the S-

ALOHA* to evaluate the performance of such a system if every node knows the opti-

mal AP to maximize the aggregate throughput over the K-MPR channel. S-ALOHA*

will be applied as a benchmark to evaluate the performance of our distributed algo-

rithm. S-ALOHA* works for the systems with specific requirements as follows:

(i) The number of nodes M is constant and known a priori ;

(ii) Nodes always have packets ready to transmit;

(iii) The channel capacity K is also constant and known beforehand.

A system satisfying the above three requirements is named a specified system;

otherwise, it is called a unspecified system .

For a specified system where p1(t) = p2(t) = ... = pM(t) = p, (t = 1, 2, 3...), Ghan-

barinejad et al. [30] present Eq. 3.2 to compute the expected aggregate throughput

R(p,M,K) =
K∑

n=1

n

(
M

n

)
pn(1− p)M−n (3.2)

and define the optimal access probability p∗ (Eq. 3.3). Hence, the optimal aggregate

throughput R∗ can be expressed by Eq. 3.4.

p∗(M,K) = argmax
0≤p≤1

R(p,M,K) (3.3)

R∗ = R(p∗(M,K),M,K) (3.4)

In a specified system with the precomputed optimal AP (i.e., p∗), S-ALOHA* is a

strategy in which every node uses p∗ as the AP when determining whether to transmit

or not. Fig. 3.2 shows that the aggregate throughput of the system model (Fig. 3.1)

with M = 30, K = 10 and a Poisson arrival process with aggregate mean arrival
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Fig. 3.2: The aggregate throughput of S-ALOHA*.

rate λ. In this case, it can be computed numerically that p∗ = 0.25 and R∗ = 6.3.

As shown in Fig. 3.2, [0, R∗] is the stability region of S-ALOHA* because, as long

as the aggregate load is limited to the bound (i.e., λ ≤ R∗), the queue growth is

bounded. S-ALOHA* is optimal in the sense that R = λ within the stability region

(i.e., λ ∈ [0, R∗]) and R = R∗ beyond the stability region (i.e., λ > R∗). Because

the transmissions are controlled by a probability, even with the optimal AP, collisions

still occur. Thus, the aggregate attempt rate λATT is slightly greater than R. λATT

is equal to Mp∗ after the system is saturated since M active nodes transmit with the

AP equal to p∗.

A relevant question is: in an unspecified system whereM , K and p∗ are unknown or

dynamic, how can we achieve the optimal performance in a distributed environment?

We will solve this problem in this chapter.

3.3 AIMD-MAC Protocol

S-ALOHA* can only be applied in a specified system since it requires p∗ before the

node enters the network. After a new node enters the system, all nodes which are

already in the system have to update their APs with a new p∗ because the number

of accessing nodes M is changed (Note that p∗ is a function of M and K as shown

in Eq. 3.3). If any node fails to invoke the updating, the system will crash since

the aggregate demand exceeds the channel capacity. Similarly, if any node leaves the

system, such updating failure will result in a waste of channel resources.

Therefore, we propose the AIMD-MAC protocol. AIMD-MAC is a distributed

algorithm designed for fully uncoordinated nodes accessing the common K-MPR
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channel in a single-hop scenario. AIMD-MAC’s objective is to grant access to the

channel at each slot in a manner such that the expected aggregate throughput is

maximized while attaining long-term fairness across all nodes. To demonstrate AIMD-

MAC’s performance, we compare it against the benchmark S-ALOHA*.

The AIMD-MAC protocol consists of two steps at each node: 1) updating the

transmission history and 2) adjusting the AP. The basic idea is that, without the

knowledge of the number of active nodes and the channel capacity, each node collects

its local transmission history to estimate the most recent channel quality (“collision

level”). Based on the collected information, each single node can independently and

dynamically set a suitable AP such that the number of concurrent transmissions

approaches but does not exceed the channel capacity K.

The AIMD-MAC protocol performs the two steps periodically. The updating

period is specified by a preset parameter update cycle (UC) (Fig. 3.3), denoted by

τ . The indices -1 and -2 indicate the past two UCs, which specify the time interval

of the transmission history involved in computing the AP of the current UC. The

AIMD-MAC algorithm runs at the first slot of every UC, starting from the time at

which a node enters the system. Because the AP is constant during one UC, we use

the superscript (e.g., p(ic)) to denote parameters for different UCs. (In this sub-section

we describe the operation of a single node and to enhance clarity, we have dropped

the subscript m identifying the node.) The value of τ plays a significant role in the

adaptivity of AIMD-MAC which will be fully discussed in Section 3.5.

updating slot time

-2

UpdateCycle

-1 nowslot

Fig. 3.3: The update cycle.

The transmission history records the most recent local transmission information

and consists of two components, the success ratio v (Eq. 3.5) and the utilization

ratio u (Eq. 3.6).

3.3.1 Success Ratio (v)

v(ic) =

{
S(ic)

T (ic)
, T (ic) ̸= 0

−1, T (ic) = 0
(3.5)

In Eq. 3.5, S is the number of successful transmissions and T is the number of

attempted transmissions. ic (ic = −1,−2) is the index for the UC relative to the

current UC (as showed in Fig. 3.3). Obviously, for one UC, S ≤ T (S ≥ 0, T ≥ 0)

and 0 ≤ v ≤ 1 if T ̸= 0. v characterizes the recent channel conditions at the MAC

layer which are classified into three cases.
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(i) Good channel quality for increasing AP: if the collision level was low, there were

few collided (failed) packets and v would be close to 1;

(ii) Poor channel quality for decreasing AP: if the collision level was high, S was

small compared to T . Thus v would approach 0;

(iii) Channel quality is unknown and AP is not updated: if T = 0, there was no

attempted transmission from the considered node during the past UC. In this

case, the channel condition is unknown to the node and the AP value stays

the same because either increasing or decreasing the AP has a 50% chance to

jeopardize the channel. v is assigned the special value -1 to indicate “undefined

channel”.

It is natural to consider v as the index of the channel quality and adjust AP

according to the above categorization. Chiu and Jain’s seminal work [22] explains that

the basic AIMD algorithm converges to efficiency and fairness if 1) a unique command

(i.e., either increase or decrease the load) is sent to all nodes by the base station at

every slot and 2) every node receives this error-free feedback and reacts accordingly.

Hence, in order to achieve the optimal performance in distributed environments, it is

important that all nodes achieve an agreement on the channel condition. Only with

the agreement of the current channel evaluation, can each node applies the same AP

adjusting operation independently. However, it is not trivial to find a unique success

ratio threshold for the nodes to make such a decision.

Since the transmissions are random events, each node may have a slightly different

value of v even for the same UC. If a uniform threshold of success ratio is applied, the

comparison between v and the threshold may produce different results at different

nodes. This disparity will lead to inconsistent channel evaluations and various AP

adjustments among these nodes, which will negatively affect system performance.

To solve this problem, we propose a simple method to avoid this biased channel

estimation caused by the uniform threshold.

It was observed from our earlier simulations that, although a general threshold for

v does not exist, there exists a certain level of consistency to how the relation of two

successive success ratios (essentially, the slope of the success ratio “function”) reveals

the shared channel condition. An improved channel condition (increases from one UC

to the next) results in an increase in success ratios for all nodes while a compromised

channel condition leads to a decrease in all success ratios. This observation inspired

the idea to compare v(−1) and v(−2) (i.e., the success ratio for (-1)–th and (-2)–th

UCs, respectively) at each single node to determine the channel condition trend. The

following three cases explain the new approach:

32



(I) Increasing AP: if v(−2) < v(−1) (v(−1) ̸= −1), the channel quality improved from

(-2)–th to (-1)–th UC;

(II) Decreasing AP: if v(−2) > v(−1) (v(−1) ̸= −1), the channel quality decreased

from (-2)–th to (-1)–th UC;

(III) Maintaining AP: if v(−1) = −1, the channel condition is unknown.

This is a simple approach to get a relatively consistent measure of the recent

channel condition from each node independently, and at negligible storage cost. A

more thorough analysis of why this method can have the nodes uniformly respond to

the channel quality will be presented in Section 3.5.

3.3.2 Utilization Ratio (u)

u(ic) =
T (ic)

T
(ic)
w + T (ic)

(3.6)

While the employment of success ratio makes AIMD-MAC converge to efficiency,

utilization ratio (Eq. 3.6) is applied to further reduce collisions.

At the beginning of a slot, a node generates a random number which is uniformly

distributed in [0, 1]. If this number is less than p(ic) the node will transmit the first

packet of its queue, if it is not empty. T
(ic)
w records the number of slots in the ic-th

UC when the node wastes the transmission opportunity. i.e., the generated random

number is less than p(ic) but the node does not have a packet to transmit. The

expectation of T
(ic)
w + T (ic) is p(ic) × UC. Let us assume that the current value of

the AP, p(ic) represents the fraction of “channel time” allocation to a node. Given

the definition of Eq. 3.6, we can consider u as a measure of the waste of the given

allocation, which could happen e.g., because of low queue occupancy. Specifically, if

a node is allocated more channel time than needed, u will be less than one.

The utilization ratio is introduced to prevent the unnecessary channel time allo-

cation to one node. If u = 1, there was no waste of allocated channel time, which

suggests that this node’s AP proportionally reflects the traffic contribution from this

node. However, if u < 1, the number of attempted transmissions from the node

could be very small even if it has a relatively large AP. If the queue now starts to

accumulate packets (e.g., poor channel condition or bursty traffic load) and the AP

is high, this node will abruptly send packets to the channel at high rate. The channel

will not be able to accommodate the sudden increase of traffic which would lead to

collisions. These collisions will be eventually resolved by AP adjustments but could

result in increasing of average packet delay.
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This negative effect is negligible when λ is high because u will be equal to one.

But when the traffic load is light, the average packet delay could be an order of

magnitude larger if the unnecessary channel time allocation is not taken care of. A

simple method to avoid this case (a large value of AP with u < 1) is to add one more

condition for a node to increase AP: a node can only increase AP in Case I when the

utilization ratio is equal to one (u = 1).

The combined information from v and u enables the node to dynamically adjust the

AP to approach the same performance as S-ALOHA*.

AIMD-MAC (τ, α, β)
1 v(−2) ← v(−1)

2 u(−2) ← u(−1)

3 v(−1) ← T (−1) ̸= 0? S(−1)/T (−1) : −1

4 u(−1) ← T (−1)/(T (−1) + T
(−1)
w )

5 if v(−1) = 0
6 p← Max(p(−1) × 0.5, α)
7 elseif v(−1) > 0
8 if v(−1) ≥ v(−2)

9 if u(−1) = 1
10 p← Min(p(−1) + α, 1.0)
11 end

12 else

13 p← Max(p(−1) × β, α)
14 end

15 end

16 p(−1) ← p
17 return p

Fig. 3.4: The AIMD-MAC protocol.

3.3.3 Pseudocode

Fig. 3.4 presents the pseudocode description of the AIMD-MAC protocol. τ , α and

β are three preset parameters. The steps are periodically executed. Lines 1-4 update

the transmission history and lines 5-15 adjust the AP periodically. The length of one

UC is τ slots. α is the minimum AP applied by any node in the system and it is

also the increment amount when a node’s AP is increased. Naturally, α should be a

positive fraction less than one and close to zero. β is the decrease rate of AP, when

it is so decided.

Additive Increase The AP updating proceeds when v(−1) ≥ 0. A negative v (as

defined in (Eq. 3.5)) represents an unknown channel condition and AIMD-MAC does
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not change AP in this case (Case III). Line 7 indicates a positive success ratio and

line 8 conditions on a channel improvement trend (Case I). Line 9 further signals that

this node has to increase AP because it has used up its assigned channel time quota

for the last UC. The AP linearly increases (line 10) for perfect resource utilization

(i.e., u = 1).

Multiplicative Decrease If v(−1) = 0 (line 5), then all packet transmissions failed

during the (-1)–th UC. This condition suggests a serious collision level and a slow

recovery will negatively affect packet delay. In order to quickly decrease AP, the AP

is multiplied by 0.5. If v(−1) is positive but the channel condition worsens (Case II)

(line 12: v(−1) < v(−2)), then the AP is reduced less aggressively, by multiplying it by

β, which is a constant greater than 0.5 but less than 1.

3.4 Performance Evaluation

The AIMD-MAC protocol is simulated in various settings, including synchronized

and unsynchronized UCs, homogeneous and heterogenous systems. To show the per-

formance of the AIMD-MAC under different traffic loads, we apply both a Poisson

arrival process and a bursty traffic model in the simulations.

3.4.1 Simulation Scenarios

Systems with Synchronized and Unsynchronized UCs

For the purpose of extensive simulations, we discuss the synchronism of the UCs. We

specify a system as synchronized when the UCs from all nodes start at the same

slot such that the AP updating procedures proceed simultaneously. In this case,

transmission histories from all nodes always cover exactly the same time interval. A

more general circumstance is when nodes enter the system at different time slots. The

UCs may be staggered (Fig. 3.5) and the transmission histories from different nodes

cover overlapped but not aligned time intervals. We model the unsynchronized

environment by specifying node m’s starting time Im as a discrete random variable

uniformly distributed over the slot interval [0, IMAX ].

Homogeneous and Heterogeneous Systems

Second, both homogeneous and heterogeneous systems are modeled. For the homo-

geneous environment, λm = λ/M,m = 1, 2, ...,M ; for the heterogeneous environ-
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Fig. 3.5: The unsynchronized system.

ment, λm is uniformly distributed in the interval [0, 2 λ
M
], such that the average across

all is λ
M

.

Poisson and Binary Source Traffic Models

ON OFF

01p

10p
101 p− 011 p−

Fig. 3.6: The binary source model.

Third, to accurately show the performance of AIMD-MAC in various environ-

ments, we model traffic loads with different statistical characteristics. Poisson models

and binary source models are studied. In the Poisson model , the packet inter-arrival

times at node m are exponentially distributed with mean arrival rate λm. In the bi-

nary source model (Fig. 3.6) [40], a node (source) is in one of two states at each

slot: ON or OFF. The initial state of a node is decided randomly. The state transi-

tion probability from ON to OFF and from OFF to ON is p10 and p01, respectively.

With probability 1 − p10 or 1 − p01, a node stays in the ON or OFF state. If node

m is in the ON state, packets arrive at the node following a Poisson process with

parameter λ′m (Eq. 3.7); otherwise, this node is idle. With the ON-state arrival rate

λ′m, the mean arrival rate of node m over the entire simulation time is λm. This is

applied to have a controllable aggregate load λ for convenient comparison.

λ′m =

{
λm ×

p10+p01
p01

, if m is in ON state

0, if m is in OFF state
(3.7)

3.4.2 Simulation Results

We present a network system example with M = 30, K = 10, τ = 10, α = 0.025,

β = 0.9 and IMAX = 10000. If α is close to one, AP will fluctuate around the optimal
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Fig. 3.7: The homogeneous synchronized system with Poisson arrivals.

AP p∗ with a large amplitude. For a similar reason, β should be a positive fraction

close to one. (A more detailed parameter analysis will be presented in the next

Section.) Nodes enter the system with a random AP (i.e., pm ∈ [0, 1], m = 1, ...,M).

Two network scenarios are considered, 1) the homogeneous synchronized system with

Poisson arrival traffic (Fig. 3.7) and 2) a heterogeneous unsynchronized system with

bursty traffic (Fig. 3.8). We consider the following metrics:

• Aggregate Throughput R: The total number of successful packet transmis-

sions per slot from all nodes;

• Packet Delay D: The difference in time slots between the arrival and departure

of the same packet. The average packet delay is computed over all the departed

packets from all nodes;

• Fairness F : Fairness is evaluated by Jain’s fairness index (Eq. 3.8) [47].

F =
(
∑M

m=1 xm)
2

M ×
∑M

m=1 x
2
m

(3.8)

where xm = Rm

Om
. Rm is the per node throughput of node m and Om is the fair

share defined by the Jain’s fairness criterion.

Fig. 3.7(a) shows an exact match of the aggregate throughput between AIMD-

MAC and S-ALOHA*. We performed 10 runs of AIMD-MAC in the homogeneous

system with the error bar (which are too small to be displayed) denoting the standard

deviation. Even in the heterogeneous system with bursty traffic (Fig. 3.8(a)), the

system can approximately achieve the optimal result. The result implies that even

without knowing the number of nodes and channel capacity, AIMD-MAC can stabilize

the AP at p∗ for various traffic load.
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Fig. 3.8: The heterogenous unsynchronized system with bursty traffic.

Fig. 3.7(b) displays the average packet delay on a log scale. Before the system is

saturated (i.e., λ < 6.3), the delay of AIMD-MAC is lower than that of S-ALOHA*

because AIMD-MAC can adaptively increase the nodes’ AP when the load is not

heavy; however, S-ALOHA* applies a static strategy which keeps the same AP re-

gardless of the current traffic. The average delay of AIMD-MAC shows a similar

trend in the heterogeneous system (Fig. 3.8(b)).

The fairness index is almost equal to one in Fig. 3.7(c) and Fig. 3.8(c). This

high fairness index is a direct result of using relative success ratios instead of a single

universal threshold for adjusting APs.

The above simulations show that AIMD-MAC behaves similarly to the benchmark

with respect to the throughput, delay and fairness in both the homogeneous synchro-

nized model with Poisson arrival traffic and the heterogeneous unsynchronized model

with bursty traffic. Note that the second model is not only a binary bursty traffic

model. It also simulates a heterogeneous network where each node has different ar-

rival rate and enters the system at various slot. Regardless of the characteristics of the

network, compared to the Poisson model, AIMD-MAC shows persistent performance,

which confirms the robustness of the algorithm.

3.5 The Adaptivity of AIMD-MAC

Having seen the performance of AIMD-MAC in one scenario with one parameter

set, it is worth seeing whether AIMD-MAC can be adaptive for a dynamic system

where the number of nodes M and the channel capacity K are not constant. In this

section, we will introduce the oscillatory behavior of AIMD-MAC and demonstrate

how the value of τ (i.e., the update cycle (UC)) affects the distribution of the APs.

We will show that with an appropriate set of parameters, AIMD-MAC can achieve
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high performance in a wide range of scenarios without the requirement of error-less

feedback at every slot.

3.5.1 The Oscillatory Behavior

The basic AIMD algorithm converges to the max-min fair rate allocation when all the

nodes react uniformly to the command sent from a central observer [22]. AIMD-MAC

assumes that error-less feedback about the status (successful or failed) of the reception

is sent back to the transmitter after each transmission. If the node did not transmit

at the beginning of a slot, it would not receive the feedback at the end of the slot.

Because not all the nodes have the feedback at every slot, the convergence condition

in the basic AIMD [22] does not hold in AIMD-MAC. Therefore, AIMD-MAC resorts

to comparing the success ratios of two continuous UCs when updating the AP. Simply

speaking, the AP of a node multiplicatively decreases if the success ratio decreases

from its last value; otherwise, the AP additively increases. The additive-increase and

multiplicative-decrease mechanism based on the values of the successive success ratios

plays a significant role in having the nodes converge to a fair state.

In Section 3.2, we discussed the relationship between the expected aggregate

throughput R, the AP p, the number of nodes M and the reception capacity K

by Eq. 3.2. The optimal AP p∗ to achieve the maximal throughput is expressed by

Eq. 3.3 and the optimal aggregate throughput R∗ is described by Eq. 3.4. From

Eq. 3.3 and Eq. 3.2, for every M -K pair, p∗ can be numerically computed. Fig.

3.9 plots the optimal APs for the systems with 10, 30 and 100 nodes and various

channel capacities. The channel capacity K is normalized by M in the x-axis. p∗

is monotonically increasing and is close to the value of K/M in all scenarios shown

in Fig. 3.9. However, since we assume a non-stable environment, the values of K

and M are unknown to the nodes and may change from time to time. Thus, a node

cannot estimate p∗ by K/M and the key objective of the AIMD-MAC algorithm is to

adaptively estimate the value of p∗ in the dynamic wireless environment to approach

the optimal performance.

Assuming that all the M nodes apply the AP p in the K-MPR channel and the

nodes always have packets to transmit, the expectation of success ratio v (Eq. 3.5)

can be calculated by the following equation.

v(M,K, p) =
K−1∑

i=0

(
M − 1

i

)
pi(1− p)M−1−i (3.9)

Eq. 3.9 is the first K terms of a binomial expression and it expresses that in the

K-MPR channel, a transmission will be successful if there are less than K concurrent
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transmissions. Fig. 3.10 plots v vs. p for a 100-node system with channel capacities

from 10 to 90. v is monotonically decreasing as p is increasing. When the nodes apply

a larger p, the channel will have higher collision level and the nodes will observe a

lower success ratio. By definition, AIMD-MAC increases the APs when v is increasing

and decreases the APs when v is decreasing. Because Eq. 3.9 is a decreasing function,

the increase of the AP will result in more collisions in the next UC and nodes will

observe lower success ratio. According to AIMD-MAC, nodes will then decrease their

APs. The procedure will repeat thereafter. Fig. 3.11 demonstrates the interaction

between the success ratio and the AP.

Because the oscillatory behavior of AIMD-MAC, the nodes will have approxi-

mately equal number of increase and decrease operations regardless of the value of

their APs. Because the decrease operation is implemented by multiplying by a factor

less than one, those nodes with higher APs will decrease more than those with lower

APs, which guarantees that the system will eventually attain a fair state.

Higher v

Lower v

Decrease AP Increase AP

Fig. 3.11: The interaction between the success ratio and the AP.

p̃ =
α

1− β
(3.10)

The value of AP at which the increasing amount equals the decreasing amount is

called the equilibrium point and is denoted by p̃ in Eq. 3.10. p̃ is a function of α

and β while p∗ (Eq. 3.3) is a function of M and K. The value of p̃ is not necessarily

close to the value of p∗ because M and K are unknown to the nodes when setting the

parameters of AIMD-MAC. If AIMD-MAC always has the APs oscillate around p̃,

the performance will degrade when the value of |p̃− p∗| is large. In other words, for

AIMD-MAC to be adaptive in dynamic environments, the APs should not fluctuate

around p̃ even though it is the equilibrium point. Instead, the value of the APs should

always vary around p∗, within an appropriate interval, regardless of the value of the

equilibrium point.
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3.5.2 The Relationship Between UC and the Distribution of
the APs

The above goal (i.e., having the APs varying around p∗ rather than p̃) is achieved

by setting UC (τ) to be a relatively small value. In AIMD-MAC, nodes refrain from

updating the AP if there was no transmission initiated from the node during the last

UC. The success ratio is assigned to -1 (Eq. 3.5) to indicate the idle state. For a

given value of AP, if τ is small, there is lower probability that a transmission will

occur during one UC and therefore, higher probability that the node will not change

its AP. Pidle (Eq. 3.11) computes the probability that a node will be idle during a

UC when AP and UC are equal to p and τ , respectively.

Pidle = (1− p)τ (3.11)
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Fig. 3.12: The probability of no transmission for one update cycle.

Fig. 3.12 demonstrates the relationship between Pidle and τ for different values of

p (0.1, 0.3, 0.5, 0.7 and 0.9). With a fixed τ , Pidle is decreasing as p increasing, which

implies that the nodes with lower APs have greater probability to be idle and thus

maintain this low AP for a longer time. On the other hand, the nodes with large APs

have greater chance to transmit and their APs are updated more frequently. When

τ is near 100, Pidle approaches zero regardless of the AP applied. Therefore, when τ

is small, especially when τ is less than 10, more nodes will apply a small AP. If p̃ is

greater than p∗, most nodes will apply an aggressive AP and the system performance

will downgrade. This is the primary cause of poor performance in experiments. To
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solve this problem, we can set τ to a small value so that the APs will drift to a smaller

value to resolve the collision.
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(a) τ = 100 R/R∗ = 0.4.
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(b) τ = 10 R/R∗ = 0.9.

Fig. 3.13: The histogram of the APs when M = 100, K = 30.

Fig. 3.13 shows the distribution of the APs when M = 100, K = 30, α = 0.075

and β = 0.9, in which case p∗ = 0.24 and p̃ = 0.75. When UC is set to 100 (Fig.

3.13(a)), few nodes have AP greater than 0.6 even though the equilibrium point p̃ is

0.75. When M = 100, K = 30 and p is greater than 0.6, according to Fig. 3.9, the

success ratio is close to zero. According to AIMD-MAC, the node which observed

a zero success ratio should decrease the AP by half. Therefore, the APs are mostly

upper bounded by 0.6. However, most nodes still apply an AP much greater than p∗,

which leads to frequent collisions and poor performance ratio (i.e., R/R∗ = 0.4). Fig.

3.13(b) shows the distribution of AP when τ is set to 10. In this case, many nodes

apply a lower AP because the nodes with lower AP are idle for a large probability

and will keep the low AP for a longer time. With this AP distribution, collisions are

largely avoided and the performance ratio reaches 90%.

3.5.3 Simulation Results

Because of the above attributes of AIMD-MAC, we demonstrate that with an ap-

propriate set of parameters, AIMD-MAC can be applied to a wide range of scenarios

to attain a sufficiently good performance. We investigate homogeneous synchronized

systems (as in Fig. 3.7) with different number of nodes (i.e., M) and various channel

capacities (i.e., K). The parameters are set as: α = 0.025 β = 0.9 and τ = 10. In

each case, the aggregate throughput of AIMD-MAC (R) is compared with that of
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Fig. 3.14: The performance ratios when M = 10, 30, 100, K = 1, ...,M .

S-ALOHA* (R∗) when the system is saturated. The performance ratios R/R∗ are

plotted in Fig. 3.14. To display all the cases in one figure, the channel capacity K

is normalized by the number of nodes M and represented by the x-axis. Note that

Fig. 3.14 plots error bars with 99% two-side confidence interval which are too small

to be distinguished. The performance ratios are greater than 0.9 in all the scenarios

which suggests that AIMD-MAC can efficiently exploit the MPR capability in dy-

namic wireless environments. Since the UC is set to 10 (i.e., τ = 10), AIMD-MAC is

invoked every 10 slots. Thus, the AIMD-MAC does not need the feedback at every

slot. Instead, an aggregate feedback for the past 10 slots can be sent back to the

transmitter at the end of every UC.

3.6 Summary

The AIMD-MAC algorithm is inspired by the basic AIMD algorithm [22] for its

capability to achieve efficiency and fairness at the same time without the need for

coordination among nodes. However, the basic AIMD cannot be directly applied to

the wireless network to solve the medium access control problem because it is not

trivial to guarantee that the nodes can receive accurate binary feedback at every

slot. Without the timely feedback for all the nodes, the convergence property of the

basic AIMD does not hold. We propose AIMD-MAC to tackle the random access

problem of a wireless network while exploiting the MPR capacity. AIMD-MAC is a

fully distributed MAC protocol which does not need feedback at every slot. In our

simulations, as long as the nodes can receive the transmission history for every 10
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slots, AIMD can achieve 90% of the optimal performance (defined by S-ALOHA*) in

a dynamic wireless environments.
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Chapter 4

Modelling Challenges of multi-hop
MPT/MPR Networks

Having discussed how to exploit the MPR capability in the MAC layer of a single-

hop scenario, starting from this chapter, we study how the MPT/MPR capability

will affect a multi-hop wireless network. As mentioned in Section 2.3.2, it has been

observed in the literature [63, 68, 97] that the MPR capability alone cannot linearly

scale the system performance and the problem can be approached by bringing in the

MPT capability. The need for MPT capability in a multi-hop system should also be

intuitively clear. For example, consider a node that only relays traffic. Even if the

node has MPR capability, it cannot utilize it effectively if it cannot transmit at the

same rate, because in the long run the input and output rates of traffic traversing the

node should match.

The inherent conflict between optimizing the channel utilization and achieving

fairness has been recognized in [71]. The broadcasting nature of the wireless network

leads to location-dependent contentions among multi-hop flows following paths inter-

secting or close to each other. Therefore, in multi-hop wireless networks the locations

of the bottlenecks are dependent on the paths of the flows. To achieve fairness, the

channel resource of the bottleneck should be fairly distributed among all the flows

traversing the bottleneck. As we will see in this chapter, it is challenging to compute a

fair allocation in mullti-hop MPT/MPR wireless networks, especially when the MPT

and MPR capacities are unequal.

Therefore, in this chapter, our goal is to study how to fairly and efficiently manage

multi-hop flows in MPT/MPR networks. The efficiency will be measured by the end-

to-end throughput of the flows. To evaluate the fairness we use the max-min fairness

and design novel algorithms to determine the max-min rate allocation for the flows.

The structure of this chapter is as follows. First, in Section 4.1, we model the
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multi-hop MPT/MPR wireless networks via topology, flow and contention graphs.

Section 4.2 introduces the advanced channel model and Section 4.3 defines the max-

min fairness for multi-hop MPT/MPR wireless networks. Because the M property

of the contention graph built for MPT/MPR networks significantly affects the un-

derstanding of the max-min problem, we first study the problem in conventional

channel models (i.e., KT = KR = 1) in Section 4.4. In Section 4.4, we propose

a necessary and sufficient condition (Theorem 4.1) for max-min fairness in conven-

tional networks. Based on Theorem 4.1, the wireless water-filling (WF) algorithm

is introduced to compute the max-min rate allocation for multi-hop flows in con-

ventional wireless networks. The result of WF can be scaled to symmetric networks

(i.e., KT = KR = K, K = 1, 2, 3...). We prove that the max-min allocation computed

by WF is schedulable if the contention graph is a perfect graph and the minimum

number of slots to realize the allocation can be computed as a by-product of WF. The

challenges in computing the max-min fair allocation for general MPT/MPR networks

(i.e., KT , KR ≥ 1) are discussed in Section 4.5. Due to the M property, even interfer-

ing transmissions can occur simultaneously. Thus, new rules are needed to regulate

interfering transmissions so that the MPT and MPR capacity limits are not exceeded.

We group the mutual interference relationships into eight patterns which are used to

identify and normalize interfering traffic load. This procedure allows us to generate

a set of novel constraints to manage interfering transmissions, based on which the

WF-ASYM algorithm is stated to approximate the max-min allocation when KT is

not qual to KR. Section 4.6 is the summary.

4.1 The Topology, Flow and Contention Graphs

We motivate and explain our model via a simple example. Consider a multi-hop

wireless network of nine nodes which are equipped with half-duplex radios. Every

node can either transmit or receive multiple packets simultaneously but not both.

The topology graph of the network is shown by Fig. 4.1 (a). For simplicity, we

assume symmetric communication links between nodes. However, our model can be

adaptive to asymmetric networks to capture the irregular behavior of the links.

Five flows traverse the network as shown in the flow graph Fig. 4.1 (b) e.g., flow

3 (f3) is from D to F by passing through E. The flow graph extends the topology

graph with directed edges corresponding to the links crossed by flows. For the rest

of the paper, a link refers to the ability to communicate between two nodes and an

arc represents a directed transmission in the flow graph. The direction of an arc is

defined by the flow crossing it. If a link of the topology graph is crossed by n (n > 1)
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Fig. 4.1: The topology graph, flow graph and contention graph.

flows, we use n separate arcs in the flow graph to represent the link. e.g., since link

D to E in the topology graph is traversed by both f3 and f5, it is represented by both

l3 and l5 in the flow graph.

Fig. 4.1 (c) is the contention graph which is built upon the flow graph. In the

contention graph, every arc (i.e., directed edge) of the flow graph is denoted by a

vertex (We use the term node for the topology and flow graphs and vertex for the

contention graph.). Two vertices are connected if, for the corresponding two arcs

in the flow graph, one arc interferes with another. The interference between arcs is

defined by edges (both directed and undirected) of the flow graph. In Fig. 4.1 (c),

l1 and l2, which compose the maximal clique (MC) ϕ1, are connected because C is in

the interference range of A and l2’s transmission will impair l1’s reception at node A.

However, although node B and D are in the interference range of each other, l1 and

l3 (l5) are not connected in the contention graph since l3 (l5) will not interfere with l1

at node A and l1 will not interfere with l3 (l5) at node E. l3, l4, l5 and l6 are mutually

connected because they are adjacent to the same node and they compose MC ϕ2.

The contention graph we described differs from its traditional definition [42] in

the following ways:

(i) A link of the topology graph may correspond to multiple vertices in the con-

tention graph, if it is traversed by multiple flows.

(ii) The interference relationship between vertices in the contention graph is related

to the direction of the corresponding arcs in the flow graph.

(iii) The M property : as mentioned in Section 2.2.2, in MPT/MPR channels, two

vertices connected in the contention graph do not necessarily mean that the two

corresponding arcs in the flow graph cannot be active simultaneously.
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4.2 The Advanced Channel Model

It is worth noting that, in multi-hop wireless networks, a MPT/MPR channel model

is not necessarily more advantageous than the collision channel model (i.e., KT =

KR = 1) with respect to the end-to-end throughout unless KR is greater than one.

To capture the requirement forKR to be greater than one, we introduce the advanced

channel model (Def. 4.1) and illustrate this model by Fig. 4.2.

Definition 4.1. Advanced Channel Model: A channel model is named an ad-

vanced channel model if its MPR capacity limit KR is greater than one.

(KR = 3 KT = 2 )
\n1

n2

n3

n5

n6

n4

n7

f1: n1->n5
f2: n2->n6
f3: n3->n7

Fig. 4.2: An example of the advanced channel model.

Two nodes are in transmission range (denoted by solid lines) if they can de-

code the signals from each other. Two nodes are in interference range (denoted by

dashed lines) but not in transmission range if they can sense the signals from each

other but cannot decode them. In Fig. 4.2, three flows traverse the network. Node

n4 is the relay of flow f1 and f2. Flow f3 does not cross n4 but n3 is located inside

the interference range of n4. Thus, n4 needs to handle three inbound transmissions

including the traffic from n3. If n4 has KT = 2 and KR = 3, n1, n2 and n3 can

transmit simultaneously compared to the case when KT = KR = 2. Generally speak-

ing, because a relay or a receiver of a wireless network needs to handle the interfering

transmissions in addition to the desired transmissions, the overall performance can be

improved if the relays or receivers have higher reception capacity than transmission

capacity, i.e.,KR > KT . On the other hand, ifKR < KT , the additional traffic cannot

be decoded by the receiver and therefore, the end-to-end throughput cannot benefit

from the greater transmission capacity limit. These conjectures will be confirmed in

Section 5.3 by numerical results.
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4.3 Max-Min Fairness for Multi-Hop Wireless Net-

works

In Section 2.2, we discussed the max-min fairness for wired networks and identified

the analogy between a link of a wired network and a MC of a wireless network. In

this section, we present the definition of max-min fairness for multi-hop MPT/MPR

wireless networks.

Denote a MC by ϕ (ϕ ∈φ). For simplicity, we also refer to each member of ϕ

as the corresponding arc in the flow graph. Def. 4.2 defines the max-min fair rate

allocation for the set of flows f .

Definition 4.2. Max-Min Fair Allocation: In multi-hop MPT/MPR wireless

networks, the rate allocation, ρf , is max-min fair if

(i) ρf is feasible;

(ii) while maintaining ρf feasible, ρf cannot be increased without decreasing any ρf ′

which is not greater than ρf .

According to the analogy between a link of a wired network and a MC of a wireless

network, in wireless networks, a rate allocation ρf is feasible if the capacity of any

MC of the contention graph is not exceeded. Due to the M property of the contention

graph in MPT/MPR wireless networks, the feasibility of the rate allocation leads to

different constraints of the flow rates in conventional (KT = KR = 1) and MPT/MPR

(KT , KR ≥ 1) networks. In conventional channel models, we can normalize the

capacity to be “1” for each maximal clique (i.e., Cφ = 1), which is not necessarily

true in MPT/MPR networks. Therefore, we will investigate the max-min problem

in conventional networks and MPT/MPR networks separately in the following two

sections.

4.4 Max-Min Fairness in Conventional Multi-Hop

Wireless Networks

A well-known algorithm to solve the max-min problem in wired networks is the basic

water-filling algorithm [9]. This algorithm iteratively examines each unsaturated link

and fairly distributes the available bandwidth of each link among the non-bottlenecked

flows crossing the link. According to Prop. 2.1, a max-min fair allocation is achieved

if every flow crosses at least one bottleneck link 1. Based on the analogy between

1We assume all flows are greedy; i.e., they can use up any allocation provided to them; equiva-
lently, they can be thought of as having infinite demands.
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a link of a wired network and a MC of a conventional wireless network, Huang et

al. [42] propose algorithms to assign max-min fair allocation to single-hop flows.

We extend Prop. 2.1 to multi-hop flows traversing conventional wireless networks

(KT = KR = 1) and propose Theorem 4.1.

Based on Def. 4.2 and the necessary and sufficient condition (Theorem 4.1) for

ρf to be max-min fair, we present next the wireless water-filling (WF) algorithm

to compute the max-min fair allocation for multi-hop wireless networks when KT =

KR = 1, denoted by ρf (1). Let ρf (K) be the max-min allocation when KT = KR =

K. Since any arc scheduled to transmit one packet when KT = KR = 1 can transmit

K packets when KT = KR = K, we can derive that ρf (K) = Kρf (1). Thus, ρf (1)

can be scaled to compute ρf (K).

4.4.1 A Necessary and Sufficient Condition for Max-Min
Fairness

A couple of definitions are introduced before Theorem 4.1. Def. 4.3 defines a saturated

MC ϕ with respect to a given rate allocation ρf . Def. 4.4 further gives the conditions

for MC ϕ to be a bottleneck MC for flow f . Note that fφ is the set of flows traversing

ϕ (specifically, traversing an arc belonging to ϕ).

Following the definition of clique feasible in [7], let Cφ be the capacity of ϕ and

Rφ =
∑

l∈lφ
ρl be the aggregate traffic traversing the arcs of ϕ. In conventional wireless

networks a rate vector ρf is feasible if Rφ ≤ Cφ for any MC ϕ of the contention graph

(i.e., ∀ ϕ ∈ φ).

Definition 4.3. Saturated Maximal Clique: For a feasible rate allocation ρf and

a maximal clique ϕ, if Rφ = Cφ the MC ϕ is called saturated.

In conventional networks, the MC saturation condition can be expressed by one

equation, Rφ = Cφ, however, the same definition does not apply in MPT/MPR

networks. In Section 4.5 we will discuss the challenges to find the MC saturation

conditions when multi-packets transmissions are allowed.

Definition 4.4. Bottleneck Maximal Clique: For a given rate allocation ρf , a

maximal clique ϕ is a bottleneck maximal clique of a flow f if

(i) ϕ is saturated with respect to ρf ;

(ii) flow f traverses ϕ (i.e., f ∈ fφ);

(iii) flow f is a maximal rate flow crossing ϕ, i.e., ρf = max{ρi|i ∈ fφ}.
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Additionally, all flows satisfying Def. 4.4 (iii) are called bottlenecked flows with

respect to MC ϕ.

With the definition of the bottleneck MC (Def. 4.4), Theorem 4.1 provides a

necessary and sufficient condition for a rate allocation ρf to be max-min fair in

multi-hop wireless networks with conventional channel models.

Theorem 4.1. In a multi-hop wireless network with conventional channels (i.e.,KT =

KR = 1), a feasible allocation set ρf is max-min fair if and only if each flow has a

bottleneck MC.

Proof. We prove the necessary condition by a contradiction: assume that for the

max-min fair allocation ρf there exists a flow fo not bottlenecked with respect to

any ϕ. Denote the MCs traversed by fo by φfo
and the rate of fo by ρfo . Let

φfo
= φ

{b}
fo
∪φ

{nb}
fo

. φ
{b}
fo

and φ
{nb}
fo

denote the sets of bottleneck and non-botttleneck

MCs traversed by fo, respectively. If φ
{nb}
fo
̸= ∅, then δ{nb} = min

φ∈φ
{nb}
fo

{Cφ−Rφ}. If

φ
{b}
fo
̸= ∅, for each ϕ ∈ φ

{b}
fo

there exists, by Def. 4.4 a flow, f ′, with rate higher than

fo. Let us define the following equation:

δ{b} = min
φ∈φ

{b}
fo

{ρf ′ − ρfo |f
′ ∈ fφ, ρf ′ > ρfo} (4.1)

We consider the following case:

(i) Both φ
{nb}
fo

and φ
{b}
fo

are non-empty then δ = min{δ{nb}, δ{b}}

If δ{b} is smaller than δ{nb}, we note that in each MC ϕ ∈ φ
{b}
fo

, ρf ′ − ρfo rate

can be reallocated from flow f ′ to flow fo without reducing the rates of flows

with rates lower than or equal to ρfo . Note, in this case, the flows over non-

bottlenecked MCs are not affected, since there is more available capacity there

(i.e., δ{nb} > δ{b}).

(ii) φ
{nb}
fo

is empty but φ
{b}
fo

is non-empty then δ = δ{b}

We note that in each MC ϕ ∈ φ
{b}
fo

, ρf ′ − ρfo rate can be reallocated from flow

f ′ to flow fo without reducing the rates of flows with rates lower than or equal

to ρfo .

(iii) φ
{b}
fo

is empty but φ
{nb}
fo

is non-empty then δ = δ{nb}

We can increase the allocation of fo by δ without reducing any of the allocation

of flows traversing the same MC as fo with rate lower than or equal to ρfo . Hence ρf

cannot be a max-min allocation.
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The sufficient condition is straightforward. If every flow traverses at least one

bottleneck MC, to increase the rate of any flow f , the rate of another flow f ′ which

crosses the bottleneck MC of f must be decreased. By definition of the bottleneck

MC, ρ′f ≤ ρf . Thus, ρf satisfies the conditions of max-min fairness.

4.4.2 The Linear Programming Problem LPWF

According to Theorem 4.1, we can solve the max-min problem by establishing at least

one bottleneck for every flow. Therefore, before introducing the WF algorithm, we

present the linear programming (LP) problem LPWF (Eq. 4.2) to determine which

MC becomes a bottleneck MC at each iteration of the WF algorithm.

ρφ = LPWF (ϕ, f̃φ, lφ, ρlφ):

max
∑

l∈{l|l∈lφ∧l∈lf∀f∈f̃φ}

ρl (4.2a)

subject to ρlφ,i = ρlφ,j ∀ lφ,i, lφ,j ∈ {l|l ∈ lφ ∧ l ∈ lf ∀ f ∈ f̃φ} (4.2b)

ρlφ,i = ρfφ,k if lφ,i ∈ lfφ,k ∧ fφ,k /∈ f̃φ (4.2c)

|lφ|∑

i=1

ρlφ,i ≤ 1 (4.2d)

The objective of LPWF is to calculate the fair share of an unsaturated MC ϕ for

all the non-bottlenecked flows crossing ϕ when KT = KR = 1. The flows crossing

ϕ (i.e., fφ) have unlimited demands and may include both bottlenecked flows and

non-bottlenecked flows, denoted by f̃φ. ρfφ
denotes the rate allocation of fφ. fφ,k is

the k-th flow of fφ and ρfφ,k represents the rate of fφ,k. lφ denotes the arcs of ϕ and

ρlφ represents the rate allocation of lφ. Let lφ,i be the i-th arc of lφ and ρlφ,i represent

the rate of lφ,i. lfφ,k represents the arcs constituting fφ,k. Note that ρlφ,i = ρfφ,k if

lφ,i ∈ lfφ,k .

Since the rate of a flow is determined by the rate of arcs composing the flow, the

objective function Eq. 4.2a maximizes the sum of the arc rates of the non-bottlenecked

flows crossing ϕ. Due to the flow conservation constraint, all the arcs of a flow should

be assigned the same rate. According to Def. 4.4 and Theorem 4.1, all the flows

bottlenecked at the same MC should have the same rate. Therefore, all the arcs

of the non-bottlenecked flows crossing ϕ should be assigned the same rate, which is

denoted by ρφ and is defined as the solution to LPWF . Eq. 4.2b shows this equality

constraint . Any two arcs belonging to a non-bottlenecked flow, not necessarily the

same flow, crossing ϕ should have the same rate. Guaranteeing the pair–wise equality

is equivalent to assigning those arcs the same rate. If an arc belongs to a flow which has
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been bottlenecked at earlier iterations of WF (i.e., lφ,i ∈ lfφ,k and fφ,k /∈ f̃φ), its rate

is determined by the rate of that flow (i.e., ρlφ,i = ρfφ,k) and should not be changed.

Eq. 4.2c specifies the rates of these fixed arcs. When KT = KR = 1, the resource of a

MC can be considered as one unit. Thus, the node transmitting/receiving capability

limits and the half-duplex restriction can be expressed by the node constraints

(i.e., Eq. 4.2d).

LPWF fairly distributes the residual bandwidth of an unsaturated MC ϕ among

all the arcs belonging to non-bottlenecked flows within ϕ. With the new fair share

ρφ, ϕ will become saturated. If ϕ is identified as the bottleneck MC by WF, all the

non-bottlenecked flows crossing ϕ will be bottlenecked at ϕ at the same rate ρφ. As

we will see in Fig. 4.3, LPWF is invoked repeatedly in the WF algorithm until all the

flows are bottlenecked by at least one bottleneck MC.

4.4.3 The Wireless Water-Filling (WF) Algorithm

Having obtained ρφ of an unsaturated MC ϕ, we can present the wireless WF algo-

rithm (Fig. 4.3) to compute the max-min fair allocation for wireless networks when

KT = KR = 1. The parameters of WF include the set of MCs φ, the set of flows f

and the set of arcs l.

WF (φ,f , l)

1 φ̃ = φ; f̃ = f ;
2 ρf is set to NULL;
3 Each element of ρφ is set to +∞;

4 while f̃ is not empty

5 for φ ∈ φ̃

6 ρφ = LPWF (φ, f̃ , l, ρf )
7 end

8 ρ∗φ = min
φ∈φ̃

(ρφ);

9 for φ ∈ φ̃
10 if ρφ == ρ∗φ
11 for f ∈ f̃
12 if (f ∈ fφ) ρf = ρ∗φ; end

13 end

14 break;
15 end

16 end

17 φ̃ = {φ is not saturated};

18 f̃ = {f |f does not cross any saturated MC};
19 end;
20 return ρf ;

Fig. 4.3: The wireless water-filling (WF) algorithm.
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φ̃ and f̃ denote the unsaturated MCs and the non-bottlenecked flows, which are

initialized by φ and f , respectively, and are updated at the end of every iteration

(line 17, 18). ρf is the rate allocation for f and ρφ is the set of ρφ for each ϕ ∈ φ. If

not all the flows are bottlenecked (line 4), LPWF calculates the fair share ρφ for every

unsaturated MC (line 6). The minimum value of these shares is denoted by ρ∗φ at line

8. For any unsaturated MC ϕ (line 9), if ρφ is equal to ρ∗φ (line 10), it implies that

the MC ϕ will be saturated by the rate ρ∗φ at this iteration. If it is true, all the non-

bottlenecked flows crossing ϕ are assigned the rate ρ∗φ and become bottlenecked at

line 12. The break statement at line 14 guarantees that WF saturates one MC at each

iteration. Upon termination, f̃ is empty and all the flows are bottlenecked because

every flow crosses at least one bottleneck MC. ρf records the resulting allocation for

the flows of the network.

Because WF saturates one MC at each iteration, it invokes LPWF at most |φ|×|f |

times. There is a "hidden" cost of finding the MCs which is a well-known hard

problem [42]. To obtain a rate allocation for the case KT = KR = K, we can first

use WF to compute the max-min rate allocation ρf for the case KT = KR = 1 and

then scale the rate allocation by a factor of K (i.e., Kρf ).

4.4.4 The Schedulability of WF

Definition 4.5. Schedulability: Consider a synchronous time-slotted network with

the flow set f , a rate vector ρf is schedulable if there exists one discrete schedule such

that any flow f ∈ f can achieve the rate ρf . Denoting the minimum number of slots

to realize ρf by N , it means that for every N slots, every arc on the path of flow f

can transmit ρfN (an integer) packets for any f ∈ f .

It has been observed that not all max-min fair rate allocations are schedulable

[25, 42]. Fig. 2.1 shows the case when a max-min fair rate allocation cannot be

realized. Since all the MCs in this example have a size of two, the max-min rate of

every flow is 0.5 packets/slot. However, when we try to arrange transmissions, there

does not exist a discrete schedule with which every flow can realize this max-min rate.

Indeed, since at most two arcs can be active at a slot, the maximum rate of the flows

is 2/5 packets/slot.

It is known that the schedulability of an allocation is decided by the feasibility of

the rate allocation and whether the contention graph is perfect [7]. A perfect graph

is a graph G such that for every induced subgraph of G, the clique number equals the

chromatic number [34]. For a rate allocation ρ, [7] defines that ρ is clique feasible

for the contention graph if for any clique, the sum of the traffic traversing this clique
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does not exceed the capacity of the clique (which is 1 in conventional channels).

Proposition 8 of [7] further states that for the contention graph, feasibility (graph

feasibility) and clique feasibility are equivalent if and only if the contention graph is

a perfect graph. Therefore, for a perfect contention graph and a rate allocation ρ, if ρ

is clique feasible, there exists a feasible schedule such that every arc corresponding to a

vertex of the contention graph can achieve the rate specified by ρ. Applying this result,

we can prove that for perfect contention graphs, the max-min allocation computed by

WF is schedulable. We start from the conventional channel model (KT = KR = 1)

which we will extend to the case KT = KR = 2, 3, ....

Theorem 4.2. For a wireless network with multi-hop flows and KR = KT = 1, if the

contention graph of the network is a perfect graph, there exists a schedule that realizes

the max-min allocation computed by WF.

Proof. Let i denote the index of the iterations of the WF algorithm. At the i-th iter-

ation, clique ϕ(i) becomes bottlenecked and the flows traversing ϕ(i) are bottlenecked

at iteration i, if they have not already been bottlenecked at a previous iteration. Let

lφ(i) represent the set of arcs of ϕ(i). |lφ(i) | is the size of ϕ(i). The arcs of the flows

that are bottlenecked at the i-th iteration are denoted by τ i and the set of arcs bot-

tlenecked during the first i iterations is denoted by Ti (i.e., Ti = ∪
i
j=1τj). (If a flow

is bottlenecked, we say that all the arcs on the path of the flow are bottlenecked).

The max-min rate of the flows bottlenecked at the i-th iteration, or equivalently, the

rate of τ i, is obtained at the i-th iteration and is not changed in the successive iter-

ations. Therefore, at the end of the i-th iterations, WF obtains i max-min rates for

{τ 1, ..., τ i}. The max-min rates computed during the first i iterations are represented

by ρ(i) (i.e., |ρ(i)| = i) where ρ
(i)
j stores the max-min rate of τ j for j = 1, ..., i. Now

we use induction to show that ρ(i) maintains clique feasibility for the contention graph

for any iteration of WF. Let ρ be the rate set obtained at the final iteration of WF,

the following proof will show that this max-min rate set ρ is clique feasible.

Step 1: First, we show that ρ(1) = {ρ
(1)
1 } is clique feasible. Since all the arcs have

rate 0 initially, all the MCs have full capacity which is equal to one. To compute ρ
(1)
1

(i.e., the max-min rate of τ 1), Eq. 4.3 selects the MC with maximal size, denoted

by ϕ(1), and divides the capacity one by the size of ϕ1 (i.e., |lφ(1) |). ϕ(1) satisfies

ϕ(1) = argminφ∈φ
1

|lφ|
and ρ

(1)
1 = 1

|l
φ(1)

|
.

Let indicator function 1τ1(l) = 1 if arc l ∈ τ 1; otherwise 1τ 1(l) = 0. To examine

the clique feasibility of ρ(1), it is necessary to compute the aggregate traffic of every

MC and evaluate if it exceeds the capacity limit. For any MC ϕ ∈ φ, the rate of

arc l of ϕ can be represented by ρ
(1)
1 1τ1(l) (i.e., the rate of l is equal to ρ

(1)
1 if l is
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bottlenecked at the first iteration) and the aggregate traffic of ϕ is
∑

l∈lφ
ρ
(1)
1 1τ1(l) (Eq.

4.4). Because all the arcs of ϕ(1) are bottlenecked at the first iteration, lφ(1) ⊆ τ 1 and∑
l∈l

φ(1)
ρ
(1)
1 1τ1(l) = |lφ(1)|ρ

(1)
1 = |lφ(1)| 1

|l
φ(1)

|
= 1. Thus Eq. 4.4 holds when ϕ ∈ {ϕ(1)}.

If the aggregate traffic for any ϕ ∈ φ \ {ϕ(1)} is greater than 1, there exists a MC ϕ′

such that
∑

l∈lφ′
ρ
(1)
1 1τ1(l) = |lφ′ ∩ τ 1|

1
|l
φ(1)

|
> 1, i.e., 1

|l
φ(1)

|
> 1

|lφ′∩τ1|
≥ 1

|lφ′ |
, which

contradicts that ϕ(1) = argminφ∈φ
1

|lφ|
. Therefore Eq. 4.4 holds at the first iteration

and ρ(1) is clique feasible.

ρ
(1)
1 = min

φ∈φ
{

1

|lφ|
} (4.3)

∑

l∈lφ

ρ
(1)
1 1τ1(l)

{
= 1 ϕ ∈ {ϕ(1)}
≤ 1 ϕ ∈ φ \ {ϕ(1)}

(4.4)

Step 2: Assume ρ(i) = {ρ
(i)
1 , ..., ρ

(i)
i } is clique feasible at the i-th iteration, i.e., Eq.

4.5 holds. The i-th iteration computes the max-min rate for τ i and saturates ϕ(i).

Therefore, at the end of the i-th iteration, {ρ
(i)
1 , ..., ρ

(i)
i } are the max-min rates for

{τ 1, ..., τ i} and {ϕ(1), ..., ϕ(i)} are saturated MCs. Eq. 4.5 computes the aggregate

traffic of all the MCs by counting in the max-min rates obtained during the first

i iterations. The aggregate traffic of the MC is equal to 1 if the MC is saturated;

otherwise it is not greater than 1.

∑

l∈lφ

i∑

j=1

ρ
(i)
j 1τ j

(l)

{
= 1 ϕ ∈ {ϕ(1), ..., ϕ(i)}
≤ 1 ϕ ∈ φ \ {ϕ(1), ..., ϕ(i)}

(4.5)

Step 3: In order to show that ρ(i+1) = {ρ
(i)
1 , ..., ρ

(i+1)
i+1 } is clique feasible, it is

necessary to compute each element of ρ(i+1) (computed at line 8 of Fig. 4.3), which is

shown by Eq. 4.6. For the flows bottlenecked during the first i iterations, their max-

min rates are not changed in the successive iterations. Therefore, {ρ
(i+1)
1 , ..., ρ

(i+1)
i } =

{ρ
(i)
1 , ..., ρ

(i)
i }.

ρ
(i+1)
j =

{
ρ
(i)
j j = 1, ..., i

minφ∈φ{
1−

∑i
k=1 ρ

(i)
k

|τk∩lφ|

|lφ−Ti|
} j = i+ 1

(4.6)

At the (i+1)-th iteration, WF computes the max-min rate ρ
(i+1)
i+1 for τ i+1. In the

second case of Eq. 4.6, τ k represents the arcs bottlenecked at the k-th iteration. τ k∩lφ

are the arcs of ϕ which were bottlenecked at the k-th iteration. Thus, ρ
(i)
k |τ k ∩ lφ|

represents a portion of the clique capacity of ϕ that was “consumed” at the k-th

iteration. The numerator represents the residual clique capacity of ϕ which can be
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allocated to the non-bottleneck arcs of ϕ (i.e., lφ − Ti). Thus, the quotient is the

result of evenly allocating the residual capacity of ϕ over all the non-bottleneck arcs

of ϕ. The minimum quotient over all the MCs is ρ
(i+1)
i+1 , with which ϕ(i+1) becomes

saturated. ϕ(i+1) can be expressed by ϕ(i+1) = argminφ∈φ
1−

∑i
k=1 ρ

(i)
k

|τk∩lφ|

|lφ−Ti|
.

∑

l∈lφ

i+1∑

j=1

ρ
(i+1)
j 1τj

(l) =
∑

l∈lφ

i∑

j=1

ρ
(i+1)
j 1τj

(l) +
∑

l∈lφ

ρ
(i+1)
i+1 1τ i+1 (l) =

∑

l∈lφ

i∑

j=1

ρ
(i)
j 1τj

(l) +
∑

l∈lφ

ρ
(i+1)
i+1 1τ i+1 (l) (4.7a)

=





∑
l∈lφ

∑i
j=1 ρ

(i)
j 1τj

(l) = 1 φ ∈ {φ(1), ..., φ(i)}
∑

l∈l
φ(i+1)

(∑i
j=1 ρ

(i)
j 1τj

(l) + ρ
(i+1)
i+1 1τ i+1 (l)

)
= 1 φ ∈ {φ(i+1)}

∑
l∈lφ

∑i
j=1 ρ

(i)
j 1τj

(l) +
∑

l∈lφ
ρ
(i+1)
i+1 1τ i+1 (l) ≤ 1 φ ∈ φ \ {φ(1), ..., φ(i+1)}

(4.7b)

Eq. 4.7 shows the aggregate traffic of every MC when the arcs of τ j have the

rate ρ
(i+1)
j for j = 1, ..., i + 1. Because {ρ

(i+1)
1 , ..., ρ

(i+1)
i } = {ρ

(i)
1 , ..., ρ

(i)
i }, the original

expression can be converted to the last expression of Eq. 4.7a. Eq. 4.7b further

divides the equation into three cases. Because the MCs belonging to {ϕ(1), ..., ϕ(i)}

are saturated before the (i+1)-th iteration and the rates for their arcs are not changed

anymore, the aggregate traffic of ϕ for any ϕ ∈ {ϕ(1), ..., ϕ(i)} can be expressed by the

first case of Eq. 4.7b. According to Eq. 4.5, it is equal to 1. For ϕ(i+1), the aggregate

traffic is shown by the second case of Eq. 4.7b. Replacing ρ
(i+1)
i+1 by Eq. 4.6, the

aggregate traffic of ϕ(i+1) is equal to one. Suppose to the contrary, that the third case

of Eq. 4.7b does not hold. Then, there exists a MC ϕ′ in φ \ {ϕ(1), ..., ϕ(i+1)} such

that
∑

l∈lφ′

∑i

j=1 ρ
(i)
j 1τ j

(l) +
∑

l∈lφ′
ρ
(i+1)
i+1 1τ i+1

(l) > 1, from which we can derive that

ρ
(i+1)
i+1 >

1−
∑i

k=1 ρ
(i)
k

|τk∩lφ′ |

|lφ′−Ti|
. However, this contradicts Eq. 4.6. Based on the above

reasoning, Eq. 4.7 holds.

Based on the three steps, the allocation is clique feasible at any iteration of WF.

Therefore, the max-min rate allocation ρ obtained at the final iteration of WF is

clique feasible. According to Proposition 8 of [7], ρ is feasible.

Denote the max-min schedule of a network with KT = KR = 1 by S(1). Lemma

4.1 states a method to construct a feasible schedule in symmetric networks based on

the max-min schedule of the conventional network.

Lemma 4.1. For a wireless network with multi-hop flows, if the contention graph of

the network is a perfect graph, scale the schedule S(1) by a factor K > 1 and denote

the new schedule by S(K). S(K) is feasible for the same topology and flows when

KT = KR = K.

Proof. According to Theorem 4.2, a feasible max-min schedule S(1) can be con-

structed based on the solution of WF when the contention graph is a perfect graph.
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Since both the transmission and reception capacity limits are scaled by a factor K,

every transmission of S(1) can be replaced by K concurrent transmissions without

exceeding the limits. Thus, S(K) is feasible in the network with the same flows when

KT = KR = K.

For a slot-synchronized system, the least number of slots needed to realize ρ is the

smallest integer, denoted by Nmin, such that ρNmin is an integer set. Nmin is called

the minimal scheduling cycle . When KT = KR = 1, a feasible schedule to realize

ρ is to assign ρiNmin slots to the arcs of rate ρi for i = 1, ..., |ρ|. Next, we show that

Nmin can be calculated as a byproduct of the WF algorithm.

4.4.5 Minimal Scheduling Cycle

The computation of Nmin is based on Lemma 4.2.

Lemma 4.2. For i = 1, 2, ..., |ρ|, the max-min rate ρi computed at the i-th iteration

of WF can be expressed by Eq. 4.8, where f(j, i), a(j, i) and g(j, i) are shown by Eq.

4.9, Eq. 4.10 and Eq. 4.11, respectively.

ρ
(i)
i =

f(1, i)−
∑i−1

j=1 a(j, i)
(
f(1, j) +

∑j−1
t=1 f(1, t)g(t, j)

)

f(1, i+ 1)
(4.8)

f(j, i) =

{ ∏i−1
t=j |lφ(t) −Tt−1| if j < i

1 if j ≥ i
(4.9)

a(j, i) =

{
|τ j ∩ lφ(i) |f(j + 1, i) if j < i
0 if j ≥ i

(4.10)

g(j, i) =

{
−a(j, i)−

∑i−1
t=j+1 a(t, i)g(j, t) if j < i

0 if j ≥ i
(4.11)

Proof. Note that f(j, i) (Eq. 4.9) has the property shown by Eq. 4.12.

f(j, i) = f(j, k)f(k, i), j ≤ k ≤ i (4.12)

We apply induction to prove Lemma 4.2.

• Initially, all arcs are non-bottleneck arcs and T0 = ∅. When i = 1, according to

Eq. 4.3, ρ
(1)
1 = 1

|l
φ(1)

|
. Based on Eq. 4.9, f(1,1)

f(1,2)
= 1

|l
φ(1)

|
. Therefore, ρ

(1)
1 = f(1,1)

f(1,2)

and Eq. 4.8 holds for i = 1.

• Assume Eq. 4.8 holds for ρ
(k)
k , k = 1, ..., i.
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• Now we show that for i + 1, ρ
(i+1)
i+1 (Eq. 4.6) can be expressed in the format of

Eq. 4.8. Note that ρ
(k)
k = ρ

(i)
k for k = 1, ..., i. Replacing ρ

(i)
k in Eq. 4.6 by ρ

(k)
k

of Eq. 4.8 for k = 1, ..., i, ρ
(i+1)
i+1 can be expressed by Eq. 4.13.

ρi+1 =
1−

∑i

j=1

f(1,j)−
∑j−1

k=1 a(k,j)(f(1,k)+
∑k−1

t=1 f(1,t)g(t,k))
f(1,j+1)

|τ j ∩ lφ(i+1) |

|lφ(i+1) −Ti|
(4.13)

According to Eq. 4.9 and 4.12, 1
|l
φ(i+1)−Ti|

= f(1,i+1)
f(1,i+2)

. Thus, Eq. 4.13 becomes

Eq. 4.14.

ρi+1 =
f(1, i+ 1)−

∑i
j=1

f(1,i+1)|τj∩l
φ(i+1) |

f(1,j+1)

(
f(1, j)−

∑j−1
k=1 a(k, j)

(
f(1, k) +

∑k−1
t=1 f(1, t)g(t, k)

))

f(1, i+ 2)
(4.14)

Because f(j + 1, i + 1) = f(1,i+1)
f(1,j+1)

(Eq. 4.12), Eq. 4.15 holds, which can be

converted to Eq. 4.16 because a(j, i+1) = f(j+1, i+1)|τ j ∩ lφ(i+1) | (Eq. 4.10).

ρi+1 =
f(1, i+ 1)−

∑i
j=1 f(j + 1, i+ 1)|τ j ∩ l

φ(i+1) |
(
f(1, j)−

∑j−1
k=1 a(k, j)

(
f(1, k) +

∑k−1
t=1 f(1, t)g(t, k)

))

f(1, i+ 2)
(4.15)

ρi+1 =
f(1, i+ 1)−

∑i
j=1 a(j, i+ 1)

(
f(1, j)−

∑j−1
k=1 a(k, j)

(
f(1, k) +

∑k−1
t=1 f(1, t)g(t, k)

))

f(1, i+ 2)
(4.16)

The term
∑j−1

k=1 a(k, j)
(
f(1, k) +

∑k−1
t=1 f(1, t)g(t, k)

)
in Eq. 4.16 can be rear-

ranged as
∑j−1

k=1 f(1, k)
(
a(k, j) +

∑j−1
t=k+1 a(t, j)g(k, t)

)
. According to Eq. 4.11,

−g(k, j) = a(k, j) +
∑j−1

t=k+1 a(t, j)g(k, t) and Eq. 4.17 holds, which completes
the proof.

ρi+1 =
f(1, i+ 1)−

∑i

j=1 a(j, i+ 1)
(
f(1, j) +

∑j−1
k=1 f(1, k)g(k, j)

)

f(1, i+ 2)
(4.17)

Re-express Eq. 4.8 by N(i)
D(i)

where N(i) and D(i) are the numerator and denomina-

tor of Eq. 4.8, respectively. Since f(j, i), a(j, i) and g(j, i) are integers, N(i) and D(i)

are also integers. Thus, D(i)
gcd(N(i),D(i))

is the minimum number of slots needed such that

ρ
(i)
i can be realized in discrete systems. Therefore, the least common multiplier of

D(i)
gcd(N(i),D(i))

for i = 1, ..., |ρ| is the least number of slots needed to schedule ρ, i.e., Eq.
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4.18 holds. Since lφ(i) , τ i and Ti can be computed at the i-th iteration of WF, Nmin

can be obtained as a by-product of WF.

Nmin = lcm

(
D(1)

gcd(N(1),D(1))
, ...,

D(|ρ|)

gcd(N(|ρ|),D(|ρ|))

)
(4.18)

4.5 Max-Min Fairness in MPT/MPR Multi-Hop

Wireless Networks

We investigate next the characteristics of the MPT/MPR wireless networks and show

that, when multiple transmissions participating in the same MC can occur simulta-

neously (i.e., the M property), even determining the feasibility of a rate allocation

and the saturation status of a MC are challenging. In this section, we study the

feasibility of a rate allocation by introducing the eight interference patterns and il-

lustrate the challenges to find a necessary and sufficient condition for a saturated

MC in MPT/MPR networks. Based on the eight interference patterns we propose

the WF-ASYM algorithm to approximate the max-min rate allocation in MPT/MPR

multi-hop wireless networks.

4.5.1 Eight Pair-wise Interference Patterns

We start from studying the conditions of a feasible rate allocation in MPT/MPR

networks. When the transmitting or receiving capability limit is greater than 1

(i.e., KT , KR ≥ 1), more than one transmission of the same MC can occur con-

currently. Thus, the capacity of the MC cannot be simply assumed as one unit and

Eq. 4.2d is not valid to determine the feasibility of a rate allocation. Since a suc-

cessful transmission means that it can be correctly transmitted and received by the

corresponding transmitter and receiver of the arc, a rate allocation ρf being feasible

implies that both the transmitter and receiver of any arc can accommodate the traffic

load specified by ρf . This traffic load includes the traffic of the arc itself (referred to

as the desired traffic) and the interfering traffic carried by the interfering arcs.

Therefore, for ρf to be feasible, any arc (or more specifically, the transmitter and

receiver of any arc) should be able to handle both the desired and the interfering

traffic.

For a given arc l, the MC in which l parcitipates contains all the interfering arcs

of l which are in pair–wise interference relationship themselves. To guarantee that

arc l can accommodate the traffic load specified by ρf , we need to examine every MC

containing l because different MC contains different interfering arcs of l. Therefore,
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to evaluate the feasibility of ρf , we examine every MC ϕ in φ. Then for any ϕ, we

compute the aggregate traffic of every arc l ∈ lφ, including both the desired traffic

carried by l and the interfering traffic carried by any other arcs of ϕ. If the aggregate

traffic can be handled by both the transmitter and receiver of l, which can be any arc

of any MC, the feasibility of ρf is satisfied.

Starting with a single MC ϕ (i.e., φ = {ϕ}) of size two (i.e., lφ={lφ,i, lφ,j}),

in which case one arc lφ,i only has one interfering arc lφ,j within ϕ. In the MC ϕ,

the aggregate traffic of lφ,i consists of the transmissions carried by lφ,i (i.e., desired

traffic) and the interfering transmissions contributed by lφ,j (i.e., interfering traffic).

The aggregate traffic is calculated at the transmitter (txi) and receiver (rxi) of lφ,i

separately. Note that not every contributor to the aggregate traffic is using txi as its

transmitter and rxi as its receiver. For example, in Fig. 4.4 (b), txi is the receiver of

lφ,j. The transmissions of lφ,i always denotes txi as transmitter and rxi as receiver;

however, the transmissions of an interfering arc lφ,j may or may not involve txi and/or

rxi. Thus, it is necessary to identify the combinations of how lφ,j interferes with lφ,i.

We identify eight patterns (Fig. 4.4) and derive the equations (Eq. 4.19 and 4.20)

to compute the normalized aggregate traffic of lφ,i within ϕ, according to the inter-

ference pattern in which lφ,j interferes with lφ,i. Fig. 4.4 shows the eight interference

patterns from lφ,i’s viewpoint, i.e., each case shows how lφ,j interferes with lφ,i.

(a) (b) (c) (d) (e) (f)

(g)

(h)

 ��,�   ��,�   ��,�   ��,�   ��,�   ��,�   ��,�  
 ��,�   ��,�  

 ��,�  
 ��,�  

 ��,�  

 ��,�  

 ��,�  

 ��,�  

 ��,�  

 ���   ���/ ���  
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 ���/ ���  

 ���/ ���  
 ���/ ���  

 ���/ ���  
 ���/ ���  

 ���/ ���  

 ���/ ���  

 ���   ���   ���   ���   ���   ���  

 ���   ���   ���   ���   ���   ���   ���  

Fig. 4.4: The eight pair-wise interference patterns.

There are three ways in which lφ,j can interfere with lφ,i:

(A) lφ,j only interferes with lφ,i at txi (Fig. 4.4(b))

Note that a transmitting node will not be affected by an overheard signal. Thus,

lφ,j will interfere with txi if 1) txi = txj (i.e., lφ,i and lφ,j share the same trans-

mitter) or 2) txi = rxj (i.e., lφ,j’s receiver is txi). If txi = txj, the signal sent

by txj will be received by rxi because rxi is in the transmission range of txj (or

txi). Thus, the only case of group A is when lφ,j’s receiver is the transmitter

of lφ,i and rxi is not in the interference range of txj, which is depicted by Fig.

4.4(b).
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(B) lφ,j only interferes with lφ,i at rxi (Fig. 4.4(c), (d) and (e))

A receiver will be affected when it is in the interference or transmission range

of a transmitter, which is captured by Fig. 4.4(d) and (e). Since a node cannot

perform reception and transmission concurrently (half-duplex radio), rxi will

need to share the resource with txj if rxi = txj. Thus, group B include Fig.

4.4(c), (d) and (e).

(C) lφ,j interferes with lφ,i at both txi and rxi (Fig. 4.4(a), (f), (g) and (h))

Fig. 4.4(a), (f), (g) and (h) compose the cases of group C. Fig. 4.4(a) and (h)

show the patterns when txi = txj but lφ,i and lφ,j may or may not share the

same receiver; Fig. 4.4(f) and (g) include the patterns when txi = rxj but lφ,j

may or may not apply rxi as it transmitter.

Therefore, the eight patterns include all the cases that lφ,j can interfere with lφ,i,

which are described in the following list.

(a) lφ,j interferes with lφ,i at both the transmitter and the receiver of lφ,i as txi = txj

and txj is in the interference range of rxi;

(b) lφ,j interferes with lφ,i at the transmitter of lφ,i as txi = rxj;

(c) lφ,j interferes with lφ,i at the receiver of lφ,i as rxi = txj;

(d) lφ,j interferes with lφ,i at the receiver of lφ,i as rxi = rxj;

(e) lφ,j interferes with lφ,i at the receiver of lφ,i as txj is in the interference range of

rxi;

(f) lφ,j interferes with lφ,i at both the transmitter and the receiver of lφ,i as txi = rxj

and txj is in the interference range of rxi;

(g) lφ,j interferes with lφ,i at both the transmitter and the receiver of lφ,i as txi = rxj

and txj = rxi;

(h) lφ,j interferes with lφ,i at both the transmitter and the receiver of lφ,i as txi = txj

and rxi = rxj.

Fig. 4.4 shows the non-commutative property of the interference relationships.

While lφ,j interferes with lφ,i in one type, lφ,i can interfere with lφ,j in another type

or may not interfere with lφ,j. For instance, in case (e), lφ,j interferes with lφ,i at

rxi but lφ,i does not interfere with lφ,j because txi is not in the interference range of

63



rxj. However, if either lφ,j interferes with lφ,i or lφ,i interferes with lφ,j in any type of

Fig. 4.4, we say that lφ,i and lφ,j are dependent ; otherwise, they are independent .

In MPT/MPR wireless networks, if two arcs are dependent, they are connected in

the contention graph. Since the interactions between flows caused by overhearing are

considered when constructing the pair–wise interference patterns, edges of the flow

graph with no traffic (i.e., undirected edges) will influence whether vertices of the

contention graph interfere or not (e.g., Fig. 4.4 (e) and (f)).

When KT = KR = 1, the capacity of one MC is 1 unit because at most one

packet transmission can occur at a slot within one MC. In MPT/MPR channels, since

nodes can transmit or receive multiple packets simultaneously, we can normalize each

contribution of the aggregate traffic going through txi or rxi to the range of 0 to 1

by dividing respectively by KR or KT . Specifically, if the node is the transmitter,

the traffic load at the node should be normalized by KT ; if the node is the receiver

or overhearing the transmission, the traffic load should be normalized by KR. Let

CTX(i, j) (CRX(i, j)) be the normalizing coefficient for the traffic of lφ,j at txi(rxi).

For a rate allocation ρf to be feasible, it is necessary that Eq. 4.19 and Eq. 4.20

hold. ρlφ,i is the rate of lφ,i. Note that the rate of an arc is equal to the rate of the

flow crossing the arc (i.e., ρlφ,i = ρf , lφ,i ∈ lf , ρf ∈ ρf ).

TX : ρlφ,i × CTX(i, i) + ρlφ,j × CTX(i, j) ≤ 1 (4.19)

RX : ρlφ,i × CRX(i, i) + ρlφ,j × CRX(i, j) ≤ 1 (4.20)

Eq. 4.19 and 4.20 express the normalized aggregate traffic crossing lφ,i when lφ,j

is the only interfering arc in ϕ. Eq. 4.19 is the normalized aggregate traffic going

through the transmitter of lφ,i (i.e., txi). ρlφ,i×CTX(i, i) is the normalized traffic load

of lφ,i passing through txi, i.e., the desired traffic; ρlφ,j × CTX(i, j) is the normalized

traffic load that lφ,j contributes to lφ,i at txi, i.e., the interfering traffic. CTX(i, i)

(CTX(i, j)) is the normalizing coefficient of the traffic load of lφ,i (lφ,j) crossing txi.

If Eq. 4.19 holds, it implies that lφ,i (lφ,j) can achieve the rate ρlφ,i (ρlφ,j) without

exceeding the MPT/MPR capacity of txi.

Similarly, Eq. 4.20 is the normalized aggregate traffic going through the receiver

of lφ,i (i.e., rxi). ρlφ,i ×CRX(i, i) is the normalized traffic load of lφ,i passing through

rxi, i.e., the desired traffic; ρlφ,j × CRX(i, j) is the normalized traffic load that lφ,j

contributes to lφ,i at rxi, i.e., the interfering traffic. CRX(i, i) (CRX(i, j)) is the nor-

malizing coefficient of the traffic load of lφ,i (lφ,j) crossing rxi. If Eq. 4.20 holds, it im-

plies that lφ,i (lφ,j) can achieve the rate ρlφ,i (ρlφ,j) without exceeding the MPT/MPR
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capacity of rxi.

Table. 4.1: The normalizing coefficients when i ̸= j.
(a) (b) (c) (d) (e) (f) (g) (h)

CTX(i, j)
1

KT

1
KR

0 0 0 1
KR

1
KR

1
KT

CRX(i, j)
1

KR
0 1

KT

1
KR

1
KR

1
KR

1
KT

1
KR

Because in our notation convention, the transmissions of lφ,i always have txi as

transmitter and rxi as receiver, CTX(i, i) = 1/KT and CRX(i, i) = 1/KR always hold.

When i ̸= j, the coefficients CTX(i, j) and CRX(i, j) used to normalize the aggregate

traffic are decided by the interference pattern in which lφ,j interferes with lφ,i, as

summarized in Table. 4.1. Eq. 4.21–4.36 list the conditions for ρf to be feasible for

every case of Fig. 4.4.

(a)

TX : ρlφ,i ×
1

KT

+ ρlφ,j ×
1

KT

≤ 1 (4.21)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KR

≤ 1 (4.22)

(b)

TX : ρlφ,i ×
1

KT

+ ρlφ,j ×
1

KR

≤ 1 (4.23)

RX : ρlφ,i ×
1

KR

+ ρlφ,j × 0 ≤ 1 (4.24)

(c)

TX : ρlφ,i ×
1

KT

+ ρlφ,j × 0 ≤ 1 (4.25)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KT

≤ 1 (4.26)

(d)

TX : ρlφ,i ×
1

KT

+ ρlφ,j × 0 ≤ 1 (4.27)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KR

≤ 1 (4.28)
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(e)

TX : ρlφ,i ×
1

KT

+ ρlφ,j × 0 ≤ 1 (4.29)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KR

≤ 1 (4.30)

(f)

TX : ρlφ,i ×
1

KT

+ ρlφ,j ×
1

KR

≤ 1 (4.31)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KR

≤ 1 (4.32)

(g)

TX : ρlφ,i ×
1

KT

+ ρlφ,j ×
1

KR

≤ 1 (4.33)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KT

≤ 1 (4.34)

(h)

TX : ρlφ,i ×
1

KT

+ ρlφ,j ×
1

KT

≤ 1 (4.35)

RX : ρlφ,i ×
1

KR

+ ρlφ,j ×
1

KR

≤ 1 (4.36)

For example, if lφ,j interferes with lφ,i in type (a), for an allocation vector ρf to

be fessible, it is necessary that Eq. 4.21 and Eq. 4.22 hold. Because lφ,i and lφ,j share

the same transmitter (i.e., txi = txj), at txi, both ρlφ,i and ρlφ,j should be normalized

by KT in Eq. 4.21. Because the transmissions of lφ,j can be heard by rxi, at rxi, both

ρlφ,i and ρlφ,j should be normalized by KR in Eq. 4.22. In this case, CTX(i, j) = 1/KT ,

CRX(i, j) = 1/KR as indicated in the second column of Table. 4.1.

Similarly, if lφ,i and lφ,j fit case (b), for ρf to be feasible, it is necessary that Eq.

4.23 and Eq. 4.24 hold. Because the transmitter of lφ,i is the receiver of lφ,j, at txi,

ρlφ,i should be normalized by KT and ρlφ,j should be normalized by KR in Eq. 4.23.

Because txj is not in the interference range of rxi, the receiver of lφ,i will not be

affected by the transmission of lφ,j. Thus, in Eq. 4.24, the coefficient of ρlφ,j is 0. In

this case, CTX(i, j) = 1/KR and CRX(i, j) = 0 as shown in the third column of Table.

4.1.

Similar reasoning can be applied to the remaining interference patterns (c) to (h).

As mentioned earlier, for a rate allocation ρf to be feasible, the arc of any MC

should be able to accommodate the aggregate traffic within that MC. Eq. 4.37 and
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Eq. 4.38 show that, for ρf to be feasible, the normalized aggregate traffic going

through any end (i.e., transmitter or receiver) of any arc of any MC should be less

than one. As we will show in Section 5.3, the rate allocation computed restricted to

these conditions closely approximates the max-min allocation. Unfortunately, these

constraints are neither necessary nor sufficient for determining whether ϕ is saturated

with respect to ρf .

|lφ|∑

j=1

CTX(i, j)ρlφ,j ≤ 1, i = 1, ..., |lφ| (4.37)

|lφ|∑

j=1

CRX(i, j)ρlφ,j ≤ 1, i = 1, ..., |lφ| (4.38)

4.5.2 Challenges to Determining the Saturation Status of MC

The challenges are specific to the M property of the contention graph built in MPT/MPR

wireless networks. We will revisit this property again in Section 5.1 when we present

the scheduling algorithm for MPT/MPR channels. In this section, we discuss the

obstacles to find the necessary and sufficient conditions to determine whether ϕ is

saturated with respect to ρf . More specifically, we will illustrate why the equality of

Eq. 4.37 and 4.38 are neither necessary nor sufficient conditions for ϕ to be saturated.

Challenges to Determining the Necessary Conditions

Fig. 4.5 depicts an example of two flows. We will compute the max-min allocation

using Eq. 4.37 and Eq. 4.38 and show that, for this example, these two constraints

are over constraining.

A

B

C

D E F

l1
l2
l3 l4 l5

Fig. 4.5: An example of two flows. f1: A->B->D. f2: C->D->E->F.

In Fig. 4.5, f1 traverses arc l1 and l2 and f2 traverses arc l3, l4 and l5. These five

arcs compose one MC because they are pair-wise dependent. Assuming KT = 2 and

KR = 5 and applying Eq. 4.37 and Eq. 4.38, we construct Eq. 4.39 to 4.43 for the
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five arcs. For instance, Eq. 4.39a is the constraint of the transmitter of l1 constructed

according to Eq. 4.37 when lφ = {l1, l2, l3, l4, l5} and i = 1. Similarly, Eq. 4.39b is

the constraint of the receiver of l1 created by Eq. 4.38.

TX(l1) :
ρl1
KT

≤ 1 (4.39a)

RX(l1) :
ρl1
KR

+
ρl2
KT

+
ρl3
KR

+
ρl4
KR

+
ρl5
KR

≤ 1 (4.39b)

TX(l2) :
ρl1
KR

+
ρl2
KT

≤ 1 (4.40a)

RX(l2) :
ρl1
KR

+
ρl2
KR

+
ρl3
KR

+
ρl4
KT

+
ρl5
KR

≤ 1 (4.40b)

TX(l3) :
ρl3
KT

≤ 1 (4.41a)

RX(l3) :
ρl1
KR

+
ρl2
KR

+
ρl3
KR

+
ρl4
KT

+
ρl5
KR

≤ 1 (4.41b)

TX(l4) :
ρl2
KT

+
ρl3
KR

+
ρl4
KR

≤ 1 (4.42a)

RX(l4) :
ρl2
KR

+
ρl3
KR

+
ρl4
KR

+
ρl5
KT

≤ 1 (4.42b)

TX(l5) :
ρl5
KT

+
ρl4
KR

≤ 1 (4.43a)

RX(l5) :
ρl5
KR

+
ρl4
KR

≤ 1 (4.43b)

Since the two flows are bottlenecked by the same MC, according to max-min

fairness, the two flows should have the same rate. Because of the flow conservation

property, all the arcs on the path of a flow should have the same rate. Thus, the rates

of the five arcs should be the same. Solving Eq. 4.39 to 4.43, the max-min rate of

these arcs is 10/13 packets/slot. Nonetheless, we will present a schedule (Table. 4.2)

to show that the five arcs can achieve a higher rate satisfying the rules of max-min

fairness.

Table. 4.2 shows a schedule of 11 slots for the five arcs. For example, at slot

1, l1 and l4 can each transmit two packets without causing any collision. Similarly,

at slot 6, arc l2, l3 and l5 can transmit 2, 1 and 2 packets, respectively. With this
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Table. 4.2: A schedule when KT = 2 KR = 5.

Flow ID 1 2
Arcs l1 l2 l3 l4 l5
Slot 1 2 2
Slot 2 2 2
Slot 3 2 2
Slot 4 2 2
Slot 5 2 2
Slot 6 2 1 2
Slot 7 2 2 1
Slot 8 1 2 2
Slot 9 2 1 2
Slot 10 2 2 1
Slot 11 1 2 2

schedule, both f1 and f2 can achieve the rate of 10/11 packets/slot, which is higher

than the rate (i.e., 10/13) computed by Eq. 4.37 and Eq. 4.38. This disparity can be

attributed to the fact that the constraints depicted by Eq. 4.37 and Eq. 4.38 treat

the interfering transmissions the same as the desired transmissions as if both need to

be decoded by the receiver. However, the interfering transmissions are different from

the desired transmissions in that the overheard signal will not affect a transmitting

node.

For example, in Eq. 4.40b, the five arcs are normalized according to their inter-

ference patterns at the receiver of l2 (i.e., node D). ρl4 is normalized by KT because

node D is the transmitter of l4 and all the other arcs’ rates are normalized by KR

because their transmissions are either received or overheard by node D. Each term

of Eq. 4.40b represents the time fraction (between 0 and 1) the arc needs at node D

and these time fractions cannot overlap with each other (Note that MPT/MPR has

been captured by the normalizing coefficients). However, Eq. 4.40b is over constrain-

ing because at node D, the overheard transmission from l1 will not interfere with

the transmission on l4. As shown in Table. 4.2, l4 can transmit two packets (which

fully occupies all the resource of node D because 2/KT = 1) while overhearing the

transmissions on l1.

Intuitively, for any transmitter n, if the overheard transmissions can be sched-

uled within the time interval when node n is assigned to transmit, the overheard

transmissions should be ignored by node n; otherwise, the portion of the overheard

transmission which cannot be scheduled within the time interval (when node n is

designated to transmit) should be considered as the interfering transmissions at node
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n because the node will decode the received signal when it is not transmitting. How-

ever, for a linear programming problem, which portion of the interfering transmission

can be omitted and which portion should be taken into consideration is unknown be-

forehand. Thus, in Eq. 4.37 and Eq. 4.38, we cautiously assume that any overheard

transmission should be treated as desired transmission and counted in the constraint

to determine whether a MC is saturated or not.

Nonetheless, for conventional channel (i.e., KT = KR = 1), the fact that two arcs

belong to the same MC means that these two arcs cannot be active simultaneously.

In the example of Fig. 4.5, it means that l1 and l4 cannot be active concurrently,

which is precisely captured by Eq. 4.37 and Eq. 4.38.

Challenges to Determining the Sufficient Conditions

Eq. 4.37-4.38 are also not sufficient conditions for ϕ to be saturated. For example,

when we normalize a traffic load of an arc by KR, we assume that the transmitter

of the arc can transmit KR packets at a slot (i.e., KT ≥ KR). This assumption

does not hold if KT < KR. Therefore, in this case the constraints are not sufficient

and the actual arc rate may be determined by min(KT , KR). However, we can not

normalize the traffic by min(KT , KR) neither, because even when KT < KR, it is

possible the aggregate traffic at a receiver should be normalized by KR owing to

the fact that transmissions could be originating from different transmitters. Even

if one arc cannot transmit KR packets per slot, the aggregate traffic from several

transmitters can benefit from the higher reception capacity of the receiver. If we

normalized the aggregate traffic by min(KT , KR), we would rule out the potential

that an MPR receiver could handle multiple separate transmissions simultaneously,

including those interfering flows.

A B C
l1 l2

(a) Example 1:
ρl1

KT
+

ρl2

KR
≤ 1 and

ρl1

KR
+

ρl2

KT
≤ 1

A B C D
l1 l2

(b) Example 2:
ρl1

KT
≤ 1,

ρl1

KR
+

ρl2

KR
≤ 1

and
ρl2

KT
≤ 1

Fig. 4.6: Two examples of two single-hop flows.

We use two examples in Fig. 4.6 to illustrate the dilemma. Assume KT = 2

and KR = 3. In both examples, there is only one MC composed by l1 and l2. The

conditions derived by Fig. 4.37 and Fig. 4.38 are described in the caption of each

example. Solving the constrains for Example 1, the rate allocation is {1.2, 1.2}.
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However, this allocation cannot be realized. Because node B is either transmitting

or receiving at a slot and the maximum rate of any arc is 2 packets/slot (KT = 2),

for every n slots, at most 2n packets can be delivered either by l1 or l2. Thus, the

maximum aggregate rate of the two arcs is at most 2 packets/slot, which is smaller

than the sum of the rate allocation. The reason that the allocation cannot be realized

is caused by the conditions. For example, the constraint
ρl1
KR

+
ρl2
KT
≤ 1 normalizes ρl1

by KR assuming the transmitter of l1 can send KR packets at a slot. However, this

is not true because KT < KR in this example.

Additionally, we cannot normalize the rate by min(KT , KR). A counterexample

is given by Example 2. If we normalize the arc rate by min(KT , KR), the condition
ρl1
KR

+
ρl2
KR
≤ 1 of Example 2 should be replaced by

ρl1
KT

+
ρl2
KT
≤ 1, because KT < KR.

Solving the new set of conditions, the max-min allocation is {1, 1}. However, this is

not true because both flows can achieve the rate 1.5 packets/slot. For example, at the

first slot, let l1 transmit two packets and l2 transmit one packets. At the second slot,

let l2 transmit two packets and l1 transmit one packet. Normalizing by min(KT , KR)

incorrectly excludes the possibility that node B can handle the transmissions from

both node A and C simultaneously.

Apparently, this problem does not exist if KT = KR = 1 because in this case

min{KT , KR} = KR = KT .

4.5.3 The WF-ASYM Algorithm for KT ̸= KR

WF-ASYM (φ,f ,KT ,KR,∆)

1 f̃ = f ;
2 ρf is set to NULL;

3 while f̃ is not empty

4 for f ∈ f̃
5 ρf = ρf +∆;
6 if for any φ ∈ φ Eq. 4.37 or 4.38 does not hold
7 flow f is bottlenecked;
8 ρf = ρf −∆;
9 end

10 end

11 f̃ = {f |f is not bottlenecked};
12 end;
13 return ρf ;

Fig. 4.7: The WF-ASYM algorithm.

Despite the challenges to compute a necessary and sufficient saturation condi-

tion, Eq. 4.37 or 4.38 can be applied as an approximated feasibility constraint in
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MPT/MPR networks. We design the heuristic method WF-ASYM (Fig. 4.7) to ap-

proximate the max-min rate allocation in MPT/MPR wireless networks when KT is

not necessarily equal to KR. Assume a set of multi-hop flows f with unlimited de-

mands traversing a MPT/MPR wireless network and the set of MCs is denoted by φ.

WF-ASYM applies the basic water-filling method and repeatedly increases the flows’

rates by a small amount, denoted by ∆. If the increment of a flow rate (line 5) results

in the violation of Eq. 4.37 or 4.38, it means that the current rate allocation (after

line 5 is executed) is not feasible. Thus, the increment of the flow rate is reversed by

line 8 and this flow is identified as bottlenecked. WF-ASYM continues to increase

the rate of the non-bottlenecked flows until all the flows are bottlenecked.

4.6 Summary

In this chapter, we study the MPT/MPR multi-hop wireless networks from a cen-

tralized viewpoint. With the objective to evaluate the potential of a MPT/MPR

network, we model the system via flow and contention graphs. The M property of

the contention graph built for MPT/MPR networks is that even the interfering arcs

can transmit simultaneously. This property fundamentally alters the rules to control

the arcs and leads to the fact that the traditional approaches to measure and manage

a wireless network are not applicable to the MPT/MPR wireless networks.

We extend the max-min fairness and its water-filling algorithm to the MPT/MPR

wireless networks. Based on the analogy between a link of a wired network and a

MC of a wireless network, WF is designed to compute the exact max-min allocation

in a conventional channel (KT = KR = 1). In order to determine the max-min allo-

cation for advanced channels, the pair-wise interference relationships are categorized

into eight patterns. With the classification of the interactions between arcs, the con-

straints to regulate the traffic of each arc are constructed by taking into account the

MPT/MPR capacity limits and the half-duplex radio property. Based on the con-

straints built upon the eight pair-wise interference patterns, WF-ASYM is designed to

approximate the max-min allocation in asymmetric networks (KT ̸= KR). Unfortu-

nately, these constraints are not necessary and sufficient to determine the saturation

status of a MC. The challenges to find the necessary and sufficient condition via linear

expressions are demonstrated via examples.

We will design scheduling algorithms to realize a given rate allocation in the

next chapter where the performance of WF and WF-ASYM will be evaluated and

compared with the scheduling algorithms.
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Chapter 5

MPT/MPR Schedule Constructions

In the previous chapter, we discussed how to compute the max-min allocation in

MPT/MPR networks. The next question is: how to realize such an allocation com-

puted by WF (or WF-ASYM) or, more generally, how to realize any given allocation

in a slotted and synchronous system? To the author’s best knowledge, the sched-

ule construction problem in a multi-hop MPT/MPR wireless network has not been

thoroughly discussed. In this chapter, we study how to convert a given rate allo-

cation, which specifies the rate of every flow, into a concrete schedule in multi-hop

MPT/MPR wireless network.

The MPT/MPR channel model restrains the transmissions by the MPT and MPR

capacity limits. In a more practical wireless environment, the traffic load of a given arc

is not only decided by KT of the transmitter and KR of the receiver but also affected

by the channel quality of the arc. Under a poor channel condition, the receiver of the

arc may not be able to handle KR packets at the same time. To incorporate the non-

homogeneous characteristics of a wireless network, we define the effective reception

capacity limit K̂R(l) to indicate the channel quality of arc l. The value of K̂R(l)

should be a non-negative integer which is not greater than KR. For a perfect channel,

K̂R(l) = KR. K̂R(l) = 0 implies that no packet carried by arc l can be successfully

decoded by the receiver of l.

In this chapter, a greedy scheduling algorithm MDSATUR is presented in Section

5.1 which computes a discrete schedule to implement a given allocation. Section 5.2

demonstrates the LEX scheme to evaluate an asymmetric MPT/MPR network based

on the lexicographical optimality. The numerical results in Section 5.3 illustrate the

performance of WF, WF-ASYM and LEX and explain how the value of KT and

KR affect the end-to-end throughput. Discrete schedules are constructed applying

MDSATUR and LEX in both homogeneous and non-homogeneous networks. Section

5.4 is the summary.
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5.1 The MDSATUR algorithm

A schedule designates which arcs should be active at which slot and how many packets

it should accommodate without causing any conflict with the goal to fully utilize the

channel resource. The length of this schedule is named the scheduling cycle and

the schedule will be repeated for every scheduling cycle.

5.1.1 Extended Contention Graph

Traditionally, the arc scheduling problem can be interpreted as the vertex-coloring

problem of the contention graph. Since an arc may need to transmit more than one

packet for every scheduling cycle, in both conventional and advanced channels, it is

necessary to extend the basic contention graph to reflect the fact that each arc may

need to transmit for multiple slots, or equivalently, each vertex of the contention

graph may need to have more than one color. For this purpose, we introduce the

extended contention graph (ECG) which extends the contention graph according

to a given allocation.

 �1  �3 

 �4 

 �1 

 �1 

 �3 

 �4 
(a) (b)

Fig. 5.1: An example of the extended contention graph.

Fig. 5.1 shows an example of the ECG in a conventional channel model (KT =

KR = 1). This example uses the topology graph of Fig. 4.1 (a). There are two flows

f1 and f3 crossing the network as shown in Fig. 4.1(b). The contention graph built

based on the topology and flow information is shown in Fig. 5.1 (a) where every

arc is represented by exactly one vertex. Assuming the max-min fair rate allocation

is {1, 1/2} packets/slot, one way to implement this allocation is, for every two slots

(i.e., the length of the scheduling cycle is two) let arc l1 be active for two slots and

arc l3 and l4 each be active for one slot (because l3 and l4 are dependent and they

cannot be active concurrently in a conventional channel model). In order to reflect

the fact that l1 transmits for two slots for every scheduling cycle, the vertex of l1 in

Fig. 5.1 (a) is replaced by a clique of size two in Fig. 5.1 (b). We use a clique to

capture the fact that an arc is dependent with itself. By constructing the ECG, the

process of scheduling is conceptually simplified: designate every vertex one slot to

transmit without causing conflicts.
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5.1.2 MDSATUR

The DSATUR algorithm is a well-known heuristic proposed by Brelaz [15] to approx-

imate the vertex-coloring problem in which colors are represented by integers starting

from 1. Given a graph, the number of different colors which a vertex is adjacent to

is called the saturation degree of the vertex. The approach of the DSATUR algo-

rithm is to repeatedly select the vertex with the largest saturation degree and assign

it with the least possible (lowest-numbered) color. DSATUR can be applied to the

ECG to construct a discrete schedule for a conventional channel. However, for more

general channel models, a novel approach is needed for the scheduling problem due to

the M property (Section 2.2.2) of the contention graph in MPT/MPR channels. We

encountered the M property in Section 4.5.2 when elaborating the challenges to find

the necessary and sufficient saturation conditions. Here, we explain its impact from

the viewpoint of a scheduling algorithm.

For example, in Fig. 4.4 (a), arc lφ,i and lφ,j are interfering with each other

because they share the same transmitter. However, if KT = KR = 2, lφ,i and lφ,j can

transmit concurrently, which implies that in the corresponding ECG the connected

vertices can have the same color. This example shows that the fundamental principle

of DSATUR (i.e., connect vertices cannot have the same color) does not apply in the

vertex-coloring problem if the ECG is built from a MPT/MPR channel model.

For MPT/MPR channel models, when choosing a color for a vertex v, the schedul-

ing algorithm cannot simply select color based on the interference relationship con-

tained in the ECG and exclude all the colors that have been given to a vertex con-

nected to v. Two vertices connected in the ECG means that the two corresponding

arcs share a certain resource. Whether these two (or more) arcs can transmit concur-

rently in one slot depends on if the shared resource is adequate to accommodate all

the arcs. Therefore, the scheduling algorithm needs the knowledge of both the ECG

and the flow graph (e.g., Fig. 4.1 (b)). The ECG shows which arcs are sharing a

resource while the flow graph specifies which resource is being shared by which arcs.

If the arcs are sharing the transmitter, the transmission capacity limit KT should be

examined; otherwise, the reception capacity limit KR is the one to be considered.

The greedy scheduling algorithm MDSATUR (Fig. 5.2) extends the DSATUR

algorithm to non-homogeneous wireless networks under MPT/MPR channels. Since

we assume a time-slotted network, an arc can only accommodate an integer number

of packets and each element of ρf must be converted to an integer. For example,

to schedule the max-min allocation of WF (Fig. 4.3), ρf should be replaced by

ρ̃f = ρf ×Nmin where Nmin is the minimal scheduling cycle as discussed in Section
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4.4.5.

The parameters of MDSATUR include KT , KR, the effective reception capacity

limits for all the arcs of l, denoted by K̂R(l) and the integer allocation ρ̃f . MDSATUR

returns the schedule S and the length of the scheduling cycle Nsch. By repeating the

schedule S for very Nsch slots, flow f ∈ f can achieve the rate of ρ̃f/Nsch packets/slot.

MDSATUR (KT ,KR, K̂R(l), ρ̃f )
1 Build the ECG based on ρ̃f ;
2 Assign a vertex of maximal degree to slot 1. Break ties arbitrarily;
3 while not every vertex is assigned a slot
4 Choose the vertex lnext with maximum saturation degree. Break ties arbitrarily.
5 Set slot index t to 0;
6 while (true)
7 t = t+ 1;
8 if (lact(t) == ∅)
9 break;
10 end

11 if (C+
rx(t) ≤ KR and C

+
tx(t) ≤ KT )

12 if (tx(lnext) ̸= rx(lact(t)) and rx(lnext) ̸= tx(lact(t)) ∀ lact ∈ lact(t))
13 break;
14 end

15 end

16 end

17 Schedule lnext to slot t;
18 end

19 Nsch = t
20 return Nsch and the schedule S;

Fig. 5.2: The MDSATUR algorithm.

The first three steps (line 1 to 4) follow DSATUR to choose the next vertex

(i.e., lnext) to be assigned a slot. Because lnext can be scheduled to any slot (including

possibly the slots occupied by other arcs), the loop from line 6 to 16 examines all

the slots starting from slot t = 1. lnext can be active at slot t if its transmission

does not conflict with any of the arcs, denoted by lact(t), which have already been

assigned to slot t. Each active arc is denoted by lact(t) ∈ lact(t). Let rx(l) and

tx(l) be the transmitter and receiver of arc l, respectively. hx(l) is the set of nodes

which are in interference range of tx(l). Note that tx(l) /∈ hx(l) and rx(l) ∈ hx(l).

The nodes which are adjacent to lnext or any active arc of slot t are represented by

nact(t) = {n|n ∈ {tx(l), rx(l)} ∀ l ∈ {lnext, lact(t)}}. nact(t) contains all the active

nodes of slot t and the potentially active nodes, i.e., the transmitter and receiver of

lnext. Specifically, lnext can be assigned to slot t if one of the following two conditions

is satisfied.

1. There is no active arc at slot t, i.e., lact(t) = ∅, which is indicated by line 8. If the

condition holds, the loop breaks at line 9 and lnext is assigned to slot t.
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2. Otherwise, lact(t) ̸= ∅. In this case, lnext is assigned to slot t if the following

constraints are satisfied.

• The transmission/reception capacity constraint :

In a non-homogeneous MPT/MPR wireless network, the activations of the

arcs are restricted by the nodes’ transmission and effective reception capacity

limits. In order to prevent conflict, it is necessary to examine the aggregate

inbound and outbound traffic of any active node (i.e., ∀ n ∈ nact(t)). Let

Ctx(n, t) (Eq. 5.1) and Crx(n, t) (Eq. 5.2) be the aggregate outbound and

inbound traffic of node n at slot t, respectively. 1{lnext, lact(t)}(l) is an indicator

function. It is equal to one if l ∈ {lnext, lact(t)}; otherwise it is equal to zero.

In Eq. 5.1, Ctx(n, t) is the sum of all the outbound transmissions from an

active node n at slot t. In Eq. 5.2, Crx(n, t) is the sum of all the inbound

(either received or overheard) transmissions at node n in slot t. When com-

puting the aggregate inbound traffic, the load of arc l is scaled by the factor
KR

K̂R(l)
if the channel is poor and K̂R(l) < KR. Intuitively, the reciprocal of

the factor, i.e., K̂R(l)
KR

, can be considered as a measure of the channel quality

of arc l, which is equal to one if the channel is perfect. The load of arc l

is normalized (or divided) by the channel quality index when computing the

aggregate inbound traffic. Note that K̂R(l) = 0 means arc l cannot carry any

transmission, or equivalently, arc l cannot be active.

C
+
tx(t) and C+

rx(t) represent the maximum outbound and inbound load over all

the active nodes at slot t, respectively. If C+
tx(t) ≤ KT and C+

rx(t) ≤ KR (line

11 of Fig. 5.2), the transmission/reception capacity constraints are satisfied.

Next, the half-duplex radio constraint should be examined.

Ctx(n, t) =
∑

l∈{l|l∈l∧tx(l)=n}

1{lnext, lact(t)}(l), n ∈ nact(t) (5.1)

Crx(n, t) =
∑

l∈{l|l∈l∧n∈hx(l)}

KR

K̂R(l)
1{lnext, lact(t)}(l), n ∈ nact(t) (5.2)

C
+
tx(t) = max

n∈nact(t)
Ctx(n, t) (5.3)

C
+
rx(t) = max

n∈nact(t)
Crx(n, t) (5.4)

• The half-duplex radio constraint :

Since we assume a half-duplex radio is equipped on every node, to have lnext
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become active at slot t, the transmitter (receiver) of lnext cannot be the re-

ceiver (transmitter) of any active arc lact(t) as show in line 12. If it is true,

the transmission of lnext will not conflict with any arc which has already been

assigned to slot t. Therefore, lnext can be assigned to slot t as well.

MDSATUR repeats until every vertex (or arc) is assigned to a slot. Upon the

termination of MDSATUR, a feasible schedule, denoted by S is found and the value

of t is equal to the length of the scheduling cycle. If the size of the ECG is |V |, it

is known that the time complexity of DSATUR is O(|V |2) [15]. For every step of

DSATUR, it determines the vertex with the maximal saturation degree. This vertex

is then assigned to the least indexed unused color, which can be done in one operation.

However, in MDSATUR, we need to exam all the used slots which can be shared by

the considered vertex (or arc) in MPT/MPR networks.

Since the number of used slots is in the order of |V |, the time complexity of

MDSATUR is O(|V |3). If the flow set is f and the node set is n, the size of the

contention graph is on the order of |f ||n|2. Thus, the time complexity of MDSATUR

is O((|f ||n|2)3).

5.2 The LEX Scheme

According to Lemma 4.1, based on the solution of WF, a feasible schedule can be

constructed for a symmetric network with KT = KR = K if the contention graph is a

perfect graph. However, for a more general system, e.g., when KT ̸= KR or in cases

where the contention graph is not a perfect graph, it is also necessary to compute a

feasible schedule and the aggregate throughput. To this end, we propose the LEX

(Fig. 5.3) scheme which can approximate the max-min schedule when KT ̸= KR.

The computation of the aggregate throughput can be trivially determined from the

constructed schedule.

The LEX scheme is designed based on the lexicographical optimality, which is

formally described as follows.

Definition 5.1. Lexicographical Optimality [82]: Given two feasibleM-dimensional

rate allocations ρ1 and ρ2 both arranged in increasing order. ρ1 is lexicographically

greater (>lex) than ρ2 if there exists i ∈ [1, M ] such that ρ1i > ρ2i and ρ1j = ρ2j

for all j < i. If ρ1 >lex ρ2, ρ2 is lexicographically less than ρ2, i.e.,ρ2 <lex ρ1.

A feasible allocation ρ is lexicographically optimal if every other feasible allocation is

not lexicographically greater than ρ.
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The max-min fairness and the lexicographical optimality have been use inter-

changeably in many references [16,21]. It is proved by Sarkar et al. [82] that a feasible

max-min allocation is lexicographically optimal but the lexicographical optimality is

not a sufficient condition for max-min fairness. Based on this conclusion, the LEX

scheme is designed to find an approximate max-min schedule when KT ̸= KR, using

the WF and MDSATUR algorithms presented earlier.

LEX (φ, f , l, KT , KR, K̂R(l), ∆)
1 Kmin = min(KT ,KR);
2 [ρf , Nmin] =WF (φ, f , l);
3 ρf = Kmin × ρf ;
4 ρ̃f = ρfNmin;

5 S+ = ∅;
6 ρ+

f = ρf ;

7 N+
sch = 0;

8 Nlim = Nmin +∆;
9 for (any integer allocation ρ̃′

f satisfying ρ̃′

f >lex ρ̃f and can be realized in Nlim slots)

10 [S, Nsch]=MDSATUR(KT , KR, K̂R(l), ρ̃
′

f );

11 if (
ρ̃′

f

Nsch
>lex ρ+

f )

12 ρ+
f =

ρ̃′

f

Nsch
;

13 S+ = S;
14 N+

sch = Nsch;
15 end

16 end

17 return ρ+
f , S+ and N+

sch;

Fig. 5.3: The LEX scheme.

As shown in Fig. 5.3, the parameters of LEX include the set of MC φ, the set of

flows f , the set of arcs l, KT , KR, K̂R(l) and a non-negative integer ∆. LEX returns

ρ+
f , S+ and N+

sch. The approximate max-min allocation is ρ+
f which can be realized by

infinitely repeating the schedule S+ for every N+
sch slots. The aggregate throughput

of the schedule can be computed by
∑

f∈f ρ
+
f , which will be used to evaluate the

system performance of MPT/MPR networks when KT ̸= KR, as we do in the next

section.

LEX consists of two steps:

(i) Find a lower feasible bound of the exact max-min allocation when KT ̸= KR:

The lower feasible bound means an allocation which is lexicographically less

than the exact max-min allocation. To find the lower bound, LEX applies WF

to compute the rate allocation ρf which is then scaled byKmin = min{KT , KR}.

Because MDSATUR only accepts integer allocations, we multiply ρf by Nmin
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and denote the integer allocation by ρ̃f at line 4. The allocation ρf serves as

the lower feasible bound of the exact max-min allocation.

(ii) Search the lexicographically greater allocations within certain range:

At line 9, LEX searches all the integer allocations ρ̃′
f which may be lexicograph-

ically greater than ρ̃f . To this end, it applies MDSATUR to schedule ρ̃′
f and

returns a discrete feasible schedule S and the scheduling cycle Nsch (line 10). If

the new rate allocation (i.e.,
ρ̃′
f

Nsch
) is lexicographically greater than the current

lexicographically optimal allocation (denoted by ρ+
f ), i.e.,

ρ̃′
f

Nsch
>lex ρ+

f , ρ+
f is

replaced by
ρ̃′
f

Nsch
at line 12 as the new candidate for the approximate max-min

rate allocation.

However, there are an unlimited number of potential integer allocations ρ̃′
f .

In order to control the running time, we set an integer ∆ to limit the search

range. Specifically, LEX only searches among feasible allocations whose schedule

construct can be realized in Nmin +∆ (denoted by Nlim at line 8) slots. Since

LEX searches all the integer allocations within ∆ more slots, each flow can

transmit at most KR∆ more packets. Hence the number of flow allocation

combinations within ∆ more slots is at most (KR∆)|f |, which determines the

worst case complexity of LEX. By increasing the value of ∆, we can enlarge the

search range and hence the precision of the result.

5.3 Numerical Examples
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(a) Flow 1 (0⇒ 13: 0→ 2→ 17→ 13); flow
2 (14 ⇒ 11: 14 → 10 → 1 → 15 → 5 → 11);
flow 3 (5⇒ 9: 5→ 15→ 7→ 12→ 9).
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Fig. 5.4: The topology graph and the contention graph.
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In the following we make a number of observations on the impact of MPT/MPR

illustrated by means of a sample random topology depicted in Fig. 5.4(a), consisting of

18 uniformly randomly placed nodes. Solid edges between nodes represent the ability

to communicate (connectivity) while faint (red) lines indicate that two nodes are

within the interference range of each other but not close enough to ensure connectivity.

Three unidirectional flows cross the network with the paths of which are indicated

in the figure captions. Each edge of the topology graph can correspond to multiple

vertices in the contention graph (Fig. 5.4(b)), one for each flow traversing it (which

indirectly also defines the direction of traversal).

The vertices of the contention graph are the new labels (representing arcs with

traffic) further extended to index each flow traversing the particular arc. Notice, for

example, that the vertex labeled as (14→ 10 : 2) in Fig. 5.4(b) to indicate the flow 2

traversing it. In Fig. 5.4(a), link (5−15) is traversed by flow 2 and flow 3 in opposite

directions, resulting in two vertices (15 → 5 : 2) and (5 → 15 : 3) in the contention

graph Fig. 5.4(b).

The maximal cliques of example are shown in Table. 5.1. The columns represent

the arcs traversed by each flow for all flows (1 to 3) and the rows indicate in which

maximal cliques (MC 1 to MC 4) each arc participates. For example, e.g., flow 1

consists of arc 0→ 2, 2→ 17 and 17→ 13. The four MCs are displayed in the next

four rows. From the row checkmarks one can identify the cardinality of each MC,

e.g., MC 2 has a size of six (corresponding to arcs 10→ 1, 1→ 15, 15→ 5, 5→ 11,

5→ 15 and 15→ 17).

Table. 5.1: The maximal cliques.
Flow ID 1 2 3

Arcs 0
→

2

2
→

17

17
→

13

14
→

10

10
→

1

1
→

15

15
→

5

5
→

11

5
→

15

15
→

7

7
→

12

12
→

9

MC 1 X X X

MC 2 X X X X X X

MC 3 X X X X X X

MC 4 X X X X X

5.3.1 The relative impact of KT and KR

Since the network can have different transmission and reception capacity limits, it

is interesting to know whether they are equally significant in improving the overall

performance. More specifically, the question is how the aggregate throughput scales

with the value of KT or KR. In this section, we use the algorithms proposed earlier

(i.e., WF (Fig. 4.3), WF-ASYM (Fig. 4.7) and LEX (Fig. 5.3)) to explore the
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behavior of the multi-hop wireless networks under MPT/MPR channel models.

Increasing KR, Keeping KT Constant
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Fig. 5.5: The end-to-end throughput for KT = 10 and KR = 1, ..., 30.

In Fig. 5.5, we set the value of KT to 10 and increase the value of KR from 0 to

30. The y-axis represents the end-to-end throughput measured in packets/slot. The

thick curves show the aggregate throughput of the three flows while the thin curves

represent the throughput of each flow. Since WF calculates the rate allocation when

KT = KR, the solid thick line (red) shows the aggregate throughput when applying

WF(KR), which means that in Fig. 4.3, the resulting rate allocation is scaled by

KR. The aggregate throughput of WF (KR) is linearly increasing with the value of

KR which results in a straight line. This straight line serves as a benchmark against

which the performance of the asymmetric networks (i.e., KT ̸= KR) is compared.

The thick curve (blue) with the right-pointing triangle markers is the aggregate

throughput computed by WF-ASYM(KT , KR). This curve drifts away from the line

of WF(KR) after KR > KT = 10 because once KR is greater than KT , the end-to-end

throughput is restricted by the transmission capacity limit. However, increasing the

value of KR can still improve the aggregate throughput when KR is greater than KT .

The reason was discussed earlier when introducing the definition of the advanced

channel model in Section 4.2. Due to the broadcast nature of the wireless network,

a node which serves as a relay or receiver may need to decode both the desired and

overheard transmissions. Therefore, by increasing KR the relays or receivers can

handle more interference and yield greater throughput.
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The thick curve (black) with the left-pointing triangle markers shows the aggregate

throughput of LEX with ∆ = 2. We assume perfect channel quality for all arcs,

i.e., K̂R(l) = KR for any l ∈ l. Note that LEX approximates the max-min schedule

for the asymmetric cases. The reason for the gap between the curves of WF-ASYM

and LEX is twofold. First, WF-ASYM computes the approximate max-min rate

allocation which may not be feasible. Second, LEX is a heuristic algorithm which

may not always return the lexicographically optimal schedule. Nonetheless, in this

example, the schedules computed by LEX have two desirable attributes:

• They are efficient because the curve of LEX is close to that of WF-ASYM up to

KR = 20. When KR is greater than 20 the curve of LEX becomes flat because

the rate allocation of the point (KR = 20, KT = 10) is equal to the max-min

rate allocation of the system when KT = 10 and KR = ∞. The reason will be

discussed shortly.

• They appear to be fair because the throughput of f1 is approximately twice

that of f2 or f3. This is the desired fairness in the sense that f1 does not

compete with f2 or f3, which are bottlenecked by the same maximal clique

(i.e., MC2 in Table. 5.1).

The curve of LEX becomes flat when KR > 2KT = 20 because when KR is twice

the value of KT , KT becomes the bottleneck of the network. For example, when

KT = 10 and KR = 20, the optimal schedule of f1 is straightforward. For every two

slots, arc 0→ 2 and 17→ 13 transmit concurrently at 10 packets/slot at the first slot.

No collision will occur because node 2 can receive 20 packets at a slot. At the second

slot, arc 2→ 17 transmits at 10 packets/slot. Therefore, the end-to-end throughput

of f1 is 10/2 = 5 packets/slot. The performance cannot be further improved by

increasing KR because the most busy node, node 2 (the node is either transmitting

or receiving at full speed at every slot of the scheduling cycle), has two inbound arcs,

i.e., arc 0 → 2 and arc 17 → 13 (overheard by node 2). The number of inbound

arcs of the busy node determines to what extend the end-to-end throughput can be

improved by increasing the value of KR. Hence, in this example, the throughput of

f1 cannot be increased further once KR = 2KT . This is property is not captured

by WF-ASYM whose curve keeps increasing when KR > 2KT = 20. The reason is

discussed in Section 4.5.2: Eq. 4.37 and 4.38 are not sufficient conditions to determine

a saturated MC and therefore, the rate allocation computed by WF-ASYM, is an

approximate max-min allocation.
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Increasing KT , Keeping KR Constant
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Fig. 5.6: The end-to-end throughput for KR = 10 and KT = 1, ..., 30.

We have observed that increasingKR separately can improve the aggregate through-

put while supporting a certain level of fairness. However, the behavior of both WF-

ASYM and LEX are dramatically different when increasing KT while keeping KR

constant, as shown in Fig. 5.6. The line of WF(KT ) is the same as the line of WF(KR)

in Fig. 5.5. The curve of WF-ASYM is above the line of WF when KT < KR = 10,

which is consistent with the earlier observation that increasing KR to a value greater

than KT can improve the aggregate throughput. The causes for the gap between

WF-ASYM and LEX are similar as in the previous example. Fig. 5.6 is different

from Fig. 5.5 in that, when KT is greater than KR, the curves of LEX become flat.

Those flat lines imply that when KT is greater than KR, the increase of KT cannot

further improve the throughput. The reason is intuitively clear. When increasing KT

to a value greater than KR, the increased traffic cannot be handled by the receiver

and hence will not benefit the end-to-end throughput.

A larger network is depicted by Fig. 5.7 which has 40 randomly located nodes.

Three flows traversing the network:

• flow 1 (34⇒ 26: 34→ 38→ 7→ 29→ 2→ 6);

• flow 2 (25⇒ 21: 25→ 10→ 12→ 29→ 2→ 26→ 21);

• flow 3 (11⇒ 31: 11→ 33→ 5→ 38→ 16→ 12→ 9→ 35→ 31).
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Fig. 5.7: A network of 40 random nodes.

Compared to Fig. 5.4(a), the three flows are bottlenecked by the same MC and

therefore have the same max-min rate. Fig. 5.8 and 5.9 illustrate the relative impact

of KR and KT on the aggregate throughput, respectively. The curves of Fig. 5.8 and

5.9 show a similar trend as the example of Fig. 5.4(a) except that the three flows

have approximately the same rate when either WF-ASYM or LEX is applied. This is

the desired fairness because these flows are bottlenecked by the same MC and have

the same max-min rate. It is worth noting that in Fig. 5.8, the curves of LEX are

not flat after KR > 2KT , as in Fig. 5.5. The reason is that the maximum number of

inbound arcs of the network is greater than two (e.g., in Fig. 5.7 the inbound arcs

of node 29 include: 12->29, 7->29, 16->12, etc) which implies that the aggregate

throughput can be further improved when KR > 2KT .

After studying of the end-to-end throughput and the fairness of MPT/MPR net-

works, next, we illustrate the schedules computed by MDSATUR and LEX. We will

present two scheduling examples when the channels are perfect and one example when

some arcs correspond to non-perfect channels.
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Fig. 5.8: The end-to-end throughput for KR = 10 and KT = 1, ..., 30.
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Fig. 5.9: The end-to-end throughput for KT = 10 and KR = 1, ..., 30.
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5.3.2 Homogeneous Network

Firstly, we show the schedule of the basic scenario when KT = KR = 1 and the

channels are perfect for any arc, i.e., K̂R(l) = KR for any l ∈ l. In Table. 5.2, the first

and second rows represent the flows and the arcs crossed by each flow, respectively.

The max-min fair allocation is computed by WF and displayed in the row of flow

rate. The max-min rate of flow 1 is 2/6 packets/slot and, for flow 2 and 3, it is 1/6

packets/slot.

The following six rows list the schedule computed by MDSATUR, based on the

allocation {1/3,1/6,1/6}. The scheduling cycle is six slots. The row of each slot shows

the number of packets each arc should transmit at that slot. e.g., for slot 1, arc 0→ 2

and 1 → 15 should transmit one packet concurrently. Referring to Fig. 5.4(a), arc

0 → 2 and arc 1 → 15 are independent which is the reason they can coexist in a

conventional channel model. Every column of the last six rows shows the schedule for

each arc. For instance, arc 17→ 13 can transmit one packet at slot 3 and one packet

at slot 6. Therefore, for every six slots, every arc of flow 1 can transmit 2 packets.

With this schedule, flow 1 can achieve the rate of 2/6 packets/slot. Similar reasoning

applies to flow 2 and 3.

Table. 5.2: The scheduling example (KT = KR = 1).

Flow ID 1 2 3

Arcs 0
→

2

2
→

17

17
→

13

14
→

10

10
→

1

1
→

15

15
→

5

5
→

11

5
→

15

15
→

7

7
→

12

12
→

9

flow rate 2/6 (packets/slot) 1/6 (packets/slot) 1/6 (packets/slot)
Slot 1 1 1
Slot 2 1 1
Slot 3 1 1
Slot 4 1 1 1
Slot 5 1 1 1
Slot 6 1 1 1

If we set KT to 2 and KR to 3, we need to apply LEX, which can compute the

approximate max-min schedule when KT ̸= KR. Table. 5.3 shows the schedule for

this case. The scheduling cycle is three slots. By repeating this schedule, every flow

doubles its end-to-end throughput, compared to the case when KT = KR = 1. For

example, at slot 1, 0 → 2 can transmit two packets while 17 → 13 transmit one

packet. Observing Fig. 5.4(a), node 2 will be interfered with by node 17. However,

since node 2 can handle three packets at one slot, their reception is collision-free

(as it should be). Similarly, the five arcs of flow 2 and 3 (i.e., 14 → 10, 1 → 15,

5 → 11, 5 → 15 and 12 → 9) can transmit one packet simultaneously at slot 1.

Becasue KR = 3, no node will be overwhelmed by the concurrent transmissions in its
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neighborhood.

Table. 5.3: A scheduling example (KT = 2 KR = 3).

Flow ID 1 2 3

Arcs 0
→

2

2
→

17

17
→

13

14
→

10

10
→

1

1
→

15

15
→

5

5
→

11

5
→

15

15
→

7

7
→

12

12
→

9

flow rate 2/3 (packets/slot) 1/3 (packets/slot) 1/3 (packets/slot)
Slot 1 2 1 1 1 1 1 1
Slot 2 2 1 1 1
Slot 3 1 1

5.3.3 Non-Homogeneous Network

To illustrate how the scheduling algorithm works for a non-homogeneous network,

we assume that reception capacity of arc 1 → 15 is impaired. More specifically, we

assume K̂R(1 → 15) = 1 while KR = 3. Table. 5.4 shows the schedule with non-

perfect channel qualities. Compare the rows of Slot 1 in Table. 5.3 and Table. 5.4.

In Table. 5.4, arc 5 → 15 and arc 5 → 11 are idle at slot 1. This is because when

K̂R(1 → 15) = 1 node 15 can only decode one packet at a time, which deprives

5 → 15 and 5 → 11’s transmission opportunities at slot 1. As a result, the end-

to-end throughput of flow 2 and 3 suffers from the non-perfect channel quality of

1→ 15. Even though flow 1’s throughput is increased compared to the last example,

the overall performance is downgraded with respect to both the aggregate throughput

and the max-min fairness.

Table. 5.4: The scheduling examples (KT = 2 KR = 3) under non-perfect channel.

Flow ID 1 2 3

Arcs 0
→

2

2
→

17

17
→

13

14
→

10

10
→

1

1
→

15

15
→

5

5
→

11

5
→

15

15
→

7

7
→

12

12
→

9

flow rate 3/4 (packets/slot) 1/4 (packets/slot) 1/4 (packets/slot)
Slot 1 2 1 1 1 1
Slot 2 2 1 1 1
Slot 3 1 2 1 1
Slot 4 1 1

5.4 Summary

In this chapter, we state the MDSATUR algorithm to calculate a discrete schedule

for a given rate allocation in MPT/MPR networks. To approximate the max-min

schedule for general MPT/MPR networks when KT is not necessarily equal to KR,
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we present the LEX scheme. Numerical examples are presented to evaluate the per-

formance of WF, WF-ASYM, MDSATUR and LEX. The impact of KT and KR is

examined separately applying WF, WF_SYM and LEX. The experiments show that

having KR greater than KT can upgrade the end-to-end throughput to a certain ex-

tent. However, the throughput cannot benefit from the efforts to increase KT to a

value greater than KR. It is also shown that the discrete schedules computed by LEX

can achieve efficiency and fairness at the same time, measured against the max-min

allocation computed by WF and WF-ASYM. The discrete schedules created by MD-

SATUR and LEX are shown in examples of both homogeneous and non-homogeneous

networks.
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Chapter 6

Schemes for MPT/MPR Multi-Hop
Wireless Networks

In Chapter 3 we proposed the AIMD-MAC algorithm for a single-hop scenario where

a number of nodes compete for a single channel to communicate to one MPR receiver.

In Chapter 4 and 5 we studied the MPT/MPR multi-hop wireless network from a

centralized viewpoint. In this chapter, we develop multiple schemes based on the

AIMD backpressure scheduling (AB-MAC) algorithm which integrates medium access

control and scheduling in MPT/MPR ad hoc multi-hop wireless network.

A backoff mechanism avoids collisions by regulating the number of slots a node

should defer its transmission; however, if applied to MPT/MPR networks, we would

need to also estimate the number of packets a node should concurrently transmit

after the backoff timer runs out. In the discussion of AIMD-MAC in Chapter 3,

we observed that by having every node adaptively adjust its access probability (AP)

according to the transmission history, the nodes can reach an “agreement” to efficiently

and fairly use the channel. We extend in this chapter the AIMD approach to multi-

hop scenarios. The basic idea is to control the transmissions on every arc of every

flow via dynamically adjusting the APs.

We emphasize that the MPT/MPR channel model is different from the multi-

channel model [88, 100] in that, in MPT/MPR channels, the nodes in transmission

range can hear each other because they are not separated by channels. Therefore,

for any transmitter, all the receivers (within transmission range of the considered

transmitter) are exposed to the signal sent by the transmitter. Whether the concurrent

transmissions can be successfully decoded at the desired receiver is decided by the total

number of packets arriving at the receiver and its MPR capacity limit. We endow

every node with its own, single AP regardless of the number of flows crossing the

node, the adjustment of which satisfies the MPR limits of the receivers.
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Specifically, node will use its AP to compute the number of packets it should

concurrently transmit, which is referred to as the transmission quota . Also the

collection of packets sent concurrently to a node is called a bundle . The next question

is: how do we assign this transmission quota to the flows crossing the node? We adopt

the strategy of backpressure (BP) algorithm by [75]. According to BP, only flows with

positive differential backlog can be assigned the transmission quota. In order to fairly

treat the flows, the transmission quota distribution process prioritizes the most poorly

treated flow based on local flow information.

Combining the AIMD and BP methods, we propose in this chapter a hybrid

additive-increase multiplicative-decrease backpressure MAC (AB-MAC) algorithm.

AB-MAC regulates a number of flows traversing a MPT/MPR wireless network with

the goal of maximizing the end-to-end throughput of the flows while supporting a

certain level of fairness. The integration of AIMD and BP has the following desired

properties.

• AIMD regulates the MAC layer

The BP routing algorithm [75, 91] sees the MAC layer as a black-box by as-

suming a predefined set of globally feasible schedules, which is denoted by ℑ

in Eq. 2.12. ℑ includes all the feasible schedules that are restricted by the

topology and the capacity limits of the network and are known to the designers

beforehand. Here, the AIMD component of AB-MAC generates a locally feasi-

ble schedule (hence distributed in nature) on-the-fly by dynamically adjusting

the AP according to the neighbors’ reception status.

• Local computation of AP

The BP algorithm involves solving the max-weight problem (Eq. 2.11) to com-

pute the optimal link rate matrix, which needs global information and can be

NP-hard [90]. On the other hand, the AP adjustment operation is performed

locally and only requires constant computation time. Note that this means we

will only be able to approximate the optimal performance.

• Reduction of the intra-flow contention

The differential backlog needed by BP is the backlog difference between two

successive nodes (the upstream node and the downstream node) of a flow. Re-

stricting the candidate flows to the flows with positive differential backlogs guar-

antees that a node will not transmit to its downstream node if the downstream

node has greater backlog. This principle prevents the upstream nodes from

monopolizing the channel and overflowing the downstream nodes and therefore,
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alleviates the intra-flow contention problem, which can cause poor performance

in multi-hop networks [58,59,80,109].

In Section 6.2 we introduce three simulation schemes to explore the performance

of AB-MAC, the mini-slot scheme, the random scheme and the prioritized scheme

and compare against CSMA/CA. The three simulation schemes demonstrate how

different levels of the node coordination affect the performance of AB-MAC and the

potential directions to further improve AB-MAC in MPT/MPR networks.

6.1 The AB-MAC Algorithm

In the following, the three components of AB-MAC: 1) exchange of local information,

2) computation of AP and 3) distribution of transmission quota are discussed in

detail.

6.1.1 Local Information Exchange

To update the AP, a node requires the neighbors’ latest reception status; and also, to

select the potential flows (the flows with positive differential backlog), it requires the

backlog information for each flow of its downstream nodes. Therefore, an important

component of the AB-MAC algorithm is the exchange of local information between

immediate neighbors.

The local information is exchanged in two ways: 1) end-of-reception acknowledge-

ment and 2) piggybacked local flow status. To update the AP, the node needs the

recent reception status of its immediate neighbors. Thus, at the end of a reception, the

receiver broadcasts an acknowledgement to signify the status of the reception. The

local flow status is piggybacked in the header of regular data packets and exchanged

between neighbors.

End-of-Reception Acknowledgment

Since the AP updating (either increase or decrease) is decided by the neighbors’ recent

reception status, it is important that the nodes have the latest reception status before

the AP adjustment. Thus, at the end of a reception, a receiver needs to broadcast

its reception status via a binary acknowledgement. If the number of arriving packets

at the receiver did not exceed KR, the reception was successful and the receiver

broadcasts a positive acknowledgement denoted by ACK 1; if the number of arriving

1We use the term ACK (NAK) for what is a single bit feedback to indicate success or failure.
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packets exceeded KR, the reception failed and the receiver broadcasts a negative

acknowledgement denoted by NAK. Note that ACK is different from its traditional

meaning in CSMA/CA because it does not include the packet information. The sole

purpose of the ACK is to inform the neighbors (including the sender) of the latest

reception status seen by the receiver. The ACK is of constant length regardless of

the number of packets decoded by the receiver. Similarly, the purpose of the NAK is

to inform the neighbors that the latest reception has failed.

The reception of the ACK/NAKs follows the same receiving model of the data

packets: if the total number of ACK/NAKs is less than or equal toKR, the ACK/NAKs

can be decoded by the node; otherwise, the ACK/NAKs will collide and cannot be

decoded. Due to the half-duplex property, at the end of slot, if a node is send-

ing ACK/NAKs, it cannot receive the ACK/NAKs from other nodes. Since a node

needs to broadcast ACK/NAK at the end of a receiving slot, only nodes which are

in transmitting or idle state can receive the ACK/NAKs from others at the end of a

slot.

To keep track of the transmission status, every node maintains three sets: intended-

receivers, receive-ACK-from and receive-NAK-from.

• intended-receivers: This set contains all the intended receivers of the bundle

of packets transmitted at the current slot. If the node does not transmit at the

slot, this set is empty.

• receive-ACK-from: This set contains the transmitters of all the successfully

decoded ACKs at the end of slot.

• receive-NAK-from: This set contains the transmitters of all the successfully

decoded NAKs at the end of slot.

Note that for any node, the intersection of receive-ACK-from and receive-NAK-

from is empty because a receiver cannot be successful and failed at the same slot.

The set receive-ACK-from (receive-NAK-from) does not necessarily belong to the set

intended-receivers because a node can receive ACK/NAK from a node which was

not its intended receiver. In Section 6.1.2, we will discuss how to use the received

ACK/NAKs to update the AP.

Local Flow Status Piggybacking

The neighbors exchange local flow status (Table. 6.1) by including this information

in the header of each data packet. The id of the node is denoted by n. dn is the

number of active nodes in one-hop distance of node n. This number can be obtained
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by maintaining a neighbor table. If a packet is received from a new neighbor, an

entry is added; if a neighbor has not been heard for a certain amount of time, the

corresponding entry is expunged.

Table. 6.1: The local flow status embedded in the header.
n node id
dn degree of node n
f flow id

Q
(f)
n backlog of the flow at node n

The last two elements of the header are the id and the backlog length of flow

f . In order to guarantee that the header has constant (and small) length regardless

of the number of flows crossing a node, each regular packet includes a single flow’s

status in the header. Flow status is carried in a round-robin fashion. Thus, the length

of the header will not significantly affect the performance, and additionally because

of MPT/MPR, a node can transmit multiple packets and hence multiple flow status

updates in a slot, sending the status of many flows (> KR) may require multiple slots.

Nonetheless, as we will show in the simulation of 100 nodes (Section 6.2.3), even when

the number of flows is greater than the value of KR, our schemes still outperforms

the benchmark, i.e., the impact of sending flow status updates in round-robin fashion

is not significant.

Each node maintains a flow table for all the flows crossing the node, containing the

local and the collected flow status from its neighbors (by extracting the piggybacked

information from the header of received data packets). The information entry for flow

f at node n is illustrated in Table. 6.2. Q
(f)
n is the length of the backlog of flow f at

node n. n′
f is the downstream node of flow f . (e.g., in Fig. 6.1, n2 is the downstream

node of f2 at n1.) Q
(f)

n′
f

is the backlog of flow f on node n′
f and ψ

(f)
n is the differential

backlog of flow f between n and n′
f (i.e., ψ

(f)
n = Q

(f)
n −Q

(f)

n′
f
). T

(f)
n is the total packets

node n has transmitted so far for flow f , which is used to decide the priority levels

of the potential flows when distributing the transmission quota.

Table. 6.2: The information in the entry of flow f at node n.

Q
(f)
n backlog of flow f
n′
f downstream node of f

Q
(f)

n′
f

backlog of flow f at n′
f

ψ
(f)
n differential backlog of flow f

T
(f)
n number of transmitted packets for flow f
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Fig. 6.1: An example of local information exchange.

Extensive experiments show that, due to the constantly changing status of the

neighbors, it is essential to feed the node with timely information of its neighbors.

As a result, AB-MAC requires that a node does not transmit in two successive slots,

i.e., only after a reception or idle slot, can a node transmit. This transmission con-

straint ensures that every node has the chance to listen after its transmission so that

it can extract the latest flow status from the data packets received form its neighbors.

Note that in a multi-hop flow traversing a path of nodes equipped with half-duplex

radios, the relays should interchange between transmitting and receiving states over

time such that the flow can traverse smoothly from the source to the destination 2.

Fig. 6.1 shows an example of a sub-network. n1 and n2 are in transmission range.

n1 is the relay for flows f1 and f2 and n2 is the relay of f2 and f3. f2 is traversing

from n1 to n2. n1 maintains a flow table of two entries, one for f1 and one for f2,

with every entry including all the attributes listed in Table. 6.2. Once n1 successfully

receives a data packet from n2, n1 extracts the four attributes listed in Table. 6.1.

With the value of f , n1 looks up its flow table. For example, if it is f2, n1 then checks

the node id in the header, which is n2 in this case. If the transmitter (i.e., n2) is the

downstream node of f2 as recorded in the flow table, n1 will update the backlog of

the flow for the downstream relay. In this example, n1 will update Q
(f2)
n2 of its flow

table by the value of Q
(f2)
n2 extracted from the header of the received packet. The

differential backlog ψ
(f2)
n1 will be updated accordingly.

Next, we discuss how a node can utilize the knowledge about its neighborhood to

control the action of the node.

6.1.2 AP Computation

The basic idea of the AIMD approach is to decrease the value of AP multiplicatively

after a collision; otherwise, increase the AP additively. The increments probe for

the channel capacity limit while the reduction decreases the chance of collisions.

We introduce the all-receiver-considered AIMD (ARC-AIMD) strategy to update the

APs.

2This can limit the throughput of single-hop flows.
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The ARC-AIMD Method

01

2

3

4

Fig. 6.2: An example of the ARC-AIMD method.

Fig. 6.2 shows an example topology to explain the ARC-AIMD method. Since a

node’s transmission will not only be heard by the desired receiver but all the nodes in

transmission range, to adjust the AP of a node n, it is useful to take into consideration

the latest reception status of all the neighbors of node n. For example, in Fig. 6.2,

if any neighbor of node 0 (e.g., node 1) just experienced a failed reception, the AP

of node 0 should be multiplicatively decreased because the transmission from node

0 can be heard by node 1; on the other hand, if all the intended receivers of node 0

respond by an ACK at the end of slot, node 0 should increase the AP additively to

probe for higher transmission opportunities.

For a node no, denote the three sets intended-receivers, receive-ACK-from and

receive-NAK-from by nI(no), nA(no) and nN(no), respectively. At the end of a

non-receiving slot (receiving nodes need to broadcast ACK/NAK and hence cannot

receive at the same time), no can receive ACK/NAKs from its neighbors. With the

latest reception status of the neighbors, no can decide whether it should increase or

decrease its AP (i.e., pno
) following the ARC-AIMD algorithm (Fig. 6.3). Note that if

|nA(no)|+ |nN(no)| > KR, the acknowledgement arriving at no exceeds the reception

capacity limit and cannot be decoded by no.

Each packet transmission from no can have three possible dispositions at the

intended receiver nr: 1) the packet is successfully decoded by the receiver nr; 2) the

packet collides with other arriving packets at the receiver nr (named the 2nd-hop

collision at nr) and 3) nr is in transmitting state and ignores the packet (named the

1st-hop collision at nr). The successful reception (case 1) can be confirmed by an

ACK from nr and a 2nd-hop collision (case 2) can be confirmed by a NAK from nr.

If nr does not respond by neither an ACK nor NAK, it implies that a 1st-hop collision

occurs at nr because nr ignores the packets while transmitting and will not broadcast

any acknowledgement after a transmission. Normally, if nI(no) \ (nA(no) ∪ nN(no))

is not empty, a 1st-hop collision occurs in at least one of no’s intended receivers.
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ARC-AIMD (nI(no), nA(no), nN(no))
1 if ((|nI(no)| > 0) and

((|nN(no)| > 0) or (|nA(no)|+ |nN(no)| > KR) or (|nI(no) \ (nA(no) ∪ nN(no))| > 0)))
2 pno

= max{pno
× β, α};

3 else

4 pno
= min{pno

+ α, 1.0};
5 end

6 return pno
;

Fig. 6.3: The ARC-AIMD algorithm.

In the ARC-AIMD algorithm, no decreases the AP by the decreasing factor β (0 <

β < 1) after a transmission (i.e., |nI(no)| > 0) if one of the three conditions holds: 1)

no receives NAKs (i.e., |nN(no)| > 0), 2) ACK/NAKs collide at no (i.e., |nA(no)| +

|nN(no)| > KR), or, 3) a 1st-hop collision happens in at least one of no’s intended

receivers (i.e., |nI(no) \ (nA(no) ∪ nN(no))| > 0). These three conditions include

all the possible causes for which no does not receive ACKs from all its intended

neighbors. Decreasing the AP under these conditions guarantees that no will only

keep transmitting to a node nr if no has confirmation that nr can decode the packets

from no. If no receives a NAK, it means at one of no’s neighbor, the arriving packets

(including the packets from no) exceed the MPR capacity limit. Since the packets

transmitted from no can be heard by all its neighbors, no should decrease its AP to

prevent future collisions at this neighbor even if this neighbor was not one of no’s

intended receivers. On the other hand, if none of these conditions holds or no did

not transmit, it means that either no has received the ACKs from all of its intended

receivers or no has no impact on the channel at the current slot. In either case, no

increases the AP by the minimum AP α (0 < α < 1) and hence probes for more

transmission opportunities.

Comparing with the RTS/CTS in CSMA/CA, ARC-AIMD has two advantages.

• Alleviates the hidden terminal problem

Unlike CSMA/CA, in which transmissions are regulated by exchanging control

messages within one-hop distance, the ARC-AIMD method actually permits

nodes within two-hop distance to communicate indirectly. For example, in Fig.

6.2, the AP of node 1 is adjusted according to the reception status of node 0,

which is in turn decided by the APs of node 1, 2, 3 and 4. Thus, by informing

node 1 of the reception status of node 0, node 1 learns about whether node 2, 3

and 4 are too aggressive or not, as the neighbors transmitting to node 0. Note

that we do not claim that the ARC-AIMD method can guarantee a collision-free

network. Even if every node applies the optimal AP, collisions will occur due
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to the fact that the transmissions are random events. However, we will show

that the ARC-AIMD method can greatly reduce the overhead caused by the

RTS/CTS handshake mechanism while efficiently utilizing the network.

• Avoids the asymmetric information problem

The asymmetric information problem significantly affects the system perfor-

mance for two reasons. 1) As shown in Fig. 2.2(a), because the data packet is

much longer than the control packets (i.e., RTS/CTS packets), the node ready

to transmit (i.e., node A) could lose the competition for channel access if it is

not aware of the transmissions sent by a competitor (i.e., node D) and repeat-

edly sends RTS, which will lead to a large contention window (CW) at node A.

2) In Fig. 2.2(b), node C knows when the transmission on l1 ends because it can

hear CTS and ACK from node B. Thus, node C will send RTS to node D when

the transmission on l1 ends. However, node A is not aware of the transmission

on l2 because it cannot receive the message from node C. Since the data packet

is much longer than the control packets, there is a high chance that node A will

repeatedly send RTS when node C is transmitting. Because A cannot obtain

the CTS from B when C is transmitting, node A will end up with a large CW

and be unable to use the channel.

However, if the ARC-AIMD method is applied instead of the RTS/CTS and

backoff mechanisms, in Fig. 2.2(a), because neither B and C will have failed

reception (both node B and C have only one neighbor which is transmitting),

node A and D will always have their APs equal to 1, i.e., node A and D can

transmit concurrently. In Fig. 2.2(b), the AP of A is determined by the recep-

tion status at node B and the AP of C is determined by the reception status at

node B and D. Since node D only has one neighbor, it will not have failed re-

ceptions. Thus, if a collision occurs at node B, both node A and C will decrease

their APs.

Parameter Configuration

In this section, we discuss how to set the values of α and β used to regulate AIMD

dynamics, depending on the density of the network and the value of KT and KR.

From the discussion of the parameters of AIMD-MAC in Section 3.5, we recognized

that the equilibrium point of the AP, denoted by p̃, can be computed by Eq. 3.10.

If p̃ is close to the optimal AP, denoted by p∗, the APs of the nodes tend to oscillate

around p∗, which can lead to desirable performance. Unfortunately, even for the

single-hop scenario, we do not have a closed formula to compute p∗. Therefore, in
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order to appropriately set α and β for AB-MAC for a multi-hop network, we apply a

heuristic approach.

Fig. 3.9 shows that, the value of p∗ can be approximated by the value of K/M

where K is the reception capacity of the receiver and M is the number of nodes in

one-hop distance of the receiver. In other words, M is the degree of the receiver.

This approximation can be interpreted as: the reception capability of the receiver K

should be evenly distributed over all the M nodes competing for the resource. In a

multi-hop scenario, however, any node no may have multiple potential receivers, each

with different degree. Hence, the problem is, which node’s degree should be chosen

as the one to approximate the optimal AP of no, denoted by p∗no
.

A conservative approach is to select the greatest degree over all the active neigh-

bors. Formally, p∗no
is approximated by the Eq. 6.1 where Dno

= max{dn|n ∈ n1(no)}.

KT and KR are the transmission and reception capacity limits. dn can be obtained

from packets sent by node n.

p∗no
≈

KR

Dno
KT

(6.1)

To allow the APs to oscillate around the approximated p∗no
, combining Eq. 3.10 and

Eq. 6.1 leads to the relationship between α and β represented by Eq. 6.2. Eq. 6.2

implies that the nodes with busy neighbors (i.e., nodes with high degree) will have a

lower equilibrium point and therefore lower value of AP.

α

1− β
=

KR

Dno
KT

(6.2)

With Eq. 6.2, if we know the value of α, the value of β can be computed ac-

cordingly. As mentioned earlier, the AP is increased by α to probe for the channel

capacity limit. Thus, the value of α determines how fast a node will reach the channel

capacity limit. We set an integer parameter τ to configure the value of α as shown

in Eq. 6.3. We will show in the next section that τ is the number of increment

operations needed for a node to be able to transmit one more packet. From Eq. 6.2

and 6.3, the value of β is expressed by Eq. 6.4.

α =
1

τKT

(6.3)

β = 1−
Dno

τKR

(6.4)

Hence, AB-MAC has three parameters KT , KR and τ to jointly decide the value

of α and β. We follow our earlier observation in Section 3.5.3 and set τ to 10 in the

experiments of this chapter. The value of AP is a fraction between 0 and 1. Next, we
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illustrate how to convert the fraction into an integer, which consequently expresses

the upper-bound of the number of packets a node can transmit.

6.1.3 Transmission Quota Distribution

Knowing the value of pno
, the number of packets no can transmit in the next slot is

computed by Eq. 6.5. Γno
is referred as the transmission quota of node no. X is

equal to 1 with probability (KT ×pno
−⌊KT ×pno

⌋) and is equal to 0 with probability

(1 − (KT × pno
− ⌊KT × pno

⌋)). Since pno
is multiplied by KT when computing the

transmission quota, if pno
≤ (1 − 1/KT ), after τ consecutive increasing operations,

Γno
will be increased by 1.

Γno
= ⌊KT × pno

⌋+ X (6.5)

The next question is, how to distribute the Γno
packets among all the flows crossing

no. We adopt the strategy suggested in the backpressure (BP) algorithm in [75]

which only selects the flows with positive differential backlog as the potential flows

to be assigned the transmission quota. This BP method prevents upstream nodes

from starving the downstream nodes and therefore relieves the intra-flow contention

problem. Additionally, every flow records the number of packets it has sent out by

updating T
(f)
no in the flow table (Table. 6.2). The potential flows are then sorted in

increasing order of T
(f)
no . T

(f)
no reflects the amount of channel resource flow f has used

at node no, thus, by prioritizing the most poorly treated flow (i.e., the one at the

head of the sorted potential flows), we can prioritize the most poorly treated flow at

node no. The transmission quota distribution (TQD) algorithm (Fig. 6.4) formally

describes the procedure to distribute the transmission quota Γno
to the flows crossing

no, denoted by fno
.

ψ(f)
no

= ψ(f)
no
− 2t(f)no

(6.6)

f ∗
no

= {f |ψ(f)
no

> 0 ∧ f ∈ fno
} (6.7)

T
(f)
no

= T
(f)
no

+ t(f)no
(6.8)

t
(f)
no represents the number of packets flow f should transmit from no and it is set to

0 initially. tno
represents the set of transmission quotas for all the flows traversing no

and is returned by TQD. If Γno
is less than one, the procedure terminates. Otherwise,

at line 3, the differential backlog ψ
(f)
no is updated by Eq. 6.6. If no transmitted t

(f)
no
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TQD (Γno
, fno

)

1 t
(f)
no = 0 for any flow f ∈ fno

;
2 while Γno

> 0

3 Update ψ
(f)
no by Eq. 6.6;

4 Select candidate flow set f∗

no
according to Eq. 6.7;

5 if f∗

no
̸= ∅

6 Update T
(f)
no for any f ∈ f∗

no
by Eq. 6.8;

7 f∗no
= argminf∈f∗

no

(
T
(f)
no

)
. Break ties arbitrarily.

8 t
(f∗

no
)

no = t
(f∗

no
)

no + 1;
9 Γno

= Γno
− 1;

10 f∗

no
= ∅;

11 else

12 break;
13 end

14 end

15 return tno
;

Fig. 6.4: The transmission quota distribution (TQD) algorithm.

packets for flow f , the downstream node will increase the backlog by t
(f)
no packets, if

it is not the destination of flow f . Thus, ψ
(f)
no should be decreased by 2t

(f)
no .

The potential flow set f ∗
no

contains the flows which can transmit according to Eq.

6.7. If there does not exist such a flow, the procedure terminates. Note that the

flows with empty backlog cannot have a positive differential backlog, therefore, those

empty flows will not waste the transmission quota.

T
(f)
no is the total number of packet no has transmitted for flow f . It is updated

at line 6 by counting in the newly determined value of t
(f)
no (Eq. 6.8). The flow with

the minimum T
(f)
no is selected (denoted by f ∗

no
) at line 7 and its transmission quota

(i.e., t
(f∗

no
)

no ) is increased by one (line 8). Accordingly, the total transmission quota

Γno
is decreased by one (line 9). At this point, one unit of the transmission quota

is assigned to a flow and the candidate flow set f ∗
no

is cleared (line 10) before the

next round of quota distribution starts. Each iteration of the TQD algorithm allows

the most poorly treated potential flow to transmit one more packet. The procedure

repeats until either Γno
is zero or there are no more potential flows satisfying Eq. 6.7.

Since Γno
cannot be greater than KT , the while loop can repeat at most KT

times. Inside each iteration, we need to find the candidate flow with the minimum

T
(f)
no . Thus, the time complexity of TQD is O(KT |fno

|).
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AB-MAC (KT , KR, τ, I)
1 Update nI(no), nA(no), nN(no) and the flow table (Table. 6.2);
2 pno

=ARC-AIMD(nI(no), nA(no), nN(no));
3 Generate a uniformly distributed random value x, x ∈ [0, 1];
4 if ((no did not transmit) or (|nI(no) \ (nA(no) ∪ nN(no))| > 0 and x < 0.5))
5 Compute the transmission quota Γno

by Eq. 6.5;
6 tn0 = TQD(Γno

, fno
);

7 P = ∅;
8 for each f ∈ fno

9 while t
(f)
no > 0

10 Select one packet P from flow f to be transmitted;

11 t
(f)
no = t

(f)
no − 1;

12 I = I mod (|fno
|) + 1;//Round-robin selection

13 Select the I-th flow in the flow table and encode the header as Table. 6.1;
14 Add the header to packet P and P = {P,P};
15 end

16 end

17 end

Fig. 6.5: The AB-MAC algorithm at node no.

6.1.4 The Pseudo-Code of AB-MAC

Fig. 6.5 describes the AB-MAC algorithm at node no, which runs at the end of each

slot and computes the content of the ready-to-transmit queue P for the following slot.

If P is not empty, no will encapsulate all the packets in P and transmit at the next

slot. The first step is to update the three sets nI(no), nA(no) and nN(no) and the

flow table based on the received data packets or ACK/NAKs. pno
is then updated

using the ARC-AIMD algorithm.

In Section 6.1.1 we explained that in multi-hop flows, a node should not transmit

in two consecutive slots so that it can accomplish two things 1) receive updated

local information of its neighbors and 2) give a chance for next hop to transmit to

accomplish multi-hop forwarding. Thus, if no does not transmit at the current slot, it

can transmit in the next slot as shown by the first condition of line 4. The purpose of

the second condition is to alleviate the 1st-hop collisions. A 1st-hop collision occurs

because the intended receiver is transmitting in the same slot. For example, if both no

and its intended receiver nr transmits at the odd-indexed slots, nr can never decode

the packets from no. We alleviate this problem by flipping a coin when a 1st-hop

collision is detected at one of no’s intended receivers. If |nI(no)\(nA(no)∪nN(no))| >

0 holds (i.e., 1st-hop collision occurs), no generates a normally distributed value x

between 0 and 1. If x < 0.5, no can transmit in two consecutive slots, which indeed

swaps no’s transmitting slot from odd to even or from even to odd.

The transmission quota Γno
is computed by Eq. 6.5 and distributed according to
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TQD. The ready-to-transmit queue P is initially empty. To implement the round-

robin flow selection, the last parameter of AB-MAC I points to the flow (in the flow

table) to be included in the header. I is set initially to 0 and updated at line 12.

no selects the data packets as assigned by TQD and encodes the status of one flow

(indicated by I) in the header of each packet. The finalized packet is added into P.

Because AB-MAC combines ARC-AIMD and TQD and ARC-AIMD only needs

constant time, the time complexity of AB-MAC is equivalent to TQD, which is

O(KT |fno
|).

6.2 Simulations

We present the results of simulations performed on two topologies and three schemes.

The two topologies show how AB-MAC functions in networks with various densities

and the three coordination access schemes exhibit how different levels of coordina-

tion affect the performance of AB-MAC. The first topology has 18 nodes with three

flows traversing the network while the second topology has 100 nodes with various

numbers of flows. The performance of AB-MAC is compared against IEEE 802.11

DCF [23] (both with and without RTS/CTS) in the three schemes, namely, the mini-

slot scheme, the random scheme and the prioritized scheme.

6.2.1 The Three Schemes

• The mini-slot scheme

We first introduce the mini-slot scheme. With the ready-to-transmit queue P

computed by the AB-MAC algorithm, a node will contend for channel access at

the beginning of a slot if P is not empty. We name the node with non-empty P

a contending node. The contending nodes may not start transmitting at exactly

the same time instant, due to the clock drift existing in distributed environ-

ments. For example, two neighboring nodes n0 and n1 are both contending

nodes at the same slot. n0 starts transmitting slightly earlier than n1 due to

the different clock drifts occurs at n0 and n1. If the gap between the transmit-

ting time of n0 and n1 is large enough, n1 will switch to receiving mode once

it senses the signal from n0 and will not transmit at the current slot. However,

if the gap is relatively small, n1 will transmit before it decodes the signal from

n0. Thus, n0 and n1 will transmit at the same slot. In conventional networks,

multiple transmissions starting at the same slot will collide at the receiver if

they are in the transmission range of the receiver. In MPT/MPR networks,
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however, multiple concurrent transmissions do not necessarily lead to collision

if the receiver can handle all the arriving packets. In order to simulate the

channel access contending process in MPT/MPR wireless networks, we propose

the mini-slot scheme in which Cm mini-slots are located at the beginning of a

slot.

When starting transmitting, each contending node randomly chooses an integer

from 1 to Cm to identify which mini-slot it selects to transmit. If a node

(e.g., n0) starts transmitting at the i-th mini-slot (1 ≤ i ≤ Cm), the neighbor

of n0 (e.g., n1) switches to receiving mode if 1) n1 is not a contending node

or 2) n1 chooses a mini-slot j which is greater than i. However, if multiple

contending nodes choose the same mini-slot, they will transmit simultaneously

at the current slot. Also, the concurrent transmissions may or may not cause

collision at a receiver, depending on the number of arriving packets and the

MPR capacity limit of the receiver. We assume that when Cm is relatively

small, which is set to 4 in the following simulations, the contention period is

negligible compared to the packet transmission time.

The mini-slot scheme mimics the channel contending procedure and is applied

to show the performance of AB-MAC when nodes lack coordination beyond

honoring slot boundaries.

• The random scheme

Because only the nodes with non-empty P will contend to transmit and P

is decided by the value of AP and the differential backlog in AB-MAC, the

total number of contending nodes has been limited by the AB-MAC algorithm

running at each node before the contention starts. Ideally, assume the mini-slot

scheme can solve the channel access problem within 1-hop distance for these

limited contending nodes. i.e., two connected contending nodes will not choose

the same mini-slot and hence will not transmit at the same slot. Thus, we

consider a simulation scenario where the 1st-hop collision will not occur because

the intended receiver will not transmit at the same slot as the transmitter. This

simulation scenario is named the random scheme which is proposed to evaluate

the performance of AB-MAC if the 1st-hop collisions could be resolved.

It is worth noting that the random scheme is not necessarily a benefit for

MPT/MPR networks because it can stop connected nodes from transmitting

simultaneously even if the concurrent transmissions can be accommodated by

the intended receiver of the transmitters. For example, if three nodes n0, n1 and

n2 are contending nodes and are mutually connected. In the random scheme,
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if n0 transmits, n1 and n2 will both switch to receiving mode and hence no

1st-hop collision will happen. However, if both n0 and n1 need to transmit to

n2, in the random scheme n0 and n1 cannot transmit simultaneously even if n2

can handle the packets from both n0 and n1. Thus, the random scheme may

waste the MPR capability at the benefit of avoiding 1st-hop collisions.

• The prioritized scheme

If further node coordination is possible during channel access, the performance

of AB-MAC can be further improved. All the contending nodes have non-empty

ready-to-transmit queue P. However, the total packets stored in P (i.e., the

length of P) can be various in different contending nodes. If the channel is

won by a node with small P, the channel resource may be wasted because this

node does not have enough packets in P. Ideally, if the channel contention

procedure prioritizes the contending nodes with large P, it can maximize the

overall channel utilization efficiency and hence improve the system performance.

Therefore, we propose the prioritized scheme to evaluate the performance of

AB-MAC if nodes can coordinate to prioritize the ones with large P when

contending for channel access.

Specifically, in the prioritized scheme, we consider a central station with the

knowledge of the length of P for all the contending nodes. At the beginning of

a slot, nodes start to transmit in descending order of the length of P (ties broken

arbitrarily). When a node occupies the channel, all its neighbors (within 1-hop

distance) switch to receiving mode and do not transmit at the slot. Comparing

to the random scheme, the prioritized scheme has higher coordination level

because it guarantees that, in a neighborhood, the channel is always won by the

contending node with the largest P.

These three schemes exhibit increasing level of node coordination. We will show the

performance of AB-MAC in the three schemes next.

6.2.2 An 18-Nodes Topology

Fig. 6.6(a) shows the topology of 18 random nodes and three flows with their paths

depicted in the caption. The interference range is set to be equal to the transmission

range, which is 200 distance units. Two nodes within transmission range are in one-

hop distance of each other and are connected by a solid line in Fig. 6.6(a). We assume

that a transmission from a node outside the transmission range will not impact the

reception. Therefore, a packet is successfully received by the receiver if two conditions
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Fig. 6.6: The 18-node topology graph and the contention graph.

are satisfied: 1) the transmitter is within transmission range of the receiver; 2) the

number of concurrent packets (sent from the transmitters in transmission range) at

the receiver does not exceed KR. Fig. 6.6(b) shows the contention graph. In this

section, we study the performance of this 18-node example in the mini-slot scheme,

which is the worst case scenario because there is no coordination during channel access

contention.

First, we compare the aggregate end-to-end throughput of AB-MAC against that

of IEEE 802.11b distributed coordination function (DCF) [23]. In the simulations,

DCF is implemented based on the WiFi model of the ns-3 simulator [1] with the

link rate (denoted by P ) set to 1Mbps. In order to present a clear comparison, the

PHY layer is simplified by assuming zero propagation delay and the physical layer

convergence protocol (PLCP) header and preamble overheads are omitted. The data

packets (including the headers of the higher-layer control protocols and the payload)

for both AB-MAC and DCF are set to 1500 bytes. The length of a slot is equal to

1500×8×106/P seconds. The end-to-end throughput of the simulation is measured in

packets/slot. However, in order to compare the performance of the protocols under

different link rates, the throughput is converted to Mbps in several charts we are

about to see.

In Fig. 6.7, AB-MAC is simulated on MPT/MPR channels where KT = 5 and

KR varies from 5, 6, ... ,10 to 1000. In Section 5.3.1, we have seen that increasing

KT to a value greater than KR cannot improve the end-to-end throughput of a multi-

hop flow. Therefore, we do not consider the case when KT > KR. Since DCF is

running under conventional channels where KT = KR = 1, in order to present a
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Fig. 6.7: The aggregate throughput of AB-MAC and DCF.

reasonable comparison, the link rate of AB-MAC is set to 0.2Mpbs, which is 1/KT of

the link rate of DCF. This configuration of DCF can also be considered as an idealized

(i.e., the overhead caused by the cooperation among different channels (Section 2.1.4)

is free) multi-channel example which consists of KT separate channels each with the

same speed as the MPT/MPR channel of AB-MAC. Since the request-to-send and

clear-to-send (RTS/CTS) handshake mechanism is an option for DCF, we run DCF

both with and without the RTS/CTS mechanism by configuring the RtsCtsThreshold

parameter of ns-3.

Fig. 6.7 shows the aggregate throughput of the three flows described in Fig.

6.6(a). Every flow has the same arrival rate at the source and the aggregate arrival

rate λ is shown by the x-axis. Every data point in Fig. 6.7 is the mean of 10 runs

lasting 10 seconds. The error bars are the standard deviations and are smaller than

the line markers in the figure. Note that KR = 1000 is a means to express “infinite”

receiving capacity. Several observations can be made based on Fig. 6.7.

• Predictably, the aggregate throughput of AB-MAC is increasing with the value

of KR. After KR is 10 (twice the value of KT ), increasing KR cannot further

improve the throughput. The reason was earlier elaborated in Section 5.3.1.

Observing Fig. 6.6(a), over all the active nodes, the maximum number of con-
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current inbound arcs is two, which implies that when KR > 2KT , the bottleneck

of the system shifts to the transmitting side, i.e., the value of KT .

• The throughput of AB-MAC stablizes at the maximal level after the system

is saturated (when λ is about 1Mbps). However, if RTS/CTS is applied, the

throughput of DCF collapses under heavy congestion. This disparity can be

attributed to the asymmetric information problem and the intra-flow contention

problem we discussed earlier. We take the behavior of flow 1 as an example. In

Fig. 6.6(a), the packets of flow 1 are stalled at node 13. The reason is that,

in the channel access competition between node 6 and node 13, node 6 has an

advantage because node 6 is the source and has fewer competitors.

Node 6 can win the channel when both node 7 and node 13 are not transmitting

because in this case node 6’s RTS request will be replied to by node 13. On

the other hand, node 13 can win the channel when node 6, 7 and 4 are not

transmitting because node 13’s RTS can be responded to by node 7 only when

node 4 is not transmitting. As we explained in Section 2.3.2, because of the

asymmetric information problem, whoever wins the channel first can monopolize

the channel. In this example, node 7 will finish transmitting before node 4 since

node 4 has nothing to transmit before it receives the packet from node 7. Thus,

in the contention between node 6 and node 13, node 6 always gets the CTS

from node 7 first. At the moment node 13 loses the channel to node 6, node 6’s

CW will be set to the minimum value while node 13 will have the maximum

CW. The only chance node 13 can win the channel is when it sends RTS during

the small interval after node 6 ends it transmission and before it sends another

RTS.

Fig. 6.8 shows the end-to-end throughput of flow 1. Three cases are compared

as listed in the legend of the figure. If RTS/CTS is applied, the throughput

of flow 1 (the curve with circle markers) dramatically drops after the system

is saturated. However, the throughput can stabilize at the maximum level if

RTS/CTS is not applied.

As shown in Fig. 6.7, if RTS/CTS is not applied, DCF can reach an aggregate

throughput similar to that of AB-MAC when KT = 5 and KR = 7. However, as

we will see in the next example, the performance of DCF (either with or without

RTS/CTS) is closely related to the density of the network, while AB-MAC can

be adaptive to various density levels.

• Furthermore, since the flow with zero or negative differential backlog cannot
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Fig. 6.8: The end-to-end throughput of flow 1.

transmit, we observed in the simulations that the backlog of a flow will mono-

tonically decrease from the source to the destination. Therefore, if the buffer of

arrival packets at the source of a flow is limited by a threshold, all the buffers

along the path of the flow are limited as well. In other words, the queueing

system exhibits stable queues by controlling the source of each flow.

Fig. 6.9 compares the aggregate throughput between AB-MAC and LEX (Fig.

5.3), which approximates the max-min rate allocation. The discrepancies between

the observed values of AB-MAC and LEX can be attributed to: 1) AB-MAC is a

distributed algorithm while LEX assumes global knowledge and applies a centralized

computation and 2) similar to 1-hop S-ALOHA* (Section 3.2), AB-MAC is a proba-

bilistic approach. Even with the optimal AP known to all the nodes, the aggregate

throughput S-ALOHA* can achieve about 60% of the channel capacity. According

to Fig. 6.9, the gap between the curves of AB-MAC and LEX is monotonically

decreasing as KR increases, which coincides with the observation in [74,84].

Fig. 6.10 plots the performance of AB-MAC with bursty traffic, which is imple-

mented by a binary source model same as depicted in Fig. 3.6. Fig. 6.10 shows that

AB-MAC is adaptive to bursty traffic.

6.2.3 A 100-Node Topology

In this section, we compare the performance of AB-MAC and DCF in a larger network

where 100 nodes are randomly located in a 1600 by 1600 square. The transmission

range is 200 distance units. The topology graph is depicted in Fig. 6.11. We run

simulations of three schemes. Fig. 6.12 (mini-slot scheme), Fig. 6.13 (random scheme)
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Fig. 6.11: The 100 node random topology.

and Fig. 6.14 (prioritized scheme) illustrate the aggregate throughput of 1, 2, 10 and

20 flows in the network depicted in Fig. 6.11. These examples will show that while

DCF cannot resolve collisions in dense networks, AB-MAC is adaptive to a network

with different number of flows.

Fig. 6.12(b), Fig. 6.13(b) and Fig. 6.14(b) show the throughput of one flow from

node 5 to node 6 following a predefined shortest path in Fig. 6.11. The end-to-end

throughput of the single flow shows similar performance in the three schemes because

four mini-slots are enough to resolve the channel access problem among the limited (by

AB-MAC) contending nodes. The curves of DCF (either with or without RTS/CTS)

are located between the curves of KR = 6 and KR = 7 of AB-MAC. Note that the

link rate of AB-MAC is 1/5th that of DCF. This result shows that, in a network

with single flow, while the normalized (by the channel capacity) performances are

similar between AB-MAC and DCF, the aggregate throughput can be improved by

increasing the MPR capacity limit when applying AB-MAC.

If we add one more flow from node 1 to 13, the performance is plotted in Fig.

6.12(c), Fig. 6.13(c) and Fig. 6.14(c). In the mini-slot and random schemes, the

aggregate throughput decreases compared to the single-flow example because the

two flows traverse the same bottleneck maximal clique where the channel needs to

be shared. If RTS/CTS is not applied, DCF’s performance is close to AB-MAC

with KR = 6 and KR = 7 in Fig. 6.13(c) and Fig. 6.12(c), respectively. On the

other hand, if RTS/CTS is applied, DCF’s performance is similar to AB-MAC with

KT = KR = 5. However, in the prioritized scheme, the aggregate throughput of
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Fig. 6.12: The aggregate throughput for various flows in the mini-slot scheme.
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Fig. 6.13: The aggregate throughput for various flows in the random scheme.

113



 

 
AB-MAC    P=0.2Mbps  K

T
=5 K

R
=1000

AB-MAC    P=0.2Mbps  K
T
=5 K

R
=10

AB-MAC    P=0.2Mbps  K
T
=5 K

R
=9

AB-MAC    P=0.2Mbps  K
T
=5 K

R
=8

AB-MAC    P=0.2Mbps  K
T
=5 K

R
=7

AB-MAC    P=0.2Mbps  K
T
=5 K

R
=6

AB-MAC    P=0.2Mbps  K
T
=5 K

R
=5

DCF w/o RTS/CTS   P=1Mbps  K
T
=K

R
=1

DCF w/ RTS/CTS   P=1Mbps  K
T
=K

R
=1

(a) Legend

10-1 100 101
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

M
bp

s

λ (Mbps)
(b) 1 flow

10-1 100 101
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

M
bp

s

λ (Mbps)
(c) 2 flows

10-1 100 101
0

0.5

1

1.5

M
bp

s

λ (Mbps)
(d) 10 flows

10-1 100 101
0

0.5

1

1.5

M
bp

s

λ (Mbps)
(e) 20 flows

Fig. 6.14: The aggregate throughput for various flows in the prioritized scheme.

114



the two flows is largely increased. Note that in the prioritized scheme, AB-MAC

prioritizes the nodes with large ready-to-transmit queue. Thus, the results show

that, in the 2-flow example, coordinating nodes during channel access according to

their ready-to-transmit queue can greatly increase the channel efficiency. We will see

that in more dense networks, contending nodes coordination has a more significant

impact on the overall performance.

As the number of flows increases to 10 or 20 (Fig. 6.12(d), Fig. 6.12(e), Fig.

6.13(d), Fig. 6.12(d), Fig. 6.14(d) and Fig. 6.14(e)), the aggregate throughput of

AB-MAC largely increases compared to the single-flow and two-flow examples. The

performance upgrades significantly because those sparsely located flows can benefit

from the spatial reuse of the bandwidth (i.e., nodes sufficiently far apart can transmit

concurrently) and hence result in higher aggregate throughput.

The examples with 10 or 20 flows show that the performance of AB-MAC increases

with the nodes coordination level. In the mini-slot scheme (Fig. 6.12), the contend-

ing nodes do not coordinate during channel access and AB-MAC presents the lowest

performance of the three schemes. Specially when the traffic is light, the DCF with

RTS/CTS outperforms AB-MAC in Fig. 6.12(d) and Fig. 6.12(e) even when KR is

unlimited. When the MPR capacity is not a constraint, concurrent transmissions will

not collide because the number of arriving packets is too large. Thus, the performance

is mostly affected by the 1st-hop collision in which the intended receiver is transmit-

ting at the same slot as the transmitter. Because the neighboring contending nodes

do not coordinate in the mini-slot scheme, in dense networks, the failed transmis-

sions caused by the 1st-hop collisions significantly affect the aggregate throughput

and degrade the performance of AB-MAC under light traffic. However, when the

traffic is heavy, the overall performance is dominated by the collisions caused by the

limited MPR capacity. Thus, AB-MAC can still outperform DCF, which collapses in

saturated dense networks.

Nonetheless, if the 1st-hop collisions are eliminated by coordination, we can see

that in the random scheme, even under light traffic AB-MAC can outperform DCF.

Also, the aggregate throughput of AB-MAC is increased compared to the mini-slot

scheme. If further coordination is allowed to prioritize the heavily loaded contending

nodes, the overall performance can be greatly improved as we can see in the prioritized

scheme.

Fig. 6.12, Fig. 6.13 and Fig. 6.14 illustrate the performance of AB-MAC in

both sparse and dense networks under both light and heavy traffic load. It shows

that AB-MAC significantly alleviates the inherent problem in CSMA/CA such as the

asymmetric information problem and the intra-flow problem. The experiments also
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show that by coordinating contending nodes during channel access, we can largely

improve the performance of AB-MAC. In the mini-slot scheme, contending nodes do

not coordinate and AB-MAC exhibits the lowest performance which is outperformed

by DCF in dense networks under light traffic. However, when the 1st-hop collisions

are resolved in the random scheme, AB-MAC can outperform DCF in any scenario.

In the prioritized scheme, the channel efficiency is largely improved by prioritizing the

nodes with large ready-to-transmit queue. This scheme shows another coordination

direction which can increase the performance of AB-MAC.

6.3 Summary

In this chapter, we propose three schemes using AB-MAC to regulate transmissions of

the multi-hop flows in MPT/MPR wireless networks. The AB-MAC algorithm con-

sists of three major components: 1) exchange of local information, 2) computation of

local access probabilities and 3) distribution of transmission quota across the flows.

Applying the access probability to handle the MAC layer mitigates several funda-

mental problems caused by the RTS/CTS handshake method and can conveniently

compute the transmission quota for each node. AIMD and BP strategies compensate

for each other because, while AIMD can take care the MAC layer in a distributed

environment, the BP method can alleviate the intra-flow contention and prevent the

upstream nodes from monopolizing the channel. To complete the AB-MAC, a coordi-

nation scheme is additionally needed, for which three alternatives are considered. The

three schemes include the mini-slot scheme, the random scheme and the prioritized

scheme which exhibit increasing level of node coordination during channel access.

Simulation results show that while DCF cannot resolve collisions in dense networks,

AB-MAC is adaptive in various scenarios. Generally, increasing the value of KR can

improve the overall performance of AB-MAC. While the mini-slot scheme mimics the

channel contention procedure, the random scheme and the prioritized scheme show

different directions in which the performance of AB-MAC can be further improved.
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Chapter 7

Conclusion and Future Directions

In this thesis, we investigate MPT/MPR wireless networks and design algorithms to

fairly and efficiently regulate the transmissions of multi-hop flows. In this chapter, we

summarize the contributions in both single-hop and multi-hop scenarios and present

future directions.

7.1 Contributions

7.1.1 Single-hop scenario

For the single-hop scenario, we design the AIMD-MAC algorithm which can be run in

a distributed environment to manage uncoordinated nodes accessing a sharedK-MPR

channel. The basic characteristics of AIMD-MAC are:

• Relaxation of the requirements for feedback

The basic AIMD algorithm [22] is known to be able to achieve max-min fairness

assuming every node can obtain a uniform and error-less binary feedback at

every slot. However, the strict requirement for the feedback from the central

station can be difficult to satisfy in distributed networks. AIMD-MAC extends

the basic AIMD algorithm by introducing another parameter, the update cycle

UC, with which the nodes do not need feedback at every slot.

• Introduction of the transmission history

Without the immediate feedback at every slot, the binary feedback collected

at every UC needs to be processed before it can be used to decide whether to

increase or decrease the access probability (AP). The transmission history is

therefore introduced to interpret the collected information. The transmission

history consists of the success ratio and the utilization ratio. Applying the

success ratio helps the nodes to have uniform operations (i.e., either additively
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increase or multiplicatively decrease the AP) at every update cycle, which is

helpful towards achieving the max-min fairness. Incorporating the utilization

ratio further reduces the delay under light traffic load.

• Adaptivity to dynamic environments

Simulations show that AIMD-MAC outperforms S-ALOHA* under light traffic

load because the packets have a shorter average delay and achieves the same per-

formance as S-ALOHA* when the system is saturated. By tuning the length of

the update cycle, we can adjust the distribution of the AP. With an appropriate

setting of parameters, AIMD-MAC can be applied in a dynamic environment

where the number of nodes and the channel capacity are not constant. Exten-

sive simulations show that AIMD-MAC achieves at least 90% of the performance

of S-ALOHA* over a wide range of scenarios without the need to adjust the

parameters.

7.1.2 Multi-hop scenario

We first present a centralized study to evaluate the performance of the multi-hop

MPT/MPR wireless networks and then develop a MAC algorithm to regulate multi-

hop flows traversing the network. The steps towards the goal are:

• Max-min fair in conventional multi-hop wireless networks

Huang et al. [42] suggest the analogy between a link in wired networks and a

maximal clique (MC) in wireless networks and find the max-min rate allocation

for single-hop flows in wireless networks under conventional channels. We fur-

ther extend the max-min fairness to multi-hop wireless networks. Based on the

proof (Theorem 4.1) of the necessary and sufficient condition for a rate alloca-

tion to be max-min fair, we propose the WF algorithm to compute the max-min

rate allocation for multi-hop flows traversing a network with KT = KR = 1.

WF repeatedly solves a LP problem (i.e., LPWF ) to determine the rates with

which the flows become bottlenecked and terminates when all the flows are bot-

tlenecked, which is the sufficient condition for a rate allocation to be max-min

fair.

• Schedulability of the max-min allocation computed by WF

We prove that if the contention graph of the network is a perfect graph, there

exists a discrete schedule to realize the max-min rate allocation computed by

the WF algorithm. Additionally, we demonstrate that the minimum number

of slots needed to realize the max-min rate allocation can be computed as a
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by-product the WF algorithm. Since a schedule for the case KT = KR = 1 can

be directly applied to the cases KT = KR = K (K > 1) by scaling by a factor of

K, we can compute a feasible schedule for the network with KT = KR = K by

first computing the max-min allocation when KT = KR = 1 and then scaling

the rate allocation by a factor of K.

• Challenges for the max-min allocation when KT ≥ 1, KR ≥ 1

WhenKT ≥ 1, KR ≥ 1, it is not trivial to determine the necessary and sufficient

condition for a MC to be saturated, which is a substantial obstacle to extend

the WF algorithm to MPT/MPR networks. The fundamental reason behind

these challenges is that in MPT/MPR wireless networks, even arcs belonging

to the same MC can be active simultaneously, which contradicts the primary

attributes of the MC in a conventional channel model. We elaborate these

challenges via examples and demonstrate why the problem cannot be solved as

a LP problem.

• Introduction of the eight pair-wise interference patterns

In order to tackle the max-min problem in MPT/MPR wireless networks, we

group the non-commutative interference relationships of the arcs into eight pat-

terns. Each pattern describes how one arc interferes with another arc. Based

on the eight pair-wise interference patterns, we can determine the normalizing

coefficients at the transmitter and receiver of every arc, which can be applied to

“eliminate” the effect of the MPT/MPR capacity (i.e., by multiplying the arc

rates with the normalizing coefficients) when determining the saturation status

of a MC. With the saturation constraints, WF-ASYM is developed to compute

an approximated max-min rate allocation in MPT/MPR networks.

• Construction of discrete schedules for MPT/MPR wireless networks

We present the MDSATUR algorithm to compute a discrete schedule to realize

a given rate allocation. Since a MC of a MPT/MPR system is distinct from

its traditional definition in that the arcs belonging to the same MC can be ac-

tive simultaneously (i.e., the M property), the information from the contention

graph alone is not sufficient to decide the next slot to be allocated to a given

arc. Thus, MDSATUR extracts the information from both contention graph

and flow graph and generates a collision free schedule which can fully utilize the

MPT/MPR capacity.

In addition to max-min fairness, another fairness metric — the lexicograph-

ical optimality — is applied to evaluate the performance of the MPT/MPR
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networks. The LEX scheme, which combines WF and MDSATUR, outputs a

discrete schedule with which the flows can achieve an approximate max-min

fairness.

• Study observation of the relative significance of KT and KR

We run WF, WF-ASYM and LEX on a random example and show how the sys-

tem performance depends on the value of KT and KR separately. The broadcast

nature of the wireless network usually imposes a heavier burden on the receiving

side of the nodes. As demonstrated by Fig. 4.2, a relay may need to receive

more packets that those it needs to transmit to keep a balanced inbound and

outbound traffic. Therefore, applying a KR greater than KT can improve the

end-to-end throughput as long as KT has not become a bottleneck. On the

other hand, increasing KT to a value greater than KR does not benefit the sys-

tem performance because the receiver cannot handle more than KR packets at

a time.

• Design of MAC protocol for MPT/MPR networks

For the distributed MPT/MPR wireless networks we propose the AB-MAC al-

gorithm, which combines the idea of the AIMD-MAC and the backpressure

methods, to organize multi-hop flows traversing a network. A well studied

scheduling algorithm in multi-hop networks is the backpressure algorithm. The

backpressure algorithm is a centralized algorithm which consider the MAC layer

as a black-box, i.e., assuming all the feasible schedules are known beforehand.

AB-MAC combines the backpressure algorithm with the AIMD method to man-

age the MAC layer in a distributed environment. Specifically, it applies the

ARC-AIMD to regulate the access probabilities. This combination avoids the

hidden terminal problem and the asymmetric information problem inherited in

RTS/CTS-based algorithms and eliminates the need to solve the max-weight

problem. To complete AB-MAC, we introduce three schemes to evaluate how

different levels of node coordination affect the performance of AB-MAC. The

three coordination schemes include the mini-slot scheme, the random scheme

and the prioritized scheme. Simulations show that regulating nodes during

channel access can further improve the performance of AB-MAC.

7.2 Other Efforts

As in much scientific research, not all the experiments and efforts turn into excit-

ing results. During our study of the MPT/MPR networks, we have experienced
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many unsuccessful trials before we finally discovered the distinct characteristics of

the MPT/MPR network and developed algorithms for it. In this section, we summa-

rize some of the “failures” we encountered which highlight challenges and might be

useful for future research.

• Analysis of AIMD-MAC

The AIMD-MAC algorithm achieves the max-min fairness in K-MPR networks

by adaptively adjusting the access probability (AP) of the nodes. In Section

3.5, we demonstrate the oscillatory behavior of AIMD-MAC and the relationship

between the update cycle (UC) and the distribution of the APs, which explains

why AIMD-MAC can achieve the optimal performance in dynamic environments

without adjusting the parameters. Since the AP plays a significant role in the

overall performance of AIMD-MAC, we developed a Markov chain model to

analyze it. Specifically, we divide the AP (a value between 0 and 1) into ten

intervals: [0, 0.1), [0.1, 02), ..., [0.9, 1.0]. These ten intervals are the ten states

of the Markov chain. For instance, the AP is in state i if it is in the sub-

interval [(i − 1) × 0.1, i × 0.1) for i = 1, 2, ..., 10. We develop the transition

probability matrix according to observations of how the AP develops at a single

node. The Markov chain model approximately captures the distribution of the

APs in many scenarios but is not precise enough to analyze the performance

of AIMD-MAC. Extensive experiments based on Matlab tools indicate that

Gamma distribution approximately fits the distribution of the APs but it is

unclear how the parameters of the Gamma distribution depend on the network

setup. Certainly, AP update interactions are more complex and the perspective

of a single node does not sufficiently capture the joint dynamics of AP updates

by a group of nodes, which, for example, would have required the development

of a higher dimensional Markov chain. The extent to which a single node AP

Markov chain is sufficient for modeling the performance of a network of nodes

is currently unclear.

• MPT/MPR Constraints

The maximal clique (MC) model captures competing arcs and the eight pair-

wise interference patterns illustrate how two arcs interfere with each other in

an MPT/MPR setting. With this information we can restrict the arcs with

MPT/MPR capacity limits and determine the saturation status of a MC. Based

on the saturation status of a MC, we developed the WF-ASYM algorithm to

approximate the max-min allocation. Also, with these interference patterns, we

extend the DSATUR algorithm to the MDSATUR algorithm, which computes a
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feasible schedule for MPT/MPR networks. However, the MC and the eight pair-

wise interference patterns were not the first method neither can it be assumed

that it is the ultimate one.

Wang et al. [97] uses the circle packing method [56] to determine the maximum

number of interfering links which can coexist in the interference range of the

considered link. This method does not consider the relative positions among

the links and hence can only provide an approximate upper-bound constraint

with respect to the MPT/MPR capacity limits. We tried a more accurate

method to take into account the location of the interfering arcs. Specifically,

we constructed receiver-based constraints to limit the inbound and outbound

traffic of the nodes according to the MPT/MPR limits. However, the receiver-

based constraints do not tell which arcs are mutually interfering with each other

(as MC does) because arcs are not only restricted by the receivers but also the

transmitters. Additionally, it is unclear how to construct the necessary and

sufficient conditions for a receiver when the receiver is also a transmitter for

another arc.

• Successive Interference Cancellation Receiver

While the interference outage receiving model (i.e., K-MPR) converts the MPR

capability into an integer which upper bounds the number of concurrent trans-

missions, there are other receiving models which closely reflect the characteris-

tics of certain multi-user detection (MUD) techniques.

The successive interference cancellation (SIC) technique is an effective MUD

technique that has received intense research attention lately because of its

promising performance improvements [95, 99] and more tolerable implemen-

tation complexity compared to other MUD techniques [5]. An SIC receiver

iteratively decodes the received signals one by one. After each step, the original

signal of the decoded message is estimated, reconstructed and removed from

the composite signal. Thus, the next decoding iteration will suffer from less

interference and have a greater chance to success. This procedure continues

until either all the signals have been processed or the remaining signals cannot

be decoded further. The most widely applied SIC model assumes synchronous

packet transmissions where packets are sorted by the received signal powers in

decreasing order [6, 39, 64, 98, 99]. The system applies a unique targeting SINR

assuming all users transmit at the same data rate. It is widely accepted that

the strongest signal should be decoded first because it is the one with the great-

est SINR when all other signals are considered as interference. The signal is
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considered decodable if its SINR is greater than or equal to the required SINR

threshold.

We simulated the SIC technique in the PHY model of ns-3 [1]. In the SIC

model, we consider asynchronous system where the packets can have different

length and can be transmitted at any time instant. A SIC receiver can receive

multiple packets simultaneously. Assume the length of a packet is contained in

the preamble such that the receiver knows the ending time of each packet. At the

end of each packet, the receiver performs the successive interference cancellation

to decode the packet. A packet is considered successfully decoded if its SINR is

greater than the threshold; otherwise it fails. Consider decoding packet i, the

interference of packet i includes the packets whose duration overlaps with the

duration of packet i. However, due to the SIC technique, those packets which

have been successfully decoded before the ending time of packet i are removed

from the composite signal and are not considered as interference. Experiments

show that with the SIC receiver, the performance of ALOHA is about twice that

of the basic receiver with respect to the overall throughput. However, since the

SINR determines whether a packet can be decoded or not, the near-far problem

significantly impacts the fairness of the system. Thus, the transmitting power

of the nodes should be adjusted according to their relative distances to the

receiver. Hence, it appears that considering SIC inescapably involves solving

power control as a component of the overall transmission scheduling problem.

• Deterministic MAC

AB-MAC regulates multi-hop flows in distributed MPT/MPR wireless net-

works. It uses the AIMD method to update the node’s access probability and

the backpressure approach to alleviate intra-flow contentions. Thus, AB-MAC

is a probabilistic method which determines the transmitting packets limit by the

value of the AP. Like most probabilistic algorithms, because transmissions are

controlled random events, collisions can occur even if optimal APs are known

to all nodes. So, in addition to AB-MAC, we also experimented with a deter-

ministic method.

We tried a receiver-driven control method since it is KR at the receiver that

determines the outcome of the reception of a bundle of packets, regardless of

the transmitters of the packets. However, due to the broadcast nature of wire-

less networks, any transmission can be heard by any neighbors in interference

range, which implies that any transmitter could have multiple receivers. In dis-

tributed environments, those receivers could send different commands. i.e., one
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receiver (e.g., n1) may request the transmitter to send KT packets while another

receiver (e.g., n2) may request the transmitter to send 0 packets. If this trans-

mitter follows the command of n1, it can cause collision at n2; if it follows the

command of n2, it wastes the transmission opportunity to n1. These problems

dramatically worsen as the values of KT and KR increase. When the capacity

limits are large, the potential difference of the commands is more severe. Thus,

it is likely to cause more collisions or waste more resource.

On the other hand, in the AB-MAC protocol, every node has only one AP

to decide the transmitting packets limit, regardless of the flows crossing the

node or the potential receivers. We use the ARC-AIMD method to update

the AP according to all the neighbors’ recent reception status. A transmit-

ter cautiously decreases its AP if any neighbor experienced a failed reception.

AB-MAC greatly outperforms the deterministic method in extensive simula-

tions. This point emphasizes that, in order to control deterministically the

access in an MPR/MPT channel, a significant control and coordination pro-

tocol is required amongst competing nodes. Schemes such as AB-MAC, trade

some conceivable loss of performance, with a probabilistic means of access which

requires less control information to be exchanged. The extent to which coordi-

nation (in particular receiver-driven coordination) and random choices need to

be synthesized, is currently unclear.

7.3 Future Directions

In this section, we discuss potential directions to extend our work.

• Alternative reception models

In the previous section, we discussed the SIC technique. The challenges to form

a feasible link set in an ad hoc network with SIC receivers are studied by Lv et

al. [63]. From the receiver’s point of view, potential interfering links should be

organized such that the signals simultaneously transferred by these links can be

successfully decoded at the SIC receiver. Adding a new link to the current feasi-

ble link set is complicated because the new link will not only affect the decoding

of the desired signal (i.e., direct interference) but also impact the detection of

the interfering signals (the signal interfering the desired signal) which should

be removed before processing the desired signal (i.e., indirect interference). For

instance, link L1 is the desired link and L2 is an interfering link which needs to

be decoded and removed before processing L1, a new link will not be admitted if
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it either interferes with L1 or L2. Hence, novel MAC protocols based on the SIC

receivers should involve higher level of coordination among not only neighbor-

ing nodes, but also nodes that are two-hop away. The exchanged information

needs to include, for instance, the transmitting power and the distance between

the transmitter and the receiver which together determine the receiving signal

strength. With the knowledge of the receiving power from the potential concur-

rent transmissions, a MAC protocol can schedule multiple conversations while

minimizing collisions. With the broadcast nature of the wireless networks, the

task can be challenging.

• Transmission power control

It has been shown in [95] that if the received signal powers fit an exponential

profile, the sum capacity of all users can reach the Shannon limit assuming

perfect interference cancellation. According to this principle, the primary goal

of the protocol should be assigning users different transmit powers such that

the signal strength at the receiver presents an exponential diversity. This ob-

servation implies that, in order to be canceled from the composite signal, the

current signal must be significantly stronger than the successive signals. Notic-

ing that the number of the top K packets that can be successfully decoded by

SIC and thus the system performance are strictly constrained by the transmit

power limit and the required SINR threshold, Weber et al. [99] develop an upper

bound and lower bound for the capacity and suggested that SIC should be used

with direct sequence spread spectrum. With a large spreading factor, the SINR

requirements of SIC will be reduced and therefore the system capacity can be

increased.

It will be interesting to incorporate the characteristics of the SIC receiver in

the MPT/MPR networks and take into consideration the receiving power level

of each transmission at the receiver when constructing a feasible schedule. Ad-

ditionally, the distance from the transmitter to the receiver plays a significant

role in determining the transmission power. The path-loss attenuation is one of

the primary causes to the signal power loss from the transmitter to the receiver

and it is generally unknown in an ad hoc network system. Therefore, it will be

a challenging problem to determining the optimal transmitting power for every

transmission in ad hoc networks to fairly and efficiently utilize the MPT/MPR

capability.

• Full-duplex radio

Throughput this thesis, we assume half-duplex radio are employed such that a
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node cannot transmit and receive at the same time. According to this principle,

we build the contention graph in which adjacent links are dependent because the

joint node cannot transmit and receive simultaneously. The constraint caused

by the half-duplex radio limits the capacity of the network. Naturally, if the

half-duplex radio is replaced by the full-duplex radio, the network is expected to

achieve a higher overall performance since more links can transmit concurrently.

When designing AB-MAC, we argue that in order to efficiently exchange local

information, a node should not transmit in two successive slots. After a trans-

mitting slot, a node is forced to listen such that it can learn the reception status

from its neighbors. While this constraint will not significantly affect the per-

formance of multiple-hop flows, because the relays on the path of a flow should

switch between transmitting and receiving states when forwarding the packets

from the source to the destination, it can nevertheless cause channel waste for

single-hop flows. However, with the full-duplex radios, this constraint can be

removed because nodes can listen to neighbors while transmitting and hence

further improve the overall performance.

• Practical environments

Another direction to extend the current work is to consider more practical envi-

ronments. In the last section, we discussed the SIC receiver we simulated. This

SIC receiver assumes that the system is asynchronous to approximate real envi-

ronments. Packets may have different length and can be transmitted at any time

instant. We mentioned the potential impact of the near-far problem because

the reception result will be significantly affected by the arrival signal strength.

Compared to synchronous systems, a major difference in asynchronous networks

is that the starting time and the ending time of the packet transmissions are

not aligned. Therefore, similarly to the difference between pure ALOHA and

slotted ALOHA [4], in asynchronous systems, because a packet can be inter-

fered by any overlapping packets, the overall performance will degrade since

more collisions will occur compared to the synchronous counterpart. However,

properly designed MAC protocol can alleviate the collisions and improve the

system performance in asynchronous networks.

AB-MAC uses the ARC-AIMD to adjust the AP according to the end-of-slot ac-

knowledgments. In synchronous systems, because all the transmitters complete

their transmissions at the same time, those acknowledgments will be heard

by any neighbor which is not broadcasting acknowledgments themselves. In

asynchronous networks, the end-of-slot acknowledgments may be lost by the
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neighbors if they are transmitting either a data packet or an acknowledgment.

Depending on how sensitive the algorithm will be to the acknowledgments, a

separate control channel may be necessary to convey those short messages. If

the full-duplex radio is employed, it can also help to solve the immediate feed-

back communication problem in asynchronous systems. With the help, either

by a separate control channel of the full-duplex radio, once a node determined

the recent reception status of its neighbors, the ARC-AIMD method can still

serve to regulate the AP before the next transmission.

• Extension of contention graphs into MPT/MPR networks

It is also interesting to extend the definition of contention graphs into MPT/MPR.

We have seen in traditional contention graphs that we need the notion of a clique

to capture the spatial reuse restrictions. Specifically, we developed the eight

pair-wise interference patterns within cliques for capturing all pairwise combi-

nations that are allowed (subject to some corresponding “rate” constraints on

the receiver and transmitter side). Extending on this line of logic, there are

also n-way (n = 3, 4, ...) constraints, as far as the size of the clique could allow.

Each set of combinations thought becomes combinatorially more challenging

to describe and to map the corresponding set of linear constraints. A possible

direction would be to see how far into this set of n-way constraints one can

describe and if there are points of diminishing returns that could be ignored,

e.g., after n becomes large n-way interactions are so constraint (in terms of the

corresponding rate constraints) that the possibility that n arcs are simultane-

ously active will be so low such that it could be ignored – but this n would

depend on the particular configuration.
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