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Abstract

Photochemical reactions resulting from the absorption of ultraviolet light are one of

the main causes of DNA damage. For any excited-state photochemical reaction, it

is the structural changes in the excited state after the absorption of the photon that

ultimately decide the photochemical fate of the molecule. In this thesis, I have

explored the initial excited-state structural dynamics of nucleic acid derivatives

and a rhodopsin analogue to understand the structural distortions upon photon

absorption and the correlation between the observed structural dynamics and the

known photochemistry.

Resonance Raman spectroscopy was used to probe the initial excited-state

structural dynamics of 5,6-dimethyluracil, to understand the effect of mass changes

at the C5 and C6 positions, and found that the observed initial excited-state

structural dynamics are similar to those of thymine. This study showed that the

methyl groups at the C5 and C6 positions are a major factor in determining how the

initial excited-state structural dynamics are partitioned between the CH bending

and C5=C6 stretching modes, which is directly related to the difference in the

photochemistry of uracil and thymine.

The resonance Raman-derived initial excited-state structural changes of ho-

mopentamer oligonucleotides lie along similar modes as in the corresponding nu-

cleobases or nucleotides, but with smaller distortions. The smaller excited-state

distortions suggest that the initial excited-state structural dynamics are restricted

by the polymeric structure. The observed homopentamer homogeneous broadening

is consistent with this model.

The sequence dependence of UV-induced miRNA damage was also studied on a



microarray platform. The results suggest that guanine provides a protective effect

and sequences with cytosine and uracil are more susceptible to damage, although

the errors are large.

The visible resonance Raman spectroscopic studies on a rhodopsin analogue show

similar initial molecular distortions along the C=C bond during the isomerization as

in rhodopsin. The hydrogen out-of-plane (HOOP) mode is absent in N-alkyalated

indanylidene-Pyrroline (NAIP), as expected due to the absence of C-H modes. The

computed excited-state trajectories are consistent with the experimentally observed

initial distortions along the C=C bond.
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Θ Standard deviation in inhomogeneous linewidth

|f > final vibrational state

|i > Initial vibrational state

|v > virtual vibrational state

‘ < E0 > Average energy

C Concentration



d Raman sample pathlength

E Electric field or efficiency of the spectrometer

E0 Zero-zero energy of the electronic transition

EL Energy of the incident photon



Chapter 1

Introduction

Light interacts with matter in different ways and changes the properties of both

interacting species - the molecules in the substance and the photon with which

it is interacting. So, probing the changes in the properties of light after it

interacts with the molecule will give us valuable information about the molecular

properties of matter. There is a variety of processes that can happen when light

interacts with matter. Some of these are absorption, scattering, emission, reflection,

refraction, diffraction, dichroism, optical rotation etc. Spectroscopy is the study of

the interaction of light with matter. Light, being electromagnetic radiation, has

oscillating electric and magnetic fields perpendicular to each other. Molecules can

interact with the oscillating electric field and absorb energy from the light.

Nucleic acids can absorb light in the ultraviolet region of the electromagnetic

spectrum and get excited electronically. The main chromophores responsible for this

absorption are the nucleobases. The excited molecules get rid of the excess energy

via different photophysical and photochemical pathways. Photochemical reactions

leading to unwanted photoproducts are one of the deactivation pathways, as depicted

in Figure 1.1. The formation of these photoproducts changes the structure and

biological identity of the nucleic acid, leading to the development of mutations

and cancer. So it is important to study the factors determining the extent of

photoproduct formation and quantify the amount of DNA damage.

A Jablonski diagram is a simple diagrammatic representation of energy levels

of a molecule and the different excited-state processes (Figure 1.1). Most organic

molecules have a spin multiplicity of one (singlet state, S) in the electronic ground

state (S0). Once electronically excited, molecules are highly unstable and get rid

of the excess energy in different ways. A molecule in the ground state can be
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Figure 1.1: Jablonski diagram showing different excited state processes. Molecules in
the ground electronic state (S0) absorbs light (A) and get excited to the next excited
electronic level (S1). From the excited-state molecule relaxes in different ways.
Fluorescence (F), intersystem crossing (ISC), internal conversion (IC), vibrational
relaxation (VR), excited-state photochemistry and quenching depopulated the S1

level. T1 stands for the excited-triplet level and the phosphorescence occurs from
that T1 to S0 level.
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excited to different excited states when the energy of the incident photon matches

the energy difference between the ground and excited states. The molecule rapidly

decays back to the lower vibrational energy level of the first excited state (S1) via

non-radiative decay called vibrational relaxation (VR) and internal conversion (IC).

During vibrational cooling, the excess energy is dissipated as heat. Changes in

electronic energy level where the molecule goes from the lowest vibrational level of

an electronic state to the highest vibrational level of the next lower electronic level

is called internal conversion. The molecule in the lowest vibrational state of the first

electronic excited state can undergo radiative decay called fluorescence (F), where

the molecule emits excess energy in the form of light and goes back to the ground

electronic state. The molecule can change spin multiplicity to the triplet state (T1)

by intersystem crossing (ISC). The molecule may emit energy in the form of light,

from the excited triplet state and come back to the ground state, and is called

phosphorescence (P). In the excited state, the molecule can undergo excited-state

reactions as well, resulting in different types of photoproducts. The excited molecule

can interact with a different molecule and undergo electron transfer or non-radiative

energy transfer resulting in excited-state deactivation. Fluorescence quenching is a

very good example of this type of bimolecular interaction.

Upon electronic excitation, the molecule will undergo nuclear displacement,

which is one of the main factors determining the fate of the excited molecule. Thus,

one of the factors determining the extent and nature of photoproduct formation is

the evolution of the excited-state potential energy surface and the initial excited-

state structural changes which happen after the electronic excitation of the molecule.

Therefore, an understanding of the initial excited-state structural dynamics is

necessary to probe the photochemistry of DNA. In this thesis I have used resonance

Raman spectroscopy as a tool to probe the initial excited-state structural dynamics

of different oligonucleotides and one of the nucleobase derivatives.

Further, to understand the extent of photoproduct formation in DNA and

correlate it with the initial excited-state structural dynamics, we have explored

the damaging effect of ultraviolet light on different nucleic acid sequences. I have

used fluorescent probe-based detection of DNA damage on custom DNA/RNA

microarrays for this purpose.

3



1.1 Resonance Raman Spectroscopy

1.1.1 Vibrational Spectroscopy

The atoms in a molecule are in constant periodic motion in addition to the

translational motions. These periodic motions of the atoms with respect to one

another are called molecular vibrations. For a molecule with N number of atoms,

there will be 3N-6 normal modes of vibrations if it is a nonlinear molecule and 3N-5

normal modes if it is linear. [1] Infrared (IR) spectroscopy and Raman spectroscopy

are two spectroscopic techniques used to measure the vibrational information about

the molecule. These two techniques are complementary to each other and can be

used to get a full vibrational picture of the molecule. [2] When the frequency of the

incident light matches the frequency with which the molecule is vibrating, the light

will be absorbed. This absorption will result in a change in the amplitude of that

particular vibration. To be IR active, there should be a change in the net dipole

moment of the molecule during the vibration. The electrical field of the radiation

interacts with the changing dipole moment of the molecule resulting in absorption

of light in the infrared frequency. Not all the vibrations in a molecule result in a

change in dipole moment and so will be IR inactive. For example, in homonuclear

diatomic molecules, symmetric stretching is IR inactive, since there is no change in

dipole moment during the vibration.

Chemical bonds are broken and formed during chemical reactions. Each partic-

ular kind of bond has a characteristic vibration frequency. Change in the structure

of the molecule will change the vibrational intensity as well as the frequency. Cor-

responding changes in the normal modes of vibrations of the molecule enable us to

probe the structure of the molecules and dynamics of the reactions. Time-resolved

infrared and Raman spectroscopy are widely used to study reactions and reaction

mechanisms of ultra-fast processes. [3,4] IR spectroscopy measures the absolute vi-

brational energy change whereas Raman spectroscopy probes the shift in energy of

the incident photon. Thus, for IR spectroscopy an infrared source is used and in

Raman, we can use IR, visible or ultraviolet light sources.

1.1.2 Raman Spectroscopy

When light hits a sample, almost all the scattered photons have the same energy

of the incident photon and do not contain any vibrational information about the
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interacting molecules. This kind of scattering, where the incident photon and the

scattered photon have the same energy is called Rayleigh scattering. The intensity

of the Rayleigh scattering depends on the frequency of light used and the size of

the particle. But a very small amount of scattered photons will have a change

in energy with respect to the incident photon. If the scattered photon has less

energy than the incident photon, it is Stokes scattering and if it has a higher energy

compared to the incident photon it is called anti-Stokes scattering. This type of

inelastic scattering was first observed by Chandrashekhara Venkata Raman and

Kariamanickam Srinivasa Krishnan on February 28, 1928 and the phenomenon was

named Raman scattering. [5] The theoretical principle associated with this effect was

earlier predicted by the French scientist Leon Brillouin in 1922, and by the Austrian

scientist Adolf Smekal in 1923. [6]

In Raman scattering, energy can be transferred from the electromagnetic radia-

tion to the molecule. It can excite the molecule to a higher-energy level or de-excite

the molecule by taking away the energy from an already excited molecule, as shown

in Figure 1.2. The change in energy of the photon corresponds to the change in

the energy level within the molecule, and can be electronic, vibrational or rota-

tional. Raman spectroscopy is generally used to get vibrational information about

the molecule and used complementarily with infrared spectroscopy to get a full

vibrational picture of the molecule. Raman activity arises as a result of change in

polarizability along the vibrational coordinate during a particular vibration, whereas

a change in dipole moment is necessary for IR activity. Due to symmetry reasons,

the modes which are IR-active are Raman inactive and vice versa for a molecule with

a center of symmetry. Thus, for a homonuclear diatomic molecule the stretching

mode is inactive in the infrared spectrum, but active in Raman spectroscopy.

Raman spectroscopy is a scattering technique in which only a very small fraction

of the light is scattered inelastically and hence it is weak. In Raman spectroscopy,

the incident light can have any frequency for excitation, since it excites the molecule

from the lowest vibrational level of the ground electronic state to a virtual state.

Most of the photons will come out without any change in energy, where the molecule

returns back to the initial state. But a very small fraction of the incident photons,

about 1 in 10 billion, will scatter with a different frequency. The scattered photon

can have a frequency less than or greater than the incident photon depending upon

the initial vibrational level of the molecule. According to the Maxwell-Boltzmann
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distribution, at room temperature, most of the molecules will be in the ground

vibrational level and are excited to a higher vibrational level upon irradiation with a

photon. So the energy of the scattered photon will be less compared to the incident

photon. This kind of scattering where the scattered light has a lower frequency

compared to the incident photon is called Stokes scattering.

If the molecule is already in an excited vibrational level, the photon can take

up the excess energy and bring it back to a lower vibrational level. In this case the

scattered photon will have a higher energy than the incident photon and is called

anti-Stokes scattering. The relative intensities of the Stokes and anti-Stokes lines

depend upon the initial population of the ground and excited vibrational levels,

among other factors. At room temperature (298 K) less than one percent of the

molecules are in the vibrationally excited-state for a vibration mode around 1000

cm−1 and hence the intensity of anti-Stokes scattering is very weak.

Raman signals are generally weak because only one in ten billion photons scatter

inelastically. That was the reason why Raman spectroscopy was not used as a

routine spectroscopic tool in early days. Developments in the field of electronics and

the invention of lasers led to a rapid advancement in Raman spectroscopy. [7] The

availability of different types of high sensitivity detectors like CCDs and powerful

monochromatic light sources like lasers helped Raman spectroscopy prevail as a main

vibrational spectroscopic tool along with infrared spectroscopy. One advantage of

Raman over infrared spectroscopy is the ability to analyze aqueous samples. Since

water is a weak Raman scatterer, Raman spectroscopy can be used in biological

samples as well as in vivo applications. More importantly, water is a strong IR

absorber.

Though we can use any wavelength of light for excitation in Raman spectroscopy,

a higher frequency of light (shorter wavelength) is often preferred. This is because

the intensity of scattered light is proportional to the frequency of incident light

to the fourth power. However, if we use visible or ultraviolet light for excitation

for a fluorescent molecule, the molecule will absorb the incident light and result

in fluorescence from the molecule. Using a longer wavelength of light for excitation

can minimize the fluorescence background from the compound which will be in same

region as the Stokes scattering. The use of powerful lasers for excitation increases

the intensity of the Raman signal, but may also result in the degradation of the

sample. So an optimum balance between the choice of excitation wavelength and
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laser power is desirable for obtaining good Raman spectra.

1.1.3 Theory of Raman Spectroscopy

When electromagnetic radiation interacts with a molecule, the electrons and the

nuclei in the molecule will respond to the electric field of the electromagnetic

radiation and start oscillating with the frequency of the incident light, resulting

in an induced dipole moment. The induced dipole moment will be proportional to

the strength of the applied electric field.

µinduced = αE +
1
2

βE2 +
1
6

γE3...... (1.1)

where µinduced is the induced dipole moment, α is the polarizability, β is the

hyperpolarizability, γ is the second hyperpolarizability of the molecule and E is the

applied electric field. Polarizability is a measure of the ease with which the electron

cloud can be deformed under the influence of an applied electric field, which in turn

depends on the molecular structure and nature of the bonds. If the frequency of

incident light is ν0, the electric field strength varies with time (t) according to the

following equation.

E = E0 sin(2πν0t) (1.2)

µinduced = αE = αE0 sin(2πν0t) (1.3)

The oscillating dipole acts as a source of electromagnetic radiation and radiates

electromagnetic radiation with the same frequency (ν0) as that of the incident light.

If the molecule undergoes some internal motions like rotation or vibration that

change the polarizability of the molecule periodically, that will result in additional

frequencies. Then the polarizability will have a static term α0 and an oscillating

term with amplitude α1. That is,

α = α0 + α1 sin(2πνvibt) (1.4)

where α0 is the equilibrium polarizability and α1 is the change in polarizability with

a particular vibration νvib. If we assume that the second and third term in Equation

1.1 is negligible, which is generally true in most cases, we have
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µinduced = (α0 + α1 sin(2πνvibt))E0 sin(2πν0t) (1.5)

µinduced = α0E0 sin(2πν0t) +
1
2

α1E0[cos(2π(ν0 − νvib)t) − cos(2π(ν0 + νvib)t)] (1.6)

So classically, the oscillating dipole has frequencies different from the incident

frequency, with ν0 − νvib, shorter than the incident frequency and ν0 + νvib greater

than the incident frequency. From the above equation, it should be noted that

the Raman shifts observed are independent of the frequency of the incident light.

The first term in the equation represents the Rayleigh scattering where there is no

change in the frequency of light. The subsequent terms with cos(2π(ν0 − νvib)t) and

cos(2π(ν0 + νvib)t) denote the Stokes and anti-Stokes scattering, respectively.

1.1.4 Resonance Raman Spectroscopy

There are different spectroscopic techniques to enhance the intensity of Raman

signals like resonance Raman spectroscopy (RRS), surface-enhanced Raman spec-

troscopy (SERS) [8], surface-enhanced resonance Raman spectroscopy (SERRS) [9–11],

tip-enhanced Raman spectroscopy (TERS) [12] etc. In SERS, the molecule is ad-

sorbed on a rough metal surface. The Raman signal from the adsorbed molecule is

significantly enhanced, as much as 1010 compared to normal Raman signal inten-

sity. [13] But randomness in the substrate leads to variation in the signal in SERS.

In TERS, the substrate is reduced to sharp tip, which can be positioned on sample

surface, and thus overcome the substrate randomness in SERS. TERS is generally

used as a high-resolution imaging technique. Each of these methods has its own

advantages and disadvantages. [14]

When the wavelength of light used for the excitation coincides with the electronic

absorption band of the molecule, the Raman signal is highly enhanced and is

called resonance enhancement. The schematic representation of resonance Raman

scattering is shown in Figure 1.2. If the vibrational motion is coupled to the

electronic excitation of the molecule, that mode will be significantly enhanced.

Since resonance Raman enhancement is achieved by the electronic excitation of the

chromophore, it is possible to selectively enhance a part of the molecule and study a

particular chromophore of interest without affecting the other parts of the molecule.

Those Raman scattering signals contain information about the rovibronic coupling
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dynamics of the excited-state of the chromophore only. [14] Thus, resonance Raman

spectroscopy provides a valuable tool to selectively study a part of the molecule or

a type of a particular molecule in a mixture if the excitation wavelength is wisely

chosen.

1.1.5 Resonance Raman Spectra and Absorption Spectra

The molecule has to be excited with a frequency of light which is close to the elec-

tronic absorption frequency of the molecule to see resonance Raman enhancement.

If we look at the electronic absorption spectrum of a molecule in the gas phase, we

will see a vibrational fine structure in the absence of any other broadening effects.

This absorption spectrum is a sum of all individual transitions from the ground

vibrational levels of the ground electronic state to different vibrational levels of the

excited electronic state. The intensity of each of these transitions depends upon the

transition probability and population, which in turn depends on the extent of over-

lap between the ground-state and excited-state vibrational wave functions (Frank-

Condon principle). [15] The vibrational fine structure in the absorption spectrum is

lost in solution due to the fact that all these individual vibrational transitions are

subjected to different types of broadenings factors like homogeneous and inhomoge-

neous broadening. So, all vibrational information is lost in the absorption spectrum

and a broad featureless band is often observed. [16] If the absorption spectrum is

composed of two or more electronic transitions, the resonance Raman enhancement

may be different for these two electronic transitions. So a good understanding of

the absorption spectrum is essential for the correct interpretation of the resonance

Raman spectra.

1.1.6 Initial Excited-State Structural Dynamics

Resonance Raman spectroscopy has been used to study initial excited-state struc-

tural dynamics of molecules for over a quarter century now. [17] Because resonance

Raman scattering intensity study is a probe of the change in molecular polarizabil-

ity with molecular vibration in the presence of an oscillating electromagnetic field,

it is a measure of dynamic coupling between the electronic and vibrational motion

within the molecule. If the excitation wavelength matches the electronic transition

of the molecule under investigation, Raman scattering will be dominated by the

dynamic coupling of vibrational and electronic levels in the excited state. The in-
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tensities of different modes are appreciably enhanced when this resonance condition

is achieved. [18] So it is possible to get information about the initial excited-state

structural dynamics of the molecule from the resonance Raman intensities within

an absorption band of the molecule.

The resonance Raman intensities are converted to resonance Raman cross-

sections by comparing the intensities to the Raman intensity of a standard whose

cross-section is already known. Resonance Raman cross-sections are a measure of

the scattering efficiency of the molecule when it is in resonance with an electronic

absorption. Cross-sections are usually measured in area/molecule with units of

cm2/molecule or barn (1 barn= 10−24 cm2/mol). A plot of resonance Raman

intensity as a function of excitation wavelength within an absorption band for a

particular mode will yield a resonance Raman excitation profile. Relative intensities

of resonance Raman excitation profiles are a clear reflection of the relative changes

in excited-state structure along those particular vibrational coordinates.

Understanding initial excited-state structural dynamics with the aid of resonance

Raman spectroscopy requires accurate normal mode assignments. Raman and

IR measurements along with computational methods are being effectively used in

determining normal modes. [19,20] Another effective way to assign normal modes is

isotopic substitution. On isotopic substitution, the vibrational frequency of the

bonds involving the substituted atom will change, without affecting most other

modes. So with isotopic substitution of appropriate atoms in the molecule, it is

possible to assign vibrational frequencies for unknown modes.

Resonance Raman cross-sections can be calculated quantum mechanically from

the sum-over-states expression, which is derived from the dispersion expressions

of Kramers and Heisenberg [21] and Dirac [22] using second-order time-dependent

perturbation theory

σR =
8π4M4E3

SEL

9ℏ4c4

∫

∞

0
dE0H(E0)

∣

∣

∣

∣

∣

∑

ν

< f |v >< v|i >

ǫv − ǫi + E0 − EL − iΓ

∣

∣

∣

∣

∣

2

(1.7)

where σR is the resonance Raman cross-section, M is the transition length, |i >, |v >

and |f > denote the initial, virtual and final vibrational states respectively, EL and

ES are the energies of the incident and scattered photons respectively, ǫi is the

energy of the initial vibrational state and ǫv is the energy of the virtual vibrational

state. E0 is the zero-zero energy of the electronic transition (energy difference
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between the lowest vibrational level of the ground- and excited-states), Γ denotes

the homogeneous linewidth, H(E0) is the inhomogeneous linewidth function defined

by the following equation.

H(E0) = (2πθ)−
1
2

exp
{

−(< E0 > −E0)2/2θ2
}

(1.8)

θ is the standard deviation in H(E0) and < E0 > is the average energy.

For the simplicity of the calculation and for practical use, the time-dependent

analog of Equation 1.7 is more appropriate and convenient.

σR =
8πe4M4E3

s EL

9ℏ6c4

∫
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∫

∞

0
< f |i(t) > ei(EL+ǫi)t/ℏG(t)dt

∣

∣

∣

∣

2

(1.9)

where G(t) is the homogeneous linewidth and the propagation of initial vibrational

wavefunction on the excited-state potential energy surface is given by |i(t)>

|i(t) >= e−iHt/ℏ|i > (1.10)

The optical absorption cross-section is given by

σA =
4πM2e2EL

6ℏ2cn

∫

∞

0
dE0H(E)0

∫

∞

−∞

< i|i(t) > exp

[

i(EL + ǫi)t
ℏ

]

G(t)dt (1.11)

<i|i(t)> is the overlap between the initial wave function and the initial ground-state

vibrational wave function propagated on the excited-state potential energy surface,

and < f |i(t) > is the overlap of the final state vibrational wavefunction with the

initial vibrational wavefunction propagated on the excited-state potential energy

surface. The overlap between the two wavefunctions depends on the initial force,

β/ℏ, (β/ℏ = ν̄∆) that the molecule experiences along that particular vibrational

co-ordinate in the electronic excited-state. The overlap of <i|i(t)> and <f |i(t)>,

is dependent on the change in equilibrium geometry between ground and excited

state, ∆, which is shown in Figure 1.3. So the resonance Raman cross-section

and absorption cross-section are directly related to initial excited-state structural

dynamics of the molecule. Thus, it is possible to extract information about the

initial excited-state structural dynamics by measuring the resonance Raman cross-

section and the absorption cross-section simultaneously. Equation 1.9 and 1.11 are

the theoretical relations connecting resonance Raman cross-section and absorption
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cross-section. It can be easily seen that these two equations depend on similar

parameters, but in different ways. It is this commonality between the two equations

that enables us to measure the initial excited-state structural dynamics by measuring

the absorption spectrum and resonance Raman cross-sections.

Resonance Raman cross-sections are calculated experimentally from resonance

Raman intensities using the following equation.

σSamp = σstd

ISamp[Std]EStdLSampnSamp(1+2ρ
1+ρ )

IStd[Samp]ESampLStdnStd(1+2ρ
1+ρ )

10dC(ǫSamp−ǫStd) (1.12)

where σSamp and σstd are absolute resonance Raman cross-sections of the sample

and the standard, respectively, I is the resonance Raman intensity, E is the efficiency

of the spectrometer, L is the internal field correction which is equal to [(n2 + 3)/3]4,

n is the refractive index, ρ is the depolarization ratio, d is the pathlength of the

Raman sample, C is the concentration of the absorbing species and ǫ is the molar

extinction coefficient. As in most cases, if an internal Raman standard is used,

then LSamp=LStd and nSamp= nStd. Commonly used internal standards are nitrate,

sulphate, cyclohexane, acetonitrile and benzene. The Raman cross-sections of these

standards at different resonance Raman excitation wavelengths are known. The

differential self-absorption of the Raman signal by the sample is represented by the

term, 10dC(ǫSamp−ǫStd) where d is the pathlength of the incident laser over which

the laser power decreases by half and ǫ is the extinction coefficient at that laser

wavelength.

The differential and absolute Raman cross-sections are related by the following

equation

σR =
8π(1 + 2ρ)
3(1 + ρ)

dσR

dΩ
(1.13)

where Ω is the solid angle. Combining Equation 1.12 and 1.13 gives the equation of

the differential cross-section for samples with internal standard as,

dσSample

dΩ
= (

dσstd

dΩ
)

ISamp[Std]EStd

IStd[Samp]ESamp
10dC(ǫSamp−ǫStd) (1.14)

The resonance Raman intensities of each peaks are calculated from the area

under the peak and the self-absorption correction factor is calculated by knowing

ǫSamp and ǫStd at different absorbing wavelengths. For an internal standard with
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a known differential cross-section, the differential cross-section of the sample is

calculated by measuring the relative area under the peaks.

1.1.7 Overtone and Combination Bands

Most of the molecular vibrations we see in infrared and Raman spectroscopy

arise from the vibrational transition from the ground vibrational level to the first

excited vibrational level within the ground electronic level. But the transitions

to higher vibrational levels within the ground electronic state are also possible,

though they are theoretically forbidden, low intensity bands. Those transitions are

called vibrational overtones [23]. The transition from the ground vibrational level

to the second vibrational level is called the first overtone ν0 − ν2, and to the third

vibrational level is called the second overtone ν0 − ν3, and so on. The frequency of

these overtones will be twice and thrice the fundamental frequencies, respectively.

In reality, the frequencies will be a little less than the calculated frequencies, due to

anharmonicity.

Sometimes there are bands observed at frequencies that correspond to the sum

of two fundamental vibrations. For example, it is possible to see bands that

correspond to ν1 + ν2 where ν1 and ν2 are two fundamental vibrations. Different

types of combination between different fundamentals are possible. These kinds of

bands resulting from the sum of two different fundamental vibrations are called

combination bands.

1.1.8 Applications

Raman spectroscopy has been used along with infrared spectroscopy to gain valuable

vibrational information about molecules. Raman spectroscopy is especially useful

when dealing with aqueous samples, where water is a weak Raman scatterer.

With the invention of tunable lasers, it is now possible to get almost any desired

laser wavelength. This ability allows us to use the capability of resonance Raman

spectroscopy to the fullest. Resonance Raman intensities can provide information

about the electronic excited states of the molecule where the intensities depend

upon the structural dynamics of the molecule along that particular co-ordinate.

This makes resonance Raman spectroscopy a powerful tool in understanding the

excited-state structural dynamics of molecules. Resonance Raman intensities are

proportional to the slope of the excited-state potential energy surface for a given
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vibrational co-ordinate. Therefore a higher resonance Raman intensity is observed

for modes which lie along the direction of molecular dynamics. This method has been

successfully used by different researchers to study the initial excited-state dynamics

of a variety of compounds. [24,25,25,26] These kinds of studies have helped in unfolding

the relation between excited-state structural dynamics and photochemistry in

different systems. Similar resonance Raman spectroscopic techniques have been

used in studying inorganic complexes, porphyrins, heme proteins, DNA nucleobases

etc. [14]

Resonance Raman spectroscopy has the unique property of selectively enhancing

the Raman signals from the molecule in a mixture whose absorption frequency

matches the excitation wavelength of the laser. This makes it possible to selectively

study a molecule of interest in a mixture by choosing the appropriate excitation

wavelength. These kinds of studies are possible in a complex mixture only if the

resonance Raman cross-section of the molecule at that excitation wavelength is

higher than that of other components present in the mixture. This method has

been successfully used in our research group in the past to analyze the active

ingredients in sunscreen [27] and to obtain the signal of a DNA damage product,

8-oxodeoxyguanosine, in the presence of other nucleobases. [28]

1.2 Nucleic Acid Properties and Damage

1.2.1 Nucleic Acids

Nucleic acids are biopolymers which serve as the primary storage of genetic infor-

mation for the propagation of life. There are two kinds of nucleic acids, deoxyri-

bonucleic acid (DNA) and ribonucleic acid (RNA). Nucleic acids are chain polymers

of nucleotides. The function and properties of a nucleic acid is determined by the

sequence of nucleotides in the chain and the length of the chain. A nucleotide is

made of three components: a nucleobase, a sugar and a phosphate group. The pen-

tose sugar in RNA is a ribose sugar and a 2’-deoxyribose sugar (the 2’carbon on the

sugar lacks an oxygen atom) in DNA. Nucleobases are heterocyclic, planar purine or

pyrimidine derivatives. There are five major nucleobases: adenine (A), cytosine (C),

guanine (G), thymine (T) and uracil (U). Adenine and guanine are purines whereas

cytosine, thymine and uracil are pyrimidine derivatives. Adenine, guanine, cytosine

and thymine are found in DNA and the thymine in DNA is replaced by uracil in
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RNA. The nucleobases are linked to the C1 of the pentose sugar through the N9 of

purine bases and N1 of pyrimidine bases. The structure of different nucleobases and

nucleotides (with different sugars) are given in Figure 1.4.

Although most of the nucleotides in a cell are in DNA or RNA, there are

other forms of nucleotides performing functions other than transfer and storage

of information. Adenosine triphosphate (ATP), adenosine diphosphate (ADP),

adenosine monophosphate (AMP) act as energy transfer devices. Flavin adenine

dinucleotide (FAD) is a main constituent of many reduction-oxidation reactions

taking place in the cell. Another compound with a similar function is nicotinamide

adenine dinucleotide phosphate (NADP).

Nucleotides in nucleic acids are joined together at the 3’ and 5’ positions of

adjacent nucleotides by a phosphate through phosphodiester bonds. The terminal

nucleotide whose C3’ is free is called the 3’ end. The one which has a free C5’

is called the 5’ end. In 1953, James Watson and Francis Crick proposed the

structure of DNA [29]. DNA usually exists as a double helix, with the two strands

of DNA held together by hydrogen bonds, where one strand of DNA is running

anti-parallel to the other. The hydrogen bonds are formed between the nucleobases

on the opposing strands. Thymine forms two hydrogen bonds to adenine and there

are three hydrogen bonds between guanine and cytosine, as shown in Figure 1.5.

This kind of interaction is called complementary base pairing, and is important in

transferring genetic information, replication and other site recognition processes.

DNA helices are right handed with the nuclobases inside and the sugar-phosphate

backbone outside. There is a major and minor groove in DNA which determines the

type of helix. RNAs are usually single stranded and serve as a link between DNA

and proteins. There are different kinds of RNAs which have different functions in

the cell.

1.2.2 Central Dogma of Biology

The central dogma of molecular biology, describes how the sequential information

in DNA is transferred and used in making proteins. The three most important

biopolymers, DNA, RNA and protein are involved in this flow of information. The

information in DNA is stored in the DNA sequence, which is transcribed to mRNA.

The mRNA is then translated to protein.

The sequential information in DNA is preserved by DNA replication, where each

17



N

N
N
H

N

NH2

NH

NN
H

N

O

NH2

N

N
H

NH2

O

NH

N
H

O

O

NH

N
H

O

O

Adenine Guanine

Cytosine Thymine Uracil

6
1

2
3

4

57
8

9

N

N
N

N

NH2

O

HO

HH

HH

PO

O-

HO

O-

Purine nucleobases

Pyrimidine nucleobases

Nucleotides

2`-deoxyriboadenosine

N

N
N

N

NH2

O

OHO

HH

HH

PO

O-

HO

O- riboadenosine

Figure 1.4: Structures of nucleic acid components.

18



N

N

O

O

N

NN

N

N

H H

H

N

N
N

N

O

N

N N

N

O

H

H

H

H

H

Adenine

Thymine

Cytosine

a)

b)

Guanine

Figure 1.5: Watson-Crick base pairing in DNA. a) Adenine and thymine form two
hydrogen bonds and b) guanine and cytosine form three hydrogen bonds.

19



strand of a double-stranded helical DNA is unwound and each strand is replicated

separately. This information is copied on to messenger RNA (mRNA) with the aid of

RNA polymerase. Transcription is a well-executed collection of sequential processes.

At first, a small portion of the double-stranded DNA is unwound, forming a structure

called a transcription bubble. The enzyme helicase moves the transcription bubble

across the DNA strand, unwinding the DNA by breaking the hydrogen bonding

between the DNA strands. Subsequently, various transcription factors bind to the

promoter region of the DNA and facilitate the binding of the RNA polymerase to

the DNA strand. RNA polymerase adds the complementary RNA nucleotides to

the single stranded DNA in the 3’→5’ direction and synthesizing mRNA in 5’ →3’

direction. The hydrogen bonds formed between the DNA-RNA hybrid break and

RNA is released after the chain termination step in the transcription process, in

which polyadenylation at the 3’ end of RNA occurs.

Translation takes place inside the ribosome. mRNA contains the information for

protein synthesis in the form of triplet codons. Each of the triplet codons is specific

for an amino acid. The mRNA nucleotide sequence is read by the ribosome subunit

and amino acids are added one by one to the C-terminus of the previous amino acid.

Transfer RNA (tRNA) transfers specific amino acids to the site of protein synthesis.

tRNAs attach to specific amino acid through sites called anticodons. The peptide

bond formed between amino acid units elongates the chain and the process of chain

termination occurs when it encounters the stop codon.

1.2.3 Different Types of RNA

There are some RNAs which do not code for proteins. Transfer RNA (tRNA) and

ribosomal RNA (rRNA), which are involved in the translation process, fall into the

non-coding class of RNA. Transfer RNA carries amino acids specified by the triplet

codon of mRNA to the site of protein synthesis. Ribosomal RNA is the molecular

component of a ribosome. rRNA translates polypeptides by decoding mRNA into

amino acids and serves as the site for protein synthesis. There is an entirely different

class of RNAs called small RNAs and these are discussed in the following section.

1.2.4 Small RNAs

There are different classes of small RNAs which are believed to be very important in

cellular functions. There are three major classes of small RNAs namely microRNA

20



(miRNA), small interfering RNA (siRNA) and Piwi-interacting RNA (piRNA). This

classification is based on the difference in the biogenesis of these small RNAs.

The double-stranded small interfering RNAs are processed from long endogenous

double-stranded RNA by a Dicer protein, whereas miRNAs are derived from hairpin

precursor RNAs, primary miRNA (pri-miRNA). pri-miRNA can be coding or non-

coding. [30,31] piRNAs arise from intergenic repetitive elements in the genome called

piRNA clusters. [32] But the mechanism and biogenesis of piRNA are still unclear.

Since the sequencing of a small RNA for the first time in 1965 [33], the number of

small RNA classes discovered and identified have been increasing rapidly.

1.2.5 MicroRNAs

miRNAs are 18-24 nucleotide long RNA molecules which take part in gene regu-

lation. Studies have explored the role of miRNAs in animal and plant develop-

ment. [34–38] The first miRNA was discovered by Ambros, et al. in 1993. [39] It took

another 7 years for the second miRNA to be identified. [40] miRNAs regulate the

gene expression at different levels of cellular development, both at transcriptional

and post transcriptional levels. miRNA cleaves the target mRNA inducing its degra-

dation by imperfect base pairing with the mRNA and suppressing the translation

process. [41] Only 2 to 8 bases at the 5’ end of the mature miRNA, called the seed

sequence, are important in target recognition. [42] There are different computer pro-

grams to predict the target mRNA for a specific miRNA. [43,44] All these computa-

tional target predicting algorithms use the seed sequence to predict the targets. [43,44]

It has been found that each miRNA can regulate about 200 different mRNA targets.

Based on that, it is estimated that about 30 percent of total mRNAs in human are

controlled by miRNAs.

1.2.6 Electronic Properties of Nucleic Acids

All the photochemical and photophysical properties of nucleic acids arise from

both the excited and ground electronic properties of nucleobases. The electronic

absorption spectrum of a nucleic acid is characterized by an absorption maximum

around 260 nm, which corresponds to the π → π∗ transition within the nucleobase.

The absorption spectra of individual nucleobases are slightly different from one

another, but all have an absorption maximum around 260 nm. [45,46] The absorption

spectra of nucleic acids are similar to that of individual nucleobases except that the
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absorbance of DNA will be less than the sum of the absorbances of individual bases.

This phenomenon is called hypochromism. [47,48] The main reason for the decrease

in the absorbance is the base stacking interaction between the bases.

The inherent very low fluorescence quantum yield of nucleobases arises from the

very short excited-state lifetimes. That is also the reason for the relatively low quan-

tum yield of photoproducts. The excited-state photophysics and photochemistry of

nucleobases and nucleic acid have been studied extensively for the past few decades

and the number of reviews about the subject reveal its fast paced advancements and

importance. [49–51] The first report of the fluorescent quantum yields of nucleic acid

bases at room temperature came from Daniel and Hauswirth in 1971. [52] The re-

ported quantum yields were 2.6 × 10−4, 3.0 × 10−4, 0.8 × 10−4, and 0.5 × 10−4 for

adenine, guanine, cytosine, and uracil, respectively. Time-resolved absorption and

fluorescence were used to study the excited-state dynamics of the nucleobases. In

nucleobases, non-radiative pathways dominate the excited-state deactivation. The

ππ∗ transition in DNA decays on a femtosecond time scale. Pecourt et al. have

measured the lifetimes in DNA nucleosides to be 290, 460, 720 and 540 femtosec-

onds for adenine, guanine, cytosine and thymine nucleosides, respectively. [53,54] The

decay of the S1 is thought to occur through a conical intersection. [53,54] This pho-

tochemical stability of the nucleobases of DNA has helped in the evolution of life

on earth. Therefore, it is of great importance to understanding electron transfer

processes and energy transfer in DNA. Though nucleotides in the electronic excited-

state undergo non-radiative decay on the sub-picosecond timescale, the decay of the

electronic excited state in the polymer forms is slower. [49]

To understand the photophysics and photochemistry of DNA and RNA, it is

always better to start off with the constituent nucleobases. So the discussion about

the excited-state dynamics of nucleobases is essential. Each of the nucleobases has

different tautomeric structural forms, and the dynamics may be different for different

tautomers. Apart from the allowed π → π∗ transition in the UV region, there is

an n → π∗ transition resulting from the heteroatom on the nucleobases. But this

transitions is highly forbidden in the absence of any strong coupling of the electronic

levels.
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1.2.7 Vibrational Properties of Nucleic Acid

A full picture of molecular vibration is an essential starting point for any study

of the excited-state structural dynamics of nucleobases using resonance Raman

spectroscopy. There have been many experimental and computational studies of the

vibrational properties of nucleobases and nucleic acid. [19,20,26,55–61] In general, most

of the vibrations fall between 300 cm−1 and 1700 cm−1. Although the vibrational

mode assignment is easy for simple diatomic molecules, it becomes tedious as the

molecules become larger. Each vibrational band we see in a Raman spectrum for

a polyatomic molecule, is not coming from a single vibration within the molecule.

It will be a combination of different internal coordinates in different proportions to

arrive at the normal mode of vibration. For example, the 1664 cm−1 mode of uracil

is assigned to a combination of 71 % C4-O10 stretch, 8 % of C4-C5 stretch and 5 %

ring deformation. [57] Similarly, the mode at 580 cm−1 is combination of 32 % ring

deformation 3, 23 % C2O8 bending, 18 % C4O10, 6 % C4C5 stretch and 6 % C6N1

stretch. The 789 cm−1 mode is composed of 28 % C4C5 stretch, 19 percent of N1C2

stretch, 13 %ring deformation 1, 10 % N3C4 stretch, 7 % ring deformation 3, 6 %

C2N3 stretch and 6 % C6N1 stretch. The most intense mode in uracil at 1235 cm−1

is resulting from 33 % C5-H11 bend, 18 % C6-H12 bend, 15 % C6-N1 stretch, 10

% N1-H7 bend, 7 % N3-C4 stretch and 5 % N1-C2 stretch and so on. These mode

assignments are usually done with the aid of computational calculations. [2,19? ]

A complete vibrational picture of a polyatomic molecule is only possible by using

different vibrational spectroscopic techniques and theoretical calculations.

1.2.8 DNA Photochemistry and UV Damage

The ultraviolet (UV) spectrum is classified into three regions based on the light’s

physiological effects. [62] The region from 190-290 nm is called ultraviolet C (UVC),

region from 290 to 320 is the ultraviolet B (UVB) region, and ultraviolet A (UVA)

region of the ultraviolet spectrum is from 320 to 380 nm. UVC radiation is largely

absorbed by ozone and oxygen in the stratosphere and does not significantly reach

the earth surface. The shortest solar wavelength reaching the earth’s surface is 290

nm. [62] The effects of ultraviolet radiation on living things are of particular impor-

tance due to two main reasons. Although the amount of ultraviolet rays reaching

the earth’s surface is small compared to the visible and infrared wavelengths, it is

the most energetic radiation reaching the earth’s surface under normal conditions.
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More importantly, the molecular building units of living system, nucleic acids and

proteins, absorb this high energetic radiation and undergo chemical and structural

changes.

The harmful effect of ultraviolet radiation has been known for almost a century.

Although the bactericidal action of ultraviolet radiation has been known for a long

time, there was a tremendous interest in understanding its damaging effect on living

systems. Gates found [63] in 1928 that UV light damages biological molecules. The

mutagenic actions of ultraviolet light were studied by C. W. Emmons et al. [64] who

found that ultraviolet radiation can induce mutations in cultures of dermatophytes

and E. Knapp et al. [65] in 1939 quantitatively analyzed the mutation. Ten years

later R. L. Sinsheimer et al. [66] initiated studies on the photochemical action of

nucleobases and their derivatives. A series of studies on the UV effects on nucleic

acid components done towards the end of 1950s helped in understanding the UV-

induced changes in nucleic acids. [67–70] It was soon found by Beukers et al. that the

irradiation products revert back to thymine when subjected to UV light of the same

wavelength. [70] The characterizations of the photoproducts formed were done using

molecular weight determination using the Signer isometric method, crystallography,

infrared and NMR. All these experiments suggested the formation of a thymine

dimer. [71] The first report about thymine dimer formation in living system came

in 1962 from the work of Wacker et al. [72]. Most of these earlier studies were

done in frozen solutions. The dimer formation was attributed to the thymine

concentration and correct orientation of the thymine molecule to undergo the cis-

syn dimer formation via a 2π + 2π cycloaddition reaction [73] as shown in Figure 1.6.

Later, it was found that the photodimer formation is not just limited to thymine.

Dimers like C-C, U-U, T-C, T-U were also reported. [74]

Another kind of photoproduct formed during UV irradiation in the presence of

water molecules, is the photohydrate. These photoproducts are formed as a result of

the addition of water molecule across the pyrimidine C5=C6 double bond. [69,75] An-

other important class of DNA photodamage is the formation of 8-oxo-2’-deoxyguanosine

(Figure 1.6). Guanosine, being the nucleobase with the lowest oxidation poten-

tial [76], can transfer electrons to a photosensitizer with higher oxidation potential,

forming a guanosine cation radical. This cation radical will undergo hydration and

subsequent oxidation giving rise to 8-oxo-2’-deoxyguanosine. [77] The extent of all

these photoreactions depends on the sequence and environment of the nucleic acid.
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Photoproduct formation is important despite the low photochemical quantum

yields. Even small changes in the structure of nucleic acid can have large physi-

ological consequences. [78] Among the different nucleobases, pyrimidine nucleobases

are more photolabile than purine nucleobases. Thymine and uracil have the highest

photochemical quantum yield, followed by cytosine. [78] Though the photochemical

quantum yields are similar for thymine and uracil, the ratio of photoproducts formed

are different. In thymine the ratio of cyclobutylpyrimidine dimer to photohydrate

is 70:30 and the ratio is reversed in uracil [79]. The only difference between uracil

and thymine is the presence of the methyl group at the C5 position in thymine.

Our group has successfully used resonance Raman spectroscopy to explore the dif-

ference in initial excited-state structural dynamics of thymine and uracil and found

that they are different. This difference in initial excited-state dynamics may ac-

count for the difference in photoproducts. [56,57] The initial excited-state structural

dynamics of thymine lies along the C5=C6 bond, which is the most active mode

during the dimer formation. In contrast, the most intense mode in uracil is the

1235 cm−1 mode, assigned to the C5-H and C6-H bending coupled to other bending

modes along the ring and the initial excited-state dynamics in uracil occurs along

the pyrimidalization of the C5 and C6 carbons. So the origin of the difference in the

initial excited-state structural dynamics between thymine and uracil is attributed

to the greater localization of the vibration in thymine resulting from the presence

of methyl group at C5 position. Loppnow et al. have looked into the reason for

this photochemical difference by changing the mass and position of the C-5 sub-

stituent. [58,59,61]

Molecules undergo electronic and structural changes in the excited-state follow-

ing photon absorption. Nucleobases and nucleic acids undergo very fast electronic

relaxation from the excited-state and this is one of the reasons for the low pho-

tochemical quantum yields of nucleic acids. The electronic changes in nucleic acid

and nucleobases excited states have been done using different ultrafast time-resolved

techniques and have been reviewed in the past. [49,50]. However, little insight into

the photochemical mechanism can be obtained without a structural probe of excited

state. Resonance Raman spectroscopy provides the tool for probing the structural

dynamics of nucleic acid and its components just after the absorption of a photon and

before the electronic relaxation. [24,71] This will tell us about the initial excited-state

structural dynamics and provide some insight about the nucleic acid photochemical

26



mechanism. So studying the initial excited-state structural dynamics will help us

to better understand the photochemistry and the factors affecting the excited-state

photochemistry.

1.2.9 Fluorescence Spectroscopy

When a molecule absorbs light and gets electronically excited, there are different

ways for it to get rid of the excess energy. If the excited-state molecule radiates

energy in the form of light and returns to the ground state, it is called fluorescence

provided the initial and final state multiplicities are the same. A diagrammatic

representation of different excited-state processes is shown in the Jablonski diagram

in Figure 1.1. The wavelength of the fluorescent light is higher than the wavelength

of the absorbed photon except in the case of resonance fluorescence and multiphoton

absorption. The red shift in the wavelength of emitted photon with respect to the

absorbed photon is called the Stokes shift. [80] Stokes shift is due to the non-radiative

vibrational relaxation from higher vibrational levels to the ground vibrational level

of the first excited state. Fluorescence generally occurs from the lowest vibrational

level of the first electronic excited state to the different vibrational levels of the

ground electronic state. In most cases, fluorescence spectra are mirror images of

absorption spectra explained using the Franck-Condon principle.

Fluorescence spectroscopy is used in all disciplines of science, such as chemistry,

physics, biology, metrology, medicine etc. The greatest advantage of fluorescence

spectroscopy is that it is a zero-background technique. So it is capable of detecting

the smallest amount of fluorescence from the sample and even single molecule

fluorescence is being used in medicine and molecular biology to track the movement

of biomolecules within the cell. [81] Fluorescence labeling of biomolecules like proteins

are very common in biology these days. [82] Fluorescence spectroscopy is used

to monitor the rate of reaction and quantify the amount of products formed.

The capability of microscopy combined with the higher sensitivity of fluorescence

spectroscopy has revolutionized the field of molecular imaging and opened up a

new area of research called fluorescence imaging. [83] Developing different types of

fluorescent molecule for bio-medical applications and changing the color by changing

the substituents is another area of research. [84] The ability to tag different molecules

with different fluorophores enables the tracking of different molecules and their

interactions simultaneously. Förster resonance energy transfer (FRET) [85] and
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fluorescence lifetime studies are used in understanding protein interactions. In

FRET, it is the change in fluorescence intensity resulting from the energy transfer

from the donor to the acceptor molecule that is measured. The extent and efficiency

of this energy transfer is dependent on the distance between the donor and acceptor

molecules. [86]

1.2.10 Hairpin Probes and Damage Detection

Two strands of DNA and/or RNA form double-stranded structures by hydrogen

bonding between complementary bases on opposite strands. If a part of the DNA

or RNA is complementary to a different part of the same nucleic acid, it can form a

double-stranded region within a single nucleic acid similar to what we see in tRNA

structures.

In 1996, Tyagi et al. reported a new set of fluorescent probes called molecular

beacons (MBs). [87] Molecular beacons are stem-loop single-stranded nucleic acids,

where the loop part is complementary to a target sequence and the ends forming

the stem part are complementary to each other. A fluorescent molecule is attached

onto one end of the probe and a fluorescent quencher on the other end. The

double-stranded stem keeps the fluorescent moiety and the quencher close together,

causing fluorescence quenching. When the molecular beacon encounters a perfectly,

complementary sequence to the loop, the stem opens up and forms a more stable

target-probe hybrid. The formation of the hybrid forces the fluorescent moiety

and the quencher far apart, and the probe fluoresces. Bonnet et al. have shown

that molecular beacons are thermodynamically more efficient in discriminating

mismatches compared to linear unstructured probes. [88]

Due to the high specificity of MBs and hairpin probes, they are widely used in

single nucleotide polymorphism studies [89–91]. Since MBs and hairpin probes can

differentiate between a perfect complementary sequence and a single base mismatch

sequence, these have been used in studying DNA damage as well. [60,92] UV-induced

DNA damage affects the structure of the DNA, and thus the stability of the

probe-target hybrid. When there is damage, the equilibrium will shift toward the

unhybridized form and the fluorescence intensity is expected to decrease. So this

decrease in fluorescence intensity will enable us to quantify the amount of DNA

damage.

The specificity in base pairing make the oligonucleotide efficient in finding the

28



perfect match in a large excess of different sequences of nucleotides and this property

of molecular recognition by perfect complementarity is being used in molecular

biology to study gene expression. In gene expression studies using microarrays,

the targets are labeled with a fluorescent molecule and they hybridize to the perfect

complementary probe sequence. The intensity of fluorescence from a known probe

sequence spot tells us about the amount of complementary target sequence present

in the sample. The use of this method in nucleic acid detection requires washing

off the unhybridized samples in order to measure the signal for the hybrid. Also

this technique demands immobilization of the nucleic acid on to a solid surface. All

these limitations make molecular beacon based nucleic acid detection unfit for any

real-time monitoring of nucleic acid in solution phase and in vivo uses.

1.2.11 DNA/RNA Microarrays

Microarrays are microscopic spots of DNA/RNA or protein spotted on a surface in

a periodic pattern. As many sequences of biopolymers can be spotted this method

enables the study of a large numbers of sequences simultaneously. Microarrays

have been used to study levels of gene expression. Since the introduction of

microarrays in 1992 by Fodor [93], advancement in the field of microarray technology

has been very rapid and promising [94–97]. In 1995 Schema et al. published the first

microarray paper [98] titled ”Quantitative monitoring of gene expression patterns

with a complementary DNA microarray”.

Different techniques are used to fabricate microarray slides. DNA can either be

synthesized on the microarray slide itself like Affymetrix slides or DNA-containing

solution can be spotted on a microarray slide. Affymetrix slides are fabricated by

direct solid-phase DNA synthesis of nucleic acids on the surface of the glass slide with

the aid of photolithography [99]. A synthetic linker with a photochemically removable

protecting group is attached to the glass surface. Then different areas of the slides

are exposed to light to deprotect the linker and facilitate the attachment of building

blocks to the linker. Another widely used microarray fabrication technique is the

solution phase deposition of nucleic acid onto the modified glass surface. In this

method, micro syringes deposit the oligonucleotide solution to the derivatized glass

surface via contact or non-contact printing. The oligonucleotide is usually attached

to the glass surface through a linker on the 5’ or 3’ end of the oligonucleotide. The

interaction between the chemical linker and the derivatized glass surface facilitate
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the attachment of the oligonucleotide to the glass surface. The kind of interaction

between the glass surface and the oligonucleotide depends upon the linker and

modification on the glass surface. For example, if the glass surface is epoxide coated

and the oligonucleotide linker has an amino terminus, it will form a covalent bond

at optimum pH.

Microarrays are generally used for studying changes in gene expression [100], com-

parative genomic hybridization [101] and mutation and single nucleotide polymor-

phism [102,103]. In gene expression studies, complementary probes to genes of interest

are attached to the slide and the complementary DNA (cDNA) corresponding to the

RNA from cells in different environment is labeled with the two different fluorophore

separately. Then the labeled cDNA is mixed in equal volume and hybridized on the

slide under high stringency conditions. The most common type of labeling is fluo-

rescent labeling, where a fluorophore is covalently attached to the probe molecule.

Detection of the presence or expression of a certain gene is done by estimating the

relative amount of probe-target hybridization from the fluorescence intensity of the

target after washing away the unhybridized targets. The intensity of fluorescence

from each spot will tell us about the relative levels of expression of genes in each

type of cell. Equal fluorescence intensity from both fluorophores from a spot in-

dicates the expression of that particular gene is similar in both the cells. Relative

change in the fluorescence intensities of the fluorophores from a spot corresponds to

the change in levels of expression of the gene in the respective cells.

1.3 Research outline

Though much research has been done towards understanding DNA damage and

the excited-state structural dynamics of nucleobases separately, very little effort has

been put in correlating the initial excited-state structural dynamics of DNA and

DNA damage. In this thesis, I have tried to understand the differences in nucleobase

photochemistry and extended the initial excited-state structural dynamics studies to

polymers of nucleotides. In an effort to correlate the observed initial excited-state

structural in oligonucleotides to UV damage,I have studied UV RNA damage on

microarray platform.

Four different projects are discussed in this thesis. Chapters 2, 3 and 5 make

use of resonance Raman spectroscopy as a tool to probe the initial excited-state

structural dynamics of different molecules. Initial excited-state structural dynamics
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of 5,6-dimethyluracil is studied and discussed in Chapter 2. The results are discussed

in an effort to understand the difference in initial excited-state structural dynamics

and photochemistry of thymine and uracil. Chapter 3 presents the initial excited-

state structural dynamics of homopolymers of nucleotides and are compared to

monomers. Resonance Raman spectroscopy can provide insight about structural

dynamics of fast reactions and processes like isomerism. Chapter 5 discusses the

use of resonance Raman spectroscopy to probe the structural dynamics of N-

alkylated indanylidene-pyrroline (NAIP) switch, an analog of the chromophore in

visual pigments. UV induced damage of different miRNA sequence and kinetics of

the damage are presented in Chapter 4 using a novel RNA microarray. In Chapter

4, I have also discussed the sequence dependence of DNA damage.
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Chapter 2

Initial Excited-state Structural
Dynamics Of 5,6-Dimethyluracil
Using Resonance Raman
Spectroscopy

2.1 Introduction

The difference in the genetic materials DNA and RNA arises from two factors:

the difference in the sugar - in DNA, the pentose sugar is deoxyribose and ribose,

in RNA - and the difference in one of the nucleobases. While adenine, guanine

and cytosine are found in both DNA and RNA, thymine is only found in DNA

and uracil only in RNA. The only difference between thymine and uracil is the

presence of a methyl group at the C5 position of thymine instead of the hydrogen

in uracil as shown in Figure 2.1. The photochemistry of these two nucleobases is

also very different. Thymine forms the cyclobutyl pyrimidine dimer (CPD) as the

major photoproduct upon UV irradiation, whereas the photohydrate is the major

photoproduct in uracil. [1,2] Only a good understanding of the excited-state structural

and electronic dynamics of the nucleobases will help us rationalize the reason for

this difference in photochemistry.

Singlet excited states of thymine and uracil decay on the femtosecond timescale. [3]

There is an increase in the excited-state lifetime of thymine compared to uracil and

that increase has been attributed to C5 pyramidalization. [3] However, the increase

in the excited-state lifetime does not explain the difference in photochemistry. A

probe of the initial excited-state structural dynamics is essential to understand-

ing the photochemistry of the pyrimidine nucleobases. [4–6] Loppnow et al., have
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Figure 2.1: Structure of uracil derivatives.

successfully used resonance Raman spectroscopy to study the initial excited-state

structural dynamics of thymine and uracil, and found that they are different. [7,8]

Most of the initial excited-state dynamics of uracil is directed along the C5H and

C6H bending modes, whereas they are largely oriented along the C5=C6 stretching

mode in thymine. Similar studies in other uracil derivatives have also revealed that

the excited-state structural dynamics lie along the C5=C6 stretching mode and the

C5, C6 pyramidalization modes. [7,8] This difference in structural dynamics between

these compounds was attributed to the difference in mass at the C5 position, one

of the photochemically active sites in the photochemistry of the molecule. Similar-

ity between the initial excited-state structural dynamics of 5-MU and 5-fluorouracil

and the similarity of 5-deuterouracil to both 5-MU and uracil strongly suggested

the influence of the mass-effect in initial excited-state structural dynamics of the

nucleobases and their derivatives. [9,10] Surprisingly, further studies with methyl sub-

stitution at the C6 position of uracil showed that the methyl group at C6 position

changes the partitioning of the initial excited-state structural dynamics between the

CH bending and stretching modes compared to thymine, though the initial excited-

state structural dynamics along the C5=C6 stretching mode is similar in C5 and C6

methyl substituted uracil. [11]

To understand the origin of the difference in photochemistry, I have studied the

initial excited-state structural dynamics of 5,6-dimethyluracil (5,6-DMU, Figure 2.1)

in this chapter. This uracil derivative has similar masses at the C5 and C6 positions
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as in uracil, but C5 and C6 hydrogens are replaced by methyl groups. So the presence

of the methyl group at both the C5 and C6 positions will help to differentiate the role

of the C5 and C6 position and the mass effect in determining the initial excited-state

structural dynamics. [11]

2.2 Experimental

5,6-DMU (2,4-dihydroxy 5,6-dimethylpyrimidine, Sigma-Aldrich, Oakville, ON) and

sodium nitrate (99%, EMD Chemicals Inc., Gibbstown, NJ) were used without any

further purification. Solutions were prepared by mixing the required amount of 5,6-

DMU with sodium nitrate and diluting them with nanopure water from a Barnstead

water filtration system (Boston, MA).

The laser excitation wavelengths for the resonance Raman experiments were

generated from a picosecond mode-locked, Ti:sapphire laser (Coherent, Santa Clara,

CA) pumped by a doubled, continuous-wave, solid-state, diode-pumped Nd:YAG

laser (Coherent, Sanata Clara, CA). The Ti:sapphire output was doubled using a

lithium triborate (LBO) crystal (Inrad, Northvale, NJ) followed by third harmonic

generation using a β-barium borate (BBO) crystal in a harmonic generator (Inrad,

Northvale, NJ) to obtain the 250, 257, 266, 275 and 280 nm excitation wavelengths.

The third harmonic output powers were typically 5-10 mW depending upon the

wavelength. The third harmonic output was spherically focused onto an open

stream of flowing solution in a 135◦ back-scattering geometry. The resonance

Raman scattering from the sample was focused into a double-grating spectrometer

(Spex Industries, Metuchen, NJ, USA) with water-cooled diode array detector

(Princeton Instruments, Trenton, NJ, USA). The spectral linewidths were 5-7 cm−1.

Frequencies were calibrated by measuring the Raman scattering of solvents of known

frequencies (acetonitrile, cyclohexane, toluene, methanol, ethanol, dimethylsulfoxide

and carbon tetrachloride).

The concentration of 5,6-DMU was nominally 5 mM and the sodium nitrate

internal standard concentration was 0.3 M. The actual concentration of 5,6-DMU

during the experiment was monitored by measuring the absorption spectrum be-

fore and after each resonance Raman experiment, using a diode array UV-visible

absorption spectrometer (Hewlett-Packard 8452, Sunnyvale, CA). All resonance Ra-

man spectral measurements were done in triplicate. Resonance Raman frequencies

for 5,6-DMU reported here are accurate to ±10 cm−1.
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The overtone and combination bands for 5,6-DMU at 257 nm were recorded using

a UV Raman microscope (Renishaw, Chicago, IL). Microscope was used due to the

large spectral window possible and the ease of calibration. The resonance Raman

scattering was obtained by focusing the 257 nm laser wavelength onto a sample

solution containing 5 mM 5,6-DMU and 0.3 M sodium nitrate in a 10 ml beaker

in the 180◦ back scattering geometry. The sample stage was constantly moved by

using an electronic motor to minimize the photodegradation of the sample. The 1332

cm−1 vibration of diamond was used to calibrate the frequencies. Resonance Raman

spectra in the overtone region were repeated with three sets of fresh samples. The

exact concentrations of the samples were calculated from the absorption spectrum.

The absolute resonance Raman cross-sections were calculated from the integrated

band intensities using the following equation.

(
dσR

dΩ
)5,6−DMU = (

dσ

dΩ
)IS

I5,6−DMU

IIS

[IS]
[5, 6 − DMU ]

LIS

L5,6−DMU
× SA (2.1)

In this equation, dσR/dΩ is the differential resonance Raman cross-section of

the vibrational mode, I5,6−DMU and IIS are the integrated band intensities of the

5,6-DMU and the internal standard modes, respectively, [IS] and [5,6-DMU] are the

concentrations of the internal standard and the 5,6-DMU, respectively, L5,6−DMU

and LIS are the standard lamp efficiency at the 5,6-DMU and the internal standard

vibrational frequencies, respectively, and SA is the differential self-absorption of the

resonance Raman scattered light at the 5,6-DMU and internal standard vibrational

frequencies. Details of converting the resonance Raman intensities to differential

resonance Raman cross-section have been described in Chapter 1. The resonance

Raman differential cross-sections for nitrate used for the calculations were 3.68 ×

10−11, 2.43 × 10−11, 1.53 × 10−11, 1.02 × 10−11 and 8.37 × 10−12 Å2 molecule−1sr−1

at 250, 257, 266, 275 and 280 nm, respectively.

Resonance Raman structural dynamics. The resonance Raman cross-

sections as a function of excitation wavelength (excitation profiles) and the ab-

sorption spectrum of 5,6-DMU were simulated with a time-dependent formalism as

described previously and in chapter 1. [4,5]

σR =
8πe4M4E3

s EL

9ℏ6c4

∫

∞

0
dE0H(E)0

∣

∣

∣

∣

∫

∞

0
< f |i(t) > exp

[

i(EL + ǫi)t
ℏ

]

G(t)dt

∣

∣

∣

∣

2

(2.2)
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σA =
4πM2e2EL

6ℏ2cn

∫

∞

0
dE0H(E)0

∫

∞

−∞

< i|i(t) > exp

[

i(EL + ǫi)t
ℏ

]

G(t)dt (2.3)

where EL and ES are the energies of the incident and scattered photons, respec-

tively, M is the transition length, n is the refractive index, ǫi represents the energy

of the initial vibrational state, |i > and |f > are the initial and final vibrational

wavefunctions in the Raman scattering process, H(E0) is the normalized inhomoge-

neous distribution of the zero-zero energies around an average energy, E0, |i(t) >

is the initial ground-state vibrational wavefunction propagated on the excited-state

potential energy surface, and G(t) is the homogeneous linewidth, which represents

the dynamics of chromophore-solvent coupling within the high-temperature limit of

the Brownian oscillator model. Within the harmonic oscillator approximation, the

< i|i(t) > and < f |i(t) > overlaps depend only on the slopes (β/ℏ) of the excited-

state potential energy surface at the ground-state equilibrium geometry along each

normal mode of vibration. The implementation of these equations have been de-

scribed in detail previously [4–6,12,13] and in Chapter 1. Thus, the resonance Raman

intensities reflect the excited-state structural dynamics of the molecule. The simu-

lation of the absorption spectrum and resonance Raman excitation profiles has been

performed as follows. For the analysis, the initial guesses for the slopes (β/ℏ) along

each normal coordinate were estimated from the relative intensities of the resonance

Raman vibrations excited at 266 nm, assuming that the intensities were propor-

tional to (β/ℏ)2 and setting the slope of the 1665 cm−1 mode to 1665 cm−1. The

other peaks are scaled relatively to reproduce the experimental absorption spectrum

and resonance Raman excitation profile bandwidths. The parameters were then ad-

justed iteratively to get best agreement between the experimental and simulated

absorption spectra and the resonance Raman excitation profiles. The overtones and

combination bands were used as additional constraints to optimize the parameters.

The mode assignments were done using a density functional theory (DFT) com-

putational calculation at the B3LYP/6-311G(d,p) level of theory with Gaussian09

package and the conversion of internal coordinates from cartesian to symmetry with

the GAR2PED package. [14,15]
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2.3 Results and Discussion

Figure 2.2 shows the resonance Raman spectra of 5,6-DMU excited at different

wavelengths (280, 275, 266, 257 and 250 nm) within the 260 nm absorption band.

Peaks are observed at 475, 635, 1135, 1225, 1320, 1410 and 1665 cm−1. The relative

intensities of the peaks remain the same at different excitation wavelengths and no

change in frequencies for the modes are observed. This observation indicates that

the resonance enhancement results from a single electronic transition within the

260 nm absorption band. The two less intense peaks at 475 and 1135 cm−1 are

not observed at all excitation wavelengths, due to difficulties in differentiating them

from the background at some excitation wavelengths.

The resonance Raman spectrum of 5,6-DMU at 257 nm is compared to resonance

Raman spectra of other uracil derivatives at the same excitation wavelength in

Figure 2.3. The resonance Raman spectra in Figure 2.3 show a gradual change in

spectral features on going from uracil to thymine. It can be easily seen that the 5,6-

DMU spectrum is a combination of or intermediate between that of 5-methyluracil

(thymine) and 6-methyluracil (6-MU). The 5,6-DMU spectrum can be considered

as a combination of the thymine and 6-MU spectra, if we allow for the change in

frequencies of some of the modes, which probably arises from the difference in masses

at the C5 and C6 positions between 5-MU, 6-MU and 5,6-DMU. Even though the

spectrum is intermediate between that of thymine and 6-MU, the potential energy

distributions (PEDs) for the modes may in fact be very different for 5,6-DMU.

Thymine has five intense bands in the 1000 to 1700 cm−1 range and their

assignments are given in Table 2.1. [16] The peak at 1175 cm−1 is mainly due to

the C2N3 stretch [16]. The intense band around 1240 cm−1 is attributed to the C5-

methyl stretch. The C-H bend of C6 is seen at 1360 cm−1. The 1425 cm−1 mode is

mainly due to C2N3 stretches. The 1665 cm−1 mode in thymine is due to stretches

centred at the sp2 carbons, with approximately a 60% contribution from the C5=C6

stretch and 13% from the C6H12 bend.

The 257 nm excited resonance Raman spectrum of 5,6-DMU has four intense

modes. The peaks are observed at 1225, 1320, 1410 and 1665 cm−1. The peaks

below 1000 cm−1 (475 cm−1 and 635 cm−1) are not shown in the spectrum. The

presence of the methyl group at the C5 and C6 positions has resulted in some change

to the intensities and frequencies of the modes, compared to thymine (5-MU) and
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Figure 2.2: Resonance Raman spectra of 5 mM 5,6-DMU excited at different
wavelengths within the 260 nm absorption band in the presence of 0.3 M sodium
nitrate internal standard. The internal standard peak is denoted by an asterisk (*).
All the spectra were normalized with respect to the internal standard peak.
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Table 2.1: Harmonic mode parameters for other uracil derivatives
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Figure 2.3: Resonance Raman spectra of different uracil derivatives excited at 257
nm. The internal standard peak is denoted by an asterisk (*). For uracil (U), 6-
methyluracil (6-MU) and 5-methyluracil (5-MU or T), the internal standard was
lithium sulfate and for 5,6-dimethyluracil (5,6-DMU) the internal standard was
sodium nitrate. The 5-MU, 6-MU and U spectra were taken from reference 7, 9
and 11 respectively.
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6-MU. The peaks at ca. 1225, 1400 and 1660 cm−1 are seen in all three methyl

derivatives of uracil, though the intensities of the peaks are different and their mode

assignments vary. The 5,6-DMU peak at 1225 cm−1 has the lowest relative intensity

compared to the other two derivatives. The relative intensity of the peak around

1400 cm−1 in 5,6-DMU is intermediate between that of 5-MU and 6-MU. The 1320

cm−1 band intensity is intermediate in relative intensity to that of the 5-MU and

6-MU derivatives.

The mode assignments of 5,6-DMU are shown in Table 2.2 and are determined

by DFT calculations as described in the section 2.2. The 1135 cm−1 peak in 5,6-

DMU is assigned to the CH3 deformations. The 1225 cm−1 peak has contributions

from C5C11 and C6N1 stretches. The band at 1320 cm−1 of 5,6-DMU is mainly due

to the N1H stretch. CH3 deformations are the main contributors to the 5,6-DMU

peak at 1410 cm−1 and the most intense mode at 1665 cm−1 is mainly due to the

C5=C6 stretch.

In 6-methyluracil, the peak at 1235 cm−1 is more intense than that of thymine

and has a similar mode assignment, with a change in the potential energy distri-

butions [11]. A complete mode description for different uracil derivatives is given

in Table 2.1. The 1360 cm−1 band is seen in 6-methyluracil, with similar mode

assignments as that of thymine with some additional contribution from the N1H7

stretch [11]. The 1400 cm−1 mode also has a mode assignment similar to that of

thymine. This mode is more intense in 6-MU than in thymine. The intense mode

at 1660 cm−1 in 6-MU is mainly due to the C=C stretch, as in all the uracil deriva-

tives. In uracil, the most intense peak was observed at 1235 cm−1 which is mainly

due to the CH bending mode of the sp2 hybridized carbon. The C5=C6 stretch is

observed at a lower frequency than other uracil derivatives. All these differences

between the resonance Raman spectra of different uracil derivatives indicate that

there is clear difference in the initial excited-state dynamics induced by the presence

of the methyl group. The results from this study and previous studies with uracil

derivatives show that the methyl group at the C5 and/or C6 position determines

the relative intensities of the 1235 and 1360 cm−1 modes. [9–11]

The experimental and simulated absorption spectra of 5,6-dimethyluracil are

shown in Figure 2.4. The experimental absorption spectrum and resonance Raman

excitation profiles were simulated by adjusting the parameters in Equation 2.2 and

2.3 to get the best agreement between the experimental and simulated spectra.
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The deviation between the experimental and the calculated absorption spectra at

energies above 38000 cm−1 is due to the fact that the higher energy electronic

absorptions are not modeled in the simulation. Also the discrepancies below 35000

cm−1 may be coming from other possible lower energy transitions in 5,6-DMU, which

are also not modeled in the simulation.

The experimental and simulated resonance Raman excitation profiles are shown

in Figure 2.5. The simulated resonance Raman excitation profiles reproduce the

experimentally measured resonance Raman cross-sections at different wavelengths.

The height of the resonance Raman excitation profiles reflect the relative intensities

of the peaks in the resonance Raman spectrum in Figure 2.3 and the excited-

state slopes (β/ℏ) along each vibrational mode. The agreement between the

experimental and simulated absorption spectrum and resonance Raman excitation

profiles indicate that the excited-state parameters obtained from the simulation

are accurate. The calculated excited-state slopes, other fitting parameters and the

potential energy distributions for different peaks of 5,6-DMU are tabulated in Table

2.2. The most intense modes are assigned to dynamics around the C5 and C6

positions, which are consistent with the expected photochemistry of 5,6-DMU. The

C5=C6 lengthening and the change in hybridization of the C5 and C6 carbons are

expected in the 1(ππ∗) excited-state and the experimental results are expected for

the photochemistry.

The excited-state slopes in Table 2.2 and 2.1 reveal that the initial excited-state

dynamics of 5,6-DMU are more similar to thymine than uracil and is a combination

of thymine (5-MU) and 6-MU. The assignments of the modes and the observed mode

frequencies confirm this observation. The difference in the C5 and C6 substituent

compared to thymine and uracil results in a slightly different potential energy

distribution pattern in 5,6-DMU. There is only a small difference in the potential

energy distribution for the 1225 cm−1 mode between all the three uracil derivatives.

The 1360 cm−1 mode in 5-MU or 6-MU has a large contributions from the C6H

and C5H bend respectively. No such mode in 5,6-DMU was observed due to the

absence of similar CH bonds. But an additional mode at 1320 cm−1, with a main

contribution from the N1H7 bend is observed. The corresponding C5C11 and C6C12

bending modes are shifted to lower frequencies in 5,6-DMU, at 475 and 635 cm−1,

respectively. The PED for the 1410 cm−1 mode is similar for 5-MU and 6-MU but

is very different in 5,6-DMU from the other two uracil derivatives. This indicates
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Figure 2.4: Calculated (dashed line) and experimental (solid line) absorption
spectrum of 5, 6-DMU. The simulated absorption spectrum was generated using
Equation 2.3 and the parameters from Table 2.2. The differences between the
experimental and the simulated spectra at higher energies are due to other higher
energy transitions which are not modeled in the equation.
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Equation 2.2 and the parameters in Table 2.2.
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Table 2.2: Harmonic mode parameters of 5,6-dimethyluracil

aFrequencies listed here are experimental frequencies. bAbbreviations: ν – stretching, def - deformation, γ - out-of-plane bending and be – in-plane 

bending. Slope of the excited-state potential energy surface at the Franck–Condon geometry (β/ħ) cm-1 were obtained by fitting the experimental 
cross-sections and absorption spectrum with the following parameters in Equation 2.2 and 2.3:temperature, T = 298 K, zero-zero energy, E0 =

36800 cm-1, Gaussian homogeneous linewidth, ΓG = 1000 cm-1, inhomogeneous linewidth, θ = 1500 cm-1, transition length, M = 0.675 Å, and 

Brownian oscillator line shape, κ = Λ/D = 0.1. 

Modea (cm-1) Mode assignmentb
 β/ħ (cm-1)

475 Ring def 2 [70], ν(C5C11) [-7], ν(C4N3) [-6] 58

635 be (C4O10) [28], be(C2O8) [-27], -be(C6C12) [14], be)C5C11) [12] 76

1135 CH3a def 4 [22], ν(C6C12) [-17], ν(C4N3) [12], CH3a def 3 [7], ν(C2N3) [-7], be(C5C11) [7] 114

1225
 

ν(C5C11) [28], ν(C6N1) [-28], Ring def 1 [-9], ν(C5C4) [-9], ν(C2N1) [9] 184

1320 be(N1H7) [18], ν(C2N3) [13], ν(C2N1) [-10], ν(C5C4) [9], be(C5C11) [6], ν(C6N1) [-5], ν(C6C12) [5] 191

1410 CH3b def 1 [57], CH3a def 1 [-17], ν(C6C12) [6] 183

1665
 

ν(C6C5) [62], ν(C6C12) [-5] 341
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that the PED is affected by the presence of the methyl substituents at the C5 and

C6 positions. This is expected as the mass at the C5 and C6 positions are changed.

A similar change in potential energy distribution were seen in different thymine

derivatives where the methyl substitution was at the N1 position. [16]

A quick glance at Table 2.2 will give us an idea about the excited-state slopes for

different vibrational modes. Although a mode-to-mode comparison of excited-state

slopes is difficult, due to the change in PED and the modes themselves, comparing

modes with similar mode description shows that the excited-state slopes are lower

for the analogous mode in 5,6-DMU compared to the other uracil derivatives. The

presence of the two methyl groups and the higher number of degrees of freedom

in 5,6-DMU could explain the observed decrease in excited-state slopes along each

mode compared to 5-MU and 6-MU. The presence of the methyl group at both the

C5 and C6 positions could constrain the vibration of the C=C bond and the C-C

bond between the sp2 carbon and the methyl carbon, decreasing the excited-state

slopes of modes involving these vibrational coordinates. This observed decrease

in excited-state slopes may also arise from intramolecular anharmonic coupling of

modes and resulting coherence loss in 5,6-DMU. [17]

The relative high intensity for the modes involving the C5 and C6 centres and

the calculated excited-state slopes indicate that the initial excited-state structural

dynamics of 5,6-DMU are similar to those of 5-MU and 6-MU. These results suggest

that the presence of a CH3 group at an active photochemical center is an important

factor in determining the initial excited-state dynamics and not the position of

the CH3 group. Also, it is evident from the excited-state slopes and the mode

descriptions that the initial excited-state structural dynamics are oriented along the

C5=C6 stretching mode rather than the pyrimidalization modes. But only further

photochemistry experiments can provide the relationship between the observed

initial excited-state structural dynamics and the photochemistry of the methyl-

substituted uracils.

To better constrain the parameters used for the simulation of the absorption

spectrum and the resonance Raman excitation profiles, the overtones and combi-

nation bands between 1700 cm−1 and 3000 cm−1 were also measured at 257 nm.

The overtones and combination bands above 3000 cm−1 were obscured by the broad

O-H stretching vibrations of water. The experimental and predicted overtones and

combination bands for 5,6-DMU are given in Table 2.3. Most of the calculated
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Table 2.3: Experimental and calculated resonance Raman cross-sections for overtone
and combination bands of 5, 6-DMU

aFrequencies listed are experimental frequencies. Cross-sections were calculated using Equation 2.1 and the 
parameters in Table 2.1. Experimental cross-sections were calculated from the resonance Raman spectra of 
overtone and combination bands of 5,6-DMU at 257 nm.

 

Mode 
(cm-1)a

Mode assignment
dσexperimental/dΩ 

(Å2/molecule•sr/10-11)
 

dσcalculated/dΩ 

(Å2/molecule•sr/10-11)
 

2958 1320+1665 4.2 ± 0.8 5.3
2864 1225+1665 4.5 ± 0.9 5.3
2706 1135+1665, 1320+1410 4.1 ± 1.3 4.6
2624 1225+1410, 2 X 1320 2.7 ± 0.8 3.6
2530 1225+1320, 1135+1410 2.4 ± 1.4 3.7
2446 1135+1320, 2 X 1225 2.1 ± 1.0 2.6
2379 1135+1225 1.5 ± .25 1.3
2276 635+1665, 475+1665, 2 X 1135 5.5 ± 1.8 3.6
1953 635+1320, 635+1410 2.5 ± 1.1 1.6
1864 475+1320, 475+1410, 635+1225 2.6 ± 0.6 2.0

        

overtones and combination band intensities are in agreement with the observed

intensities within the experimental error. The higher degrees of error in the experi-

mental overtones and combination band cross-sections compared to the fundamental

cross-sections are due to both their lower intensity and additional observed impre-

cision focusing dependent intensities. The agreement between the experimental and

calculated cross-sections ensures the accuracy of the parameters used to simulate

the absorption and RREPs.

Table 2.4: Comparison of the harmonic parameters for different derivatives of uracil

  5-MUa 5,6-DMU 6-MUb Uc

E0 energy (cm-1) 35650 36800 36700 36500

M (Å) 0.67 0.675 0.72 0.65

ΓG (cm-1
) 1700 1000 1470 1450

θ (cm-1) 1075 1500 1040 1000
a,b,cThe parameters for 5-MU, 6-MU and U were obtained from references 7, 9 and 8,
respectively. E0 is the zero-zero energy, M is the transition length, ΓG is the homogeneous 
linewidth and θ is the inhomogeneous linewidth. 

Table 2.4 compares the electronic and broadening parameters for the different

uracil derivatives. The zero-zero energy, transition length and total broadening

are similar in all the uracil derivatives, within experimental error except for 5-
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MU. This confirms the similarity between the electronic properties of uracil, 5,6-

DMU, 5-MU and 6-MU. Inhomogeneous broadening are mainly due to the solvent-

solute interaction, which is static within the dephasing timescale [18]. The high

inhomogeneous linewidth indicates that there is a broader solvent-induced zero-zero

energy in 5,6-DMU compared to other methyluracils. This result is expected as the

size of the molecule increases. Homogeneous broadening in the nucleobases is mainly

due to solvent-induced dephasing, with a smaller contribution from population

decay. The decrease in the homogeneous linewidth in 5,6-DMU compared to 5-MU

and 6-MU is a little surprising. This decrease may arise from the steric protecting

effect of the methyl group, which may decrease the solvent-solute collisions that

lead to dephasing. Further studies on the excited-state life times and its solvent

dependence are required to better understand the broadening mechanisms.

2.4 Conclusions

The resonance Raman spectrum of 5,6-DMU is intermediate between that of 5-MU

and 6-MU. The presence of the methyl group at both the C5 and C6 positions

determines the partition of the initial excited-state structural dynamics between

the CH bending and stretching modes. The decrease in the calculated excited-state

slopes for the different modes in 5,6-DMU compared to 5-MU and 6-MU can be

attributed to the 5,6-DMU geometry constraint imposed by the two methyl groups

and the increase in the number of vibrational degrees of freedom. The initial excited-

state structural dynamics are oriented along the C5=C6 bond-lengthing coordinate,

similar to those of both 5-MU and 6-MU. Also, it is the presence of CH3 groups,

rather than their position at C5 or C6 that appears to determine the initial excited-

state structural dynamics. Only further photochemistry experiments with 6-MU

and 5,6-DMU to measure the yields of different photoproducts will enable us to

establish the relationship between the initial excited-state structural dynamics and

the photochemistry.
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Chapter 3

Initial Excited-State Structural
Dynamics of DNA
Oligonucleotide
Homopentamers using
Resonance Raman Spectroscopy

3.1 Introduction

As discussed in Chapter 1, it is very well established that the absorption of ultravi-

olet light by DNA initiates photochemical reactions resulting in DNA damage. [1–6]

The main chromophores responsible for UV absorption by DNA are the adenine,

guanine, cytosine and thymine nucleobases. [7–9] The evolution of the ground- and

excited-state potential energy surfaces of the molecule following absorption of a

photon is a significant step in determining the photochemical reaction pathway. [10]

Therefore, probing the initial excited-state structural dynamics gives some insight

into the photochemical reaction pathways and photoproducts. [10–12]

Much research has been performed examining the excited-state dynamics of

nucleobases and their derivatives. [13–25] The structure of the different nucleotides

is shown in Figure 3.1. The excited-state lifetimes of different nucleobases have

been measured recently with the help of femtosecond transient absorption. Excited-

state lifetimes of 290, 460, 720, and 540 fs were found for adenine, guanine, cytosine

and thymine nucleosides, respectively. [20,21] These very fast relaxation times result

from ultrafast internal conversion. [20,21] However the electronic excited-state lifetime

increases as the number of nucleobases increases. [19,22–24,26] Recently, Baribatti and
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coworkers have carried out the hopping dynamics calculation on guanine to show

photoexcited guanine deactivates by a femtosecond transition through a conical

intersection involving the ππ∗ excited state and the ground state. The involvement

of the nπ∗ state is minimal. [15] Pancur et al., used fluorescence up-conversion

spectroscopy to show that the excited states of adenine and its corresponding

nucleoside decay rapidly due to strong coupling of the ππ∗ and nπ∗ states [16].

Furthermore, the ultrafast non-radiative decay of the ππ∗ state of adenine proceeds

through a conical intersection between ππ∗ and S0. Gustavsson et al., looked at the

singlet excited-state dynamics of the pyrimidine nucleobases and their derivatives in

different solvents with femtosecond fluorescence up-conversion spectroscopy. [17,18]

The purine nucleobases and their derivatives decay within femtoseconds. The

decay was slower in acetonitrile. These studies showed that there is an increase

in excited-state lifetime on going from uracil to thymine, which was attributed

to the involvement of C5 pyramidalization. Phillips et al., employed femtosecond

time-resolved fluorescence and transient absorption spectroscopy to study thymidine

and thymine oligonucleotide and found an ultrafast, single base-localized, stepwise

mechanism that deactivates the thymine multimer. [25] All these studies examined

only the electronic excited-state dynamics not the coincident structural dynamics.

It is also important to understand the excited-state structural dynamics, since

ultimately it is these structural dynamics that define the excited-state decay

mechanism and photochemistry of the molecule.

Resonance Raman spectroscopy can probe the initial excite-state structural dy-

namics of the molecule when the excitation wavelength of a laser is tuned to the

absorption band of the molecule. In resonance Raman spectroscopy, the vibrational

modes coupled to the electronic absorption band will be resonantly enhanced and

the intensities of these modes are directly proportional to the slope of the excited-

state potential energy surface along those vibrational coordinates [27–29]. A higher

resonance Raman intensity of a particular mode means a greater molecular struc-

tural change along that particular vibrational coordinate in the excited electronic

state.

There have been several resonance Raman studies on DNA and DNA compo-

nents. [30–46] Loppnow and coworkers have successfully used resonance Raman spec-

troscopy to understand the difference in the photochemistry of different nucleobases

and their derivatives. [30–35,42,43] In thymine, the observed resonance Raman inten-
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sities suggest that the C5=C6 bond elongation and pyrimidalization of C5 and C6,

which are consistent with thymine photochemistry, are the primary structural dy-

namics. [42] In contrast, the C5H and C6H bending modes are the most intense modes

in uracil, where the photohydrate is the major photoproduct. [43] Also, resonance Ra-

man studies were extended to different thymine derivatives which found that the

initial excited-state dynamics are similar for thymidine and thymidine monophos-

phate as for thymine. [42]

The resonance Raman spectra of other nucleobases, nucleosides and nucleotides

have also been obtained. The resonance Raman intensities of guanosine nucleotide

reflect its photochemically active modes. [42] Puranik et al. have done UV resonance

Raman spectroscopy of 8-oxoguanosine, one of the oxidative photoproducts of

guanosine and showed that the resonance Raman spectroscopy can be used to

identify the site of DNA damage. [45] In addition, 8-oxoguanosine can be used as

a site-specific probe for DNA due to its unique spectral features. [45,47] Resonance

Raman studies on cytosine suggests that only about one-third of the reorganization

energy is along vibrational modes that are photochemically active. [30] All these

studies show that there is a pronounced difference in the initial excited-state

structural dynamics between nucleobases that are reflected in their photoproducts

and photochemical yields. So the initial excited-state structural dynamics play an

important role in deciding the photochemistry of the nucleobases.

In this Chapter, we study the excited-state structural dynamics of four DNA

homopentamers of adenosine, cytidine, guanosine and thymidine to provide valuable

insight into their photochemistry. This work extends the knowledge of nucleobase

photophysics and photochemistry to a more relevant DNA-like structure. The

results show that the initial excited-state structural dynamics of nucleobases in

the pentamers are similar to those of the respective mononucleotides in solution.

3.2 Experimental

Homopentamers of adenosine (5’-dApdApdApdApdAp-3’), cytosine (5’-dCpdCpdC-

pdCpdCp-3’), guanosine (5’-dGpdGpdGpdGpdGp-3’) and thymidine (5’-dTpdTpd-

TpdTpdTp-3’) were from Integrated DNA Technologies Inc. (Coralville, IA) and

sodium nitrate (99%) was obtained from EMD Chemicals Inc. (Gibbstown, NJ).

Both were used without any further purification. All the samples were diluted to

the required concentration using nanopure water from a Barnstead water filtration
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Figure 3.1: Structure of different nucleotides in DNA.
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system (Boston, MA).

Resonance Raman excitation laser wavelengths of 250, 257, 266, 275 and 280

nm were obtained from the third harmonic of a tunable picosecond, mode-locked

Ti:sapphire laser (Coherent, Santa Clara, CA) which is pumped by a doubled,

continuous-wave, solid-state, diode-pumped Nd:YAG laser (Coherent, Santa Clara,

CA) as described in Chapter 2. The laser power measured at the sample was 1-6

mW, depending on the wavelength. The third harmonic laser beam was spherically

focused on an open stream of flowing sample solution in a 135◦ backscattering

geometry.

Resonance Raman spectra for all excitation wavelengths were obtained using

solutions with homopentamer concentrations of 0.2-0.3 mM containing 0.1-0.3 M

sodium nitrate as internal standard. Addition of sodium nitrate had no effect

on the absorption or resonance Raman spectra of the homopentamers. The exact

concentrations of the compounds were calculated from the absorption spectra of the

solutions by using a diode array spectrometer (Hewlett-Packard 8452, Sunnyvale,

CA). Absorption spectra were measured before and after each resonance Raman

experiment to account for any change in concentration due to evaporation and/or

sample alteration while acquiring the resonance Raman spectra. All resonance

Raman spectral measurements were done in triplicate. Frequency calibration of

the resonance Raman spectra were done by measuring the Raman scattering of

solvents (acetonitrile, acetic acid, cyclohexane, methanol, DMSO and DMF) for

which the frequencies are known. The Resonance Raman frequencies for different

homopolymers reported here are accurate to ± 5-10 cm−1. The absolute resonance

Raman cross-sections were calculated from the integrated band intensities using the

following equation.

(
dσR

dΩ
)Homopent = (

dσ

dΩ
)IS

IHomopent

IIS

[IS]
[Homopent]

LIS

LHomopent
× SA (3.1)

where dσR/dΩ is the differential resonance Raman cross-section of the vibrational

mode, IHomopent and IIS are the integrated band intensities of the homopentamer

and the internal standard, respectively, [IS] and [Homopent] are the concentrations

of the internal standard and the homopentamers, respectively, LHomopoly and LIS

refer to the standard lamp efficiency at the homopentamer and the internal stan-

dard vibrational frequencies, respectively, and SA is the differential self-absorption

of the resonance Raman scattered light at the homopentamer and internal standard
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vibrational frequencies. The method used for the conversion of resonance Raman

intensities of homopentamers to absolute cross-section and the self-absorption cor-

rection has been described previously. [48–50] The nitrate internal standard resonance

Raman differential cross-sections were 3.68 × 10−11, 2.43 × 10−11, 1.53 × 10−11 and

1.02 × 10−11 Å2/molecule × sr at 250, 257, 266 and 275 nm, respectively.

Resonance Raman structural dynamics. The resonance Raman intensities

as a function of excitation wavelength (excitation profiles) and the absorption spec-

tra of the homopentamers were simulated with a time-dependent formalism. [27–29]

σR =
8πe4M4E3

s EL

9ℏ6c4

∫

∞

0
dE0H(E)0

∣

∣

∣

∣

∫

∞

0
< f |i(t) > exp

[

i(EL + ǫi)t
ℏ

]

G(t)dt

∣

∣

∣

∣

2

(3.2)

σA =
4πM2e2EL

6ℏ2cn

∫

∞

0
dE0H(E)0

∫

∞

−∞

< i|i(t) > exp

[

i(EL + ǫi)t
ℏ

]

G(t)dt (3.3)

where EL and ES are the energies of the incident and scattered photons, respectively,

M is the transition length, n is the refractive index, ǫi represents the energy of

the initial vibrational state, |i > and |f > are the initial and final vibrational

wavefunctions in the Raman scattering process, respectively, H(E0) is the normalized

inhomogeneous distribution of the zero-zero energies around an average energy E0,

|i(t)> is the initial ground vibrational wavefunction propagated on the excited-state

potential energy surface, and G(t) is the homogeneous linewidth, which represents

the dynamics of chromophore-solvent coupling within the high-temperature limit of

the Brownian oscillator model. Within the harmonic approximation, the < i|i(t) >

and < f |i(t) > overlaps depend only on the slopes (β/ℏ) of the excited-state

potential energy surface at the ground-state equilibrium geometry along each normal

mode of vibration. The implementation of these equations have been described

in detail previously [27–29,51,52]. Thus, the resonance Raman intensities reflect the

excited-state structural dynamics of the molecule. The simulation of the absorption

spectrum and resonance Raman excitation profiles has been performed as previously

described [27–35,42,42,43,43,48–50]. For the analysis, the parameters were adjusted so as

to get good agreement between the experimental and simulated absorption spectra

and the resonance Raman excitation profiles.
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3.3 Results

The resonance Raman spectra of the four homopentamers (dTp)5, (dGp)5, (dCp)5

and (dAp)5 are shown in Figure 3.6. (dTp)5 resonance Raman peaks are observed

at 1190, 1240, 1380, 1410, 1480 and 1660 cm−1. The spectrum of (dGp)5 shows

peaks at 1340, 1410, 1480, 1580 and 1650 cm−1 and (dCp)5 has peaks at 780, 1250,

1290, 1360, 1410, 1530 and 1660 cm−1. Seven well defined peaks are observed in

(dAp)5 at 730, 1310, 1340, 1410, 1480, 1580 and 1660 cm−1. All the spectra are

normalized with respect to the most intense peak in the spectrum. Although other

features below 1000 cm−1 are observed in the resonance Raman spectra at 266 nm,

these were not reproducibly observed at other wavelengths and are not considered

further.

The resonance Raman spectrum of (dTp)5 (Figure 3.2) is very similar to the

resonance Raman spectra of thymidine and thymidine monophosphate at 266 nm. [42]

The full description of individual modes of (dTp)5 is given in Table 3.1. The

most intense band is the 1660 cm−1 band (C5=C6 stretch) as in all derivatives

of thymine. [42] The next intense mode is the 1380 cm−1 mode, which is seen at 1376

cm−1 in thymidine monophosphate and is assigned to C6-H12 bend. The 1240 cm−1

mode is a combination of C5-Me stretch and ring stretch (Table 3.1). The resonance

Raman spectra of (dTp)5 at different excitation wavelengths are given in Figure A.1

Appendix A.

The resonance Raman spectrum of (dGp)5 (Figure 3.3) looks similar to that of 2’-

deoxyguanosine (2-dG). [35] The different modes of (dGp)5 are assigned by comparing

the modes of 2-dG and a full description of individual modes of (dGp)5 is given in

Table 3.2. Most of the peaks in 2-dG are observed in (dGp)5 as well. A small

peak at 1240 cm−1 is seen at three excitation wavelength in (dGp)5, which is absent

in 2-dG. The two peaks at 1321 cm−1 and 1366 cm−1 in 2-dG appear as a single

peak around 1340 cm−1 in (dGp)5. The most intense band in 2’-deoxyguanosine

is at 1490 cm−1 and is mainly due to C8H bending, while the two most intense

modes in (dGp)5 are 1580 cm−1 and the 1340 cm−1 mode due to N3-C4 and N7-

C8 stretches, respectively. The resonance Raman spectra of (dGp)5 at different

excitation wavelengths are given in Figure A.2 in Appendix A.

Comparison of (dCp)5 resonance Raman spectra (Figure 3.4) with that of

cytosine (C) reveal the similarity between the monomer and the homopentamer. [30]
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Figure 3.2: Resonance Raman spectra of (dTp)5 (0.3mM) and thymine (T) (3mM)
excited at 266 nm. The internal standard (0.1 M sodium nitrate for (dTp)5 and 0.4
M sodium sulfate for Thymine peaks are denoted by an asterisk (*).
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Figure 3.3: Resonance Raman spectra of (dGp)5 (0.3mM) and 2‘-deoxyguanosine
(2-dG) (3mM) excited at 257 nm. The internal standard (0.1 M sodium nitrate for
(dGp)5 and 0.4 M sodium sulfate for 2‘-deoxyguanosine peaks are denoted by an
asterisk (*).
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Figure 3.4: Resonance Raman spectra of (dCp)5 (0.3mM) and cytosine (C) (3mM)
excited at 266 nm. The internal standard (0.3 M sodium nitrate for (dCp)5 and
cytosine peaks are denoted by an asterisk (*).
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Figure 3.5: Resonance Raman spectra of (dAp)5 (0.3mM) and 2’-deoxyadenosine
(2-Ad) (3mM) excited at 266 nm. The internal standard (0.1 M sodium nitrate 0.3
M sodium nitrate for 2-deoxyadenosine peaks are denoted by an asterisk (*).
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Figure 3.6: Resonance Raman spectra of different homopentamers excited at 266
nm. The internal standard (0.3 M nitrate for (dCp)5 and 0.1 M nitrate for (dAp)5,
(dGp)5 and (dTp)5) peaks are denoted by an asterisk (*) in each spectrum. The
resonance Raman spectra are normalized with respect to the most intense peak in
each spectrum. Spectra have been offset along the y-axis for clarity.
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Figure 3.7: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dTp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters of Table 3.1. The differences between the experimental and
simulated spectra at higher energies are other higher energy transitions which are
not modeled in the equation.
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Figure 3.8: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dTp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table 3.1.
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Table 3.1: Harmonic mode parameters for (dTp)5

Modea

(cm-1) Mode assignmentb
β/ħ 

(cm-1) 
1190 ν(C2N3) [21], be(C6H12) [20], be(N1H7) [-16], ν(N3C4) [-12], ν(C6N1) [-11] 190.4 

1240 ν(C5Me) [29], νC6N1) [-21], ring def 1 [12], ν(N1C2) [10], ν(C4C5) [-10], ν(C2N3) [-8] 248.0 

1375 be(C6H) [42], ν(C5C6) [12], ν(N1C2) [9], ν(C2N3) [-9] 275.0 

1417 ν(C2N3) [15], ν(C4C5) [13], CH3 umb [11], be(N1H) [9], ν(N1C2) [-8], be(C4O) [7], be(C2O) [7], ring def 2 [-6], be (N3H) [-6] 170.0 

1480 ν(C4C5) [24], ν(N1C2) [13] 88.8 

1664 ν(C5C6) [61], be(C6H) [13], ν(C6N1) [-8], ν(C5Me)[-5] 366.1 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def - deformation, γ - out-of-plane bending and be - in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3 :temperature, T = 298 K, zero-zero 
energy, E0 = 35700 cm-1, Gaussian homogeneous linewidth, ΓG = 1800 cm-1, inhomogeneous linewidth, θ = 1150 cm-1, transition length, M = 1.50 
Å, and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Figure 3.9: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dGp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters of Table 3.2. The differences between the experimental and the
simulated spectra at higher energies are other higher energy transitions which are
not modeled in the equation.
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Table 3.2: Harmonic mode parameters for (dGp)5

Modea

(cm-1) mode assignmentb
β/ħ 

(cm-1) 
1240 ν(N7C8) [+19], be(C8H) [-24] 93.0 

1340 ν(N7C8) [-26], ν(N1C6) [-25], ν(N5N7) [+16] 241.2 

1410 ν(C4N9) [-33], ν(C5N7) [-24] 126.9 

1480 be(C8H) [+40], ν(C8N9) [-32], ν(N7C8) [+21] 207.2 

1580 ν(N3C4) [-30], ν(C4C5) [+24], ν(C5N7) [-16] 268.6 

1650 ν(C6O) [+48], ν(C5C6) [-21], be(N1H) [-11], ν(C4C5) [+11], ν(N1C6) [-10] 181.5 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def - deformation, γ - out-of-plane bending and be - in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3 :temperature, T = 298 K, zero-zero 
energy, E0 = 36800 cm-1, Gaussian homogeneous linewidth, ΓG = 1800 cm-1, inhomogeneous linewidth, θ = 900 cm-1, transition length, M = 1.46
Å, and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Figure 3.10: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dGp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table 3.2.
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Figure 3.11: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dCp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters in Table 3.3. The differences between the experimental and
the simulated spectra at higher energies are due to other higher energy transitions
which are not modeled in the equation.
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Figure 3.12: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dCp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table 3.3.
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Table 3.3: Harmonic mode parameters for (dCp)5

Modea

(cm-1) mode assignmentb
β/ħ 

(cm-1) 
780 def(C2O7) [74], def(C4N8) [8] 117 

1250 be(N1C6H) [19], n(N1C6) [18] 300 

1290 ν(C2N3) [38], ν(C4N8) [13] 206.4 

1360 ν(C4N8) [18], be(C5C6H) [17] 217.6 

1410 be(C6N1H1) [30], ν(C6N1) [-19], ν(N3C4) [11] 253.8 

1530 ν(C4N8) [17], ν(N3C4) [14] 168.3 

1660 ν(C2O7) [76] 298.8 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def - deformation, γ - out-of-plane bending and be -in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3: temperature, T = 298 K, zero-zero 
energy, E0 = 34400 cm-1, Gaussian homogeneous linewidth, ΓG = 2100 cm-1, inhomogeneous linewidth, θ = 1200 cm-1, transition length, M = 1.66 
Å, and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Figure 3.13: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dAp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters from Table 3.4. The differences between experimental and
simulated spectra at higher energies are due to other higher energy transitions which
are not modeled in the equation.
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Figure 3.14: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dAp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table 3.4.

82



Table 3.4: Harmonic mode parameters for (dAp)5.
Modea

(cm-1) mode assignmentb
β/ħ 

(cm-1) 
726 be(N7C8N9) [19], ν(N9C'1) [-14], be(C5N7C8) [12], be(C4N9C8) [11] 50.8 

1310 ν(N9C8) [30], ν(N3C2) [14], be(C8H) [14] 124.4 

1335 ν(N7C5) [-39], ν(C8Ν7)[12] 206.9 

1410 ν(C4N9) [44], be(C8H)[-15] 84.6 

1480 be(C2H) [-29], ν(N9C8) [-19], be(C8H)[15] 155.4 

1575 ν(C4C5) [48], ν(C4N3) [-31] 126.0 

1660 be(NH2)[73], ν(C5C6) [15], ν(C6N10) [14] 83.0 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def deformation, γ - out-of-plane bending and be - in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3 :temperature, T = 298 K, zero-zero 
energy, E0 = 36000 cm-1, Gaussian homogeneous linewidth, ΓG = 2450 cm-1, inhomogeneous linewidth, θ = 750 cm-1, transition length, M = 2.16 
Å, and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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A complete mode assignment and the corresponding excited-state slope (β/ℏ) is

given in Table 3.3. Most of the intense modes in cytosine are observed in the

resonance Raman spectra of (dCp)5 as well. The low frequency, less intense modes

at 550 cm−1, 595 cm−1, 950 cm−1 and 1115 cm−1 in cytosine are not observed

in (dCp)5. The 1290 cm−1 (C2-N3 stretch) mode is the most intense band in

cytosine but the 1250 cm−1 (N1C6H12 bend) mode is the most intense one in the

homopentamer and the next intense band is the C2=O7 stretch mode at 1660 cm−1.

The resonance Raman spectra of (dCp)5 at different excitation wavelengths are given

in Figure A.3 in Appendix A.

The resonance Raman spectra of (dAp)5 in Figure 3.5 is similar to the reso-

nance Raman spectra of 2’-deoxyadenosine (Ade). [53] The mode assignment is done

by comparing our results with previously reported 2’-deoxyadenosine mode assign-

ments. [44,54] For (dAp)5, the 1660 cm−1 mode is assigned to the NH2 bend, while the

1480 cm−1 mode is mainly from the C2H bend. Other observed vibrational modes

are at 1410 cm−1 (C8-N9 stretch), the most intense mode at 1340 cm−1(N1C2,

C5N7 stretches), the 1310 cm−1 mode (C8N9 stretches), and the mode at 730 cm−1

(imidazole ring deformations). A complete mode assignments and the correspond-

ing excited-state slope (β/ℏ) is given in Table 3.4. The resonance Raman spectra of

(dAp)5 at different excitation wavelengths are given in Figure A.4 in Appendix A.

Figures 3.7, 3.9, 3.11 and 3.13 show the experimental and simulated absorption

spectra of (dTp)5, (dGp)5, (dCp)5 and (dAp)5 respectively. Figures 3.8, 3.10, 3.12

and 3.14 show the resonance Raman excitation profiles of (dTp)5, (dGp)5, (dCp)5

and (dAp)5, respectively. All the absorption spectra, except that of (dGp)5, have a

well-defined absorption band around 260 nm similar to the respective nucleobases.

There is generally good agreement between the experimental and the simulated

absorption spectra. The deviation between the experimental and the calculated

absorption spectra at higher energies is due to the fact that the higher energy

electronic absorptions are not modeled in the simulation. The difference between

the experimental and the simulated absorption spectra at lower energies may be due

to other lower energy transitions which are also not modeled in the simulation. The

difference between the experimental and simulated spectra of (dGp)5 may be due to

the presence of impurities. The experimental resonance Raman cross-sections for all

the pentamers fit reasonably well with the calculated excitation profiles. The height

of each homopentamer excitation profile directly reflects the excited-state geometry
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change for that mode, which are given in Table 3.1, 3.2, 3.3 and 3.4.

The resonance Raman spectra of different homopentamers at different excitation

wavelengths (Appendix A) are similar to the resonance Raman spectra of the

corresponding nucleobases. There are no changes in the frequencies or relative

intensities of the peaks observed at different excitation wavelengths (Figures A.1,

A.2, A.3 and A.4, Appendix A), indicating that all the resonance Raman spectra

are enhanced by a single electronic transition. The relative intensities of the modes

in the monomer and the polymer are comparable.

The relative intensities of the modes in the monomer and the polymer are

comparable, with the most intense modes in Ade seen in (dAp)5 as well, but some

less intense Ade modes are not observed at all in (dAp)5. The resonance Raman

excitation profiles for (dAp)5 in Figure 3.12 show a good fit of simulated resonance

Raman excitation profiles with the experimental cross-sections. The experimental

cross-sections for (dAp)5 at 275 nm are higher than the calculated cross-sections,

suggesting another electronic transition resulting in resonance enhancement at lower

energy changing the enhancement pattern. The non-zero extinction coefficient at

higher wavelength in the absorption spectrum supports this interpretation. The

resonance Raman cross-sections and relative slopes (forces) in the excited state are

similar in both Ade and (dAp)5.

Figure 3.12 shows the resonance Raman excitation profiles for different modes

of (dCp)5 where the simulated excitation profiles fit well with the experimental

cross-section for the 1530 cm−1, 1250 cm−1 and 780 cm−1 modes. The resonance

Raman excitation profiles do not exactly fit the distribution of the experimental

data points for the other modes, but do account for the heights of the experimental

cross-sections. This is a reasonable estimation of the excited-state slopes for different

modes, because it is the height of the excitation profiles that determines the excited-

state slope, when other parameters are fixed. The 1660 cm−1 mode shows a

reasonably good fit with the experimental cross-section, except for the 250 nm cross-

section. The modes at 1360 cm−1 and 1410 cm−1 show a different enhancement

pattern, suggesting an enhancement from a different electronic transition, and were

not considered further. The two modes in cytosine around 1650 cm−1 appear as

a single mode in the homopentamer. The relative changes in the excited-state

geometry along different vibrational coordinate are similar to that of cytosine.

The resonance Raman excitation profiles for different modes of (dGp)5 are shown
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in Figure 3.10. There is a reasonably good agreement between the experimental data

points and calculated resonance Raman excitation profiles, except for the 1240 and

1410 cm−1 modes, where the experimental cross-sections are lower at the 266 and

257 nm excitation wavelengths. This could be due to the relative lower intensity of

these two modes and possible errors in processing the spectra.

The resonance Raman excitation profiles for (dTp)5 are shown in Figure 3.8.

All modes except for the 1410 cm−1 mode show a reasonable agreement between

the resonance Raman cross-sections and the simulated resonance Raman excitation

profile. The experimental cross-sections for the 1410 cm−1 modes are high for the

excitation wavelengths, which may be due to the fact that that particular mode is

enhanced by a different electronic transition.

Two models were used to fit each homopentamer absorption spectrum and

resonance Raman excitation profile. For the first model, parameters similar to

that of each monomer were used, with lower excited-state slopes for each mode than

the corresponding nucleobases. These lower excited-state slopes were necessary to

simulate the absorption and resonance Raman excitation profile with comparable

broadening to that of the nucleobases. A comparison of the other fitting parameters

for model one used in Equation 3.2 and Equation 3.3 for the hompentamers and

the parameters for respective nucleobase/nucleosides are given in Table 3.5. The

zero-zero energy (E(0)) for the homopentamers are similar to the corresponding

monomers, except for (dCp)5 in which it is at lower energy. The trend is seen in the

experimental absorption spectrum as well. The transition length (M) increased by a

factor of 2-2.5 for all the hompolymers with respect to the monomers. Comparable

inhomogeneous and higher homogeneous broadening with respect to the monomers

is obtained for all the homopentamers. The calculated excited-state slopes for each

homopentamer is lower than the corresponding modes in the monomer. Another

interesting outcome of the simulation is that there is not as much difference in the

excited-state slopes between different modes in the homopentamer as seen in the

monomers.

A second model (see Appendix A), with a higher homogeneous broadening, a

lower inhomogeneous broadening and highly red-shifted zero-zero energies with re-

spect to the monomers was used to reproduce the experimental absorption spectra

and resonance Raman excitation profiles. This model had higher excited-state slopes

than model 1. A homogeneous broadening of 50-80 cm−1 and inhomogeneous broad-
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ening of 3500 cm−1 in model 2 seemed unreasonable compared to the broadening

observed in the monomers and this model was not pursued any further.

3.4 Discussion

Initial excited-state structural dynamics. An accurate description of the vibra-

tional modes is a prerequisite for understanding the initial excited-state dynamics

of homopentamers using resonance Raman spectroscopy. Unfortunately no vibra-

tional assignments have been done for any of the homopentamers. But the vibra-

tional assignments and resonance Raman studies are reported for the nucleotide

monomers. [30,35,42,53] So those reported vibrational frequency assignments are used

in further discussion. Though there were studies on the Raman signature of ge-

nomic DNA, those studies only show that the intensity and frequencies are sensitive

to base sequences, they do not provide any insight into the excited-state structural

dynamics. [55]

Thymine photochemistry is well known and the initial excited-state dynamics

correlate well with the formation of the cyclobutyl pyrimidine (CPD), 6-4 pyrimidine

pyrimidinone photoproduct and the photohydrate with the partitioning of dynamics

between the C5=C6 stretch and the C5, C6 pyramidalization coordinates. [33,42] Most

of the changes occur around the C5 and C6 atoms, and are reflected in its initial

excited-state structural dynamics. The change of C5=C6 in the ground state to

C5-C6 in the excited state and the hybridization change from sp2 to sp3 are all

observed in the most intense resonance Raman modes. The highest excited-state

slopes obtained for the 1660 (C5=C6 stretch), 1380 (C6H bend) and 1240 cm−1

(C5Me stretch) modes, all lie along the photochemical active mode.

The (dGp)5 homopolymer shows very similar excited-state structural dynamics

to that of 2’-deoxyguanosine. Formamidopyrimidine, 8-oxo-dG and oxazolone

are the three main UV photoproducts for guanosine. [56] An examination of the

photoproducts shows changes around the C8 and N7 atoms in all the guanosine

photoproducts. A higher excited-state slope along the 1480 (C8H bend) 1340

(N7C8 stretch) and 1580 cm−1 (N3C4 stretch) indicates that the initial excited-

state dynamics are oriented along the photochemically active modes and support

the formation of oxidative photoproducts in (dGp)5. Guanosine has the lowest

oxidation potential among all the nucelobases, and should lose an electron during

oxidative damage. The loss of an electron from the HOMO (π antibonding
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orbital) will increase the bond order and a corresponding shortening of bonds in

the ring structure is expected during charge transfer. [52] It has been found from

computational calculations that there is a hybridization change of the exocyclic

amino group from partial sp3 geometry to a planar geometry in guanosine. [57] A

shortening of the N1C2, N3C4, C5N7, C6O11, and C8N9 and lengthening of C2N3,

C4C5, C5C6, N7C8 are expected in guanosine in the charge transfer state. [35]

Similar changes are expected in the homopentamer of guanosine as well. The

observed initial excited-state structural dynamics along different modes supports

charge transfer oxidation state formation. The resonance Raman spectra and the

resonance Raman excitation profiles confirm that the initial excited-state structural

dynamics of the (dGp)5 homopentamer lie along the photochemical and oxidative

reaction coordinates similar, to 2’-deoxyguanosine. [35]

In cytosine, there are two separate bands at 1630 cm−1 and 1650 cm−1 that

appear as a single mode in (dCp)5 and are expected to have the character of both

the 1630 cm−1 and 1650 cm−1 modes. The 1630 cm−1 mode in cytosine was assigned

to the stretch along the C5=C6 bond and the 1650 cm−1 mode to C2=O7 stretch.

The two most intense modes, 1250 cm−1 (N1C6H12 bend and N1-C6 stretch)

and 1660 cm−1 are modes that project on the photochemical reaction coordinate.

The 1285 cm−1 mode (C2-N3 and C4-N8 stretches) shows the highest excited-

state slope in cytosine, but that vibrational mode does not lie along the reaction

coordinate. In the homopentamer, the 1250 cm−1 mode is of highest intensity and

lies along the photochemically active reaction coordinate. The change in relative

intensities between the 1250 cm−1 peak and 1290 cm−1 peaks in the homopentamer

with respect to the 1225 cm−1 and 1285 cm−1 peaks, respectively, in cytosine

show a change in the distribution of excited-state slopes between two modes in

(dCp)5. This change in potential energy distribution between the monomer and the

homopentamer can be attributed to the effect of the N1 mass. A similar trend was

seen with N-methylthymine. [42] A higher excited-state slope in the homopentamer

compared to cytosine along the 1250 cm−1 photochemical active mode suggests

that the initial drving force is more oriented along that photochemically active

coordinate in the homopentamer. The most common cytosine photoproduct being

the photodimer, the initial excited-state structural dynamics of (dCp)5 are in

line with the expected photochemistry. The relative intensity change along the

1250 and the 1290 cm−1 modes between the monomer and the pentamer may
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change the relative distribution of the photochemical quantum yield of the different

photoproducts.

Table 3.5: Comparison of different fitting parameters of homopentamer and the
corresponding nucleosides or nucleobases.

aThe parameters for 2’-deoxyadenosine are taken  from reference 52, bThe parameters for 2’-
deoxyguanosine are from reference 25, cThe parameters for 2’-deoxyadenosine are taken  from 
reference 20 , dThe parameters for 2’-deoxyadenosine are from reference 42.

 

(dAp)5 dAa (dGp)5 dGb (dCp)5 Cc (dTp)5 Td

E0 energy (cm-1
) 36000 36200 36800 35750/37600 34400 35900 35700 35650

M (Å) 2.16 0.83 1.46 0.0.56/0.83 1.66 0.61 1.5 0.79

ΓG (cm-1) 2450 1800 1800 1050/1650 2100 185 1800 1150

θ (cm−1
) 750 800 900 900 1200 1150 1150 1320

The main photoproduct of adenosine is the photodimer formed as a result of the

(2π + 2π) cycloaddition reaction at the N7=C8 of the 5‘adenine and the C5=C6

on the 3‘ adenine. With the known photochemistry of adenine [1] one would expect

to see higher excited-state dynamics along the N7=C8 and C5-C6 mode stretching

as the hybridization of the atoms changes from sp2 to sp3 in the photoproduct and

corresponding changes in the bonds associated with N7, C8, C6 and C5 atoms. Also,

a change along the C4-C5 bond is expected as the double bond resonates between

the C4-C5 and the C5-C6 bonds. The highest intensities are observed along the

C5-N7 and N7=C8 stretching modes (1335 cm−1), N9-C8 stretch (1310 cm−1 and

1480 cm−1), the C4=C5 stretching and C4-N3 stretching (1575 cm−1) and C5-C6

stretching mode (1660 cm−1). These modes lie along the photochemically active

coordinates, and are consistent with the excited-state structural dynamics being

coincident with the photochemical reaction coordinate.

All the homopentamers reported here show that the excited-state structural

dynamics are similar to their respective nucleotide monomers. However, the excited-

state slopes in the pentamers are lower than in the monomers. Though not all

vibrations are seen in the resonance Raman spectra, the homopentamers have a large

number of vibrational modes compared to the nucleobases. This decrease in excited-

state slopes can be attributed to the presence of a large number of low intensity

modes that shift the excited-state slopes away from single modes. This is also evident

from the large homogeneous broadening compared to the nucelotide monomers.
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The smaller excited-state slopes of different modes in the homopentamers compared

to larger excited-state slopes in the monomers may result from the constrained

geometry change in the homopentamers between the ground and excited electronic

states at the Frank-Condon geometry. This geometry constraint may arise from

steric hindrance induced by the polymeric structure and the base stacking. These

geometry constraints introduce an additional potential energy surface on the modes,

with zero slope at the Franck-Condon geometry, reducing the apparent slope of

the excited-state potential energy surfaces. Such lower excited-state slopes are

consistent with computations. [58] Helix stacking may constrain the change in the

excited-state slopes by base interaction and thus the intensity of resonance Raman

modes.

A 2 to 2.5 fold increase in the transition length is observed in the homopentamers

compared to the monomers. This increase can be attributed to the increase in the

extinction coefficient of the homopentamer compared to the nucleotide monomers

(Table 3.5. The extinction coefficients of the homopentamers are about 4-6 times

higher than that of the corresponding monomers and the 2-2.5 increase in transition

length is consistent with that.

Broadening. The total broadening for the homopentamers is higher than the

total broadening in the corresponding monomers in the model used to fit the absorp-

tion and the resonance Raman excitation profiles (Table 3.5). Both homogeneous

and inhomogeneous linewidths contribute to the observed spectral widths. Homo-

geneous broadening for the nucleic acids and their derivatives are mainly due to

solvent-induced dephasing, with population decay playing a much more minor role.

The increase in homogeneous linewidths for the different homopentamers compared

to the respective monomers is consistent with the increase in size of the molecules,

suggesting an increase in the solvent-induced dephasing, which may result from the

migration of excitons in the polymeric structure. The presence of more modes with

low intensity may give rise to the broadening. With the increase in size on go-

ing from the nucleobase to homopentamer, the increase in size will result in better

solvent interactions and the solvent induced dephasing. The different types of in-

teraction between the nucleotide units and the solvent may also contribute to the

decrease in the excited-state slopes in the homopentamers. The increase in the

total broadening also supports this trend. The comparison of initial excited-state

structural dynamics of homopentamers and monomers reveals that the photochemi-
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cally active modes are similar in homopentamers and the corresponding monomers.

Constraints on the possible geometry changes due to the polymeric structure and

solvent interaction and base stacking also contribute to the low excited-state slopes

observed in homopentamers. This lower-energy multidimensional potential energy

surface in the homopentamer compared to the monomers in the initial 10-30 fs after

photon absorption can be thus from the presence of dark, non-resonant vibrational

modes, geometry constraints and fast molecular dephasing. The increase in size

of the molecule will result in an increase in the number of collisions between the

molecule and solvent, thus causing an increase in the rate of dephasing, contributing

to the greater homogeneous broadening. The higher homogeneous broadening model

is in line with the expected trend seen with other systems like thymine where the

homogeneous broadening show an increase from thymine to thymidine monophos-

phate. [42]

Inhomogeneous linewidths arise from a distribution of energies of different

solvent interacting structures. The inhomogeneous linewidth for the different

homopentamers are similar to that of their respective monomers. This suggests

a similar energy distribution for different solvent interacting structures in both

the homopentamers and the monomers. This can be interpreted in two ways.

A similar number of solvent interacting structures in both polymer and monomer

with similar energy distribution, suggesting a similar solvent interaction for both.

Or a larger number of solvent interacting structures in homopentamer which are

still energetically within the width of the inhomogeneous broadening. Considering

the size of the monomers and homopentamer solvent complexes and probable sites

for solvent interaction, the number of solvent interacting species is expected to be

higher in the polymer. So a very large number of very similar energy solute-solvent

complexes are more likely to account for the inhomogeneous linewidth.

3.5 Conclusions

The resonance Raman spectra of the homopentamers of the nucleotides at different

excitation wavelengths were obtained. The results presented here clearly demon-

strate that the initial excited-state structural dynamics of the homopentamers are

similar to that of the respective nucleotides, but with lower excited-state slopes.

The increase in the broadening is consistent with the increase in the number of vi-

brational degrees of freedom and increase in the size of the molecule compared to
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corresponding monomers. The calculated 2-2.5-fold increase in the transition length

is also consistent with the 4-6 times increase in the extinction coefficient with respect

to the monomers. The smaller changes in the excited-state structural dynamics and

the narrow distribution of excited-state slopes in each homopentamer compared to

the monomer suggests that the potential energy surface is shallower due to increase

in the number of degrees of vibration freedom. These findings indicates that the

initial excited-state geometry changes are somewhat restricted by the polymeric

structure in homopentamers.
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Chapter 4

UV-Induced miRNA Damage
on a Microarray Platform

4.1 Introduction

The genetic materials, deoxyribonucleic acid (DNA) and ribonucleic acid (RNA)

are exposed to different exogenous and endogenous factors which adversely affect

their structure and function. Ultraviolet (UV) radiation is one of the more

important nucleic acid damage agents, forming photoproducts which may cause

mutagenesis, carcinogenesis and cell death. The main DNA photoproducts formed

on UV exposure are cyclobutyl pyrimidine dimers (CPDs), 6-4 photoproducts and

photohydrates. [1]

Many methods such as polymerase chain reaction (PCR) amplification [2,3], cap-

illary gel electrophoresis [4–6], mass spectrometry [7–9], electrochemical methods [10,11],

HPLC [10,11], fluorescence spectroscopy [12–16] and absorption spectroscopy [16–19] have

been used to identify and quantify DNA damage. Although each of these methods

have particular advantages, they can analyze no more than a few samples at a time.

DNA microarrays have been used to study gene expressions and changes in

gene expression profiles in different cell states for large numbers of genes simulta-

neously [20,21]. Initially developed as a method to study differential gene expression

from RNA, the fast advancement and refinement in microarray technology has made

it a very widely used technique. [22,23] This platform can study a large number of nu-

cleic acid samples simultaneously. [22] Expression of different sets of transcripts from

different tissues, different stages of development, different diseases, different genetic

background or different experimental conditions can be studied simultaneously.

Microarray technology is being used in almost all fields where analysis of a large
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population of nucleic acids or proteins is a necessity. The multiplexing capability of

microarrays is being exploited in the pharmaceutical industry to study the effect of

drugs, and to identify drug targets and mechanisms. [24] Microarrays are also being

used as a diagnostic tool in identifying diseases, and monitoring the progression and

response to drugs, especially in cancer treatments. [20,25–27]

Fluorescence-based detection techniques have high sensitivity and are widely

used for in situ and in vitro applications [28,29]. Molecular beacons, first developed

by Tyagi et al., are stem-loop oligonucleotide hairpins with a fluorophore on one

end and a quencher on the other end [30]. Molecular beacons fluoresce in the

presence of a complementary target sequence. Fluorescent hairpin probes are similar

to molecular beacons, but have no quencher. Molecular beacons and fluorescent

hairpin probes have been successfully used in both solution and microarrays to

detect single nucleotide polymorphisms (SNPs). [31–35] The stem-loop structure of

molecular beacons and hairpin probes provides a fine balance between the stability

of the stem-loop structure and the competing probe-target hybrid to improve the

probe specificity, enabling single-base discrimination [36,37]. Molecular beacons have

been successfully used in detecting UV-induced photodamage in single-stranded

oligonucleotides [38]. So we have tried to combine the multiplexing capability of

microarrays and the high sensitivity of the hairpin probes to study UV damage in

large numbers of nucleic acids simultaneously.

In this Chapter, I measured the kinetics of UV-induced damage for different

sequences of microRNAs (miRNAs) using a microarray platform. MicroRNAs are

small, single stranded, 21-24 nucleotide endogenous RNAs that regulate gene expres-

sion through sequence-specific translational repression and mRNA degradation. [39]

These miRNAs recognize their mRNA targets by sequence complementarity and

play an important role in different biological processes, such as development, cell

proliferation, differentiation, and apoptosis. Many miRNA genes are found at fragile

sites in the genome or in genomic regions that are commonly amplified or deleted in

human cancer. [40] Expressions of different miRNAs were found to be deregulated in

malignant tumors and tumor cell lines compared to normal tissues. Thus miRNAs

are thought to be important in cancer. [41] Since miRNAs play an important role in

controlling gene expression, a change in the level of miRNA, or damage to miRNA,

may affect the gene expression profile of a cell. [42] Therefore, it is important to

study the effect of UV-induced damage on different sequences of miRNAs. We have
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Figure 4.1: Schematic showing molecular beacon based nucleic acid detection where
the fluorescent probe (F) and quencher (Q) are forced apart resulting in fluorescence
for the probe.
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measured here the susceptibility to UV light of different miRNA sequences associ-

ated with breast cancer. The main aim of this work is to understand the sequence

dependence of DNA/RNA damage kinetics. This work shows that the UV-induced

damage kinetics is different for different miRNA sequences.

4.2 Experimental

The miRNAs, hairpin probes and internal standards were synthesized, labeled and

purified by Integrated DNA Technologies (IDT) Inc. (Coralville, IA, USA). The

miRNAs were purified by IDT using standard desalting and the fluorescently-labeled

oligonucleotides (hairpin probes and internal standards) by HPLC. Bovine serum

albumin (BSA) and sodium dodecyl sulphate (SDS) were obtained from Sigma-

Aldrich Canada Ltd. (Oakville, ON, Canada), sodium citrate and sodium phosphate

monobasic monohydrate from Fisher Scientific (Ottawa, ON, Canada), sodium

phosphate dibasic heptahydrate from EMD Chemicals Inc. (Gibbstown, NJ, USA),

Tris buffer from ICN Biomedicals Inc. (Aurora, OH, USA), and sodium chloride from

ACP Chemicals Inc. (Montreal, QC, Canada). Epoxide-coated microarray slides

used were obtained from Corning Inc. Life Sciences (Tewksbury, MA, USA). The

miRNAs and internal standards were diluted with nanopure water from a Barnstead

water filtration system (Boston, MA) and the probes were diluted with Tris buffer

(10 mM Tris, 5 mM MgCl2).

Designing target and probe. The miRNA targets and internal standard

sequences were modified at the 5’ end with a C6-linked amino group. The loop

and roughly half of the stem of the hairpin probe was complementary to the target

miRNA. The sequences of different miRNA targets and corresponding probes used

in this study are given in Tables 4.1 and 4.2, respectively. The hairpin probes

were designed in such a way that the melting temperature of the hairpin stem

is 5-8◦ C above the melting temperature of the miRNA-probe hybrid. Either 6-

carboxyfluorescein (6-FAM) or cyanine 5 (Cy5) was attached to the 5’ end of the

hairpin probe. The internal standards used in these experiments were 7-8 nucleotides

and the sequences were chosen in such a way that they do not have any thymine or

uracil nucleotides.

Sample preparation. Printing solutions containing miRNA targets and

internal standard were prepared by mixing the required amounts of 100 µM target

stock solutions, 25-50 µM internal standard stock and 450 mM phosphate buffer to
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Table 4.1: miRNA sequences used in this work

Sequence no Namea miRNA sequenceb

1 hsa-miR-181b-1 5'-/5AmMC6/-AAC AUU CAU UGC UGU CGG UGG GU-3'

2 hsa-miR-100 5'-/5AmMC6/-AAC CCG UAG AUC CGA ACU UGU G-3'

3 hsa-miR-29b-2 5'-/5AmMC6/-UAG CAC CAU UUG AAA UCA GUG UU-3'

4 hsa-miR-21   5'-/5AmMC6/-UAG CUU AUC AGA CUG AUG UUG A-3'

5 hsa-miR-125b-1 5'-/5AmMC6/- UCC CUG AGA CCC UAA CUU GUG A -3'

6 hsa-let-7f-1     5'-/5AmMC6/-UGA GGU AGU AGA UUG UAU AGU U-3'

7 hsa-let-7a-2   5'-/5AmMC6/-UGA GGU AGU AGG UUG UAU AGU U-3'

8 hsa-let-7g     5'-/5AmMC6/-UGA GGU AGU AGU UUG UAC AGU U-3'

9 hsa-miR-155    5'-/5AmMC6/-UUA AUG CUA AUC GUG AUA GGG GU-3'

10 hsa-miR-145 5'-/5AmMC6/-GUC CAG UUU UCC CAG GAA UCC CU-3' 

11 hsa-miR-10b 5'-/5AmMC6/-UAC CCU GUA GAA CCG AAU UUG UG-3' 

12 hsa-miR-17 5'-/5AmMC6/-CAA AGU GCU UAC AGU GCA GGU AG-3' 

13 hsa-miR-27b 5'-/5AmMC6/-UUC ACA GUG GCU AAG UUC UGC-3'
aSequence names are taken from the miRNA database- http://www.mirbase.org/, ‘hsa’ denotes Homo 

sapiens, ‘let’ denotes lethal and ‘miR’ denotes miRNA. bAll nucleotides listed here are ribonucleotides, 
‘5AmMC6’ denotes the heptyl amine linker at the 5’ end of the miRNA oligonucleotide.
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Table 4.2: DNA probe sequences used in this work

Sequence no. Probe sequence 

1 5'-/ TTG CAC CCA CCG ACA GCA ATG AAT GTT GGG TGC AA /F/-3' 
2 5'-/ TTG CAC AAG TTC GGA TCT ACG GGT TTT GTG CAA /F/-3' 
3 5'-/ TTG AAC ACT GAT TTC AAA TGG TGC TAG TGT TCA A /F/-3' 
4 5'-/ TTG TCA ACA TCA GTC TGA TAA GCT AGT TGA CAA /F/-3' 
5 5'-/ TTG CTC ACA AGT TAG GGT CTC AGG GAT TGT GAG CAA /F/-3' 
6 5'-/ TTT CAA CTA TAC AAT CTA CTA CCT CAT AGT TGA AA /F/-3' 
7 5'-/ TTG CAA CTA TAC AAC CTA CTA CCT CAT AGT TGC AA /F/-3' 
8 5'-/ TTG CAA CTG TAC AAA CTA CTA CCT CAA GTT GCA A /F/-3' 
9a 5'-/ TTA CAC CCC TAT CAC GAT TAG TAG CAT TAA GGG TGT AA /F/-3' 
9b 5'-/ TTG ACC CCT ATC ACG ATT AGC ATT AAG GGT CAA / F/-3' 
10 5'-/ TTG AGG GAT TCC TGG GAA AAC TGG ACT CCC TCA A /F/-3' 
11 5'-/ TTG CCA CAA ATT CGG TTC TAC AGG GTA GTG GCA A / F/-3' 
12 5'-/ TGG CCT ACCTGC ACT GTA AGC ACT TTG TAG GCC A /F/-3' 
13 5'-/ TTG GCA GAA CTT AGC CAC TGT GAA CTG CCA A /F/-3' 

    
/F/ refers to the fluorophore (6-FAM or Cy5) FAM stands for carboxyfluorescein and Cy5 denotes 
cyanine 5. The fluorophore was different for different experiments. The underlined nucleotides at the 3’ 

and 5’ ends indicate the bases that form the stem of the hairpin probes.  
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get a final concentration of 50 µM targets in 150 mM phosphate buffer at pH 8.4.

The concentrations of internal standard were varied from 1 to 5 µM for different

experiments and for different internal standards. The internal standard dyes used

were Cy5 and FAM. All the solutions printed on a slide had a constant concentration

of internal standard. The probe solutions were prepared by diluting a stock solution

of probe (50-100 µM) in Tris buffer (10 mM Tris, 5 mM MgCl2, pH 7.6) to get a final

probe concentration of 5-8 µM for each probe. BSA wash solution was prepared by

diluting 20×SSC (3 M NaCl, 0.3 M sodium citrate), 10% Sodium dodecyl sulfate

(SDS) and bovine serum albumin with nanopure water to get a final concentration

of 5×SSC, 0.1% SDS and 0.2% BSA. Wash 1 solution is 0.1×SSC and was prepared

by a 200× dilution of 20×SSC. Wash 2 solution is 0.2% SDS and 2×SSC, which

is prepared by mixing appropriate volumes of 20×SSC and 10% SDS and diluting

with nanopure water. All the solutions were filtered through a 0.22 µm Millipore

membrane filter prior to use.

Methods. Solutions were spotted on an epoxide-coated microarray slide using

stealth spotting pins (SMP3) from Arrayit Corporation (Sunnyvale, CA, USA) with

a GeneMachine Omni Grid 100 arrayer from Genomic Solution (Ann Arbor, MI,

USA) housed in the Microarray and Proteomics Facility, University of Alberta.

The design of the slides and number of pins were varied for different experiments.

The printed solutions were allowed to dry and typical spot diameters were 100-150

micrometers.

The slides were first scanned in the internal standard channel to ensure the

quality of the printing. The scanning of the slides was done using either an

Arrayworx biochip reader from Applied Precision (Issaquah, WA, USA) or Genepix

4000 B microarray scanner from Molecular Devices (Sunnyvale, CA, USA). For the

Cy5 channel the excitation wavelength was 635 nm with 30 nm band pass and the

emission was recorded at 685 nm with bandpass filter cut-offs of 655 nm and 695

nm. Similarly, the FAM channel was excited with light of 480 nm with a bandpass

of 30 nm and the emission was recorded at 530 nm with a bandpass of 40 nm.

Subsequently the slides were treated with preheated BSA wash solution at 42◦ C

for 1 hour to block unreacted sites on the slide and subsequently washed 5 minutes

each with three sets of wash 1 solution and nanopure water. The slides were then

dried by centrifuging at 1400 rpm for 6-9 minutes and transferred to a Corning slide

holder (Corning model 40082), purged with nitrogen and sealed air tight. The slides
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were again scanned in the internal standard channel.

The scanned slides were transferred to an altered Corning slide holder where one

side of the slide holder was removed to enable slide exposure to light. A sliding metal

block was used to control the exposure of the microarray slide to UV light. Different

irradiation periods for different subarrays of the microarray were achieved by moving

the sliding metal block after each interval. The whole assembly was painted black

to minimize reflection and to maximize the opacity of the system. UVC irradiation

of the microarray was carried out in a Luzchem EDU/DEV photoreactor (Ottawa,

ON, Canada). The microarray irradiations were performed using 4 UVC lamps (8

watts) fitted at the top of the chamber. The chamber was purged with nitrogen

during the entire irradiation period. For some of the experiments discussed here,

a custom-made, fully automated slide mover was used. This remote slide mover

(RSM) exposed different subarrays to different preset periods of time according

to programmed instructions. For all experiments, two control slides were used, one

slide inside the irradiation chamber fully covered (dark control) and one unirradiated

slide in a desiccator (desiccator control).

After irradiation, the slides were hybridized. The probe solution was prepared

by mixing equal amounts of each probe and diluting with Tris buffer to the required

concentration (5-8 µM). The probe solution was annealed by heating the final

solution to 80-85◦ C and slowly cooling down to room temperature. Each microarray

slide was kept inside a Corning 2551 hybridization chamber (Nepean, ON, Canada)

and two hybridization methods were used, depending upon the type of cover slip

used. In the first method, three aliquots of 30 µL probe solution were pipetted on

the microarray at equal distances along the length of the slide and the slide was

subsequently covered with a hybrid-slip (Sigma-Aldrich H0784-100EA) put into a

hybridization chamber, and incubated at 32◦ C in the dark for 16 hours. When the

Combi-lifter cover slip was used, the cover slip was put on top of the microarray slide

first and the 60 µL probe solution was pipetted along the bottom of the coverslip.

The slides were treated with preheated (40-42◦ C) wash 2 solution after hy-

bridization to remove the cover slip, transferred to a second wash 2 solution for

5 minutes and transferred to a room temperature wash 1 solution for 5 minutes.

The process was repeated for 2 more sets of wash 1 solution. The slide was then

dried by centrifuging at 1400 rpm for 6-9 minutes, purged with nitrogen and sealed.

The washes were either done in Coplin jars filled with wash solutions or in Arrayit
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wash stations. The hybridized slides were then scanned in both the internal stan-

dard channel and the probe channel. The slides were stored in a slide jacket under

nitrogen and covered with aluminum foil thereafter.

Data analysis. The average spot intensity in different channels for each spot at

different stages of the experiment was obtained using GenePix Pro 6.1 software. The

grid is manually aligned, so that it covers the spots and differentiates the background

well. The average fluorescence intensity of each spot was then measured.

Experiments. In experiment 1, only 4 miRNA sequences (hsa-miR-100, hsa-

miR-29b-2, hsa-miR-21 and hsa-miR-155 ) were used. Each miRNA sequence was

printed in two rows within a subarray and each row had 20 spots of the same miRNA

sequence. So 40 replicates of each miRNA sequence were printed within a subarray.

Four subarrays were irradiated for each time period. Therefore, there were 160

total replicates for each miRNA sequence for each irradiation period. The probe

fluorophore was FAM and internal standard fluorophore was TYE665. The miRNA

internal standard concentration was 50 and 2 µM, respectively. The concentration

of each probe was 8 µM.

In experiment 2, eight miRNAs (hsa-miR-181b-1, hsa-miR-100, hsa-miR-29b-2,

hsa-miR-125b-1, hsa-let-7f-1, hsa-let-7a-2, hsa-let-7g and hsa-miR-155 ) were used.

Each subarray had all the miRNA sequences, and each miRNA sequence and its 20

replicates were printed in the same row within a subarray, but the row position of

each miRNA was varied for each subarray. Four subarrays were irradiated for each

time period. Therefore, there were 80 total replicates of each miRNA subjected to

each irradiation time in experiment 2. The probe fluorophore used was FAM and

the internal standard fluorophore was Cy5. The irradiation times were 0, 15, 30

and 60 minutes for both experiments 1 and 2. The concentration of the internal

standard was increased to 4 µM and the concentration of each miRNAs was 50 µM.

For experiment 3, the probe fluorophore was Cy5 (5 µM of each probe) and

the internal standard fluorophore was FAM (0.5 µM). Eight target sequences (hsa-

miR-29b-2, hsa-miR-21, hsa-miR-125b-1, hsa-miR-155, hsa-miR-145, hsa-miR-10b,

hsa-miR-17 and hsa-miR-27b), some the same as in experiment 2, were used in

experiment 3. The slide design was similar to that of experiment 2. Irradiation

times were 0, 10, 20 and 30 minutes.
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Figure 4.2: 685 nm (probe channel) image of a miRNA microarray slide after irra-
diation with UVC light and hybridized with the Cy 5 hairpin probes in experiment
1. Irradiation times for each row of subarrays is shown on the slide. Each row in
each subarray represents a different miRNA sequence. Each sequence is replicated
in 2 rows of 20 spots each within a subarray.
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4.3 Results and Discussion

Figure 4.2 shows the image of a miRNA microarray slide scanned in the 685 nm

probe channel after UVC irradiation as described in experiment 1. Each subarray

contains spots of 4 different miRNA sequences with 40 replicates. Each row within a

subarray contains only one miRNA sequence and there are two rows of each miRNA

within each subarray. Each rows of the slide contains four subarrays. Thus, there are

160 spots of each miRNA for each irradiation time. The position of each miRNA

in each subarray is different. The irradiation time for each row of subarrays is

shown on the slide. There is an obvious decrease in the probe fluorescence intensity

with increasing irradiation time for different sequences of miRNAs indicating that

there is a decrease in binding between miRNA and the fluorescent hairpin probe

specific for that miRNA sequence. Equation 4.1 shows the equilibrium between

miRNA, the complementary probe and the miRNA-probe hybrid. Upon irradiation

with UV light, miRNA undergoes photochemical damage and the equilibrium in the

Equation 4.1 shifts towards the left, decreasing the amount of miRNA-probe hybrid,

and leading to a decrease in fluorescence.

miRNA + probe ⇋ hybrid (4.1)

Figure 4.3 shows the plot of probe fluorescence intensity as a function of

irradiation time for miRNAs hsa miR-29b -2 and hsa miR-155. The damage plots

for all the sequences are shown in Appendix B. The plot reflects the decrease in

fluorescence intensity with irradiation time as seen in the slide image in Figure 4.2.

Because the amount of fluorescence is directly proportional to the amount of bound

probe, the signal is an indication of the miRNA damage due to the UV irradiation.

The decrease in fluorescence intensity is fitted with an exponential decay to obtain

the damage constant. It is clear that these two sequences exhibit different damage

kinetics. All the miRNA sequences studied here show first-order damage kinetics

upon UV irradiation. The error bars represent the standard deviation for each time

point based on the replicate measurements. The high values of standard deviations

were due to the large differences in the average fluorescence intensities of different

spots of the same miRNA sequence at the same irradiation time as shown in Figure

4.2.

We have tried to account for the change in fluorescence intensity arising as a
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Figure 4.3: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-miR-29-b-2 (A) and hsa miR-155 (B). The equation used for
fitting the decrease in fluorescence intensity as a function of time is shown in Figure
A. I is the fluorescence intensity, I0 fluorescence intensity at zero time, I∞ is the
fluorescence intensity at infinite time and k is the time constant in min−1.
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Figure 4.4: Probe fluoroscence intensity as a function of row number for miRNA hsa-

miR-21 (A) and hsa miR-125b-1 (B) for the control which was inside the irradiation
chamber but not exposed to UV light.
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Figure 4.5: Fluorescence intensity of probe (A) and ratio of fluoresence intensities
of probe and internal standard (B) as a function of irradation time for experiment
2 for miRNA hsa-miR-100.
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result of difference in the size of the miRNA spots by dividing the probe fluorescence

intensity by the internal standard fluorescence intensity of each spot as a way of

reducing the error bars. The plot of the intensity ratio as a function of irradiation

time for different miRNA sequences were done and this correction for the difference

in spot size did not decrease the fluorescence intensity standard deviation of each

time point. Attempts were made to fit the kinetics with a linear fit as well to

see the accuracy of the fit. But this did not improve the quality of the fit and

it was clear that the kinetics were not linear. Also, it is evident from the control

experiments (Figure 4.4) that the fluorescence intensity decrease is mainly due to

the UVC exposure of the miRNAs.

Table 4.3 shows the damage constants obtained for different miRNA sequences

from different experiments. Table 4.4 compares different factors that may affect

the UV damage kinetics. The large standard deviations in the time constants arise

from two factors; one is the difference in fluorescence intensity of each spot for a

particular time of irradiation and the other is the accuracy of the fit. The large

errors in the time constants make the comparison of data and their corresponding

interpretation difficult.

Among the four miRNAs studied in experiment 1, the damage constant of hsa-

miR-155 is reproducibly longer compared to other sequences studied. A close

examination of the sequences shows that the percentage of pyrimidine is lower while

the percentage of guanine is higher in hsa-miR-155 (Table 4.4) than in the other

three sequences. The number of pyrimidine doublets is also less in hsa-miR-155

compared to the other sequences. Another difference seen in Table 4.4 between hsa-

miR-155 and the other sequences in experiment 1 is the number of guanine doublets;

hsa-miR-155 has three guanine doublets whereas hsa-miR-100, hsa-miR-29b-2 and

hsa-miR-21 have no guanine doublets. Guanine has been previously shown to have

a protective effect [43,44] by acting as a hole sink.

In experiment 2, the kinetics of hsa-let-7f-1 and hsa-let-7g show faster damage

compared to other sequences studied. These two miRNAs have very similar

sequences as seen in Table 4.1 and similar kinetics are expected. These miRNAs

have the largest number of uridines and very low percentages of cytosine (Table

4.4). These two sequences are very similar except for the two nuceleobases; the 11th

nucleobase from the 5’ end is an adenine for hsa-miR-7f-1 and the 17th nucleobase

is a uracil, whereas it is a uracil and a cytosine, respectively, in hsa-let-7g. Also, it is
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worth mentioning that the miRNA hsa-let-7a-2 is very similar to miRNAs hsa-let-

7f-1 and hsa-let-7g, but appears to exhibit slightly longer damage kinetics, miRNA

hsa-let-7a-2 in the 11th nucleobase, position compared to adenine in hsa-let-7g. The

17th nucleobase in all the three sequences are pyrimidines, uracil in sequences hsa-

let-7f-1 and hsa-let-7a-2, and cytosine in hsa-let-7g. It is reasonable to believe that

presence of guanine close to the uracil doublet may have some protecting effect

towards UV damage [43,44].

In experiment 3, miRNAs hsa-miR-29b-2, hsa-miR-125b-1, hsa-miR-155 and

hsa-miR-10b are more resistant to UV damage, whereas miRNA hsa-miR-21 is

more prone to UVC-induced photodamage. Upon comparing different sequences,

there were no striking similarities between the miRNAs less prone to UV damage.

In hsa-miR-21 there were no other nucleobase doublets except for the two uracil

doublets. Sequences hsa-miR-145, hsa-miR-17 and hsa-miR-27b show different

damage constants for the two runs and make it very difficult to do any sequence

dependence comparisons.

If we consider miRNAs hsa-miR-29b-2 and hsa-miR-155, which are common in

all experiments, the damage kinetics are faster in hsa-miR-29b-2, which has three

uracil doublets and one cytosine doublet against only one uracil doublet and no

cytosine doublet in miRNA hsa-miR-155. Sequences hsa-miR-29b-2 and hsa-miR-

155 have 38% uridine and 19% and 10% cytidine, respectively. Also the number

of pyrimidine doublets (UU, CC or UC) are higher in hsa-miR-29b-2, with five

doublets of pyrimidine in hsa-miR-29b-2 and only three in hsa-miR-155. So it

is reasonable to believe that the presence of a higher number of uracil doublet

and/or a higher number of pyrimidine doublet will result in faster damage kinetics

upon UV irradiation. Again, these preliminary results are consistent with known

photochemical quantum yields [1]

Again, if we look at sequences for which at least two sets of data are available

for kinetics in Table 4.3, (miRNAs hsa-miR-100, hsa-miR-29b-2, hsa-miR-21, hsa-

miR-125b-1and hsa-miR-155 ), miRNA hsa-miR-155 is less prone to damage and

miRNA hsa-miR-21 is more susceptible to UV induced damage compared to other

sequences. hsa-miR-155 has 4 pyrimidine doublets, 3 guanine doublets and 3 UGs,

whereas miRNA hsa-miR-21 has 3 pyrimidine doublets, 4 guanine doublets and

4 UGs. this is again consistent with the higher photochemical quantum yields of

pyrimidines and the guanine hole sink model. It is difficult to compare the kinetics of
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Table 4.3: Calculated damage constants for different miRNA sequences.

    Exp. 1 Exp. 2 Exp. 3 
Sequence 
no. Name A B A B A B 

1 hsa-miR-181b-1 

  
9.1±0.1 8±2 

  2 hsa-miR-100   7.5±0.1 8.7±0.4 8±2 14±4 
  3 hsa-miR-29b-2 9.2±0.1 8.5±0.1 7±3 7.6±0.3 18±1 12±1 

4 hsa-miR-21    8.0±0.0 7.0±0.9 
  

8.4±0.6 7.7±0.9 
5 hsa-miR-125b-1 

  
11±4 14±1 15±3 33±11 

6 hsa-let-7f-1      

  
4±2 7±1 

  7 hsa-let-7a-2    

  
10±1 10±1 

  8 hsa-let-7g      

  
5.0±0.2 5.4±0.2 

  9 hsa-miR-155     33±4 47.4±0.9 12±2 10.5±0.7 43±8 27±17 
10 hsa-miR-145 

    
11±2 14±2 

11 hsa-miR-10b 

    
22±13 16.6±0.5 

12 hsa-miR-17 

    
14±7 20±11 

13 hsa-miR-27b 

    
26±12 16±5 

                
Time constants and deviations reported here are in minutes-1. ‘A’ and ‘B’ represent experimental replicates. 
Details of experiments 1, 2 and 3 are discussed in the text. 
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Table 4.4: Amount of nucleobases and nucleobase doublets in different miRNAs.

Sequence no.

Base percentage

%pyrimidine

Doubletsa

%A %G %U %C A G U C pyrimidineb UG

hsa-miR-181b-1 18 32 36 14 50 1 2 2 0 5 6
hsa-miR-100 29 24 24 24 48 2 0 1 3 6 4
hsa-miR-29b-2 33 19 38 19 57 2 0 3 1 5 4
hsa-miR-21   24 24 38 14 52 0 0 2 0 4 3
hsa-miR-125b-1 24 19 29 33 62 1 0 1 4 9 3
hsa-let-7f-1     29 33 43 0 43 0 1 2 0 2 5
hsa-let-7a-2   24 38 43 0 43 0 2 2 0 2 7
hsa-let-7g     24 33 43 5 48 0 1 3 0 3 6
hsa-miR-155    29 33 38 10 48 2 3 1 0 3 4
hsa-miR-145 19 19 33 38 71 1 1 3 5 12 2
hsa-miR-10b 29 24 33 24 57 2 0 2 3 6 4
hsa-miR-17 33 33 24 19 43 2 1 1 0 2 3
hsa-miR-27b 19 24 33 24 57 1 1 2 0 5 4

aDoublets are counted so that a UUU sequence is counted as 2 UU doublets.
bPyrimidine doublets are CC, UU, UC and CU
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miRNAs hsa-miR-100, hsa-miR-29b-2, hsa-miR-21, which all show similar kinetics

in experiment 1, but different kinetics in experiments 2 and 3 between hsa-miR-100

and hsa-miR-29b-2 and hsa-miR-29b-2 and hsa-miR-21, respectively. All these 3

sequences are showing faster damage kinetics than hsa-miR-155. The miRNA hsa-

125b-1 also show different kinetics in each experiment and each replicate making

any comparison of the kinetics difficult.

There seems to be a variety of factors which are important in determining the

stability of the damaged target-probe hybrid and the observed decay constants.

These include the amount of uracil doublets, the presence of guanine near the

photolabile centers, the position of the damage, etc. Factors such as the number

of nucleobase triplets, doublets like UG, CG, AG and the positions of nucleobases

were also considered, but no clear correlation between these factors and the observed

damage kinetics were seen. All the correlation plots are given in Appendix B. From

the correlation plots it can be seen that the damage kinetics become faster as the

number of cytosines increases or as the number of guanines decreases in experiment

1. But this trend is not as clear in experiments 2 or 3.

Uracil and cytosine, being the most photochemically active nucleobases are more

prone to UV damage [1]. The photohydrate is the major photoproduct, which can

be formed from a single uracil or cytosine, the formation of the cyclobutyl dimer is

also expected. There is no simple correlation between the number of uracil bases

and the observed damage constants. But an increase in the damage kinetics with

increase in the number of cytosines is seen, which is supported by the known nucleic

acid photochemistry. Surprisingly, an increase in the number of uracils did not

show any correlation with the increase in the difference in damage kinetics. This

may be due to the fact that the number of uracil is higher than four in all the

sequences. Therefore, with a relatively large number of uracils in the sequences, any

further addition of uracil nucleobases does not significantly affect the kinetics. Also,

there appears to be a decrease in the damage kinetics with an increasing number of

guanines. Guanine, has the lowest oxidation potential among the nucleobases and

may act as a hole, leading to a decrease in the potential photochemical damage of the

sequences containing high numbers of guanines [45]. Looking at the uracil doublets,

miRNAs hsa-miR-100, hsa-miR-125b-1, hsa-miR-155 and hsa-miR-17 have only

one uracil doublet and all these sequences show a longer damage constant. Similarly,

sequences hsa-miR-29b-2, hsa-let-7g and hsa-miR-145 have three uracil doublets
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and are expected to have faster damage kinetics, which is true except for hsa miR-

29b-2 in experiment 3. But, if we inspect the sequence of different miRNAs studied

here, miRNAs hsa-miR-181b-1, hsa-miR-21, hsa-let-7f-1, hsa-let-7a-2, hsa-let-7g,

hsa-miR-155, hsa-miR-17 and hsa-miR-27b do not have any cytosine doublets.

However, sequences hsa-let-7f-1 and hsa-let-7a-2 do not have any cytosine but have

2 uracil doublets, and their damage constants are different. So it is difficult to

correlate the presence of uracil doublets/pyrimidine doublets alone to the observed

damage kinetics. There are no trends observed with change in the number of each

nucleobase as well. For example, miRNA hsa-let-7a-2 has the highest percent of

guanine and no cytosine and the miRNA hsa-miR-125b-1 has the least amount

of guanine (17%) and 33% of cytosine, but they show similar kinetics. Another

factor which may be important in the observed kinetics will be the position of the

nucleotides. There are three uracils adjacent to each other at the center of the

sequence hsa-miR-29b-2, which are known to be more prone to damage and the

probes may be more sensitive to damage in the centre of the sequence [46]. Other

evidence supporting this conclusion can be seen in the damage kinetics for hsa-miR-

145, which has 4 uracils at the center of the sequence and show relatively faster

damage kinetics compared to the other sequences in experiment 3.

4.4 Conclusions

The damage kinetics of different miRNA sequences upon UVC irradiation were stud-

ied and compared. The damage constants were correlated to sequence differences.

There appears to be an increase in the damage kinetics with the increase in the

number of cytosines. The large standard deviation in the damage constant restricts

any thorough correlation between the sequence and damage constants. Though fac-

tors like amount of uracil doublets, presence of guanine near the photolabile centers,

position of the damage and sensitivity of the probe appear to be important in de-

termining the stability of the target to UVC-induced damage, it is not clear how

significant is each factor. Further studies are required to investigate the effect of

each factor and their contribution to the observed damage kinetics.
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Chapter 5

Initial Excited-State Structural
Dynamics of an N-Alkylated
Indanylidene-Pyrroline
Rhodopsin Analog1

5.1 Introduction

The photoisomerization of the retinal chromophore of rhodopsin (Rh) [1] is one

of the most efficient (ca. 70% quantum yield) and fastest chemical reactions

in Nature. [2–4] Furthermore, it represents a model for light-to-mechanical energy

conversion and for assisting the design of molecular devices. Indeed, in recent years

Olivucci and coworkers have shown that the N-alkylated indanylidene-pyrroline

(NAIP) framework shown in Figure 5.1, provides the basis for the development

of a novel class of molecular switches capable to mimic, in solution, different

aspects of the Rh photoisomerization dynamics. [5] In particular, and in spite of their

reduced but still not negligible ca. 20% quantum yield, NAIP switches undergo a

picosecond photoisomerization displaying a ca. 200 fs excited state lifetime and

ca. 300 fs product appearance time. Most remarkably, both measurements [6]

and simulations [7] support the observation of light-induced 50-100 cm−1 vibrational

coherent oscillations during few picoseconds after isomerization and matching the 60

cm−1 coherent oscillations observed for Rh. [8] This process suggests that in NAIPs,

as well as in Rh, light-energy is mainly funnelled into one or few specific vibrational

modes that have recently been identified as the twisting of the newly formed double
1The computational work mentioned in this study was done by Tadeusz Andruniow (Institute

of Physical and Theoretical Chemistry, Wroclaw University of Technology, Poland) and Massimo
Olivucci (Bowling Green State University, Bowling Green, USA)
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Figure 5.1: Structure of N-alkylated indanylidene-pyrroline (NAIP) and Z-1.

bond.

In order to better comprehend the mechanism of light-to-mechanical energy

transduction in NAIPs and provide information useful for the design of NAIP-

based molecular devices, we present below a combined experimental and compu-

tational investigation focusing on the initial (<70 fs), photoisomerization dynamics

of 2-methyl-2’-dimethyl-p-methoxy-4-benzylidene-3,4-dihydro-2H-pyrrolinium (Z-1)

chloride in methanol solution. Accordingly, to study the impulsive dynamics driv-

ing the system out of the Franck-Condon (FC) region, we record and simulate the

Resonance Raman (RR) spectra of Z-1. It is shown that, like in Rh, the initial

structural dynamics of the switch involve relaxation along the C=N and C=C dou-

ble bonds stretches. However, obviously, the intense HOOP motion seen in the RR

spectra of Rh is replaced by a relatively weak and slower pyrrolinium deformation

making the initial NAIP dynamics dominated by stretchings. This is found to be

consistent with the initial dynamics extracted by a classic excited state trajectory

where a combined double-bond expansion and single-bond contraction (i.e. bond

length alternation, BLA) mode appears to be the only early contribution with later

events involving pyrrolinium ring inversion coupled with reactive C=C twisting.

5.2 Experimental and Computational Methods

Materials. Z-1 was synthesized by Olivucci et al. as previously described [9]

and used as received. Methanol (Caledon laboratories, Georgetown Hills, ON

125



Canada) and cyclohexane (Fisher Scientific, Ottawa, ON Canada) solvents used

were reagent/spectra grade.

Resonance Raman Spectroscopy. Resonance Raman excitation wavelengths

were generated from a picosecond, mode-locked Ti:sapphire laser (Coherent, Santa

Clara, CA) pumped by a doubled, continuous wave, solid-state, diode-pumped

Nd:YAG laser (Coherent, Santa Clara, CA). The Ti:sapphire output was doubled

using an LBO crystal (Inrad, Northvale, NJ) to generate 366, 385, 400 and 412

nm light. The laser powers measured at the sample were 25-50 mW. The laser

beam was spherically focussed onto an NMR tube containing the sample solution

in a 135◦ back-scattering geometry. The sample (0.2 M) was dissolved in methanol

(69%) and cyclohexane (31%), with the cyclohexane acting as an internal intensity

standard. For flowing samples, the NMR tube was replaced with a capillary

tube of 2 mm diameter connected to a reservoir and pump. The flow velocity

was maintained such that the single-pass photoalteration parameter [10] was <0.1

and the bulk photoalteration parameter was even less. The resulting resonance

Raman scattered light was focussed into the first half of a double monochromator

(Spex Industries, Metuchen, NJ)fitted with a liquid nitrogen-cooled CCD detector

(Princeton Instruments, Trenton, NJ). All spectral measurements were done in

triplicate. Absorption spectra were recorded before and after each RR experiment

using a diode array spectrometer (model 8452, Hewlett-Packard, Sunnyvale, CA), to

measure any evaporation and/or photochemically-induced changes during spectral

acquisition. Frequency calibration was done by measuring the Raman scattering

of solvents for which the peak positions are known. Frequencies reported here are

accurate to ±5-10 cm−1.

Trajectory Computation. The ground state (S0) equilibrium structure, first

excited state (S1) dynamics and vibrational frequencies of Z-1 in methanol so-

lution are obtained using conventional electrostatic embedding quantum mechan-

ics/molecular mechanics (QM/MM) geometry optimization. As illustrated in Fig-

ure 5.2, a guess Z-1 geometry is placed in a solvent box with methanol molecules

and one chloride counter-ion, described by the Amber [11,12], force field. The di-

mension of the box was chosen such that each atom of the switch is at least 10

Å away from the boundary. The Z-1 structure is described at the complete active

space self-consistent field method (CASSCF) level which allows to treat spectral

and dynamics properties in a balanced way. All conjugated π molecular orbitals
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Figure 5.2: Geometry of Z-1 in methanol and one chloride counter ion using quantum
mechanics/molecular mechanics (QM/MM) geometry optimization.

are included within the active space of 10 electrons in 10 orbitals, except for the

lone pair on the hydroxyl oxygen. During the optimization the first solvation shell

(defined by all solvent molecules with at least one atom within 4 Å distance from

any atom of the switch) are relaxed by using the micro-iteration method [13]. The

CASSCF/AMBER [14] QM/MM calculations were performed using the Molcas 7 [15],

Gaussian03 [16] and Tinker 5 programs [17].

The trajectories are computed using the velocity Verlet algorithm [18] with the

forces necessary to propagate the Newton’s equations of motion obtained from the

QM/MM calculation over successive time steps of 1 fs. In order to ensure that the

forces employed in the calculation belong to the correct electronic state we carry out

single-point CASPT2 computations on top of the CASSCF/AMBER calculation to

improve the electronic energy accuracy and establish the correct state ordering at

each time-step (it is currently impractical if not impossible to carry out CASPT2

trajectory computations for a system of the size of Z-1). This protocol is assumed

to be adequate if one is interested in the mechanistic aspects of the initial NAIP

dynamics. The CASPT2 energies and corresponding wavefunctions reveal that, at

the FC geometry, the spectroscopically active state S1 corresponds to the third,

rather than second. Only after 5 fs trajectory propagation S1 becomes the second

CASSCF root. This had already previously found for other NAIP switches [7]. As
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a consequence, the energies and gradients of the three lowest CASSCF roots are

constantly calculated along the trajectory using state-average CASSCF with equal

weights. At FC geometry the trajectories started on the third CASSCF root but

after five steps, it continued on the second CASSCF root to follow the potential

energy surface of the spectroscopic state.

Resonance Raman Spectra. To simulate RR spectra the FC factors (Bk) were

obtained within harmonic approximation assuming identical vibrational frequencies

and normal coordinates in the ground and excited electronic states. FC parameters

were calculated as described previously [19]. Subsequently, we applied two different

formalisms to evaluate relative Raman intensities: 1) Albrecht’s sum-over-states

formalism [20] and 2) Petrenko and Neese’s implementation [21] of Heller’s time-

dependent theory [22]. The former method was simplified with the typical assumption

that the S0 →S1 electronic transition is in resonance with the 0-0 band. In such a

case, the intensity of each vk vibration is proportional to half of the square of the

Bk dimensionless parameter [22]. Our realization of this approach is justified by the

fact that only fundamentals display significant activity in the calculated spectra and

the dependence of the relative RR intensities on the laser frequency is practically

negligible.

To improve the agreement between calculated and experimental frequencies, and

specifically to accurately reproduce the position of the most intense band located

at ca. 1589 cm−1, the calculated vibrational frequencies were scaled by 0.904. The

scaling factors may also account for errors due to incomplete treatment of electron

correlation and basis set truncation. Please also notice that Dushinsky rotation,

frequency change, finite-temperature effects, anharmonicity and nonadiabatic effects

were not included into our FC model due to the size of the systems studied. The

spectra were obtained as a superposition of Lorentzian curves with a linewidth

of 20 cm−1 and homogeneous line broadening Γ = 250 cm−1. Simulated spectra

based on Heller’s approach were calculated for the 412, 400, 385 and 366 nm

experimental laser excitation wavelengths. However, as for the sum-over-states

approach, the change of excitation wavelength doesn’t significantly change the RR

intensity pattern. Thus, we discuss only spectra computed for the 400 nm laser

excitation.

Resonance Raman Intensities. The A-term [20] resonance Raman cross-

sections of cyclohexane at different excitation wavelengths were calculated for the
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802 cm−1 ring breathing and CH2 deformation mode according to Equations 5.1

and 5.2,

σR(ν0) = KF 2
A(ν0) (5.1)

F 2
A(ν0) =

ν2(ν2
0 + ν2

e )
(ν2

0 − ν2
e )2

(5.2)

where K is the coupling strength, ν0 is the incident laser wavenumber, νe is the

excited-state wavenumber, and ν=ν0-802 cm−1 is the Raman scattered wavenumber

for cyclohexane. For these calculations, we used K=90 x 10−21 cm2 and νe = 115,000

cm−1 [23] The resonance Raman intensities of the indanylidene pyrroline switch (Z)

were converted to absolute cross-sections as described previously [24].

Resonance Raman Structural Dynamics. The resonance Raman intensities

as a function of excitation wavelength (excitation profiles) and the absorption

spectrum of the Z-1 switch were simulated with a time-dependent formalism [25]

and described in Chapter 1 in detail.

The resonance Raman intensities reflect the excited-state structural dynamics

of the molecule. The simulation of the absorption spectrum and resonance Raman

excitation profiles has been described in Chapter 2. For the analysis presented here,

two separate models of the absorption and RR excitation profiles were tested. In

one, the parameters were adjusted to get as good as possible agreement between the

experimental and simulated absorption spectra. In the second model, the parameters

were adjusted to fit the experimental and simulated resonance Raman excitation

profiles.

5.3 Results and Discussion

Simulated and experimental resonance Raman Spectra. The Z-1 experimen-

tal Resonance Raman spectra as a function of wavelength are shown in Figure 5.3

and the simulated spectra are shown in Figure 5.4. The original sample contained

92% Z isomer and 8% E isomer. To ensure that the RR spectra reflected only the

Z isomer contribution, we also measured the spectrum of Z-1 in a single-pass flow

configuration with single pass and bulk photoalteration parameters <10%. The

identical spectra obtained in the two ways and shown in Figure 5.4 demonstrate

that the RR spectra are reflective of only the Z isomer. Although the spectral
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Figure 5.3: Resonance Raman spectra of 0.2 mM Z-1 in methanol/cyclohexane
(69:31) excited at different wavelengths within the 385 nm absorption band. Peaks
due to the internal standard (2.87 M cyclohexane) are denoted by asterisks (*) and
due to methanol are marked with a ”+”.
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quality is fair, several bands due to Z-1 are readily observable, allowing the ini-

tial excited-state structural dynamics to be determined. The relative intensities

of the vibrational modes in the measured spectra do not change significantly with

excitation wavelength, indicating that they are all enhanced by a single electronic

transition.

The calculated RR spectra of Z-1 is qualitatively similar to the measured

spectrum within the 800-1700 cm−1 spectral range. The highest-frequency mode

at 1647 cm−1 in the experimental spectrum corresponds to the calculated 1653

cm−1 peak and can be safely assigned to the C=N stretching mode. While the

intensity of this band seems to be somewhat exaggerated by CASSCF, it may well

be hidden under the fairly broad band at 1589 cm−1 which is the most intense line

in the spectrum and mainly involves inter-ring C=C stretching. The weak 1554 and

1499 cm−1 modes are superimposed on the left wing of the intense 1589 cm−1 band.

The band due to the CH3 pyrroline deformation vibration, most likely reflecting

a ring inversion motion, is of rather modest intensity and is predominantly localized

at the 1444 cm−1 mode. This mode nicely matches the observed band both in

terms of location and intensity. The analysis of the vibrational activity applied to

1300-1400 cm−1 region reveals two bands calculated at 1348 cm−1 and 1323 cm−1

with the latter one being more dominant. Both modes contain large contributions

from CH2 wagging vibrations of the indane and pyrroline rings and C-C stretches.

Experimentally only 1308 cm−1 mode can be detected. Closer inspection at the

calculated intensity pattern supports the experimental findings that the 1323 cm−1

peak dominates the 1200-1400 cm−1 region.

In the 1200-1300 cm−1 region the most intense peak calculated at 1279 cm−1 was

ascribed to the phenol C-C stretchings and cyclopentane CH2 twisting. Both 1270

cm−1, and two less intense peaks at 1263 and 1257 cm−1 having contributions from

cyclopentane twisting coupled with O-CH3 stretching and a mixture of the pyrroline

CH2 deformations and CH phenol bending, respectively, are hard to detect in the

experimental spectrum as they may be hidden under the very intense and broad

band at 1260 cm−1 ascribed to solvent.

The calculated spectrum at ca. 1200 cm−1 reveals two low-intense fundamentals

at 1224 and 1193 cm−1 that correspond to the vibrational modes involving phenol

CH bendings, CH3 deformations, and indane C-C stretchings. The simulated

spectrum closely mirrors the observed band in this spectral region.
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Figure 5.4: Experimental and simulated Resonance Raman spectra of Z-1.
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Figure 5.5: Calculated (dashed line) and experimental (solid line) absorption spec-
trum of Z-1, ”A” represents model 1 (optimized for fitting the absorption spectrum)
and B represents model 2 (optimized for fitting the resonance Raman excitation
profile). The simulated absorption spectrum was generated using Equation 1.9 and
the parameters from Table 5.1. The differences between the experimental and the
simulated spectra at higher energies are due to other higher energy transitions which
are not modeled in the equation.
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Figure 5.6: Experimental (points) and calculated resonance Raman excitation pro-
files (solid line) for Z-1. ”A” represents model 1 (optimized for fitting the absorption
spectrum) and ”B” represents model 2 (optimized for fitting the resonance Raman
excitation profile) The excitation profiles were calculated using Equation 1.11 and
the parameters in Table 5.1.
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The 1000-1100 cm−1 spectral region is characterized by pyrroline deformations.

In the calculated RR spectra three modest bands are observed at 1087, 1081, and

1021 cm−1. They reveal different intensity pattern. The strongest line at 1081 cm−1

is attributed to the phenol CH bending vibration, and pyrroline C-C stretching and

CH3 deformation. One of the calculated peaks at ca. 1080 cm−1 may correspond to

the experimental band at 1074 cm−1, although the experimental band is likely to

be obscured by the solvent.

Initial excited state dynamics. The short time evolution of Z-1 along S1

is shown in Figure 5.7. At the CASSCF level, the trajectory starts on the third

root and immediately hops to the second root after 5 steps. As already pointed out

above, the inclusion of the dynamic electron correlation at the CASPT2 level reveals

that at a more accurate level of theory the excited state evolution occurs exclusively

along the second root (S1). Figure 5.7B shows the energy difference is largest in

the first 10-15 fs. The energy is diminished by 40 kcal mol−1. During this initial

period there is no significant torsion along the exocyclic double bond C4=C1’ and

also there is no inversion of the indalydine or the pyrroline rings (see Figure 5.7 C).

However, there is a remarkable coincident of the C=N/C=C bond stretching and

the C-C bond contraction. Analogous deformations have been identified to be the

first reaction coordinate of the 11-cis-retinal photoisomerization in rhodopsin. The

largest bond stretching of 0.15 Å is observed for the N=C5 bond and the biggest

contraction is 0.13 Å for the neighbor single bond C5-C4 (see Figure 5.7 D). The

bond lengths and the energy gap oscillate with a comparable amplitude. After

one full oscillation period the torsion around the exocyclic C4=C1’ double bond

reaches -30◦, since this bond effectively become a single bond. In consequence of

the increasing distortion the bond continues stretching in contrast to the endocyclic

bonds.

The trajectory is inline with the assigned peaks of the RR spectrum (see above).

It shows that the initial combination of bond-stretching/-contraction determines

the initial geometrical deformation following the vertical excitation and moving the

molecule out of the Frank-Condon region. It also shows that a torsional motion is

setting in after the exocyclic double bond turns into a single bond. This sequence

of geometrical changes is akin to the naturally designed switch 11-cis-retinal in

rhodopsin.

Resonance Raman Excitation Profiles. Two models were attempted to
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Figure 5.7: Initial excited-state trajectory of Z-1. (A) Energy evolution of the three
calculated states S0, S1 and S2. (B) Energy gap between S0-S1 and S1-S2. Evolution
of the dihedral angle. (D) Single and double bond lengths.
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Table 5.1: Mode assignments and excited-state slopes of Z-1.

Assignment
Theory

Expt.
β/ħ β/ħ 

(cm-1)b (cm-1)c

C=N pyr stretch 1653 1647

C=C inter stretch 1590 1589 1300 1000

C=C phe stretch 1554

(O)-CH3 phe def + C=C phe stretch 1499

(N)-CH3 pyr def 1444 1423

CH2 pent wag + CH2 pyr wag 1348

CH2 pyr wag + C-C pyr stretch 1323 1308 640 440

CH2 pent twist + C-C phe stretch 1279

CH2 pent twist + O-CH3 stretch 1263 1260*

CH2 pyr twist + CH phe bend 1257

CH3 pent def + (N)-CH3 pyr def + CH2 pent wag
1224 1223

+ pyr def + C-C pent stretch

CH phe bend +C-C phe stretch + CH3 pent def
1193 1195 350 280

+ CH2 pyr twist + N-(CH3) pyr def

C-H phe bend + C-C pyr stretch + CH3 pyr def 1087
110 90

CH phe bend + phe def + C-C pyr stretch + CH3 pyr def 1081 1074

C-N pyr stretch +C-C pyr stretch + C-CH3 pyr stretch 1021 1016*

Abbreviations are 'ind' indane ring; 'pyr' pyrroline ring; 'phe' phenol ring; 'pent' cyclopentane ring; 'inter' 
inter-ring; 'wag' wagging vibration; 'twist' twisting vibration; 'def' deformation; 'bend' bending vibration; 
and 'stretch' stretching vibration.  Experimental frequencies are taken from the resonance Raman
spectrum excited at 400 nm taken with sample in NMR tube. Experimental frequencies denoted by 
asterisks (*) refer to solvent peaks.

aThis vibrational mode in Z isomer is of negligible intensity.

bThese excited-state slopes are for model 1. Other fitting parameters are temperature (T ) 298 K, 
Brownian oscillator line shape κ = Λ/D = 0.1, Gaussian homogeneous line width, ΓG = 250 cm-1,
inhomogeneous line width, θ = 1200 cm-1, zero-zero energy, E0 = 24950 cm-1, and transition length, M =
0.953Å.  

cThese excited-state slopes are for model 2. Other fitting parameters are temperature (T) 298 K, Brownian 
oscillator line shape κ = Λ/D = 0.1, Gaussian homogeneous line width, ΓG = 200 cm-1, inhomogeneous 
line width, θ = 1100 cm-1, zero-zero energy, E0 = 25200 cm-1, and transition length, M = 0.870Å.

 

simulate the experimental absorption band and RR excitation profiles, one to best

fit the absorption band (model 1) and one to best fit the RR excitation profiles

(model 2). The results are shown in Table 5.1 and Figures 5.5 and 5.6.

Figures 5.5A and 5.6A show that model 1 does indeed fit the absorption spectrum

better than model 2, particularly on the low energy (red) edge of the absorption
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band. However, Figures 5.5B and 5.6B show that model 1 over-estimates the breadth

of the experimental RR excitation profiles. Thus, model 2 was chosen as the better

model. It is clear from Figure 5.6B, that model 2 does indeed simulate the RR

excitation profiles better, yielding more accurate excited-state slopes.

Table 5.1 shows that the vast majority of initial excited-state structural dynam-

ics occurs along the C-N and C-C bond stretching, resembling the inversion of the

bond length alternation (BLA) coordinate observed for rhodopsin. [26] Using reorga-

nization energies, E = (β/ℏ)2/2ω), we calculate that the C=C double bond stretch

accounts for 75% of the initial excited-state structural dynamics, very similar to

that obtained for the 11-cis retinal chromophore in rhodopsin. The displacement

∆, in Å, between the ground and excited-state potential minima along a particular

internal coordinate can be found using the following equation.

δ = 5.8065
∑

Aijωj
−

1

2 ∆j (5.3)

where Aij is the normal mode coefficients, ωj is the mode wavenumber and ∆j is

the dimensionless displacement. If we consider only the 1579 cm−1 mode as a pure

(Aij=100%) C=C inter-ring stretching vibration with an excited-state slope of 1000

cm−1 (∆j = 0.625), a change in the C=C bond length of 0.09 Å is obtained in the

excited-state within the first 100 fs of evolution on the excited-state surface. This

value compares favorably to transition-state double bond changes in other barrierless

excited-state reactions, such as those of thymine [27,28] and 5-fluorouracil [29].

Broadening. Solvents may contribute significantly to the breadth of the ab-

sorption spectrum in the condensed phase through either inhomogeneous or homo-

geneous mechanisms. These two factors affect the observed absorption spectrum

and RR excitation profiles differently. The inhomogeneous line width is due to en-

semble ”site” effects while the homogeneous line width represents contributions from

excited-state population decay and pure dephasing. The relative contributions of

these two broadening terms cannot be determined using the absorption spectrum

alone as they both broaden the absorption spectrum. However, homogeneous broad-

ening also damps the RR excitation profile. For rhodopsin [22] and Z-1 here, both the

inhomogeneous and homogeneous line widths must be relatively large to reproduce

the experimental absorption spectrum and RR excitation profiles.

Solvent-induced dephasing normally dominates homogeneous broadening in the

condensed phase, although population decay may also contribute. In order to
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accurately model the magnitude of the resonance Raman cross-sections for Z-1 and

diffusiveness of the absorption spectrum, a Gaussian homogeneous line width of 200

cm−1 was required. The excited-state lifetime of rhodopsin has been measured by

time-resolved absorption spectroscopy to be on the order of 200 fs [19]. A 200 cm−1

Gaussian linewidth yields a 1/e excited state lifetime of 25 fs. This is much shorter

than the lifetime of 200 fs observed for rhodopsin [30]. Therefore, the amount of

homogeneous broadening due to population decay is relatively small compared to

solvent induced dephasing for rhodopsin.

Inhomogeneous broadening arises because there can be a number of different

solvation structures in solution leading to a distribution of electronic transition en-

ergies. Inhomogeneous broadening is considered static on the time scale of the RR

experiment. In order to accurately model the magnitude of the RR cross sections

and diffusiveness of the absorption spectrum, a Gaussian inhomogeneous line width

of 1100 cm−1 was required. This is slightly higher than the 800 cm−1 inhomoge-

neous linewidth needed for rhodopsin [26], indicating that the cyclohexane/methanol

solvent for Z-1 is somewhat more polar and interacting than the opsin protein in

which the 11-cis retinal chromophore is embedded.

5.4 Conclusions

The absorption and RR spectra and excitation profiles have been measured for

Z-1, a conformationally-locked NAIP analogue of the 11-cis retinal chromophore

of the dim-light visual pigment Rh. Both NAIPs and Rh have a polyeniminium

cation as the chromophoric unit (a protonated and alkylated imine in Rh and

NAIPs respectively). It is therefore expected that the nature of the spectroscopic

state and initial dynamics will be similar in the two systems. Furthermore, the

five member rings in the pyrrolinium and indanylidene units impose torsional

constraints on all double-bonds except the exocyclic C=C double bond somehow

mimicking the constraints imposed by the protein cavity during the torsional of the

Rh chromophore. This is the process that results in the stereoselective isomerization

of the central double bond exclusively. However, due to the replacement of the C-H

bonds with C-C bonds in vinylic position at the isomerizing C=C bond, an HOOP-

like mode is not likely to be observed in the RR spectra, and therefore is not expected

to contribute to the early dynamics of the visual pigment is not detected in Z-1.

Above we have shown that the observed and simulated RR spectra and excitation

139



profiles yield qualitative and quantitative insight into the initial Z-1 excited-

state structural dynamics that fully confirm the above expectations. In fact, it

is confirmed that the RR activity, and therefore initial excited-state structural

dynamics, occurs along the C=N and C=C double bond stretches mainly spanning

the pyrrolinium unit and central double of the NAIP framework. These stretchings

combine with C-C contraction in a bond length alternation (BLA) mode. We

therefore conclude that initial, impulsive dynamics do not correlated with the

late twisting (isomerization) motion about the reactive central double bond and,

ultimately, it does not correlate with the vibrational coherence observed in the

E-1 photoproduct. Such vibrational coherence must therefore reflect exclusively

later dynamics imposed by the excited-state minimum path and conical intersection

driving the isomerization motion.

The analysis of the computed excited-state trajectory provides information on

the sequential activation of different modes during the early, <70 fs, excited-state

evolution of Z-1. The above mention BLA stretching mode is activated at time zero.

The second mode to activate is the reactive mode corresponding to the central C=C

torsional deformation that starts to change 15 fs after photon absorption. Later on,

on a 30 fs timescale, the activation of the out-of-plane (ring inversion) deformation

of the pyrrolinium ring. In contrast, the heavier and stiffer (due to the presence

of the condensed aromatic ring) five membered indanylidene ring remains instead

substantially unchanged on the time scale of our simulation.
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Chapter 6

Conclusion and Future Works

6.1 General conclusions

The work presented in this thesis examines the two extreme ends of the photochem-

ical reaction time scale for DNA components. In an effort to understand the very

first excited-state process happening after photon absorption in DNA components

and their derivatives, we have probed the initial excited-state structural dynamics of

nucleic acid components and their derivatives using resonance Raman spectroscopy.

To probe the other extreme, the consequences of these photochemical reactions of

nucleic acid components are then tested on a microarray platform.

Resonance Raman spectroscopy is a powerful tool in probing the initial excited-

state structural dynamics of molecules following photon absorption. Chapters 2

and 3 demonstrate the capability of resonance Raman spectroscopy to study the

initial excited-state structural dynamics of DNA components. In Chapter 2, one of

the uracil derivatives is studied to understand the effect of methyl substitution at

photochemical reaction centre and differentiate the factors causing the difference in

photochemistry between thymine and uracil. Different homopolymers of DNA were

studied in Chapter 3 and this study shows that the initial excited-state structural

dynamics are similar and less in magnitude for the homopolymers compared to

nucleobases or nucleosides. The kinetics of UV-induced photochemical damage of

oligonucleotides on a microarray platform is studied in Chapter 4. This Chapter also

examines the factors responsible for determining the damage kinetics, particularly

the sequence dependence on the damage kinetics. Chapter 5 again uses resonance

Raman spectroscopy to probe the initial excited-state structural dynamics of a

rhodopsin analogue switch to understand the initial forces in the excited state driving

the isomerization process.
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6.1.1 Chapter 2

The study of initial excited-state structural dynamics of 5,6-dimethyluracil is

presented in Chapter 2. This chapter demonstrates the capability of resonance

Raman spectroscopy as a tool to study the initial excited-state structural dynamics

of molecules. Nucleic acids absorb ultraviolet light at 260 nm and undergo

photochemical reactions resulting in unwanted structural changes. The first step in

a photochemical reaction is the absorption of the photon by the reacting molecules.

The main chromophore responsible for this UV absorption is the nucleobases.

Thymine and uracil are two structurally similar nucleobases, though nature has

a clear distinction between these two compound and their uses in biology. The

photochemistry of these two nucleobases is very different, despite their structural

similarity. Resonance Raman spectroscopy was successfully used to study the

difference in the initial excited-state structural dynamics. The difference in the

observed photochemistry is attributed to the presence of a methyl group at the C5

position of the thymine molecule. Further studies with different substitutions at C5

and C6 elucidate the factors responsible for the difference in the photochemistry.

Our results shows that, the mass at the each end of the C5=C6 bond is a significant

determinant for the difference in photochemistry. To confirm the effect of mass

on C5 and C6, we have studied the initial excited-state structural dynamics of

5,6-dimethyluracil using resonance Raman spectroscopy. This work shows that

the resonance Raman spectra of 5,6-dimethyluracil is intermediate between that

of thymine (5-methyluracil) and 6-methyluracil. The observed excited state slopes

are lower than that of any other uracil derivatives studied.

The initial excited-state structural dynamics are similar to thymine (5-MU)

and 6-methyluracil (6-MU) rather than uracil which has equal masses at the

C5 and C6 positions in terms of the distribution of excited-state slopes between

different photochemically active modes. Comparison between the potential energy

distributions for different modes in different uracil derivatives shows that there is a

redistribution of the potential energy induced by the substitution at C5 or C6, or

both. This study shows that it is the presence of one or more methyl groups, not

their position, that determine the initial excited-state dynamics of uracil derivatives.

It is evident from this work that the presence of a methyl group at both the C5 and

C6 positions also determines the partitioning of the initial excited-state structural
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dynamics between the CH bending and the C5=C6 stretching modes. All these

results suggest that the influence of the methyl group at the C5 and C6 position

of uracil is a key factor in the nature and magnitude of the initial excited-state

structural dynamics between different uracil derivatives. This study has helped

confirm that the difference in the photochemistry of uracil and thymine is due to

the methyl group at C5. We now have a model in which the presence of one or more

methyl groups, changes the partitioning of potential energy distribution between

different modes, explaining the difference in photochemistry. So the introduction of a

methyl group can be effectively used in redefining the initial excited-state structural

dynamics or deciding th photochemistry of different molecules.

6.1.2 Chapter 3

Understanding DNA photochemistry is important in determining the molecular

mechanism of DNA damage and its consequences. Although the initial excited-

state structural dynamics of nucleobases and their derivatives are important in

understanding the photochemistry of DNA, extending this understanding to the

oligonucleotides will bring us closer to understanding DNA photochemistry. We

have performed the first initial excited-state structural dynamics determinations of

different homopolymers of DNA nucleotides in Chapter 3.

Resonance Raman spectroscopy was used to probe the initial excited-state dy-

namics of these homopentamers. The resonance Raman spectra of these homopoly-

mers resemble those of the corresponding nucleobases. The experimental results

show that the initial excited-state structural dynamics of homopolymers are similar,

but smaller than those of the nucleotides or nucleobases. The decrease in the initial

excited-state geometry changes in homopolymers compared to the corresponding

nucleobases are attributed to the increase in the size of the molecular systems,the

presence large number of low intensity vibrational modes and the geometry change

restrictions imposed on the excited-state potential energy surfaces by the additional

steric constraints of the polymeric homopolymer. So this chapter opens up a whole

new field of molecular systems to be explored in detail, investigating the origin of

the differences between the initial excited-state slopes of the nucleobases and the

nucleic acids.

Our results show that the initial excited-state slopes are lower, leading to slower

excited-state dynamics, consistent with the longer excited-state lifetimes of nucleic
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acids compared to the nucleobases [1]. This can give rise to two different situations:

the quantum yields of the photoproducts will be smaller due to the lower initial

driving force, or the photoproduct quantum yields will be higher due to the increased

excited-state lifetime. But which of these will happen, will depend upon the factors

affecting the excited-state electronic dynamics like electronic state crossing during

the later stage of the reaction. So a better understanding of the effect of each factors

on the initial excited-state structural dynamics is also necessary.

6.1.3 Chapter 4

The attempt to understand the relationship between the initial excited-state struc-

tural dynamics and the photochemistry in DNA will not be complete until we study

the effect of UV light on nucleic acids and quantify the amount of damage. In an

attempt to explore the effect of UV light on different sequences of nucleic acids and

their damage kinetics simultaneously, we have studied the UV damage of different

miRNA sequences on a microarray platform and tried to correlate the damage ki-

netics to the difference in sequences. Thirteen different sequences of miRNA were

studied and the damage kinetics for different miRNA sequences were obtained. Dif-

ferent miRNA sequences had different damage kinetics upon UV irradiation. The

kinetics show some correlation with the sequences of different miRNA, but the large

experimental error in the time constants do not permit a thorough correlation of

the sequences with the damage kinetics. However, a general platform for studying

UV-induced nucleic acid is designed and tested with different sequences of miRNA.

With further refinements and advancement in the microarrays, this technique can

be used to study DNA damage quantitatively in a large number of sequences.

With the current understanding of the role of the miRNAs in controlling the

gene expressions, the study of miRNA damage itself is very important. A good

understanding of the UV stability of different miRNAs may provide us with an

insight about why some miRNAs are down-regulate or up-regulate during cancers

and other diseases. Also, for the bigger picture, miRNA damage studies will provide

valuable input in understanding, whether the change in miRNA expression is a cause

or consequence of cancer.
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6.1.4 Chapter 5

In this chapter, the initial excited-state structural dynamics of an N-alkylindanylidene-

pyrroline (NAIP) switch is studied with the help of visible resonance Raman spec-

troscopy. This chapter demonstrate the ability of resonance Raman spectroscopy

to probe the initial excited-state structural dynamics of photo-labile compounds

and the usefulness of coupling computational calculations with the experimental re-

sults. This study shows that the initial excited-state structural dynamics of NAIP

lie along the C=C stretch, similar to those in the 11-cis retinal chromophore of

rhodopsin. The computed excited-state trajectory show that the bond length alter-

nation (BLA) modes are activated along with the electronic excitation and provide

good insight about the sequential activation of different modes during the first 70

fs of the process. The hydrogen-out-of plane (HOOP) mode contribution is not

observed in NAIP, because of the replacement of C-H bonds with the C-C bonds.

This study has shown how to channel the initial excited-state dynamics towards the

desired modes by making necessary structural changes in the molecules. This will

have implications in designing molecular switches and other molecular devices.

6.2 Future work

The work presented in this thesis examines the initial excited-state structural dy-

namics of DNA oligonucleotides and rhodopsin using resonance Raman spectroscopy

and uses a microarray platform to understand the kinetics of UV-induced nucleic

acid damage and their sequence dependence in multiple sequences of RNA simul-

taneously. The future work suggested below is based on the conclusions for each

chapter and for better overall understanding of the systems studied.

6.2.1 Initial excited-state structural dynamics of 5,6-DMU and
photochemistry

The work presented in Chapter 2, along with studies on the initial excited-state

structural dynamics of other uracil derivatives, show that the masses at C5 and C6

determine the partitioning between the CH bending and C5=C6 stretching modes.

Therefore, it will be interesting to see the initial excited-state structural dynamics

of 5, 6-dideuterouracil, which will be an intermediate of uracil and 5,6-DMU in

terms of masses at C5 and C6 positions. This study will help us better understand

how the position and the mass at C5 and C6 determine the partitioning of initial
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excited-state structural dynamics between the CH bending and C5=C6 stretching

modes. Also, it is worth examining the effect environment in the initial excited-state

structural dynamics and difference harmonic parameters by doing similar studies

in different solvents. Comparing the initial excited-state structural dynamics of

different thymine and uracil derivatives [2–7] will provide a better insight into the

factors affecting the difference in initial excited-state structural dynamics of uracil

derivatives and now we can incorporate this knowledge in better designing molecules

with desired photochemistry.

Initial excited-state structural dynamics probe the geometry changes happening

10-30 fs after the photon absorption. The work described in Chapter 2 show that

the initial excited-state structural dynamics of the 5,6-DMU is more similar to

thymine [3]. But how the potential energy surface for different uracil derivatives

evolve during the later stage of the photochemical reaction is unknown. So it is

important to study the photochemistry of these derivatives and see that they follow

the photochemistry expected from initial excited-state structural dynamics studies.

These experiments can be done in solution phase as well as in frozen solutions, by

irradiating the solution with UV light and analyzing the photoproduct and finding

their photochemical quantum yields. This will help us correlate the initial excited-

state structural dynamics and the observed photochemistry [8].

On a different note, it will be interesting to see how the potential energy

surface changes with time and how the photoproducts are formed following photon

absorption. This study requires time-resolved experiments to probe the excited-state

electronic dynamics of the molecules [1]. Femtosecond time resolution is necessary, as

the observed photochemistry of natural nucleobases happens in that time regime. A

particularly insightful experiment would be femtosecond time-resolved resonance

Raman spectroscopy [9] of various nucleobases and their derivatives, taking the

resonance Raman spectra of the compound at different times after the excitation

pulse. The change in spectral features will provide valuable insight into the

molecular dynamics. Putting all this together will improve our understanding of

the molecular dynamics during photochemical reactions of nucleic acids.
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6.2.2 Initial excited-state structural dynamics of oligonucleotides
and photochemistry

One of the main challenges in studying the initial excited-state structural dynamics

of homopentamers in Chapter 3 was the lack of photochemistry information for

homopolymers. So doing the photochemistry and electronic excited-state dynamics

of homopolymers are important as suggested in the previous section.

In order to correlate the initial excited-state structural dynamics of DNA and the

known DNA photochemistry, it is advisable to do the initial excited-state structural

dynamics studies with oligonucleotides with different nucleotides and also double

stranded oligonucleotides to see the effect of neighboring bases, hydrogen bonding

and base stacking. This will bring us one step closer in connecting the initial excited-

state structural dynamics to the consequent DNA photochemistry via the excited-

state dynamics in between. This will help us establish the sequence dependence

of DNA photochemistry and will provide an idea about the hot spots for DNA

damage. The initial excited-state structural dynamics of mixed oligonucleotides will

be extremely challenging, due to the fact that all the nucleobases will be resonantly

enhanced simultaneously and overlapping peaks in different nucleotides will be

difficult to resolve. Base analogues, could be incorporated into the DNA strand

to selectively excite specific nucleobases or the nucleobase analogues. In this way

we could study the effect of neighboring groups on initial excited-state structural

dynamics. Similar approaches can be used in time-resolved experiments as well.

Locking the nucleobases at certain orientations in the solid phase and studying

the importance of base stacking and its importance in excited-state dynamics is

also possible. X-ray diffraction techniques [10,11] can be used to understand the

orientation of nucelobases in the solid phase or solution phase [12].

6.2.3 Kinetics of nucleic acid damage

The miRNA kinetics data presented in Chapter 4 have the limitation of large errors,

making the interpretation of the observed kinetics and any comparison difficult.

So a significant amount of effort should be directed to improve the quality of the

data and making it more meaningful. One of the main factors causing the large

standard deviation in the fluorescence intensity of different spots of the same miRNA

sequence at the same irradiation time is the difference in the amount of solution put

onto the slide and the slide chemistry. The use of internal standard to account
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for the difference in spots size does not work well, because of possible interaction

of the internal standard with the target sequence. So an internal standard that

does not interact with the target sequence is required. The use of quantum dots as

internal standards in the microarray is an alternative [13–16], though optimizing the

concentration and understanding the binding chemistry is another hurdle. Changing

the slide chemistry or knowing the number of binding sites on the slides will also

improve the understanding of the damage kinetics.

Alternatively, solution phase studies can be done to understand the kinetics of

damage. For solution phase studies, molecular beacons, smart probes [17,18] or other

alternative probes need to be used. This will be easier for miRNAs as they are

single stranded. Fluorescence [19,20] or absorption spectroscopy [21] can be used to

probe the kinetics of damage depending upon the choice of probes.

Use of hybridization techniques to study the kinetics of UV-induced damage has

different limitations. The stability of the target-probe hybrid may be sensitive to

the position of the damage site. Also, different types of damage affect the stability

of the target-probe hybrid differently. So a technique that can identify and is equally

sensitive to all kind of damages is necessary.

6.2.4 Techniques to detect nucleic acid damage

Another important aspect of nucleic acid damage detection is the sensitivity and

selectivity of different probes used for nucleic acid damage detection. All probes

are not equally sensitive to different types and positions of damages on nucleic

acid. So a universal method of detecting any kind of damage at any position of the

nucleic acid sequence is necessary. All types of nucleic acid damages will induce

some change in the molecular structure of the nucleic acid and can be detected

by different spectroscopic techniques like nuclear magnetic resonance (NMR) or

resonance Raman spectroscopy. Resonance Raman spectroscopy has been used to

detect 8-oxodeoxyguanosine [22,23] and a similar approach can be used for different

types of damages. So, creating a library of vibrational markers for different types

of damage by examining all possible damage products of DNA can be used as a

benchmark of the qualitative analysis. Most of the damaged products absorb more or

less at the same wavelength as the nucleobases and that will be resonantly enhanced.

Also, knowing the absorption spectra of the different damaged product will help

us selectively enhance the excitation of the damage product if the absorption
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spectra is different from that of the DNA and get the resonance Raman spectra

for the damaged product. The important challenge in this approach will be the

low concentration of the damaged oligonucleotides compared to the undamaged

oligonucleotides. We may have to increase the concentration of the damaged

oligonucleotides by isolating the damaged oligonucleotides.

Another approach will be to selectively tag the damaged products with different

molecular fluorescent probes. Having different tags for different types of damaged

nucleotides will help us identifying and quantifying damaged nucleotides [24,25].
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Appendix A

Resonance Raman Spectra and
Twostate (Model-2) for
Homopentamers

The Resonance Raman spectra of different homopentamers at different excitation

wavelengths and the alternative model (model 2) used to reproduce the experimental

absorption and resonance Raman excitation profile for the homopentamers are given

below.
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Figure A.1: Resonance Raman spectra of 0.3 mM (dTp)5 excited at different
wavelengths. The internal standard peak (0.1M nitrate) is denoted by asterisk (*).
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Figure A.2: Resonance Raman spectra of 0.3 mM (dGp)5 excited at different
wavelengths. The internal standard peak (0.1M nitrate) is denoted by asterisk (*).
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Figure A.3: Resonance Raman spectra of 0.3 mM (dCp)5 excited at different
wavelengths. The internal standard peak (0.3M nitrate for 266, 257 and 250 and
0.1 M for 275 and 280 nm ) is denoted by asterisk (*).
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Figure A.4: Resonance Raman spectra of 0.3 mM (dAp)5 excited at different
wavelengths. The internal standard peak (0.1M nitrate) is denoted by asterisk (*).
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Figure A.5: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dTp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters of Table A.1. The differences between the experimental and
simulated spectra at higher energies are other higher energy transitions which are
not modeled in the equation.
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Figure A.6: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dTp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table A.1.
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Table A.1: Harmonic mode parameters for (dTp)5

Mode
a
 

(cm
-1

) mode assignment
b
 

β/ħ 

(cm
-1

) 

1190 ν(C2N3) [21], be(C6H12) [20], be(N1H7) [-16], ν(N3C4) [-12], ν(C6N1) [-11] 559.3 

1240 ν(C5Me) [29], νC6N1) [-21], ring def 1 [12], ν(N1C2) [10], ν(C4C5) [-10], ν(C2N3) [-8] 694.4 

1375 be(C6H) [42], ν(C5C6) [12], ν(N1C2) [9], ν(C2N3) [-9] 783.75 

1417 ν(C2N3) [15], ν(C4C5) [13], CH3 umb [11], be(N1H) [9], ν(N1C2) [-8], be(C4O) [7], be(C2O) [7], ring def 2 [-6], be (N3H) [-6] 481.78 

1480 ν(C4C5) [24], ν(N1C2) [13] 251.6 

1664 ν(C5C6) [61], be(C6H) [13], ν(C6N1) [-8], ν(C5Me)[-5] 998.4 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def - deformation, γ - out-of-plane bending and be - in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3 :temperature, T = 298 K, zero-zero 
energy, E0 = 35700 cm-1, Gaussian homogeneous linewidth, ΓG = 3700 cm-1, inhomogeneous linewidth, θ = 80 cm-1, transition length, M = 1.83 Å, 
and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Figure A.7: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dGp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters of Table A.2. The differences between the experimental and the
simulated spectra at higher energies are other higher energy transitions which are
not modeled in the equation.
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Table A.2: Harmonic mode parameters for (dGp)5

Mode
a 

(cm
-1

) mode assignment
b
 

β/ħ 

(cm
-1

) 

1240 ν(N7C8) [+19], be(C8H) [-24] 223.2 

1340 ν(N7C8) [-26], ν(N1C6) [-25], ν(N5N7) [+16] 670 

1410 ν(C4N9) [-33], ν(C5N7) [-24] 352.5 

1480 be(C8H) [+40], ν(C8N9) [-32], ν(N7C8) [+21] 532.8 

1580 ν(N3C4) [-30], ν(C4C5) [+24], ν(C5N7) [-16] 632 

1650 ν(C6O) [+48], ν(C5C6) [-21], be(N1H) [-11], ν(C4C5) [+11], ν(N1C6) [-10] 445.5 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def - deformation, γ - out-of-plane bending and be - in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3 :temperature, T = 298 K, zero-zero 
energy, E0 = 32200 cm-1, Gaussian homogeneous linewidth, ΓG = 3700 cm-1, inhomogeneous linewidth, θ = 80 cm-1, transition length, M = 1.8 Å, 
and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Figure A.8: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dGp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table A.2.
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Figure A.9: Experimental (solid line) and simulated (dotted line) absorption spectra
of (dCp)5. The simulated absorption spectrum was generated using Equation 3.3
and the parameters in Table A.3. The differences between the experimental and
the simulated spectra at higher energies are due to other higher energy transitions
which are not modeled in the equation.
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Figure A.10: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dCp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table A.3.
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Table A.3: Harmonic mode parameters for (dCp)5

Mode
a
 

(cm
-1

) mode assignment
b
 

β/ħ 

(cm
-1

) 

780 def(C2O7) [74], def(C4N8) [8] 296.4 

1250 be(N1C6H) [19], n(N1C6) [18] 725 

1290 ν(C2N3) [38], ν(C4N8) [13] 451.5 

1360 ν(C4N8) [18], be(C5C6H) [17] 544 

1410 be(C6N1H1) [30], ν(C6N1) [-19], ν(N3C4) [11] 592.2 

1530 ν(C4N8) [17], ν(N3C4) [14] 382.5 

1660 ν(C2O7) [76] 664 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def - deformation, γ - out-of-plane bending and be -in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3: temperature, T = 298 K, zero-zero 
energy, E0 = 34400 cm-1, Gaussian homogeneous linewidth, ΓG = 2100 cm-1, inhomogeneous linewidth, θ = 1200 cm-1, transition length, M = 1.66 
Å, and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Figure A.11: Experimental (solid line) and simulated (dotted line) absorption spec-
tra of (dAp)5. The simulated absorption spectrum was generated using Equation
3.3 and the parameters from Table A.4. The differences between experimental and
simulated spectra at higher energies are due to other higher energy transitions which
are not modeled in the equation.
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Figure A.12: Experimental (points) and calculated (solid lines) resonance Raman
excitation profile for (dAp)5. The excitation profiles were calculated using Equation
3.2 and the parameters in Table A.4.
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Table A.4: Harmonic mode parameters for (dAp)5

Mode
a
 

(cm
-1

) mode assignment
b
 

β/ħ 

(cm
-1

) 

726 be(N7C8N9) [19], ν(N9C'1) [-14], be(C5N7C8) [12], be(C4N9C8) [11] 79.86 

1310 ν(N9C8) [30], ν(N3C2) [14], be(C8H) [14] 183.4 

1335 ν(N7C5) [-39], ν(C8Ν7)[12] 307.05 

1410 ν(C4N9) [44], be(C8H)[-15] 119.85 

1480 be(C2H) [-29], ν(N9C8) [-19], be(C8H)[15] 236.8 

1575 ν(C4C5) [48], ν(C4N3) [-31] 173.25 

1660 be(NH2)[73], ν(C5C6) [15], ν(C6N10) [14] 132.8 
aFrequencies listed here are experimental frequencies. bAbbreviations: ν - stretching, def deformation, γ - out-of-plane bending and be - in-plane 
bending. The slopes of the excited-state potential energy surface at the Franck-Condon geometry (β/ħ) in cm-1 were obtained by fitting the 
experimental cross-sections and absorption spectrum with the following parameters in Equation 3.2 and 3.3 :temperature, T = 298 K, zero-zero 
energy, E0 = 34200 cm-1, Gaussian homogeneous linewidth, ΓG = 3300 cm-1, inhomogeneous linewidth, θ = 50 cm-1, transition length, M = 2.35 Å, 
and Brownian oscillator line shape, κ = Λ/D = 0.1. 
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Appendix B

Kinetics and Correlation Plots
for miRNA Damage

All the kinetics plots and the correlation plots for all the experiments discussed in

Chapter 4 is presented here.
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Figure B.1: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-miR-100 (A and B) and hsa miR-129b-2 (C and D) for
experiment 1. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental
details of experiment 1 is described in the text.

174



0 10 20 30 40 50 60

10000

15000

20000

25000

30000

35000

 

 

F
lu

o
re

sc
e
n
ce

 I
n
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

A

0 10 20 30 40 50 60

10000

15000

20000

25000

30000

35000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

B

0 10 20 30 40 50 60
10000

20000

30000

40000

50000

60000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

C

0 10 20 30 40 50 60

20000

30000

40000

50000

60000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

D

 

Figure B.2: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-miR-21 (A and B) and hsa miR-155 (C and D) for experiment
1. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of
experiment 1 is described in the text.
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Figure B.3: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-miR-181-b (A and B) and hsa miR-100 (C and D) for
experiment 2. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental
details of experiment 2 is described in the text.
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Figure B.4: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-miR-29-b (A and B) and hsa miR-21 (C and D) for experiment
2. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of
experiment 2 is described in the text.
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Figure B.5: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-let-7f-1 (A and B) and hsa-let-7a-2 (C and D) for experiment
2. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of
experiment 2 is described in the text.
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Figure B.6: Probe fluorescence intensity at 530 nm as a function of UV irradiation
time for miRNAs hsa-let-7g (A and B) and hsa-miR-155 (C and D) for experiment 2.
’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of experiment
2 is described in the text.
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Figure B.7: Probe fluorescence intensity at 685 nm as a function of UV irradiation
time for miRNAs hsa-miR29-b (A and B), hsa-miR-21 (C and D) for experiment 3.
’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of experiment
3 is described in the text.
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Figure B.8: Probe fluorescence intensity at 685 nm as a function of UV irradiation
time for miRNAs hsa-miR-125b-1 (A and B) and hsa-miR-155 (C and D) for exper-
iment 3. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of
experiment 3 is described in the text.
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Figure B.9: Probe fluorescence intensity at 685 nm as a function of UV irradiation
time for miRNAs hsa-miR-145 (A and B) and hsa-miR-10b(C and D) for experiment
3). ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of
experiment 3 is described in the text.

182



0 5 10 15 20 25 30
0

3000

6000

9000

12000

15000

18000

21000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

B

0 5 10 15 20 25 30
0

2000

4000

6000

8000

10000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

A

0 5 10 15 20 25 30
0

2000

4000

6000

8000

10000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

C

0 5 10 15 20 25 30
0

5000

10000

15000

20000

25000

 

 

F
lu

o
re

sc
e
n
ce

 in
te

n
si

ty
 (

a
. 
u
)

Irradiation time (min.)

D

 

Figure B.10: Probe fluorescence intensity at 685 nm as a function of UV irradiation
time for miRNAs hsa-hsa-miR-17 (A and B) and hsa-miR-27b(C and D) for exper-
iment 3. ’A’ and ’B’, and ’C’ and ’D’ represent replicates. Experimental details of
experiment 3 is described in the text.
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Figure B.11: Damage kinetics as function of number of adenine and cytosine for
experiment 1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.12: Damage kinetics as function of number of adenine and cytosine for
experiment 2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.13: Damage kinetics as function of number of adenine and cytosine for
experiment 3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.14: Damage kinetics as function of number of guanine and uracil for
experiment 1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.15: Damage kinetics as function of number of guanine and uracil for
experiment 2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.16: Damage kinetics as function of number of guanine and uracil for
experiment 3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.17: Damage kinetics as function of number of adenine and cytosine
doublets for experiment 1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.18: Damage kinetics as function of number of adenine and cytosine
doublets for experiment 2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.19: Damage kinetics as function of number of adenine and cytosine
doublets for experiment 3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.20: Damage kinetics as function of number of guanine and uracil doublets
for experiment 1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.21: Damage kinetics as function of number of guanine and uracil doublets
for experiment 2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.22: Damage kinetics as function of number of guanine and uracil doublets
for experiment 3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.23: Damage kinetics as function of number of ACs and AGs for experiment
1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.24: Damage kinetics as function of number of ACs and AGs for experiment
2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.25: Damage kinetics as function of number of ACs and AGs for experiment
3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.26: Damage kinetics as function of number of AUs and GCs for experiment
1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.27: Damage kinetics as function of number of AUs and GCs for experiment
2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.28: Damage kinetics as function of number of AUs and GCs for experiment
3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.29: Damage kinetics as function of number of UGs and pyrimidines for
experiment 1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.30: Damage kinetics as function of number of UGs and pyrimidines for
experiment 2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.31: Damage kinetics as function of number of UGs and pyrimidines for
experiment 3. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.32: Damage kinetics as function of number of pyrimidine doublets for
experiment 1. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.33: Damage kinetics as function of number of pyrimidine doublets for
experiment 2. ’A’ and ’B’ represents kinetics of replicates.
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Figure B.34: Damage kinetics as function of number of pyrimidine doublets for
experiment 3. ’A’ and ’B’ represents kinetics of replicates.
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