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Abstract

The demands for higher data rates in wireless personal area networks have led 

to the current interest and development of the ultra-wideband (UWB) com

munication technology. An ultra-wideband (UWB) channel has the potential 

to provide both low cost and high speed wireless devices with its extensive 

spectrum resources. However, how to design an efficient, reliable, low com

plexity transmission technology for UWB channels is still a big question. In 

this thesis, a novel dual pulse (DP) transmission scheme that improves the 

data rate of a popular and simple technique called transmitted reference (TR) 

is proposed. A complete system including the transmitter and receiver for the 

DP scheme is presented and extensively studied. Three receiver designs based 

on non-coherent general selection combining (GSC), absolute threshold-GSC 

(AT-GSC), and normalised threshold-GSC (NT-GSC) of a front-end autocor

relator are proposed and their performances are analysed and simulated thor

oughly in UWB channels. Furthermore, an improved version of the DP scheme 

called improved DP (iDP) is also proposed. The new DP designs offer a range 

of advantages over the traditional TR system, such as doubled data rate, more 

immunity to channel variation, less detection delay and ease of implementing 

delay units, etc., while maintaining similar performance and complexity.
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Chapter 1 

Introduction

1.1 Background

Driven by the increasing market demand, wireless communications has main

tained as one of the fastest growing segments in telecommunications industry. 

The mobile market in the United States has seen an addition of 14 million 

new mobile subscribers in 2003, an increase from 12 million in 2002 [1], The 

total voice revenue reported in the United States cellular market for year 2003 

was 90 billion dollars. While revenues from voice calls still account for the 

majority of the income for wireless operators, the use of wireless data services 

such as short message service (SMS), multimedia messaging service (MMS), 

and wireless internet has increased substantially in the past few years. It was 

predicted tha t by year 2010, over 50% of the mobile revenue will come from 

mobile data  service in North America and Europe [2].

As the wireless traffic migrates away from voice orientated networks into 

networks that support both voice and data, the demand for high speed wireless 

networks increases. The third generation (3G) cellular network holds promise 

to provide high data rate access for wireless data services of up to 2 Mb/s 

rate [3]. However, the cost of the dedicated spectrum required for 3G net

works is extremely high; a 20 year 3G spectrum license cost United Kingdom 

operator Vodafone 5.964 billion pounds in the year 2000 auction [4]. W ith the 

high cost and relatively low throughput compared to wireless fidelity (WiFi)

1
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of the Institute of Electrical and Electronics Engineers (IEEE) 802.11x’s stan

dards used in wireless local area network (WLAN), wireless hotspot based on 

WLAN technology has quickly emerged to be the cost effective way to provide 

fast wireless internet/data access in a low mobility environment. When oper

ates in IEEE 802.11a or 802. l lg  standards which utilise unlicensed industrial, 

scientific, and medical (ISM) bands [5] of 5 GHz and 2.4 GHz respectively, 

WLAN is able to provide speed of upto 54 Mb/s [6 ].

At the time of WLAN development, a new network named wireless per

sonal area network (WPAN) is also under development. WPAN is specified 

in IEEE 802.15 standards, where Bluetooth is the current technology used in 

WPAN [7,8]. WPAN is developed as a technology to connect electronic devices 

within a personal’s radius together, and to replace the wired connections for 

such devices. Like the WLAN, as the technology matures, more and more com

panies have realised the potential of WPAN and we see an increasing number 

of products having Bluetooth build-in. Some of the products with Bluetooth 

build-in are cellphones [9], headsets, personal digital assistants (PDAs), and 

various computer devices [10,11]. W ith the new legislation to prevent drivers 

from talking on cellphone without a handsfree device, handsfree headsets are 

becoming a standard requirement. This has helped turning Bluetooth into 

a new feature for car manufacturers. Luxury manufacturers such as Acura, 

BMW, Lexus have made this feature available [12] on their cars, enabling Blue

tooth cellphones to integrate into the audio system. The demand for WPAN 

is ever increasing. Recent study by In-Stat/M DR addressed that in 2003 the 

worldwide Bluetooth chipset shipments reached 69 million and predicted sales 

of more than 700 million units in 2008 [13].

W ith the increasing popularity of wireless connection between different 

devices, the demand for high speed connection between devices has also in

creased. Bluetooth technology group [8 ] has recently released Bluetooth 2.0, 

which increases its transfer rate by 3 to 10 times. Apple Computer Inc. has 

released new notebooks tha t support such transfer rate of up to 3 M b/s based

2
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on Bluetooth 2.0 technology [10]. However, Bluetooth’s data rate is still far 

too slow as a replacement for universal serial bus (USB) and Firewire con

nections for items such as external hard drives, external DVD readers, and 

portable music players.

In order to integrate USB and Firewire connection into WPAN, the wireless 

connection has to be able to support transfer speed of over 500 Mb/s. The 

IEEE 802.15.3a WPAN working group has found ultra-wideband (UWB) a 

possible technology that can support data rate of over 500 Mb/s in future 

WPAN products [14]. In fact, the UWB development firm Alereon has recently 

released a UWB evaluation kit designed as a USB cable replacement. The 

evaluation kit is capable of supporting a data rate of 480 M b/s over a UWB 

wireless link [15]. With the early development of UWB devices already capable 

of supporting such a high data rate, UWB has positioned itself as a promising 

physical layer candidate for high-speed WPAN. This would allow WPAN to 

be implemented in a new range of products with a high speed requirement 

tha t Bluetooth is not able to support. However, the usage of UWB technology 

does not stop at the application of WPAN. The UWB technology has also 

found home in vehicular radar systems and imaging systems. The application 

of UWB technology in these systems improves resolution and sensitivity [16]. 

Another application of UWB is in the sensor networks, where aside from the 

high data rate capability of the UWB technology, the low power and low 

implementation cost of UWB are also very attractive properties [16].

The UWB technology provides a lot of promises, but it is still in early 

development. The properties of UWB channels are not yet well known. There 

are also other concerns, such as how UWB will coexist with “narrowband” 

signals and what is the most cost effective design for UWB transmitters and 

receivers. In this thesis, we propose efficient transmitter and receiver tech

niques for UWB and analyse their performance in realistic UWB channels.

This chapter is organised as follows. A brief history of UWB and the 

spectrum regulation for UWB transmission is presented in Section 1.2. In

3
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Section 1.3, the UWB fading environment is discussed with channel modelling 

attem pt presented by various researchers. Section 1.4 contains a brief overview 

of current UWB developments. The outline of the thesis is given in Section 

1.5.

1.2 H istory and R egulation of U W B

UWB signals are defined as baseband pulses with very short duration, typi

cally in nanosecond range and occupy a large frequency range from near DC to 

a few gigahertz [17]. The official definition of UWB given by Federal Commu

nications Commission (FCC) refers to transmission systems with a bandwidth 

greater than 500 MHz or have a fractional bandwidth in excess of 20%. The 

fractional bandwidth is defined as B / f c, where B represents the -10 dB band

width and / c is the center frequency [18]. Use of very large bandwidth for 

communication can be dated back to the start of wireless transmission, where 

signal was generated by spark-gap transmitters. Such wireless communication 

system was used by Guglielmo Marconi who successfully completed the first 

wireless transmission between St.John’s Newfoundland and Cornwall, England 

in 1901 [19]. Since then, government regulations have limited the bandwidth 

usage to limit the interference between communication systems, and thus pro

moted the development of narrowband communication systems. However, with 

the increasing demand of communication capacity, a shift to wider bandwidth 

has been observed in the wireless industry in order to provide high speed data 

transmission and improved capacity.

Before the United State Department of Defense applied the term UWB in 

1989 [16,20], the UWB technology were referred to as carrier-free, baseband 

or impulse technology. Impulse radio was developed as far back as 1940’s 

when several impulse radio system patents were filed [21], The patent filed 

by Ross and Robbins in 1973 is the first milestone for UWB communication 

which set up the foundation for UWB communication developments [22], On

4
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Figure 1 .1 : FCC defined indoor UWB spectrum mask

April 2 2 , 2002, FCC issued UWB regulations under Part 15 of Commission’s 

Rules, which outlined the -10 dB bandwidth of UWB signal to be within 3.1 

GHz to 10.6 GHz and effective isotropic radiated power (EIRP) limit defined 

as -41.3 dBm [18]. Fig. 1 .1  is a  graphical representation of the FCC UWB 

spectral mask for indoor channels under rule Part 15. The UWB regulation 

set by FCC not only legalised the UWB research, but also provided a defined 

specification, gave researchers a standardised UWB frequency range to work 

with.

1.3 U W B  Fading Environm ents

One of the challenges ultra-wideband researchers face is the lack of a well de

fined channel propagation model. While the “narrowband” channel has been 

investigated extensively for a long time and well understood, with the large
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bandwidth and short pulse duration of the UWB signal, more structures of 

the channel is exposed, and thus the UWB communication channel has largely 

been unknown to researchers. Since UWB is aimed at providing wireless con

nection in the indoor environment, the channel behaviour is even more com

plicated and less understood. This leads to modelling of the UWB channel 

from experimental measurements by researchers.

In UWB research, since there was no well known UWB statistical channel 

model, the analyses were done with additive white gaussian noise (AWGN) 

channel with or without multipath as the UWB channel [23-25]. In the first 

published finding of UWB channels, Win et al. [26] conducted an UWB signal 

propagation experiment with bandwidth in excess of 1 GHz, in 14 different 

locations in a modem office building. The finding from the experiment showed 

an increased noise floor from offices at the edge of building with large windows. 

It also found that the effect of office doors and large computer monitors were 

minimal, and results in [26] showed that UWB signal does not suffer much 

from fades.

Intel also started projects to characterise the UWB channel. Leslie et 

al. [27] analysed the UWB channel from 2 GHz to 8  GHz range in a residential 

area. With the 612 different transmit and receive location combinations, they 

observed that non-line of sight (NLOS) paths contained five times as much 

multipath fragmentation as line of sight (LOS) paths. In an effort to char

acterise different channel models, Intel counted the number of paths that are 

within 10 dB of the peak return path. A mean of 7 paths for LOS and 35 

paths for NLOS with standard deviation of 5 and 30 paths respectively were 

observed. This finding indicated that in NLOS channels, the channel energy 

are separated into more paths than in LOS channel.

Cassioli et al. [28] analysed the extensive UWB channel measurements for 

a  typical modern office building and formed the stochastic tapped-delay-line 

(STDL) model for the UWB indoor channel. The measurements procedure 

separated the large scale and small scale fading. For large scale fading which

6
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referred to parameter affected by switching from one room to another, the 

model determines that the average power decays exponentially with the de

cay constant determined statistically. It is also found that the total received 

energy experienced a lognormal shadowing around the mean energy given by 

the path-loss power law. For small scale fading which defines small location 

change within the room, the energy gain followed a Gamma distribution with 

m  factor decreasing with increasing excess delay. This model provided a de

tailed representation of the UWB channels, but the statistical value it depends 

on is site specific.

There are many other UWB channel models and evaluations presented 

by others, which were all taken into consideration when the IEEE 802.15.3a 

task group established the standard UWB channels [29,30]. The standard 

UWB channels were established to provide an easy to use channel model and 

a common ground for comparison between different transmission methods. 

The IEEE 802.15 standard model is based on a modified Saleh-Valenzuela 

model [31] with a lognormal amplitude distribution, and a shadowing term to 

account for total received multipath energy variation that results from blockage 

of LOS path. It also assumes the channel stays either completely static or 

changes completely from one data burst to the next. The model was proposed 

with four sets of parameters designed to simulate different channel scenarios 

from LOS to NLOS. The detailed description of the channel model can be 

found in Section 2.4.

1.4 Current U W B  D evelopm ents

In the beginning of the UWB development, the most common modulation 

method proposed for UWB was pulse-position modulation (PPM) [32-35]. 

Another modulation scheme that is also used in UWB communications is on- 

off keying (OOK) [36]. With multiuser in mind, modulations such as time- 

hopping code division multiple access (TH-CDMA) [37], direct-spread code

7
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division multiple access (DS-CDMA) [38], orthogonal frequency division mul

tiplex (OFDM) [39] are often investigated in UWB research. In fact, in the 

establishment of the IEEE 802.15.3a standard, the two remaining proposals in 

the running are the one based on OFDM modulation and the other based on 

DS-CDMA modulation [14].

Besides the modulation scheme, coexistence of UWB with the current nar

rowband and wideband systems such as the global positioning system (GPS), 

GSM and WCDMA is a subject of plenty study [40]. The pulse shaping [41,42] 

of the UWB signals is also very important, since maximizing the transmitted 

power of a UWB signal while satisfying the FCC spectrum mask has a direct 

impact on the system performance. The UWB pulse normally has a duration 

in the order of nanosecond, and accurate timing acquisition becomes critical 

and challenging [43]. Other on-going research effort focused on receiver designs 

and signalling schemes. Some of the UWB receiver designs presented including 

various rake receiver designs [44-48] and suboptimal design such as autocor

relation receivers [49]. The signalling scheme used also determines the type 

of receiver used. For example, autocorrelation receivers are often used with 

transmitted reference (TR) signalling scheme [49]. Another signalling scheme 

used for UWB is the pilot symbol signalling scheme [50]. While the current 

development of UWB covers more areas than that mentioned here, these top

ics provided a good indication of some areas that the UWB development is 

heading.

The UWB technology has also been adopted as one of the physical layer 

candidates in the IEEE 802.15.4a which defines the WPAN for low rate ap

plications [51]. The main focus of the IEEE 802.15.4a task group is to create 

a low cost and low power consumption devices for sensor networks or simi

lar systems. At the time of writing of this thesis, the development of IEEE 

802.15.4a standard is still at a very early stage with proposals being presented 

and selection process just started. In connection with all the on-going research 

in the UWB area, a new transmission scheme is proposed in this thesis that

8
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retains the low complexity and robustness of the TR system but doubles the 

data rate, which makes it a good candidate for IEEE 802.15.4a applications. 

The new scheme also offers other benefits that are detailed in the subsequent 

chapters.

1.5 Thesis O utline

In Chapter 2, the conventional transmitted reference (TR) design is presented 

and its receiver performance is analysed. Two receiver variants are analysed 

here; one is a simple autocorrelation detector and the other is the autocorre

lation detector with noise averaging applied to the reference signal. Details of 

the IEEE 802.15.3a channel models are presented, and these channel models 

are employed in the simulation. The performance of TR system with regular 

autocorrelation receiver and with noise averaging autocorrelation receiver un

der different channel models (CM1-CM4) are simulated. The efficiency of the 

noise averaging technique is also simulated.

A new scheme called dual pulse (DP) transmission is introduced in Chap

ter 3. Details of the DP system are presented and the receiver performances 

with channel path delay knowledge are analysed, followed by three receivers 

that require no priori channel knowledge at all. The receivers are based 

on non-coherent general selection combining (GSC), absolute threshold-GSC 

(AT-GSC), and normalised threshold-GSC (NT-GSC). Their performances are 

analysed and numerically evaluated with and without noise averaging applied. 

A simply autocorrelation receiver design is also introducted for the DP system. 

The new DP system with the three “GSC” receivers as well as the autocorre

lation receiver are simulated extensively to obtain the effect of different design 

parameters on system performance in realistic UWB channels. The simulation 

results on the comparison between the DP system and the TR system are also 

compared in this chapter.

Chapter 4 introduces a modified version of the DP system called the im-

9
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proved DP (zDP) system, tha t eliminates possible inter-pulse interference (IPI) 

in the DP system. The new system is then simulated and compared with the 

equivalent TR  system. To show the zDP system’s IPI elimination property, it 

is also compared with the DP system presented in Chapter 3.

Finally, the new schemes presented are concluded in Chapter 5, with the 

possible future work outlined.

10
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Chapter 2

The Transmitted Reference 
system

2.1 Introduction

Many different transmitter and receiver designs have been proposed for the 

UWB channels. By far the most popular designs are based on the rake receiver 

structure [44-48]. Since a UWB channel has a large number of distinct paths, 

it creates an ideal situation for the application of rake type receivers. The 

'‘all-rake” receiver [44] which collects energy of all the paths of the UWB 

channel is the ideal receiver system. However, the large number of correlators 

needed in the “all-rake" receiver means extremely high complexity and thus an 

increase in power consumption, which makes it impossible to build the receiver 

in reality. Therefore, partial rake and selective rake receivers were proposed 

[44,47]. The partial rake receiver collects the energy of the first X number 

of paths of the UWB channel. It is straightforward to see that when the 

number of collected paths increases, the performance improves for the partial 

rake receiver, because more channel energy is collected in the receiver [46]. An 

improved version of the partial rake receiver, called selective rake receiver is 

also proposed [47]. The selective rake receiver picks the X strongest paths of 

the UWB channel and decodes those paths. The selective rake receiver has an 

improved performance over the partial rake receiver but it is more complicated

11
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to implement.

In general, rake receivers with a large number of fingers are very complex. 

They require perfect knowledge of the channel and accurate timing of each 

path in order to have good performance. Due to the large number of paths 

and the short pulse durations, estimating the UWB channel is not an easy 

task. Therefore the channel estimation process adds a lot of complexity to the 

overall rake receiver design. These complications will add up to a higher cost 

for the UWB devices, which is against the goal of UWB to provide cheap high 

speed wireless devices.

One of the receiver designs that have gained popularity recently is the 

autocorrelation receiver based on the transmitted reference (TR) signal design. 

The advantage of the TR autocorrelator technique is the elimination of the 

complicated channel estimation required in the rake receiver design. This will 

greatly reduce the overall complexity of the system, therefore a low cost UWB 

receiver is possible. The TR technique was first used in a UWB system by 

Hoctoref al. [52,53]. The idea of applying TR systems to the UWB channel 

has since gained a  lot of interest with publications analysing the performance 

of TR in multipath channels [34]. Chaoef al. derived and analysed the optimal 

and suboptimal receivers [49]. The TR system was further studied in [54-56].

In this chapter, the bit error rate (BER) performance of a typical TR 

system with autocorrelation receiver is analysed. A noise averaging technique 

is then applied in the autocorrelation receiver to reduce the noise effect and 

thus improve the performance. The IEEE channel models are introduced and 

used to simulate the performance of two autocorrelation receivers. The effects 

of various parameters in the receiver design on the system performance are 

investigated.

12
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2.2 T R  System  Overview

The TR signalling technique consists of an unmodulated reference signal and 

a modulated data signal for each information bit. In conventional TR sys

tems, the modulated signal is transmitted after certain delay 7) following the 

unmodulated signal to ensure there is no interference between the two sig

nals [49]. A binary pulse amplitude modulation (PAM) modulated TR signal 

pair is represented by

so{t) = 9tr{t) +  b0gtr{t -  Td) (2-1)

where gtr(t) is represents an ultra-wideband pulse with a non-zero value in 

the interval [0,7),]; the energy of gtr(t) is defined as and b0 € {—1,1}. A 

binary PAM modulated TR signal pair is illustrated in Fig. 2.1, and a block 

diagram of the transmitter design is shown in Fig. 2.2. In this thesis, the

delay Td between the unmodulated and modulated pulses is set to equal to the

data transmission time frame 7). Therefore, TR signal pairs are transmitted 

in intervals of 27). To improve the transmission reliability, the same TR 

signal pair can be sent Na times. A binary PAM modulated signal pair for 

transmission can be expressed as
O C

s t r ( t )  =  5 3 9 t r { t  -  2z'7» +  b \ i / N ^ g t r ( t  -  (2i  +  1 ) T j ) .  (2.2)
t=00

Since the unmodulated signal is transmitted together with the modulated sig

nal as a pair on the same channel, the unmodulated signal will undergo the 

same channel distortion as the modulated signal assuming the channel remains 

unchanged during the period 7). Thus, the received unmodulated signal can 

be used as a noisy reference for the detection of the modulated signal and avoid 

the need for explicit channel estimation. The received signal pair is expressed 

as
00

hrit) = 5 3 9tr(t -  2iTf) * h(t)
i=oo l “ *3)

+  hi/N*]9tr(t -  (2i +  1)7)) * h(t) +  n{t)
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Figure 2.1: The binary PAM m odulated T R  system signal pair

Delay * ,( =  ± U

Td=Tf
X  

- K + ^ • (0

Figure 2.2: TR system transm itter block diagram
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where n(t) is the zero mean additive white Gaussian (AWGN) noise with 

variance ^  and h(t) represents the multipath channel impulse response. The 

UWB multipath channel response can be generalised as

K

h(t) = ^ 2  a k6 (t - T k) (2.4)
k=1

where K  is the total number of multipath, a k and rk are the amplitude and 

delay of the kth path respectively. The multipath channel is assumed to have 

unit average power, i.e., E[^2^=1 |a^-|2] =  1. The transmission time frame Tf 

is greater than the maximum channel delay t k  plus the pulse duration Tw to 

ensure there is no inter-symbol interference (ISI) between the reference and 

data signal (i.e., Tf > rK -f Tw). At the receiver, the received signal is then 

passed through an ideal lowpass filter with a one-sided bandwidth of W  and 

unit magnitude. The output of the lowpass filter at the 2th  symbol interval 

(with duration 2NsTf)  is given by

JV3- 1  K

ri{t) =  S Qfc2rx(* -  2jTf -  Tk)
j=0 k = 1

+  OikbigTX(t -  (2j  +  1 )Tf  -  rk)} +  n(t)

where grx{t) corresponds to the received pulse shape. The use of different 

representations for pulses is to indicate the possible shape difference between 

the received grx(t) and the transmitted pulse f f t r ( t )  due to channel distortion. 

The bandwidth of the lowpass filter is designed to limit the white Gaussian 

noise to within the filter bandwidth and allow the pulse pair to pass through 

without distortion. The term n(t) indicates the bandlimited noise. In the next 

section, two autocorrelation detectors and their performance analysis will be 

presented.

2.3 R eceiver Performance

Two conventional TR receiver designs are analysed in this section: a basic 

autocorrelation receiver and an autocorrelation receiver with noise averaging

15
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Figure 2.3: TR autocorrelation receiver block diagram

technique.

2.3.1 Autocorrelation Receiver

An autocorrelator is used to correlate the unmodulated reference signal with 

the modulated data signal to demodulate the data signal. The auto correlator 

takes the received signal r tr(t) and multiply it with a T f delayed received signal 

and intergrate it over a  time period Ttr. A graphical representation of the 

autocorrelation receiver is shown in Fig. 2.3. The output of the autocorrelator 

for one symbol duration is given by

Let Tlr equal to ATW, where A is a positive integer that is less than or equal 

to K. As defined earlier. grx(t) is non-zero only for t £ [0. Tw]. Using a change

J V - 1 r (2 j+l)Tf +Tlr r A

Y  /  i E i ° tS ri(f -  2jTf  ~ Tfc),=0 Jw+iyr, I Lfc=1
(2 .6 )+  a kbigrx{t — (2 j  +  1 )Tj — Tfe)] +  n( t)

K

+ otkbigTX{t -  (2j  +  1)1/ - T j  -  r fc)] +  n(t -  Tf) jd t
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of variable v =  t — (2j +  1 )Tf, (2.6) can be rewritten as

rTtr K
D = N sbi [  ^Ta~kgrx{v -  rk)dv

Jo i
-V.-l ~Ttr K

+ I > .  E ak9rx{v ~ Tk)n{v + 2jTf)dz
j - o  fc=l

J V ;1

+  2 2 ° ‘k9rx{v-Tk)n{v +  2jTf +  Tf)dv
j = 0 * '°  fc=l 

'W  /-Ttr
+  y :  / n(u + 2jTf)n(v +  (2j + l)Tf)dv

•'O

(2.7)

j=o
=-Xi +  -Xo 4" -^3 +  -<̂4

where the terms X i, AT2, X3, and X 4 are defined as

rTtr K
X i  =biNs /  QfcSri(v -  r * ) ^  =  biNsR{Q)\a\2 (2.8)

Jo k=i
N ^ l  f T t r K

X 2 =b2 2 2  /  / )  Qk9rx{v -  Tk)n{v +  2jTf )dv (2.9)
j = 0  ' / °  fc=l 

AW ,Tlr /f
X 3 =  ^  a*SVx(u -  Tfc)n(u +  2jTs + Tf )dv (2.10)

j = o  • '°  fc=l 

AW rTtr
X 4 =  2 ^  /  n(v +  2jTf )n(v +  (2j +  l)Tj)dv  (2.11)

i=o •/o

where

# ( r ) =  / 9rx{t)9rx{t -  r)dt (2.12)
Jo

| a |2 = 5 > *  (2.13)
fc=i

where a: =  (qj, a 2. ..., a^). Conditioned on 6*, a  and r  =  (rj, t 2 , . . . .  r^). 

X2 and X3 can be modeled as zero mean Gaussian random variables (R.V.s) 

with variance equal to ^ A rs/2 (0)|a |2. The noise to noise term X 4 can be 

approximated as Gaussian distributed from central limit theorem with zero
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mean and variance
iVj 1 — 1 'p *p

o$4 = E(X42) =  E  E  /  "  /  "  E[n(Vl +  2aTf)n{v\ +  (2a +  1 )^ )
a = 0  j = 0 * '0

n(z;2 +  2jTj)n(v2 + (2j  +  l)T/)]di;idt>2 . (2-14)

For zero-mean jointly Gaussian R.V.s 2/1, 2/2 , J/3 , 2/4 and E[xiXj] =  Cy, there 

is [57]

E[j/i 2/22/32/4] =  G12C34 +  C13C24 +  C1.1C23 (2-15)

Applying (2.15) to (2.14) yields
N * - l N a- l  r Ttr r Ttr

4 - I E  /  +  +  2 0 - “)r' )
a = 0  j = 0

+  Rn(v2 -  ui +  2(j -  a)T/ +  Tf)Rn{v2 - v i  +  2(jf -  a)7 / -  r/)}duidu2
(2.16)

where 7?„(t) =  E[n(f)n(f -I- r)] =  jVoWsinc(2WT) [58]. When r  > Tf, R(t ) 

can be approximated as zero. Therefore, the variance exists when a = j ,  and 

(2.16) can be simplified to
•v»-1 rT.r rTtr

0%4 fs E / / RniV2 ~ vl)dvidv2
j=0 Jo

= Ns [  [  F&(v2 - v i )d v id v2 (2.17)
Jo Jo

where (2.17) can be further simplified to [49]
■\

a2Xi «  A 'H ^ T tr. (2.18)

The decision variable D can then be approximated as a Gaussian R.V. condi

tioned on bi, ol and r .  Its mean and variance are given by

E[jD|6j, q . t ] =  6iJVsi2(0)Itt|2 (2.19)

Var[£?|a, r]  =  N sN 0R(0)\a\2 +  a%4. (2.20)

The conditional probability of error for the autocorrelation receiver is given

by

P (e \a ,r) = P{D < Ofo = l,a,r) =  q (  NsR(0)\<*\2 \  (2 21)
\ y / N aNoR(0) \a \2 +  a % /
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Figure 2.4: The channel response of a simple 20 path test channel

The numerical evaluation and simulation result of the autocorrelation receiver 

over a simple multipath channel are compared in Fig. 2.5 with N s =  1. The 

unit gain channel used have 20 paths, with paths arriving every integer multiple 

Tw. The channel response is plotted in Fig. 2.4. As shown in Fig. 2.5, the 

analytical results closely match the simulation results for both Ttr =  10TW 

and Ttr — 20TW case. Therefore, it is evident that it is possible to model the 

system decision variable as a Gaussian R.V. under these circumstances.

2.3.2 Auto correlator with Noise Averaging

To improve the performance of the TR system, a technique called noise aver

aging was applied [34]. Noise averaging is applied to the reference signal to 

improve the signal to noise ratio (SNR). This is achieved by adding the cur

rent reference signal with Np — 1 delayed reference signal of previous signals, 

dividing the sum by Np and using it as the reference signal for demodulation. 

A graphical representation of the system is presented in Fig. 2.6. Assuming
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Figure 2.5: Performance of autocorrelation receiver in a  20 path channel

that the channel is static for the duration of Np signal pairs, this technique 

will effectively reduce the noise variance in the received reference signal by Np, 

while keeping the signal energy in the reference signal unchanged. With the 

addition of the noise averaging technique, the decision variable can now be 

expressed
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Figure 2.6: TR  autocorrelation receiver with noise averaging block diagram

Ua- 1  r (2 j+ l )T f+ T tr Up- 1  ,

D = X / X W ri^  ~ 2mTf ~  Tt i dt
j= 0  J [ 2 j+ l )T f  m = 0  N P

JV»“ 1 r(.2j+l)Tf +Ttr r Kri2j+\)Tf+TtT f
= X / i Xi0*^* - 2̂T/ - r*)

j= 0  -/(2i+l)Ty I ^

+  cxkbigrx(t -  (2j  +  1)7/ -  Tfc)] +  n(t)
N p- 1 ^ k

• [ £  AT “  2 m T f  ~  23T f  ~ t ! ~  Tk)
m = 0 “ p k= 1

+  0 !kbigrx(t -  2mTf -  (2j +  1)7/ - T f -  Tfc)] +  n(t -  2mTf  -  Tf) jd f .

(2 .22)

Under the same channel assumption as in the previous subsection. (2.22) can 

be generalised as

rTtr *  Up- 1r r  ̂ p ^
D  = N s k  /  X X W 9 r x (v  ~  2 m T f  ~  t ^ 3 t x {v  ~  r k ) d v

Jo  k= 1 m = 0  P
U s - I  f T,r X  N p - 1

+  X bi /  X a k 9 rx { v  -  T k ) —  X n (v  +  2J r f  -  2 m T f ) d v
j= 0 9 ° k = 1 * p m = 0

Ua- 1 rTtr X  Up-1  ^

+ X / X X w 9rx v̂ ~  2mTf ~  Tk^ v + 2i Tf +Tf i dv
j = 0  k= 1 777=0 P

U s - 1 rTtr I  U p - 1

+  X / Af X n (v +  2i Tf  ~ 2mTf)n (v +  (2j  + l)Tf)dv
j = 0  9 0  * P 771=0

=Vj +  V2 +  F3 +
(2.23)
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with Yi, Y2, yjj, and Y4 simplified to,

Yi =biNt R(0)\a\2 (2.24)
JV.-l rTtr K 1

Y2 =&i E  /  E  OLkgrx{v -  Tk ) —  n iv +  2JTf  -  2mT; )dv (2.25)
j =0 k=1 ' P m=0

AW rTtr K
Y3 = Y  f  Y 2 ak9rX{v -  rk)n(v + 2jTf  + Tf )dv (2.26)

j = 0  “' °  fc=l 

A W  Ttr Np- 1

=  E  /  f E ^  +  2i Tf  -  2mTM v +  (2j +  1 )Tf)dv. (2.27)
j=0 7VP m=0

Similar to the previous subsection, the term Y2 and Y3 can both be mod

eled as zero mean Gaussian variables with variances of $ - N sR(0)|o:|2 and 

^ iV sP (0 ) |a |2 respectively. Employing the approach for calculating the vari

ance of X 4 in the previous subsection to calculate Y4 yields

A W  -Ttr rTtr2 •_s  ̂ r-ltr r l t r

XT E  / / R n(v ~ ~ v i)dvidv2Ap j=0 Jo Jo
Y rT" rTf  0 

= XT /  R~n{v2 ~  v^dvxdvi (2.2S)
Jo Jo

*  N^W ^ Ttr- (2-29)

The decision variable D of the autocorrelation receiver with noise averaging 

can also be approximated as a Gaussian R.V. with mean and variance given 

by

E[£>|6i,a,r] =  biNsR(0)\a\2 (2.30)

Var[D\a,T]  = ^ N sR(0)\a\2 + ^ - j V sP (0 ) |a |2 +  a 2. .  (2.31)

The conditional probability of error for the autocorrelation receiver with noise 

averaging is then given by

P ( e |a , r )  =  P { D  <  0\b — l . a . r )

' _________________________________

y f  iV ,rt(0)|a |2 +  ^ JV ,fl(0 ) |a |*  + 4
.  Q( , (2.32)

>4
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Figure 2.7: Performance of autocorrelation receiver with noise averaging in a 
2 0  path channel

The analysis is evaluated with the same 20 paths channel as in the previous 

subsection. In Fig. 2.7, it is shown that the numerical analysis again agree 

with the simulation results. Also note that the performance of the system 

improved when compared to the system with no noise averaging in Fig. 2.5.

2.4 IEEE channel m odel

Realistic channel models are used for performance evaluation in this thesis. 

The channel models are obtained from the IEEE 802.15.3a high rate alternative 

physical layer (PHY) task group [30]. These UWB channel models are based 

on the Saleh-Valenzuela model [31], with multi-path components arriving in 

clusters. And the amplitudes have a log-normal distribution. The channel
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models can be represented by the following discrete time impulse response

L K

h it) = x Y , Y .  a w W  - T i -  rw ) (2.33)
1=0 k= 0

where X  represents the log-normal shadowing characterised by

20 log 10(A’i) ~ W ’(0,of). (2.34)

Also, T[ and Tkj  are the delays of the cluster and the k th multipath of the Ith 

cluster, respectively. The distribution of T) and rk_i are defined by the cluster 

and multipath arrival rate A and A respectively as

p i T ^ )  = A exp [—A (7) -  T}_1)],Z >  0 (2.35)

p(Tfc,zlr (fc-iy) =  A exp[-A(Tfc,( -  T-(Jt_i)jf)], k > 0  (2.36)

The channel coefficient, a*,/, is defined as

i =  Pk,&0k,i (2.37)

where pkj  equals ± 1  with equal probability representing the signal inversion 

due to reflection. And §  represents the fading of Ith cluster and fik,i represents 

the fading of the k th multipath in the Ith cluster, which have the following 

distribution

20 logiote.4,z) ~  N(Pk.i, o i  +  of) (2.38)

10  ln(fio) -  m / T  -  10rfc,(/ 7  (or? +  a 22) ln (1 0 )

= ------------- to(i0j------------------------- 20-------- (2'39)
where of and are standard deviations of the log-normal fading term for the 

cluster and the multipath within the cluster respectively. The parameter T is 

the cluster decay factor and 7  is the multipath decay factor.

The IEEE UWB channel contains four different channel models (CMl- 

4), each with different channel parameters and channel characteristics. CM1 

represents a line of sight (LOS) channel. CM2  is a non-line of sight (NLOS) 

channel where the transm itter and the receiver are separated by less than 4
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Parameters CM 1 CM 2 CM 3 CM 4
A (1/nsec) 0.0233 0.4 0.0667 0.0667
A (1/nsec) 2.5 0.5 2 .1 2 .1

r 7.1 5.5 14.0 24.0
7 4.3 6.7 7.9 1 2

(dB) 3.3941 3.3941 3.3941 3.3941
<72 (dB) 3.3941 3.3941 3.3941 3.3941
ax (dB) 3 3 3 3

Table 2.1: Model Parameters of IEEE channel models

Channel Statistics CM 1 CM 2 CM 3 CM 4
Mean excess delay (nsec) (rm) 5.0 9.9 15.9 30.1
RMS delay (nsec) (rrm4.) 5 8 15 25
Number of paths within 85% of 
the peak multipath arrival 2 0 .8 33.9 64.7 123.3
Mean channel energy (dB) -0.4 -0.5 0 .0 0.3

Table 2.2: Channel Characteristics of IEEE channel models

meters. CM3 is also a NLOS channel with transmitter and receiver distance 

of 4 to 10 meters. CM4 is the representation of an extreme NLOS multi-path 

channel with a 25 nsec RMS delay spread. The detailed channel parameters 

are listed in Table 2.1. Sample channel response of an LOS channel (CM1 ) 

and an extreme NLOS channel (CM4) are presented in Fig. 2.8 and Fig. 2.9, 

respectively. One hundred channel realizations are generated for each channel 

model, and the key channel characteristics are shown in Table 2.2.

2.5 Sim ulation R esults and D iscussion

In the simulation, the TR modulated signal is transmitted through the different 

channel models proposed by the IEEE 802.15.3a working group as described 

in Section 2.4. These channel models provide realistic channels where fading 

and multipath interference are taken into the evaluation of the TR system. 

The performance of the scheme is first evaluated by varying the length of
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Figure 2.8: Sample channel realization of CM1
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Figure 2.9: Sample channel realization of CM4 
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Figure 2.10: The pulse shape of the 2nd derivative Gaussian pulse p(t)

integration Ttr without the aid of noise averaging. Then the effect of Ttr 

on receiver with noise averaging is presented. Finally, effectiveness of noise 

averaging is evaluated by varying the number of reference pulses Np used in 

the noise averaging technique.

2.5.1 Simulation Setup

The pulse used is based on a second derivative Gaussian pulse p(t) given by [59]

p{t) =  [1 -  4?r((t -  0.35)/rm)2] exp[-2?r((t -  0 .35)/rm)2] (2.40)

where rm =  0.2877 and the pulse have non-zero value only in time interval 

[0,0.7] ns as shown in Fig. 2.10. The Gaussian pulse has a  zero DC component 

and a well defined frequency response as shown in Fig. 2.11. The Gaussian 

pulse is chosen over a rectangular pulse because it has less energy outside the 

allocated frequency band [19]. The transmitted UWB TR pulse is represented 

as
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Figure 2.11: The frequency response of the 2nd derivative Gaussian pulse p(t)

9tr(t) = p{t) (2.41)

with Tw = 0.7 ns, and non-zero interval [0,0.7] ns. The signal gtT(t) is nor

malised to have energy The Monte Carlo simulation employs a sampling

rate of 30 GHz and a lowpass filter with single side bandwidth W  = 7.2 GHz. 

The lowpass filter is designed with a fixed Hamming window given by [60]

w[n) =  0.54 +  0.46 cos(-7r̂  M / - ) \ (2.42)
M  + 1

where n  6 [0, M] with M  = 50 for the simulation. The bit error probability of 

each channel model is the average BER for the 100 channel realizations of each 

channel model. For each channel realization, simulation is set to terminate 

when either 1000 errors have been obtained or the maximum bit ceiling of 

2 x 106 bits has been reached. The BERs are averaged over 100 channel 

realizations of each channel model to obtain the average BER. The channel 

models are assumed to be static. The start of the integration for the simulation 

is defined as the arrival of the first signal path.
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2.5.2 The effect of Ttr on basic Autocorrelation Receiver

In rake receivers, the increasing number of fingers yields better performance 

[44]. Because increasing the amount of paths collected will increase the signal 

energy and thus increase the SNR and as a result yield a better BER. The 

amount of energy collected in a TR system is related to the integration length 

TtT of the autocorrelator. The BER performance of a TR system using au

tocorrelation receivers with various integration length Tlr in UWB channels 

CM1-CM4 are shown in Figs. 2.12-2.15. As expected, the longer the integra

tion period the lower the BER. However, this relationship does not always hold 

true. There is a point for every channel model where further increasing Ttr will 

result in worse performance. In Fig. 2.12, it is clearly shown that the lowest 

BER for CM1 is achieved when Ttr =  7 ns; when Ttr is increased to 2S ns the 

performance actually deteriorates. From Fig. 2.13, the lowest BER for CM2 

is achieved when Ttr = 28 ns and BER increases as Ttr is increased beyond 

that point. The lowest BER performance for CM3 and CM4 is achieved with 

Ttr =  42 ns and Ttr =  70 ns as shown in Fig. 2.14 and Fig. 2.15, respectively. 

The reason is that after these Ttr. the increase of signal energy from collecting 

more channel paths does not outweight the increase of noise power collected 

because as we move further away from mean access delay, the path strengths 

decrease. It is also shown in these figures that as the number of paths in

creases from CM1 to CM4, the increase in integration length Ttr has greater 

impact on the system performance. For example, the performance difference 

between Ttr = 1.4 ns and Ttr =  14 ns is less than 4 dB at BER =  10“ 1 for 

CMl in Fig. 2.12, while the different is about 8 dB at BER =  10_1 for CM4 in 

Fig. 2.15. This is due to the energy of the channel being spread out to more 

paths in CM4, resulting in less energy per path.
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Figure 2.12: Effect of Ttr on TR systems with autocorrelation receiver in CMl
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Figure 2.13: Effect of Ttr on TR systems with autocorrelation receiver in CM2
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Figure 2.14: Effect of Ttr on TR  systems with autocorrelation receiver in CM3
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Figure 2.15: Effect of Ttr on TR systems with autocorrelation receiver in CM4
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2.5.3 The effect of Ttr on noise averaging Autocorrela
tion Receiver

The performance difference from varying the Ttr in a TR system with noise 

averaging autocorrelation receiver (Np =  50) was investigated for all four chan

nel models. With noise averaging, the reference signals would have the noise 

averaged out and thus improve the SNR of the reference signals. Therefore 

as expected, systems with noise averaging (Figs. 2.16 - 2.19) significantly out

perform systems without noise averaging (Figs. 2.12 - 2.15) regardless of the 

channel model. The effect of Tlr on the system performance for CM1-CM4 

is similar to the regular autocorrelation receiver without noise averaging. As 

shown in Figs. 2.16 - 2.19, the system performance improves as Ttr increases, 

but like the autocorrelation receiver without noise averaging, the performance 

worsens as Tlr passes certain point for all the channel models. It was also 

observed that the performance of the TR system degrades as the number of 

paths increases from CMl to CM4 for both receivers with noise averaging and 

without noise averaging. This showed that for the TR system in discussion, 

channels with less paths but greater energy per path performs better than 

channels with more paths but weaker energy per path.

2.5.4 The effect of Np on noise averaging Autocorrela
tion Receiver

As a general concept, increasing the number of reference pulses Np used for 

noise averaging will decrease the noise variance in the reference signal, and 

therefore improve the system performance. In Figs. 2.20 - 2.23, the perfor

mance improvement resulting from increased Np is investigated for CMl to 

CM4, respectively. Two reference curves are also included in all the figures 

for comparsion. One reference curve shows the partial rake (PRAKE) receiver 

with perfect channel estimation at resolution of 0.7 ns interval. The PRAKE 

receivers have 40, 60, 110, ISO fingers for CMl, CM2, CM3, and CM4 respec

tively with each finger separated by 0.7 ns. These receivers thus collect the
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Figure 2.16: Effect of Ttr on TR systems with noise averaging autocorrelation 
receiver in CMl
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Figure 2.17: Effect of Ttr on TR systems with noise averaging autocorrelation 
receiver in CM2
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Figure 2.18: Effect of Ttr on TR systems with noise averaging autocorrelation 
receiver in CM3
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Figure 2.19: Effect of Ttr on TR systems with noise averaging autocorrelation 
receiver in CM4
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first 28 ns, 42 ns, 77 ns, and 126 ns of signal energy after the first path arrival, 

which are the same as the maximum integration length of the TR autocorre

lation receivers for CMl to CM4 respectively. The pulse used for transmission 

and in the PRAKE match filter receiver is the same 2nd derivative Gaussian 

pulse defined in (2.40). The results of PRAKE receivers represent the perfor

mance of the suboptimal rake receiver. The other reference curve represents 

the “ideal” matched filter system with unlimited noise averaging (Arp —► oo) of 

the reference signals and thus yielding noise free reference signals. This curve 

indicates the performance of the optimal TR receiver.

All the figures show tha t as Np gets larger, the performance of the system 

indeed improves. It is evident that the biggest gain occurs when going from 

without averaging case Np = 1 to averaging with Np = 10. For all chan

nel models, the rate of performance improvement from noise averaging slowed 

down as Np increases. As seen in Figs. 2.20 - 2.23, at BER =  10-3 the perfor

mance improvement from Np =  10 to Np = 20 in SNR is only about one third 

the performance improvement of Np =  1 to Np =  10 for CMl to CM4. When 

changing from Np =  20 to Np =  50, an averaging of 30 more reference signals 

only results in performance gain equals to the gain obtained from Np =  10 to 

Np = 20. Figs. 2.20 - 2.23 also demonstrate that for all the channel models, 

the performance of TR system without noise averaging is worse than the sub- 

optimal rake receiver performance. However, with noise averaging of Np =  20 

the TR system of CMl to CM2 is able to outperform the PRAKE receivers at 

SNR > 14 dB. Figs. 2.22-2.23 show at SNR > 15 dB and SNR > 17 dB, the 

TR system with noise averaging of Np = 50 is able to outperform the 110 and 

180 finger PRAKE receiver in CM3 and CM4 respectively. When comparing 

the “ideal” TR system to the TR system with Np =  50 noise averaging, we 

notice that as the number of paths increases from CMl to CM4, the perfor

mance gap between them increases as well. This observation indicates that 

noise has greater affect on channels with large number of paths than channels 

with small number of paths.
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Figure 2.20: Effect of Np on TR systems with noise averaging autocorrelation 
receiver in CMl
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Figure 2.21: Effect of Np on TR systems with noise averaging autocorrelation 
receiver in CM2
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Figure 2.22: Effect of Np on TR systems with noise averaging autocorrelation 
receiver in CM3
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Figure 2.23: Effect of Np on TR systems with noise averaging autocorrelation 
receiver in CM4
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2.6 Conclusion

This chapter has demonstrated the application of the TR transmission scheme 

to the UWB channels, which has eliminated the requirement of the complicated 

channel estimator and relaxed the timing requirement. The TR system has 

been analysed numerically and by simulation. The IEEE standard channel 

models have been described and used to simulate real world system perfor

mance of the TR systems. I t is concluded that the increase of the integration 

period Ttr up to a certain point will generally improve the system performance. 

The use of noise averaging technique has been proven to significantly enhance 

the performance of the system. It is also observed that noise degrades perfor

mance more on channels with large number of paths than channels with small 

number of paths.
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Chapter 3 

The D P  - Dual Pulse system

3.1 Introduction

In the previous chapter, the application of the TR signal transmission scheme 

results in a simple autocorrelation receiver design, thus having a low system 

complexity. However, the TR system has rather low data rate since it takes two 

time frames to transmit a symbol. This has motivated the design of the new 

transmission and detection scheme. The new scheme uses a reference sub-pulse 

together with a modulated sub-pulse to constitute a dual pulse (DP) structure 

as the basic transmission unit. The first sub-pulse of the DP structure is either 

identical or inverse to the second sub-pulse. The basic transmission unit of the 

DP scheme can be considered as a single pulse and it takes only one time frame 

to transmit a symbol, thus it is more efficient than the TR scheme discussed in 

the previous chapter. Like systems based on the pilot symbol assisted scheme 

[50] and the differential scheme [61], this DP scheme can be considered as 

another type of generalisation of the TR method. The two sub-pulses of the DP 

scheme are expected to be affected by the channel in a similar manner, because 

two sub-pulses are transmitted one after the other and have the same pulse 

shape. For each resolvable multipath, the autocorrelation receiver uses the first 

half of the DP pulse (i.e., the reference sub-pulse) to demodulate the second 

half (i.e., the modulated sub-pulse). To effectively collect the signal energy of 

the multipaths, combining methods including generalised selection combining
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(GSC), absolute threshold GSC (AT-GSC) and normalised threshold GSC 

(NT-GSC) are proposed for the DP scheme.

In this chapter, the DP scheme will be described in detail, including its 

receiver based on GSC, AT-GSC and NT-GSC combining. The performance 

of the DP systems will be analysed and compared with the TR system and 

the performance of GSC, AT-GSC, and NT-GSC combining methods for the 

DP system will be analysed. Another simple receiver for the DP scheme that 

performs the autocorrelation of the received signal and its half pulse dura

tion delayed version over the effective channel length is also simulated and 

compared to the performance of GSC, AT-GSC, and NT-GSC schemes. To 

account for the possible multipath interference between the received reference 

signal and the data signal, the realistic IEEE UWB channel models introduced 

in Section 2.4 are employed in the simulations. The noise averaging technique 

is also applied in the DP system to reduce the noise variance and to eliminate 

the inter-path interference (IPI).

In the newly proposed DP signalling scheme, the reference and data informa

tion are sent as one pulse gdP(t) of duration Tw. A DP pulse gdP{t) consists 

of two sub-pulses; the sub-pulse p[t) having non-zero value in the first half 

interval [0,Tw/2] represents the reference signal and the sub-pulse S2 (t) in the 

second half interval [TW/2 .TW] represents the modulated data signal. The en

ergy of the sub-pulse p{t) is defined as E^j2. The relationship between the 

sub-pulse s2{t) and the reference sub-pulse p(t) depends on the particular mod

ulation method used. For on-off keying (OOK) and pulse position modulated 

(PPM) signals, the basic unit of a UWB pulse is composed of two identical 

sub-pulses, i.e.,

3.2 D P  Transm itter System

p ( t - + f ) ,  ± f < t < T ,  
0. elsewhere
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Figure 3.1: Illustration of OOK and binary PAM m odulated DP signal gdP{t)

and the UWB pulse gdP{t) given by

9dP{t) =  p{t) + p{t -  0 < t < Tw (3-1)

The binary PAM modulated s2{t) can be represented as

b • p(t — ^ ) .  < t  < T W
0. elsewhere

and

9dP{t) = p{t) +  b • p(t — - y ) ,  0 < t < T w (3-2)

where b E {—1,1} is the data information bit. Since the energy of each sub

pulse is defined as E^f2, the energy of the UWB pulse gdP{t) equals £),. The 

dual pulse structure for OOK and binary PAM is illustrated in Fig. 3.1.

The transm itter for the binary PAM modulated DP signal pulse has a 

similar structure as the TR system and is illustrated in Fig. 3.2. Unlike the 

TR system in the previous chapter where it takes 27/ to transmit a pulse 

pair, the dual sub-pulse structured pulses are designed to transmit every 7 /
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Figure 3.2: Binary PAM m odulated DP system transm itter block diagram

interval, where Tj  is defined as the transmission time frame. To improve the 

transmission reliability, the same dual pulse can be transmitted N s times. A 

binary PAM modulated DP signal for transmission can be expressed as

Sdp{t) =  -  iTf)  +  bii/Ntlp(t -  iTf -  (3.3)
—oc w

Since the DP structure is transmitted as one pulse, the two sub-pulses will 

experience the same channel distortion. The short pulse duration of the DP 

structure leads to the possible assumption of minimal interference between the 

two sub-pulses due to channel multipath. Therefore, the first sub-pulse of the 

received DP structure can be used as an interference free noisy reference for 

the detection of the modulated second sub-pulse of the received DP structure. 

This eliminates the need for explicit channel estimation. The received DP 

signal is expressed as

00

f dp{t) = Ptt ~  iTf)  * W )
i=<x> (3.4)

+  -  iTf  -  ^ )  * h(t) +  n(t)

where h{t) is the zero mean additive white Gaussian noise with variance of ^  

and h(t) is the multipath channel impulse response. The received DP signal 

is then passed through an ideal low-pass filter with a  one-sided bandwidth of 

W  Hz and unit magnitude, which is designed to limit the noise variance and 

allow the signal to pass through without distortion. W ith hit) defined in (2.4),
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the received DP signal over one symbol duration after the filter is given by
N a- 1  K

where prx(t) is the received pulse shape corresponding to the transmitted p(t) 

and n(t) is the bandlimited noise. In next section, different receiver detec

tion schemes designed for the DP system are presented and their performance 

analysed.

3.3 D P  R eceiver Perform ance

In this section, receiver designs with different levels of channel knowledge are 

presented. The first receiver design assumes the multipath channel delays rk’s 

are known, while other receiver designs assume the channel delays rk s are 

unknown. The receiver design for the DP system can be generalised in two 

parts. The first part implements autocorrelation for each resolvable path in the 

received DP signals, while the second part combines the correlated outputs.

3.3.1 Known path delay r*’s

With the knowledge of the path delay rk, the receiver first correlates the filtered 

received signal and its delayed copy for every known path delay rk. A simple 

block diagram of the receiver structure is given in Fig. 3.3. The integrate-and- 

dump (I&D) device integrates the second half of the Tw duration input signal 

for each known multipath arrival instant and then is reset to zero at the end 

of the Tw interval. The receiver then sums up the first L (< K)  results of the 

correlator Dk to form the decision variable D  given by

r (f) =  Y  ”  iTf  ~
(3.5)

+  ctkaprx\t - i i f -  —  -  r fc)] +  n(t)

r  ' r

:0 fc=i JiTf +Tk+
D

L L L

bNaR(0) Y  K -l2 +  Y  +  Y  QkbN2k +  (3.6)
fc=i
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i T w

1 2 h
j delay;

Integrate &

t= r t +Tw
V 1” 1 nk7*o

'II 2->l=0 D k

D

Figure 3.3: Block diagram for DP known r  receiver design

where

R(t ) = 

Nik =

N 2k = 

N  =

/OO
Prx(t ~  T ) p r x ( t ) d t

•00

Â ~ 1 r j T f + r k+Tm 

n JjT
  n{t)Vrx{t- j T f  - T k -  — )dt
j=0 JjTf+Tk+̂ f-
N°~} riTs+rk+Tw

(3.7)

(3-3)

j= 0 J3‘
N s - 1 i  .

e e /;
j= 0  fc=l

n (4 -  ~^)Prx(t -  j T f  -  rk -  -£ )d t  (3.9)
j=o Ji'Ts+r*-‘‘

•/ ’’  ̂ f j T f + r k +Tw p
n(t)n(t -  =£)dt.

jTf +rk + l f
(3.10)

For the analysis, the separation between channel delays r* and r fc_i is assumed 

to be >  7^. Therfore. both N ik:s and A^t’s can be modeled as independently 

distributed zero mean Gaussian R.V.s with variance ty-NsR(0). From the 

central limit theorem, the noise to noise term A can be approximated as 

Gaussian distributed

fjTf~rk+Tw rjTs+Tk-rTu.. p  p
: E E /  T I  T E[n(ti)n( U -  ^ ) n { t 2)n{t2 -

j=0 fc=l •'J77+rfc + _2: JjTf+rk-r~2-
L riTj+Tk+T-u, r jT j+ 7 k +Ti

= E E / t r . /
j=0 k= 1 3 ^  v.7jjTj+Tk+lf- JjTf +Tk+Z*

[ R l & )  + R2n(t2 - t i )

+  Rn{t2 — t\ +  -^-)Rn{t 2 —  ^~)\dtidt2

where Rn{r) — E[n(f)n(£ +  r)] =  Ar0M/ sinc(2l'l/'r )  [58]. When r  >  , R(t )  is

assumed to be very small (i.e. «  0). Therefore, (3.11) can be approximated

(3.11)
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as

•Vs -1  L’ a *  ^  '  / • J - ' z + T f c + i u ,  r] ij+ T k + iw

z J  /. T , . T , F&ih -  h)dt idt2
j = o J jT f+ T k + -^ -  J j T j + r k -i—g- 

pT w  rT w

= NSL /  R^(t2 -  t ^ d t ^ U  (3.12)
JIjii JTml

where (3.12) can be further simplified to [49]

al  »  NsL W ? f ^ - .  (3.13)

W ith the above approximation, the noise to noise term N,  is almost uncorre

lated to, therefore independent of N xk and N2k.

Conditioned on b. a  = ( a \ , . . .  , a i )  and r  =  ( r j , . . . , t^), the decision 

variable D can be represented as a Gaussian distribution

D = M(bNsR (0 ) |a |2, ^ N sR(0)\<*\2(b2 +  1) +  c£). (3.14)

The conditional probability of error for this transmission and detection scheme 

is given by

P(e\a,  r )  =  P(D  < 0|b =  1. a .  r )  =  Q ( ^ £ M ^ L = = )  . (3.15)
\ ^ N 0NsR(0)\a\2 + a^J

Comparison between numerical evaluation and simulation result of this trans

mission and detection scheme over a simple multipath channel is shown in 

Fig. 3.4 with Ns =  1. The 20 path test channel used is the same as Section 

2.3.1. Fig. 3.4 shows that the analytical results are closely matched by the 

simulation results for both L = 8 and L = 10 cases. This confirms that the 

Gaussian approximation used for the analysis of this transmission and detec

tion scheme is valid.

3.3.2 Known path delay rys with noise averaging

In the previous chapter, it has shown that the noise averaging technique when 

applied on the autocorrelation receiver will lower the noise variance and thus
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Figure 3.4: Numerical analysis and simulation comparison for known r  receiver

improve the performance of the TR system. The noise averaging technique 

is also applicable to the DP system much the same way as the TR system. 

And since the symbol duration of the DP system is only one time frame Tf  

instead of the two time frame for the TR system, the time span of delay blocks 

required for the noise averaging is reduced, thus reducing the latency caused 

by the noise averaging operation. Fig. 3.5 illustrates the DP receiver with 

known path delay r fc’s and noise averaging. Note that the second part of the 

receiver structure is unchanged from that in the previous subsection Fig. 3.3, 

just with the noise averaging structure added at the beginning of the receiver. 

The noise averaging structure not only lowers the noise variance for the DP 

system, it also reduces the possible interference from the data sub-pulse onto 

the reference sub-pulse in a realistic channel with channel paths separated by 

less than Tw. This type of interference is referred to as IPI. Given a random 

data input with binary PAM modulation, the data sub-pulse will then cancel 

each other out when the received DP signal is summed up in the noise averaging
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Figure 3.5: Block diagram for DP known r  receiver design

structure. With a large enough Np, this will greatly suppress and/or eliminate 

the data signal following the reference sub-pulse. Thus a reference sub-pulse 

free from IPI is available to detect the modulated data sub-pulse. The decision 

variable when noise averaging is employed is given by

W a -l  L  r jT f+ T k + Tw 'V;1 ~ 1 i  p

D  =  t l i Z  I r  r { t )  E  F r(t + 'T /  ■ ~ ^ ) d t7^0 t A  .= 0  Up I
L  L

= bNsR{0)\a\2 +  E  <XkN ik +  5 1  a>=bNu  +  N  (3-16)
k = l k = 1

where

Nlk = E  £ n (t  + i Tf  + rk )P rx ( t -p^ )d t  (3.17)
j = 0 J  ̂

— 1 r T w I ^ P ~  * p

N* = E L  w  E ’i('+jJ>+’*+i3>--?>
j = 0 J ~2- P i=0

X PrAt -  y  )* (3.18)
JV,-1 L  rTw

N =  E E  L ' ^ t + j T j + T , )
j = 0 Jfc=l J ~2-

1 AW  T
x Tt E  n ^ + jT y  +  rfc +  i r / - - ^ ) * .  (3.19)

iVP i=0

Like in the previous subsection, Nik and N2k are modeled as zero mean Gaus

sian R.V.s with variances ty-NsR(0) and ^  ̂ /^(O). respectively. Similarly.
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the noise to noise term can be approximated as a zero mean Gaussian R.V. 

with variance

J 1 L ' rjTf+Tk+Tw rjTf+Tk+Tu,
^  At Y I Y I  . T, . r  R*(t2 - t l j d h d t z

”  7 = 0  1-— 1 ' ' j T f JrTk +-% L - — 1p j = 0 fc=l •'jTf+Tk-r-f-  J ]T j+ Tk~ 2 

]\j rTw rTw
=  j f L  /  /  Rnfa  — ti)dt\dt2 (3.20)

-i'j) Jhu. J  2k.

*  (3-21)

Assuming all the noise terms (iVu-, iV2̂ . and N ) are independent, the condi

tional probability of error is given by

P(ela. r)  = Q I . | , (3.22)

In Fig. 3.6, the probability of bit error is evaluated numerically from (3.22) 

with the 20 path channel and compared with simulation results. The figure 

shows that the performance of the simulation and numerical evaluation agree 

with each other, therefore proves that the assumptions for the analysis is valid. 

When compared with Fig. 3.4, it shows the noise averaging over 50 frames saves 

about 5 dB at BER =  10-3.

3.3.3 Receiver design for unknown path delay tvs

It is often desirable to know the channel path delay for better performance of 

the autocorrelation receiver. However, estimating the path delay is not an easy 

task and will increase the system complexity. In this section the receiver design 

presented will assume no knowledge of the path delay rk. For the analysis 

purpose the resolvable paths are assumed to arrive at integer multiples of Tw 

relative to the first path to avoid the IPI issue.

W ithout the knowledge of the path delay r*, modification will be applied 

to the I&D unit of the receiver shown in Fig. 3.3. The modified receiver is 

shown in Fig. 3.7, where the results from the I&D unit is shown as
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Figure 3.6: Numerical analysis and simulation comparison for noise averaging 
known r  receiver
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Figure 3.7: Block diagram for DP unknown r  receiver design
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1 rjTf-hlT-uj-rTnj rp

A  = V ]  r[t)r{t -  l = 0 , . . . , L t - l
~ k  J iT r - r lT w+Z?- ~j = 0 J j Tf + lT*’

N s\ak\2bR(0) +  a kN lk + a kN 2k +  Nh ITW = rk
Ni , ITW -j- i k-J- -r, (3.23)

where L t =  is the total number of possible paths and Tm(̂  is the maximum 

delay spread of the channel. The noise Nik, N 2k are defined in (3.8) and (3.9), 

and the noise to noise term Ni is given by

r jT f+ lT w + T w rp

N l = ^ 2  t  n{t)n(t -  j T f  -  (3.24)
j = 0  J jT f + lT w+ ^  “

W ith the same assumption as in the previous subsection. TV; can be approxi

mated as a Gaussian R.V. with zero mean and variance defined by

rTw /•T’ur
r v j  /JNia t ,  «  N ,s [  “ [  * R U h - t J d h d U  (3.25)

Jl*. J l f
Nn
- f N sWTw. (3.26)

(3.27)

Therefore, the decision variable A  can be modeled by

A  ~  A 7 (A > fc|2W?(0), N0NsR(Q)\ak\2 + f  NsW T w), ITW = r , 
A ^ ( 0 , | T O ,  lTw ^ r k.

The following three subsections will describe three different ways of com

bining the Lt independent D js  to form the decision variable D.  Each different 

combining scheme will still use the same receiver structure as shown in Fig. 3.7

but with different definition of the test function T(A)-

3.3.3.1 Generalised Selection Combining (GSC)

This method selects L  number of {Di\l =  0, . . . , L t — 1} with the largest 

absolute values |A |’s. The test function is given by

T ( D , ) - ( Dh i f I A I > P (i)l /o
T { Dl ) - \ 0 ,  if |A | < \D{L)\ (3‘2S)
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where A ^  represents the L-th largest absolute value among all A ’s. The 

decision variable for GSC is then given by

L t - 1

A = T(D t). (3.29)
1=0

The A-tuples form the probability space,

So  =  {(An A i , . . . .  Z?it_ i) |A  6 K ,i =  0 , . . . , L ( - l } .  (3.30)

Following the probability space partition based approach in [62], the probabil

ity space S d can be partitioned into Lt subspaces Ai, i =  0 , . . . ,  L t -  1 given 

by

Ai  := ,A i t _i)|3card(/i) = L -  1 ,

s.t. I e  Ii \D[\ > \Di\ or (|A;| =  |A M  > *)} (3.31)

where the set Ai  is a collection of all possible A-tuples (A, • • ■, A , - i ) that has 

A  as the A th  largest element in absolute value. 7/ C {0,1, • • • , L£ — 1} -  {i} is 

the index set, card (7/) denotes the cardinality of the set /,, and s.t. is a short 

hand notation for “such th a t” . This implies that the index set /,  contains 

L  -  1 elements chosen from the set {0,1, • • • , L t - l }  — {i}. The elements in /, 

are the indices of the L — 1 variables (i.e., A ’s) having absolute values greater 

than Di. There are possible combinations for

Take A  =  4 and L = 3 as an example, which is essentially selecting 3 A 's  

with the largest absolute values out of the total 4 A /’s, i.e., Ao, D\, Do, A3 . 

In this case, the sets A ’s are given in details as following.

An {(Ao, A i, Do, A3)}is a collection of 4-tuples where

} / o = { U }IAI > |Ao > IAI > IA
IAI > IA > IAI > IA
IAI > |A > IAI > IA
IAI > IA > IAI > IA
IAI > IA > IAI > IA
IAI > IA > IAI > IA

'o2 =  { U }  

=  {2,3}
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A i  :=  { ( A ,  A ,  Do,  A )}is  a collection of 4-tuples where

ia i  > ia i  > \d
IAI > Pol > P

Pol > Pal > P  
IAI > Pol > P
P 2 I > Psl > P  
Psl > P 2 I > P

> |A |
> |A |

> P 2 I
> P 2 I

>Po|
> Pol

=  {0, 2} 

A2 = {0,3} 

} /?  = {2,3>

Ao := {(Do, A ,  A ,  A )} is  a collection of 4-tuples where

|A | > | A | > | A | > P s l  1 r i _  rn n  
P i  I > Pol > p 2| > Psl

Pol 
Psl

IAI
IAI > IAI > IAI > IAI

A3 := { (A , A ,  Do, A )} is  a collection of 4-tuples where

Pol > IAI > IAI > IAI 1 r l _  rn n
IAI > IAI > IAI > IAI j  3 1 '

IAI > IAI > IAI > IAI 1 r2 _ r n
IAI > IAI > IAI > IAI J 3 1

IAI > IAI > IAI > IAI \  ,3_ n  -
IAI > IAI > IAI > IAI J 3 1

Obviously in this example, for any i there are alway 3 possible A s, i.e., I}, If,  

and I f .

W ith the probability space So  partitioned into subspaces {Ai},  the mo

ment generating function (MGF) of the noncoherent GSC decision variable D

> |A | ^  |A| ^  |A|
> Pol > IAI > IAI
> IA I >  IAI > IAI

/ f  = {0,3}
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can be expressed as

$csc(s)  = E [e* °]= E 5j3 exp s ^ T ( A )

Lt- l  TLt-l

=  E Ea  n  ■ (3.32)
i=0 L 1=0

Therefore, the expectation over the entire probability space So  can be obtained 

as the sum of the expectation over each subspace A{. I t further leads to [63]

where /;(x )  is the probability density function (PDF) of A- Moreover, l j € /, 

for j  = 1 ,. . . ,  L — 1 and /'•  ̂ for j  =  1 ,. . . ,  L t — L. Since L  — 1 A_,’s all have 

absolute values greater than or equal to that of A> the integration interval of 

these variables then should be [oo, — |A|] and [|A |, oc], while the integration 

interval for A'.’s should be [—|D ,|, | A]]- This is essentially what is contained 

in (3.33). Given the definition of T{D{) in (3.28), eq. (3.33) can be further 

simplified to

I I  [ ^ ^ l A D , ) }  dA , ■ • -d A ^ .d A ;  • • • dA;It. u
(=0

L t - L

J ]  [ e ^ M D t ) ]  dD h  • • - d A ^ d A ;  • • -dA;
1=0

(3.33)

$csc(s )  = T  n ^ ( I A | ) - A ( - | A | ) ] d A
v—n J “ CC _ //— r . .imt

(3.34)
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where Fi>{y) is the cumulative distribution function (CDF) of Dy. The function

^i{s, x), I = 0 , . . . ,  L t — 1 is the incomplete MGF of the first kind of D; and

defined as  ̂ ^

* ;( s , x ) =  [  X My)er»dy+ fi{y)esydy. (3.35)
J -oo J |x|

For Di ~  J\f((j.i,crf) with yi and of defined in (3.27), the incomplete MGF of 

the first kind of D[ is derived as

* , ( s ,x )  =  ) e « + ¥ ’’
\ f 2 a t  J  V y f a i

(3.36)

and the CDF F(-)  of Di is given by

V2at

F ,(-M ) =  Aerfc . (3.37)

The probability of error for DP GSC scheme can be evaluated using the Laplace 

inversion formula [64]

C+J0° $csc(s)
■j 00

where c > 0 is set as the saddle point of the integrand. To efficiently evaluate 

the above integral, trapezoidal rule [64] is applied, i.e.,

M

1 /-c+joo
P{e\a,r)  = P(D  < 0 \ b = + l . a , r )  = —  - - ^ ds (3.38)

3 J c - jo o  ^

P{e \a ,r ) = ^
7r

1 M
- K { c _ 1 $ g s c (c )}  +  ^ K { ( c  +  y m A 7 / ) _ 1 $ Gs c ( c  +  j m A y ) }

m =l
(3.39:

where A y  is the step size and M  is the parameter related to the truncation 

error. Usually M  is chosen sufficiently large so that 5R{ (c +  j rnAy )_ 14>csc(c-r 

jm A y ) }  has negligible values for m  > M.  The evaluation of complementary 

error functions with complex argument is required to evaluate the MGF in

(3.39). The calculation detail for complex complementary error function is 

presented in [65].

To prove the correctness of the analysis result of the DP GSC scheme, 

the numerical evaluated analytical results are compared with the simulated
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Figure 3.8: The impulse response of a simple 5 path test channel

results with D f s generated as independent and non-identically distributed 

(i.n.d.) Gaussian R.V.’s by the mean and variance defined in (3.27). The 

channel model used for this comparison is a unit gain 5 path test channel with 

path arrivals at integer multiples of Tw. The channel is illustrated in Fig. 3.8. 

In Fig. 3.9. the comparison of DP GSC scheme with L =  2 and L = 4 cases 

both shows that analytical and simulation results agree with each other.

3.3.3.2 Absolute Threshold GSC (AT-GSC)

An althernative method to the GSC scheme is absolute threshold general se

lection combining (AT-GSC). With this scheme, each autocorrelation output 

Di is compared to a fixed threshold Dth{> 0). This scheme will then select 

and combine all the ZVs with absolute values greater than Dth. The AT-GSC 

test function is defined as

(3.40)

and the decision variable D  is given by
L t - l

D = Y . y i- (3.41)
1=0
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Figure 3.9: Numerical analysis and simulation comparison for DP GSC scheme

Similar to [66], the PDF of yi can be expressed as a combination of PDF and 

CDF of A  by

f fi(yi),  \ y i \> D th
fviiVl) =  < 0, 0 <  \yi\ < Dth (3.42)

[ [Fi{Dth) -  FA-DtoMyt),  yi = 0

where <5(-) is the Dirac delta function. The MGF of yi is represented by
/ O O

f y , { y i y vtdyi
• O O

/ -£>th roc
fi{yi)em dyi+ / fi{yi)eSVldyi

oo J  Dth

= [Fi(Dth) — Fi{—Dth)] + A(5, Aft)- (3.43)

where the function A (s, x) is defined in the previous subsection. Since Di's 

are independent but not necessarily identically distributed, same would be 

true for yds. The MGF of D  is hence given by
L t - l  L t - l

$ a t - g s c { s ) =  J J  $ y , ( s )  =  [F}(A/i) -  Fi(-Dth) +  M s ,  Dth)]. (3.44)
1=0 i=o
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Figure 3.10: The channel response of a simple 10 path test channel

Replace $ gsc(s) in (3.39) with $ at- c sc (s ) given by (3.44) will give the con

ditional probability of error formulation for the proposed DP AT-GSC scheme. 

The numerically evaluated analytical result is plotted against the simulation 

result for DP AT-GSC scheme in Fig. 3.11. The plotted results are based on 

a 10 path test channel with channel response shown in Fig. 3.10. Fig. 3.11 

demonstrates tha t there is no noticeable differences between the simulation 

result and the numerical result, thus validating the analysis.

3.3.3.3 Normalised Threshold (NT-GSC)

While the AT-GSC receiver of last subsection used a preset absolute decision 

threshold Dth, the NT-GSC receiver forms the decision threshold by taking a 

fixed fraction rfrh of Dmax =  max |A | (i.e., D th =  r]thDmax). The NT-GSC test 

function therefore is defined as

(3.45)
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Figure 3.11: Numerical analysis and simulation comparison for DP AT-GSC 
scheme
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W ith the decision variable D defined as D =  Y^f=o1 T(Di), the MGF of NT- 

GSC is given by

/  U-1
exP s S$NT-GSc(s) =  Esp

1=0

(3.46)

where So  =  {(Ah • • ■ 1)} is the probability space formed by Lr tuples.

Following the probability space partition based method presented in [62], So  

is partitioned into subspaces A ’ s given by

Bi := {(D0, A ls ••• , Ac,(_ i) ||A | < |A |,  VZ ^  i or ( |A | =  | A |,  I < i)}. (3.47)

In subspace Bi, Di has the largest absolute value. Uf=o1A  =  Ad and A n  A  =  

0 , i j .  Therefore, the MGF of D from (3.4S) can be rewritten as

L t - l

$NT-GSc(s) =  ^ 2  Es,
1=0

L t - l  poo L t - l  r\D,\

= M D> y T{D'] I I  /  M D t y ^ d D ,
1=0 d-tx> l=0 J - \ D , \

L t - l

1=0

dDi.

(3.48)

Since Dmax = |A |:  the threshold is then Dth =  Vth\Di\. Therefore, applying 

the definition of the test function T(D{) from (3.45), (3.48) is now given by

L t - l  r x  L t - l  r - t]ch\Dt \

4* VT-N T - G S C

rVth\D,\
sDldDi +  I  / ;(A )es'°dA dDi

r00 tiZ . r /‘- ’1th 1̂ *1
(s) =  E  /  /i(A )e sA n  /  fi(Di)e*D‘dDl

i=0 -Aoo ,=0 Lv-m,|

/*i AI /’’JthlAI
+ /  fi(D{)esDldDi +  /

Lt — l pco

= E  /  / i(A )e -ft
i= 0  

Lt-1
x J ]  [ ' i ' l ^ ^ h A O  +  A ^ I A D - F ^ - ^ I A D

1=0
1̂ 1

dA

(3.49)
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where ^ ( s ,  x, y) is named the incomplete MGF of the second kind and defined 

as

r|y|r - l *  I r\y I
M s , x , y )  = /  f l{Di)eaDldDl + /,(A )e*D'd A

J-\y\ J | x |

I—1*1 r - |y|
=  /  fi{D{)esDldDi — /  fi{Di)esD'dD,

J  — 00 »/ -o o
roo  roc

+ /  /i(A )esD'dA -  /  M D t y ^ d D t
J \x  I J lu llyl

=  (3.50)

Where is defined in (3.36). For Z?/ ~  of), eq. (3.50) is derived as

^ /(s, x : y) =  i e sw+"2" erfc I |X 1 + ^  + a f s ) \  _  erfc ( \V\ +  (w +  °fs)
V2&1 J  V VZcri

+ erfcl g b J w + f ^ ) )  - e r f c ^ ly l - O W * )
v s ,  y - V  - y j -  (351)

Same as the GSC and AT-GSC system, the conditional probability of error 

for DP NT-GSC scheme can be evaluated by replacing $ g s c ( s ) in (3.39) with 

$ n t - g s c ( s )  given by (3.49). Fig. 3.12 plots a comparison between the DP NT- 

GSC numerical analysis result and simulation result based on D[ as Gaussian 

R.V. with mean and variance defined (3.27). The same 10 path test channel 

shown in Fig. 3.10 is used for the evaluation. Fig. 3.12 shows that in both 

cases when 77̂  =  0.5 and rjth = 0.2 the simulation matches the analysis results 

closely, thus validating the analysis.

3.3.4 Noise averaging applied on unknown path delay
Tk S

The application of noise averaging to lower the noise variance in the unknown 

path delay receiver design is similar to the known path delay case. The result

ing receiver will have the noise averaging structure in Fig. 3.5 added before 

the autocorrelator and the rest of structure will be the same as Fig. 3.7. Since 

the noise averaging structure is employed before the autocorrelation module, 

it does not affect the test functions, and therefore the analyse of the previous
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Figure 3.12: Numerical analysis and simulation comparison for DP NT-GSC 
scheme
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three different selection schemes still apply. However, with the lower noise

variance, the autocorrelator output A  is substituted by

A  ~ M { N a\ak\*bR{V), f  N,R(0)\ak\2(l +  ^ )  +  § - N sW Tw), ITW = r, 
A  ~ A r(0, § ; N aWTw), P ITW / r , .

(3.52)

Since the realistic channels CMl to CM4 have multipaths spaced closer than a 

pulse duration Tw, the A ’s for the noncoherent GSC, AT-GSC and NT-GSC 

receivers are calculated by

where L t =  2Tmcis/T w. This modification will increase the multipath energy 

collected by the receiver in a time frame. This is the A  used in the simulation 

of the next section.

3.4 Sim ulation R esults and D iscussion

In this section, the performance of the DP system with noncoherent GSC, AT- 

GSC and NT-GSC receiver designs are studied by simulation for the channel 

models (CM1-CM4) described in Section 2.4. Also included in the simulation 

is a DP-Int autocorrelation receiver given by

where TdP~int is the integration interval for this DP-Int receiver. Apparently, 

it is very similar to the conventional TR receiver and has the same complexity. 

It requires sampling rate of 1 /7 /, lower than the 2/T w rate in the “GSC" type 

receivers. Extensive simulation tests are carried out to examine the effect of 

different design parameters, that is, the number of combined branches L in 

GSC, the absolute threshold D tll in AT-GSC, the normalised threshold rjth 

in NT-GSC and the integration length Tjp-mt in the DP-Int receiver. Both

(3.54)
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noise averaging and no noise averaging cases are studied for each parameter. 

Finally, the performances of GSC, AT-GSC, NT-GSC, and DP-Int receivers 

are compared with the TR system performance obtained from the previous 

chapter.

3.4.1 Simulation setup

As described in Section 3.2, the transmitted pulse gdP{t) of the DP system is 

created from joining an unmodulated sub-pulse with a modulated sub-pulse. 

For the simulation, binary PAM modulation is employed and the sub-pulse 

is based on a second derivative Gaussian pulse given by (2.40). The sub

pulse has non-zero value in the interval [0,0.7] ns, therefore the pulse duration 

Tw of gdP(t) is 1.4 ns with gdP{t) defined in (3.2). The TR system plotted 

for comparison will have pulse duration of 0.7 ns (i.e. using the same 2nd 

derivative Gaussian pulse). Each sub-pulse p(t) is normalised to have energy 

which is to ensure the energy per data transmitted is the same as TR 

system of previous section. The Monte Carlo simulation has a sampling rate 

of 30 GHz and the same lowpass filter with a  fixed Hamming window as the 

TR system of Section 2.5. For each channel realization, termination of the 

simulation is based on collecting 1000 errors or when 2 x 106 bits have been 

simulated. The bit error probability of each channel model is then obtained 

by averaging the BERs of the 100 channel realizations of the channel model.

3.4.2 The effect of L on the basic GSC Receiver

In the TR  system of the previous section, it shows tha t as the length of integra

tion Ttr increases, the performance of the TR system increases, much like the 

effect of increasing the number of fingers in a partial rake receiver. In the DP 

system with GSC receiver, increasing the number of D{s collected, L. to form 

decision variable D  will also increase the performance of the system. However, 

since the autocorrelator results D/’s are sorted from the absolute highest to 

the absolute lowest value, the stronger paths are designed to be collected first,
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allowing good performance with a relatively low L.

The BER performance of a DP system employing GSC receivers with var

ious L  number of collected autocorrelation results for CM1-CM4 are shown in 

Figs. 3.13-3.16. In Fig. 3.13, it shows tha t the performance of collecting just 

the 10 largest correlator results (i.e. L  =  10) is almost the same as collecting 

all the available results (i.e. L  =  40) for CMl. As the total number of paths 

increases for different channels, the effect of increasing L in performance im

provement is more pronounced. In Fig. 3.15 and Fig. 3.16 for CM3 and CM4 

respectively, it can be clearly observed that when L  increases from 10 to 20 

there is a noticeable performance increase of less than 1 dB at BER =  10-3. 

The performance gain results from increasing L beyond 20 is not significant 

even at high signal to noise ratio (SNR). These figures prove tha t only a small 

number of autocorrelator results L  is required to achieve good result, and thus 

GSC is an efficient combining method for the DP autocorrelator.

3.4.3 The effect of L on the GSC Receiver with noise 
averaging

The performance difference from varying L  in the DP-GSC system with noise 

averaging (Np =  50) is investigated for CM1-CM4. As with the TR scheme 

of the previous chapter, DP-GSC receivers with noise averaging (Figs. 3.17- 

3.20) provide significant performance improvements over GSC receivers with

out noise averaging (Fig. 3.13-3.16) in CM1-CM4. Fig. 3.17 shows that the 

performance improvement from increasing L  is not noticeable for CMl. For 

CM2 (Fig. 3.18), only at higher SNR can the improvement due to the increase 

of L be observed, but the improvement is minimal. Even in CM3 and CM4 

(Figs. 3.19 and 3.20), the only observable performance improvement of less 

than 1 dB occurs at BER =  10"3 when L increases from 10 to 20. When L 

passes 20, the improvement is marginal. Similar to the results obtained from 

the GSC receivers without noise averaging, these results further indicate in

creasing L  substantially does not worsen performance but has limited effect
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Figure 3.13: Effect of L on DP-GSC systems in CMl
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Figure 3.14: Effect of L on DP-GSC systems in CM2
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Figure 3.15: Effect of L  on DP-GSC systems in CM3
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Figure 3.16: Effect of L on DP-GSC systems in CM4
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Figure 3.17: Effect of L  on DP-GSC systems with noise averaging in CMl 

on improving the performance.

3.4.4 The effect of Np on GSC Receiver with noise av
eraging

The previous chapter showed that increasing Np will decrease the noise vari

ance, thus improving performance of the system. In the DP system the use 

of noise averaging not only reduces the noise variance, it also surpresses the 

possible interference between the received reference sub-pulse and the data 

sub-pulse as mentioned in Section 3.3.2. The performance improvement re

sulted from increasing Np for CM1-CM4 is investigated in Figs. 3.21-3.24, 

respectively. Similar to the TR system, the performance improvement for 

CM1-CM4 from the noise averaging is greatest when Np increases from 1 to
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Figure 3. IS: Effect of L on DP-GSC systems with noise averaging in CM2
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Figure 3.19: Effect of L  on DP-GSC systems with noise averaging in CM3
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Figure 3.20: Effect of L  on DP-GSC systems with noise averaging in CM4

78

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



10, with over 5 dB power savings achieved at BER =  10~3. As shown in 

Figs. 3.21-3.24, the performance improvement from Np = 10 to Np =  20 and 

from Np = 30 to Np =  50 is only a fraction of the improvement from Np — 1 

to Np =  10 for all the channel models. When compared with the "‘ideal" TR 

system with Np = oo, the performance of the GSC receiver with Np = 50 is 

separated by roughly 1.5 to 2 dB. The “ideal” TR system as used in Section

2.5.4 is essentially a perfect coherent detector that provides the best achiev

able performance as benchmark in an ultra-wideband channel. While the 

PRAKE receiver represents the performance of the suboptimal rake receiver 

as described in Section 2.5.4. The GSC systems in channels with less mul

tipaths (CMl, CM2) achieve performances slightly closer to the “ideal” TR 

system than channels with more multipaths (CM3, CM4). When compared 

to the PRAKE receiver, the non-coherent GSC receiver with Np =  20 outper

forms the PRAKE receiver at SNR > 16 dB for CMl and CM2 as shown in 

Figs. 3.21-3.22. For CM3 and CM4 shown in Figs. 3.23-3.24, the non-coherent 

GSC receiver with Np =  50 is able to achieve performance close to the PRAKE 

receiver at high SNR.

3.4.5 The effect of Dth on the basic AT-GSC Receiver

The decision threshold Dth of the AT-GSC receiver has a sizable impact on 

the performance of the DP AT-GSC system. Figs. 3.25-3.28 for CMl to CM4 

respectively, show the performance improves as the threshold Dth is lowered. 

This allows the receiver to collect more energy. All the plots show that the 

performance of the AT-GSC scheme improves most when moved from Dtn = 5 

to Dth = 3. It also reveals that in systems without noise averaging, when 

Dth < 1 .5  the performance of the system does not improve at all, a sign that 

the threshold has hit the noise floor and it is the optimal performance of the 

AT-GSC system without noise averaging for the given channel model. When 

comparing Fig. 3.25 with Fig. 3.28, it reveals that the setting of the Dth is 

also affected by the number of channel paths. The performance improvement
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Figure 3.21: Effect of Np on DP-GSC systems with noise averaging in CMl
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Figure 3.22: Effect of Np on DP-GSC systems with noise averaging in CM2
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Figure 3.23: Effect of Np on DP-GSC systems with noise averaging in CM3
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Figure 3.24: Effect of Np on DP-GSC systems with noise averaging in CM4
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Figure 3.25: Effect of D th on DP AT-GSC systems in CM1

from changing D th =  3 to Dth =  1.5 in channels with few number of paths 

(i.e. Fig. 3.25 of CM1) is not as significant as in channels with large number of 

paths (i.e. Fig. 3.28 of CAM). These indicate that to get better performance 

in channels with large number of paths, D th needs to be set lower. This is due 

to the channel energy being spread into more paths and thus lower power of 

each path, which results in lower autocorrelation values and requires a lower 

D th setting to collect more multipath energy.

3.4.6 The effect of Dth on the AT-GSC Receiver with 
noise averaging

The following subsection investigates the performance of the DP system with 

noise averaging AT-GSC receiver while varying the decision threshold Dth.
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Figure 3.26: Effect of Dth on DP AT-GSC systems in CM2
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Figure 3.27: Effect of Dth on DP AT-GSC systems in CM3
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Figure 3.28: Effect of D th on DP AT-GSC systems in CM4
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Figure 3.29: Effect of Dth on DP AT-GSC systems with noise averaging in 
CM1

Figs. 3.29-3.32 demonstrate that the effect of D th is even more significant 

in the noise averaging AT-GSC receiver than the AT-GSC system without 

noise averaging in Section 3.4.5. For CMl. Fig. 3.29 shows the performance 

of the system improves significantly (~  10 dB) as D th is lowered from 5 to 

0.1. The improvement is even more significant (ss 14 dB) in channels with 

large number of paths such as Fig. 3.31 and Fig. 3.32 for CM3 and CM4 

respectively. Fig. 3.29 shows that the performance curve of Dth =  1 gets 

closer to the performance curve of Dth =  0.1 as SNR increases, as expected.
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Figure 3.30: Effect of Dth on DP AT-GSC systems with noise averaging in 
CM2

89

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Bi
t 

Er
ro

r 
Pr

ob
ab

ili
ty

10'1

. -2

DP, AT-GSC (CM3) (t}h = 5, Np = 50) 

DP, AT-GSC (CM3) = 3, Np = 50)

DP, AT-GSC (CM3) (qp = 1.5, Np = 50) 

DP, AT-GSC (CM3) (qh = 1, Np = 50) 

DP, AT-GSC (CM3) (C^ = 0.6, Np = 50) 

DP, AT-GSC (CM3) (qp = 0.1, Np = 50)

0 2 6 8 10 124 14 16 18
Average Eb/NQ (dB)

Figure 3.31: Effect of D th on DP AT-GSC systems with noise averaging in 
CM3
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Figure 3.32: Effect of Dth on DP AT-GSC svstems with noise averaging in 
CM4
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3.4.7 The effect o f Np on the AT-GSC Receiver with  
noise averaging

Like the TR system and the DP-GSC system presented earlier, noise averaging 

improves the performance of the DP AT-GSC system in much the same way. In 

Figs. 3.33-3.36. the effect of Np on the performance of the AT-GSC receiver is 

investigated for CMl to CM4. The results are also compared with the PRAKE 

suboptimal system and the “ideal” TR system. Figs. 3.33-3.34 show that the 

DP AT-GSC system with minimum noise averaging (Np =  20) outperforms 

the PRAKE receiver when SNR is greater than 17 dB and 14 dB respectively 

for CMl and CM2. However, in Fig. 3.35 and Fig. 3.36 for CM3 and CM4, it 

shows that the performance of the DP AT-GSC system does not outperform 

PRAKE, but the DP AT-GSC system with Np = 50 get performance that 

approaches the PRAKE receiver. When compared with the “ideal” TR system 

at BER =  10-4, AT-GSC systems with Np = 50 requires additional ~  3 dB 

for CMl and CM2 and ~  4 dB for CM3 and CM4.

3.4.8 The effect of 77̂  on the basic NT-GSC Receiver

In Figs. 3.37-3.40, the effect of normalised threshold r]tfl of the NT-GSC re

ceiver on the performance in CMl to CM4 is studied. As expected, reducing 

rjth will improve the system performance gradually as more energy is collected 

in the receiver. However, the performance improvement drops off as r]th gets 

even smaller. In the case of CMl, Fig. 3.37 shows that the performance im

provement levels off at r)til — 0.5. In Fig. 3.40, the performance improvement 

levels off at rjth =  0.2 for CM4.

3.4.9 The effect of r}th on the NT-GSC Receiver with  
noise averaging

As shown in Figs. 3.41-3.44, the decrease of normalised threshold r)th results 

in more noticeable performance gain on the NT-GSC receiver with noise av

eraging at higher SNR values than at low SNR’s. This is because as SNR
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Figure 3.33: Effect of Np on DP AT-GSC systems with noise averaging in CMl
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Figure 3.34: Effect of N p on DP AT-GSC systems with noise averaging in CM2
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Figure 3.35: Effect of Np on DP AT-GSC systems with noise averaging in CM3
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Figure 3.36: Effect of Np on DP AT-GSC systems with noise averaging in CM4
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Figure 3.37: Effect of rjth on DP NT-GSC systems in CMl
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Figure 3.38: Effect of rjth on DP NT-GSC systems in CM2
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Figure 3.39: Effect of T]th on DP NT-GSC systems in CM3
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Figure 3.40: Effect of rjth on DP NT-GSC systems in CM4
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increases, the weaker paths are less affected by noise and including it in the 

decision variable D  by lowering rjlh will enhance the signal to noise ratio and 

thus result in better performance. These figures also suggest tha t lowering 

the r)th will lead to greater performance improvements on channels with large 

number of paths than channels with fewer paths. For instance. Fig. 3.41 shows 

the performance improvement from r/tk = 0.9 to T]th =  0.2 is ~  2 dB at BER =  

10- 3  for CMl, and this performance difference enlarges as it goes from CMl 

to CM4. Fig. 3.44 shows the performance gain from 77̂  =  0.9 to r]th — 0.2 

is more than 3 dB at BER =  10- 3  for CM4. Figs. 3.37-3.44 show that while 

setting the 77̂  lower will not guarantee an improvement in the performance 

of the DP NT-GSC system, however lowering r]th does not show any negative 

effect on the performance of the system either.

3.4.10 The effect of Np on the NT-GSC Receiver with 
noise averaging

The noise averaging technique when applied on the NT-GSC receiver provides 

similar benefits as the previous mentioned systems. As shown in Figs. 3.45- 

3.48, the performance of NT-GSC receiver is greatly enhanced for CM1-CM4 

with the application of noise averaging. The NT-GSC receiver is able to even

tually outperform the PRAKE receiver in the high SNR range for CMl and 

CM2 with Np = 20. For CM3 and CM4 shown in Fig.3.47 and Fig.3.4S, it 

requires the NT-GSC receiver with Np =  50 to get performance close to the 

PRAKE receiver in the SNR range shown. When compared with the '‘ideal" 

TR system, the system performance at Np =  50 yields about 3 to 4 dB degra

dation at BER =  10- 4  with the gap widening as one moves from channels of 

less paths (CM l,CM2) to channels of more paths (CM3,CM4).

3.4.11 The effect of Tdp-int on the basic D P-Int Receiver

The DP-Int receiver is really an autocorrelation receiver much like the one 

presented for the TR system in Section 2.3.1. However, the delay Tj now
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Figure 3.41: Effect of r]tll on DP NT-GSC systems with noise averaging in 
CMl
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Figure 3.42: Effect of rjth on DP NT-GSC systems with noise averaging in 
CM2
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Figure 3.43: Effect of r)th on DP NT-GSC systems with noise averaging in 
CM3
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Figure 3.44: Effect of 77̂  on DP NT-GSC systems with noise averaging in 
CM4
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Figure 3.45: Effect of Np on DP NT-GSC systems with noise averaging in 
CMl
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Figure 3.46: Effect of Np on DP NT-GSC systems with noise averaging in 
CM2
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Figure 3.47: Effect of Np on DP NT-GSC systems with noise averaging in 
CM3
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Figure 3.48: Effect of Np on DP NT-GSC systems with noise averaging in 
CM4
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equals to to reflect the delay between reference sub-pulse and data sub

pulse of the DP signalling scheme. The integrate-and-dump unit will integrate 

from every iT j to iT j + Tdp- int with sampling at the end of iT f + Tdp- int to 

form the decision variable D.

The effect of the integration length Tdp- mi of the DP-Int receiver on the 

performance is presented in Figs. 3.49-3.52 for CMl to CM4 respectively. The 

figures show tha t the effect of Tdp-int on the DP-Int receiver is very similar 

to effect of Ttr on the TR system in Section 2.5.2. As Tdp- int increases, the 

performance of the system increases. However, much like the TR system, the 

performance starts to deteriorate after some point for all the channel models. 

In Fig. 3.49 it is noted that the performance of the system for CMl peaks 

when Tdp-inl = 14 ns and as TdP~int increases further, the performance drops. 

Figs. 3.50-3.52 show Tdp-int is optimal at 21 ns, 42 ns, and 70 ns for CM2, 

CM3, and CM4 respectively. The performance degradation as Tdp-int past the 

optimal value is likely caused by the much weaker paths after Tdp-int which 

adversely affect the detection signal to noise ratio.

3.4.12 The effect of Tdp-int on the DP-Int Receiver with  
noise averaging

The DP-Int receiver with noise averaging contains the auto correlator as de

fined in the previous subsection as well as the noise averaging structure of 

the DP-GSC receivers in Section 3.3.2 replacing the signal delay block of the 

autocorrelator structure.

The effect of Tdp-int on the performance of the DP-Int receiver with noise 

averaging is very similar to the basic DP-Int receiver. Figs. 3.53-3.56 show the 

optimal value of Tdp-int lies between the minimum and maximum integration 

length chosen for most of the SNR values. One observation is that the wors

ening of performance from increasing the Tdp-int past the optimal value is less 

severe as SNR increases. In fact, at 18 dB, Fig. 3.55 shows that Tdp-int taking 

the maximum integration length of 77 ns actually gives the best performance.

110

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Bi
t 

Er
ro

r 
Pr

ob
ab

ili
ty

.-2

.-3

■A—  DP, lnt(CM 1)(TJp. .nl = 7 n s ,N p = 1) 

^ _ D P ,ln t( C M 1 ) (T dp_|m = 14ns, Np = 1) 

■a—  DP, Int (C M l) (Tdp_ir|t = 21 ns, Np = 1) 

A —  DP. Int (CM1) C L .:.,  = 28ns, N = 1)

dp-int

‘dp-int

dp-int

dp-int

Average Efe/N0 (dB)

Figure 3.49: Effect of Tdp_int on DP-Int systems in CMl

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Bi
t 

Er
ro

r 
Pr

ob
ab

ili
ty

10 ' ’

■A—  DP, lnt(C M 2)(TJp_.m = 7 n s ,N p = 1) 

-e—  DP, lnt(CM2)(Tdp_im= 14ns, Nn = 1) 

-a _ D P ,ln t(C M 2 )(T dp_int 

—  DP* lnt(CM2)(Tdp_im

DP, Int (CM2) (Tdp_.m = 42ns, Np = 1)

= 21ns, N = 1 )p ‘
= 28ns, N = 1 )

Average Ep/N0 (dB)

Figure 3.50: Effect of Tdp-int on DP-Int systems in CM2
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Figure 3.51: Effect of Tdp-int on DP-Int systems in CM3
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Figure 3.52: Effect of TdP-mt on DP-Int systems in CM4
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Figure 3.53: Effect of Tdp-mt on DP-Int systems with noise averaging in CMl

This is because a t sufficiently high SNR, the more paths the receiver collects 

even if it is a weaker path, would still increase the signal to noise ratio of the 

decision variable and thus increase the performance of the system.

3.4.13 Performance Comparison between TR, GSC, AT- 
GSC, NT-GSC and DP-Int Receivers

In this section, the DP system with different combining schemes and the DP- 

Int system are compared with the TR system of Chapter 2 over CM1-CM4. 

The integration length Ttr and Tdp- int of the TR system and DP-Int system 

respectively are set to equal to the maximum delay spread Tmds defined in 

Section 2.5. The GSC receiver scheme is set to collect about half of all the 

autocorrelator results (i.e. L  «  4r). The AT-GSC scheme is simulated with
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Figure 3.54: Effect of Tdp-int on DP-Int systems with noise averaging in CM2
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Figure 3.55: Effect of Tdp_int on DP-Int systems with noise averaging in CM3
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Figure 3.56: Effect of Tdp_jn£ on DP-Int systems with noise averaging in CM4
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the absolute threshold D th =  1.5 for the receiver without noise averaging and 

Dth =  0.1 for the Np =  50 case. Finally, the NT-GSC uses a threshold fraction 

rjth =  0.1. The settings for the DP systems are selected based on best overall 

performance achievable for that scheme in CM1-CM4.

Fig. 3.57 shows that the TR system slightly outperforms the DP system 

with and without noise averaging for CMl. This is likely due to the channel 

property of CMl, where the strong paths arrive at tightly packed groups, an 

example shown in Fig. 2.8. These closely spaced paths will create interference 

between the reference and data signals. As mentioned in Section 3.3.2 tha t 

the noise averaging will reduce the interference on the reference sub-pulse, 

hence the performance gap between the DP receiver and the TR receiver with 

Np =  50 is closer than when Np = 1. However the data pulse still suffers 

from certain degree of interference, and therefore the performance is still a bit 

worse than the TR system. Figs. 3.58-3.60 demonstrate that the performance 

of the DP system with GSC, AT-GSC, and NT-GSC combining, as well as 

DP-Int receiver is slightly inferior to the TR receiver when noise averaging 

is not applied. At BER =  10-3 the performance gap between the DP system 

regardless of the receiver types and the TR system is 0.5 to 1 dB for CM2-CM4. 

However, for CM2-CM4, the DP receivers with noise averaging in Figs. 3.58- 

3.60 show performances that are very close to the TR system, with the gap 

being less than 0.5 dB at BER =  10~3.

3.5 Conclusion

In this chapter, a novel signalling technique named DP is presented and thor

oughly analysed together with three selection combining schemes. The new 

DP scheme retained the desirable properties of the TR system such as circum

venting the need to estimate the multipath gains and the multipath delays 

and relaxed timing requirement. The DP scheme also doubles the data rate of 

the conventional TR system. It is less sensitive to time variation of the chan-
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Figure 3.57: Comparison between TR and proposed DP systems for CMl
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Figure 3.58: Comparison between TR and proposed DP systems for CM2

121

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



10

TR (T, =77ns, N =1)'  tr p
DP, G SC ((,=110, L=60, N =1) 

DP, A T-G SC (^ = 1 .5 , N =1)

DP, N T-G SC (nth=0.1, N

. Dp, Int n ’tjp_int=77ns, Np=1)

 TR (T =77ns, N =50) '  tr p '
+ DP, G SC (L,=110, L=60, Np=50) 

>  DP, AT-G SC (CJh=0.1, Np=50)

0  DP, N T-G SC (qth=0.1, Np=50)

* DP-lnt ̂ ,=7705,^=50)

8 10 12 14
Average ^ /N 0 (dB)

Figure 3.59: Comparison between TR and proposed DP systems for CM3
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Figure 3.60: Comparison between TR and proposed DP systems for CM4
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nel than the TR system because there is no time gap between the reference 

sub-pulse and data sub-pulse. On top of that the DP system needs shorter 

delay than the TR system. Each combining scheme shown in this chapter 

has its own unique properties. The GSC scheme offers consistent performance 

with minimal autocorrelator results combined regardless of channel properties. 

The AT-GSC scheme provides easy implementation with an absolute thresh

old, whose value varies with channel properties, while the NT-GSC scheme like 

the GSC scheme is well adapted to different channel scenarios. The DP-Int 

autocorrelator receiver however is able to achieve similar performance as the 

“GSC” receivers while providing a simpler receiver design. When the DP sys

tems are compared with the TR system, it shows that their performances are 

very similar in most cases, especially in channels with high number of paths 

such as CM3 and CM4. In conclusion, the DP system proposed is a better 

solution than the TR system with the doubled data rate, easier implementa

tion, smaller latency, and greater robustness to channel time variation, while 

keeping the similar performance to the TR system.
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Chapter 4 

The Improved D P System

4.1 Introduction

In the previous chapter, a transmission and detection scheme based on the DP 

pulse was introduced and compared with the conventional TR system. The 

proposed DP scheme has been shown with various degree of performance gaps 

when compared to the TR  system for all the channel models presented. While 

system without noise averaging in general have a larger performance gap than 

the system with noise averaging. This is because in practice, some of the 

channel paths are spaced much closer than the pulse width Tw which leads to 

self interference between the reference sub-pulse and the data sub-pulse, also 

referred to as interpath interference. In this chapter, an improved system based 

on the DP scheme is proposed and compared with the TR system. Similar to 

the TR and DP scheme, the improved DP (iDP) scheme does not require the 

knowledge of either channel path delays or path strengths. This eliminates 

the need for channel estimation in the system design. The iD P scheme is a 

modified version of the DP scheme with Ns =  2. This modification allows the 

iDP scheme to cancel out the self interference between the reference sub-pulse 

and the data sub-pulse due to closely spaced channel paths. The result is a 

received reference sub-pulse and a received data sub-pulse tha t are free from 

interference caused by each other. Without the self interference between the 

reference sub-pulse and data sub-pulse, a better performance can be achieved.
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In Section 4.2, the proposed zDP transmission scheme is described in detail. 

The receiver design of the DP scheme is modified for the zDP scheme in Section 

4.3. The three proposed combining schemes (GSC, AT-GSC and NT-GSC) 

together with the auto correlator receiver design (DP-Int) are also adopted 

in the zDP scheme. Section 4.4 presents the performance simulation of the 

z'DP scheme and compares the results with the conventional TR system. To 

illustrate the performance improvement of the zDP system over the DP system 

of Section 3, the performance of the zDP system is compared with the DP 

system with Ns =  2 in Section 4.4.3.

4.2 Improved D P  System  Overview

As mentioned in the introduction, the z'DP scheme requires the modified DP 

signal pulse to be transmitted twice (i.e., Ns = 2). This scheme, however, 

will not only double the received SNR for detection, but it will also eliminate 

the interference between the received reference sub-pulse and data sub-pulse. 

Using binary PAM, the zDP scheme works by transmitting two pulses, gi(t) 

and g2{t). The first pulse gi(t) has the identical pulse shape as gdP(t) (3.2) of 

the DP scheme. However, the reference sub-pulse of the second pulse g2[t) is 

inverted while the data sub-pulse left unchanged as in gi(t). An illustration of 

the zDP pulses is presented in Fig. 4.1, where the two pulses, gi(t) and g2(t) 

are processed as one unit. The zDP pulses are given by

9i(t) = p{t) + b i - p { t - ^ - ) ,  0 < t < T w (4.1)

92{t) = -p ( t)  + b i - p ( t - ^ ) : 0 < t < T w. (4.2)

The resulting information processing unit for the zDP scheme is

9 idP{t) =  0 j(i) 4- g2{t -  Tj). (4.3)
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Binary PAM Ng=2 b=1

Figure 4.1: Illustration of binary PAM modulated zDP signal set gi(t) and 
92(t)
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The received processing unit of the zDP scheme can be represented as

ridP{t) = 9idP * h{t) +  n{t)

= 9 \{ t)* h (t)  + g2( t - T f )* h { t)+ n ( t)

= p (t) * h{t) +  bxp{t -  * h(t)

- p i t  -  Tf ) * h(t) +  bxp(t - Tf  -  ^ )  * h{t) +  n{t) (4.4)

where the channel response h(t) is assumed to be static for at least two time 

frame 27/ and n(t) is a filtered zero mean white Gaussian noise. The received 

signal ridp(t) can then be generalised into two received signal r x(t) and r2{t) 

given by

ridpit) =  r 1( t ) + r 2(t) 

r i (t) = 9 i{t) * h{t)+  n x(t),0 < t  < T f  (4.5)

r2 {t) =  g2 {t — T f)* h ( t)  + n o { t) ,T f< t< 2 T f .  (4.6)

The received signal is then demodulated with a modified DP receiver shown 

in next section.

4.3 R eceiver D esign

The receiver design of the zDP scheme is similar to the DP receiver aside from 

an added structure that is used to cancel out the interference between the 

reference sub-pulse and data sub-pulse. To cancel the interference between

sub-pulses, a 7/-delayed copy of the first received pulse r x(t) is added to the

second received pulse r2(t) to obtain the interpath interference free data sub

pulse rdat(t). Since the reference sub-pulse of the second pulse r2{t) is inverted 

at the transmitter, therefore adding rx(t) and r2 (t) together given they have 

the same channel response h{t) would result in complete destructive addition 

of the two reference sub-pulses and complete constructive addition of the two 

data sub-pulses. W ith the same idea, the interpath interference free reference 

sub-pulse rref ( t ) is then obtained by adding the 7/-delayed first pulse r :(t)
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Figure 4.2: Block diagram for iDP receiver design

to an inverted second pulse —r2(t). The block diagram of the zDP scheme 

receiver is shown in Fig. 4.2. As shown in the diagram, once rref{ t) and rdai(t) 

are obtained, the rest of the receiver is the same as the receiver for the DP 

scheme in Chapter 3. Since the channel impulse response is assumed to be 

static for two time frames (i.e., h(t) =  h(t — T/),Tf  < t < 27/), therefore 

the interpath interference free reference sub-pulse rref(t)  and data sub-pulse 

r<iat(t) are given by

W W  =  r i ( t ~ T f ) - r 2{t)

=  b i(f  -  Tf) * h(t -  Tf) +  ni{t -  Tf)} -  [g2(t -  Tf) * h(t) +  n2(t)} 

= \p(t -  Tf) * h(t) +  blP(t - T f  — — ■) * h(t) + m  (t -  Tf)}

- [ -p { t  -  Tf ) * h(t) +  blP{t -  Tf  -  * h(t) +  n2(t)}

= 2P(t — T f)* h ( t)  + n i(t — T f) + n2(t), 7 / <  f < 27/ (4.7)

and

r<iat(t) = n  ( t - T f ) + r2{t)

= M  -  T f) * h(t -  Tf) + n i( t  — Tf)} +  [0 2 (i -  Tf ) * h{t) +  n2(t)]

=  [p(i -  Tf ) * h{t) +  biP{t -  Tf  -  ^ )  * h(t) + n i { t -  Tf )}

+[-p{t -  Tf ) * h(t) +  blP(t -  Tf  -  ^ )  * h(t) +  n2[t)}

=  2biP( t — T f - ^ - )  * h(t) + n i(t — T f ) + n2(t), 7 / <  f < 27/.

(4-8)
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Figure 4.3: Block diagram for iDP receiver design with noise averaging 

The autocorrelator result for each "fy interval, Di, is then represented by

The resulting IV s can then be combined with one of the three proposed com

bining methods (GSC, AT-GSC and NT-GSC) in Chapter 3 to create the 

decision variable D. The decision variable D can also be generated by defin

ing D = f  rref{t — ^f-)fdat{t)dt and intergating over the whole time frame as 

in the TR and DP-Int receiver design.

In both the TR  system and the DP system proposed in earlier chapters, the 

noise averaging technique was applied to the received signal to lower the noise 

variance of the reference signal, and thus improves the system performance. 

The noise averaging technique can also be used in the iDP system to improve 

the system performance. A receiver block diagram with noise averaging is 

presented in Fig. 4.3. The noise averaging in this case is applied to the reference 

signal rref(t) . In next section, the performances of the iD P receiver with and 

without noise averaging are simulated and compared to the TR system as well 

as the DP system with Ns =  2.

4.4 Sim ulation R esults and D iscussion

In the simulation, the iDP signals are transmitted over the four realistic IEEE 

channel models (CM1-CM4). The GSC, AT-GSC and NT-GSC combining

(4.9)
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schemes together with an autocorrelator design are used in the iDP receivers. 

The performance of the iDP receiver with different combining schemes is then 

simulated and compared to the TR system with N„ =  2. The iDP receiver 

with the noise averaging technique is also studied. The performances of the 

iDP and the DP scheme with N s =  2 are also compared head to head to show 

the improvement obtained with the iDP scheme.

4.4.1 Simulation Setup

For the simulation, the parameters are defined the same as in Section 3.4.1 

except that the maximum number of bits simulated is increased to 4 X 106 from 

2 X 106 for improved accuracy. Note that the receiver design of the iDP system 

is a modified DP system with N a = 2  with noise averaging applied on r re/(f). 

In order to compare with the TR and the DP system fairly, the transmitter 

and receiver design of the TR and the DP system are modified, repsectively. 

The TR system for the simulation is set to transmit with N s =  2 , so the same 

reference and data signal pair is transmitted twice. At the receiver, the first 

received signal pair (i.e., reference pulse and data pulse occupying 2 Tf) will 

be delayed by 2 Tf and added to the second received signal pair. The resultant 

value will be used as input to the TR receiver shown in Fig. 2.3. The noise 

averaging technique for the TR  system will then be applied to the summed 

received TR signal. This resulted in delay tap changes of the noise averaging 

module in Fig. 2.6. While the number of delay tap Tp would stay the same, the 

delay different between taps for the noise averaging module is now 47’/ instead 

of 27/. The adjustment in the delay tap is to reflect the fact that N s is now 

equal to two. For the DP receiver, the transmitter will transmit the same DP 

pulse in two time frames, and the receiver will be similar to the iDP receiver 

without applying the inverter when calculating the reference receiver signal 

rrej(t) . For the simulation, the pulse length of the TR systems is defined as

0.7 ns and the DP and iDP systems have pulse length Tw defined at 1.4 ns. 

The SNR is defined as Ep/N q where Ep = j r .
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4.4.2 Comparison between Improved D P system s of var
ious combining schemes and the TR system

The performance of the iD P scheme with GSC, AT-GSC, NT-GSC and DP- 

Int receiver in CM1-CM4 are plotted against the TR system in Figs. 4.4-4.7. 

The N., = 1 results (i.e. the DP scheme) are plotted on the same graphs as 

well for comparison between the Na = 2 case and the N s =  1 case. The per

formances of the iDP receivers and the TR receiver with and without noise 

averaging (Ns =  2) are all shown in Figs. 4.4-4.7. Figs. 4.4-4.7 indicate that 

the performance of the iD P scheme is very close to the TR scheme for both 

receivers with noise averaging and receivers without noise averaging. This 

is an improvement over the DP scheme, as expected. The performance dif

ferences among the GSC, AT-GSC and NT-GSC combining schemes and the 

autocorrelation receiver design for the iDP scheme as shown in the figures 

are very minor. When comparing the TR systems of N s =  1 and Na = 2 

in Figs. 4.4-4.7, the performance different is roughly 3 dB for both receivers 

with and receivers without noise averaging technique in CMl to CM4. This 

is expected because when the data is transmitted twice, it effectively doubles 

the transmission power used for each data, and thus should result in roughly 

3 dB gain.

4.4.3 Comparison between Improved DP and D P sys
tems

This subsection compares the performance of the DP system with N s =  2 to 

the iDP system with N s = 2 employing or not employing the noise averaging 

technique. The comparison is made with all the receiver designs presented so 

far (i.e. GSC, AT-GSC, NT-GSC, and DP-Int). Figs. 4.8-4.11 show the per

formance comparison between the DP scheme and the iDP scheme for CMl 

to CM4 respectively. For all the plots, it is evident that iDP scheme is able 

to get better performance than the DP scheme, especially in receiver with

out noise averaging technique. In Fig. 4.8 for CMl, it shows that the iDP
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Figure 4.4: Comparison between TR and proposed iDP systems for CMl
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Figure 4.5: Comparison between TR and proposed iDP systems for CM2
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scheme outperforms the DP scheme by as much as 1 dB at BER = 10-2 for re

ceivers without noise averaging. This performance improvement is due to the 

cancellation of the interference between the reference sub-pulse and the data 

sub-pulse. Fig. 4.11 shows that in CM4, the zDP scheme outperformance the 

DP scheme by only 0.5 dB at BER =  10-2 for receivers without noise averag

ing. This is less than in CM1, which indicates that the interference between 

the reference sub-pulse and data sub-pulse is less severe in CM4 than CM1. 

The plots also show that with noise averaging, the performance improvement 

of the iDP scheme to the DP scheme is generally less than receivers without 

noise averaging for all channel models. This re-enforces the previous obser

vation in Section 3.3.2 that noise averaging helps to reduce the interference 

between the reference and the data sub-pulses. Overall, these figures indicate 

that the interpath interference in the DP system is not very severe, especially 

for CM2-CM4. It is also expected that the performance gaps among different 

combining methods will be more pronounced at high SNR’s.

4.5 Conclusion

In this chapter, an improved version of the proposed DP scheme is presented. 

The zDP scheme retains all the advantages of the DP scheme, except that it 

now requires to transmit with Ns = 2 or Ns equals multiples of two. The 

zDP scheme also requires a receiver design that is a bit more complicated. 

However, with this modification, the possible interference between the received 

reference sub-pulse and the data sub-pulse is eliminated, resulting in better 

performance. The simulation results show that the BER performance of the 

zDP system relative to the TR system is better than the regular DP system. 

It is also shown that the fDP scheme achieves better performance than the 

DP scheme with N s =  2. Overall, in channel models with large amount of 

closely packed paths arriving at intervals shorter than Tw, the z'DP scheme 

will be a definite advantage over the regular DP scheme due to its interference
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Figure 4.8: Comparison between DP and zDP systems for CMl
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Figure 4.9: Comparison between DP and iDP systems for CM2
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Figure 4.10: Comparison between DP and zDP systems for CM3
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Figure 4.11: Comparison between DP and iDP systems for CM4
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cancelling property.
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Chapter 5 

Summaries and Conclusion

The demand for high speed communication has driven communication systems 

to use wider bandwidth to accommodate the increased data rate requirement. 

UWB is a promising physical layer candidate for future wireless communica

tions systems because of the enormous bandwidth available. There is currently 

no clear choice of receiver design for UWB communication systems. The two 

distinguishable receiver types are rake type receiver designs and autocorrela

tion type receiver designs such as the TR transmission scheme. In this thesis, 

the error performances of the novel DP transmission scheme have been anal

ysed, simulated and compared against the TR scheme. The error performances 

of the the iDP transmission scheme which represents an improved version of 

the DP scheme are also simulated and compared. A summary of conclusions 

followed by suggestions for further research are presented in this chapter.

5.1 Conclusion

1. The TR system has been presented and simulated with the IEEE UWB 

channel models. The integration length Ttr of the autocorrelation re

ceiver has been shown to have a big impact on the performance of the 

TR system. The longer the integration length Ttr will yield better per

formance up to a certain point. Beyond that point, further increasing 

the integration length Ttr up to the entire time frame Tj will actually
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lead to performance degradation, especially in lower SNRs.

2. The novel DP signalling scheme based on the TR scheme has been pre

sented and discussed in detail. The DP scheme combines the reference 

sub-pulse and data sub-pulse into a DP pulse for transmission in one 

time frame Tj. Therefore, the DP scheme is able to double the data rate 

of the TR scheme.

3. Three non-coherent autocorrelation receivers based on different selection 

combining schemes (GSC, AT-GSC, and NT-GSC) have been presented 

for the DP UWB system. Each combining scheme is analysed and its 

error performance conditioned on the path delays and path strengths is 

formulated. The error performance has been shown to be comparable to 

the T R  scheme in most channels.

4. The effect of L on the GSC receiver has been studied by extensive sim

ulations. It is concluded that the performance of the GSC receiver is 

affected by L up to a certain degree. For example, the performance im

provement from increasing L is hardly noticeable as L becomes greater 

than 20. Therefore, it has been shown that a low L value (i.e., L — 10) 

will result in close to optimum performance of the GSC receiver in CMl.

5. The error performance of the AT-GSC receiver while varying the abso

lute decision threshold Dth has been studied with simulations in realistic 

channel models. The results show that the decision threshold has a great 

influence on the performance of the AT-GSC system, since it directly af

fects the amount of energy that the system collects. It is concluded that 

at higher SNRs, the lower the D th will results in better AT-GSC receiver 

performance.

6. The impact of the normailzed threshold r\th on the performance of the 

NT-GSC receiver has been obtained from simulations. The results have

144

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



shown that lowering the T]th will results in better performance for the 

NT-GSC receiver in the high SNR case.

7. The effect of the integration length TdP-int on the performance of the DP- 

Int receiver has been investigated. The simulation results conclude that 

the effect of integration length on the autocorrelation receiver is similar 

to that of the TR signalling scheme. This implies that increase of Tdp-int 

will increase the system performance. However, beyond certain Tdp~int 

value increase of Tdp- int would worsen the DP-Int receiver performance.

8. An improved version of the DP scheme called the iDP scheme has been 

proposed and examined. This scheme eliminates the sub-pulse interfer

ence which degrades the performance of the DP scheme when compared 

with the TR scheme. Results from the realistic channel simulation based 

on the IEEE channel models show the iDP scheme has performance that 

matches the equivalent TR system while doubling the data rate.

9. The effect of noise averaging on the reference signal has been studied for 

all the proposed receivers and signalling schemes. The simulation results 

show that when the noise averaging technique is applied to the TR, DP. 

and zDP signalling scheme, the receiver performance is improved. The 

biggest performance gain from the noise averaging technique is when it 

goes from no noise averaging (Np =  1) to averaging over 10 received 

reference signals (Np =  10).

5.2 Suggestions for Future Work

The performance analysis and simulation in this thesis has been performed 

based on a single user scenario with binary PAM modulation. A multiuser 

access analysis will be a possible next step for this novel signalling scheme. 

The performance of the DP scheme with different signal modulation formats 

will also be an interesting topic to investigate.
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