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e ' - Abstract >

P X s F

f;;:m i - V = ° o
fhe Rurpose of this project was an evaluation - ‘

performance of the deadbeat, Dahlin and Smith

algorithms for bottom compgsigjnn control of a *

. . _ -
tillation column. The control behaviour achievev ‘ra
algorithms was compared to that obtained us
proportional-integral (PI) and proportio . ce -

derivative (PID) alyorithms.

, f L ' ,
Although the distillation column exhibit . n-

linear dynamic behaviour as well as time delay - -der
plus time delay transfer function models were u- . epre=

sent the dynamic bghaviDUf of the distillation .olumn for

‘' use in the .design procedure for the deadbeat, Dahlin and

' 4

Smith predictor algorithms, N N

Simulation studies of these algorithms were carried out
using a nonlinear diétiliatfqn column model, The simulation
results showed that tor the case of very small model errors,
the deadbeat algorithm, the Dahlin algorithm and the Smith™
predictor were superior to the PI and PID algorithms for
servo control operations.,However, the performance of these
algorithms, tuned by using conventional tuning methods, was
inferior to that achieved using the P] ané PID algorithms
for the feed flow rate disturbance. Subsequently, an’
Improved tuning procedure was utilized and with this proce-
durgi the column control perfo:magce achieved with the deads_;

beat, Dahlin and Smith predictor algorithms was superior to

that obtained using the PI and—PTD algorithms.

iv
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A
-

-

.~ The experimental evaluation of the different control

« algorithms was conducted on a 22.9 cm diameter, e{ght-tray

/
pilot scale distillation column unit interfacéed with a dis-

tributed system of HP 1000 computers. An on-line process gas

'bottom‘compositioh.'The'primary investigation was the per-

formance of the Dahlin and Smith predictor algorithms for a

-25% step change in feed‘jjow rate te¢ the column> From the

experimental regults, it was fbund that the controllperforma

ance athieved using these algorithms'tuned by using the im-

proved tuning technique was much better than that of the PI
algorithm whose poor performance was due to the significant
amount of time délay present in the p;ocess. Use of the PID
saalgorithm, gave performance that was clase to that achieved
using the Dahlin algorithm and the Smith pred?ctor. For ser-
vo operations, 'eﬁploying the tuning constants established
for regulatoﬁ; controtl, the thlin'aigorithm provided th?
best and the most consistent performance 'for 1% step
chénges in set point. |

. ' . »
It should be noted from both Qhe simulation and experi-

results, that the significantly improved performance
whi the PID algorithm compared to that with

~the PI algorithm be attributed to the presence of the

derivative action. for controlling time delay pEocesses,

since the PID algorithm is model independent, it should be .

used more frequently for industrial applications than at

present.

» ¢ B
chromatograph was used to provide direct measurement of the -
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Symbols for Control Algorithms

Symboel Description

a, coefficients in the numerator polynomial of the
' digital controller transfer function D(z)

by coerficients in the denominator polynomial of the
' digital controiler transfer function D(2z)

cii coefticients, unique to particular equation

c coftrolied variable

D transfer function of a digital controller
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E error in s or z domains \

f coefficients, unique to particular equation

G process transfer function
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G,0h transfer function of a zero-order-hold device

H transfer function of a measurement device

k sample index

K transfer function of the claée loop response

C proportional constant in Pl or PID control
' algorithm

Kp derivative constant in PID control algorithm

Kq integra1xc§nstant_in Pl or PID control algorithm

Kp process gain : \

m order of a polynomial

M measurement time deIay!:xpressed as a number éf
o sample fntervals, M /T

n order of a polynomial

total system time delays in number of sample
fntervals, N = M + P
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Laplace domain variaﬁle

time domain variable
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closed loop total system time delay | -
process time delay_

derivative time constant in PID control algorithm

integral time constant in Pl or PID control algo-
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measurement time deiay
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controllier output
controiller output in s or z domain

2-domain variable

Symbols for Distillation Column Model

Description 3

system matrix, defined by component balance equa-

system matrix, defined by mass and energy balance

integration time interval (s)

Murphree vapour efticiency

féed mass flow rate (g/s) .
liqujd enthalpy (KJ/g) .
vapour enthalpy (KJ/g)
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tions
B
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At
E .
F
h
H
L

liquid mass flow rate (g/s)
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R reflux flow rate (g/s)
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NT tiquid mass holdup in a stage (g)
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y vapour composition (wt.% methanol)
Subscripts
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f final value _
n stage. number )
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k variable value at the kth integfaiion cycle' A
* equilibrium composition
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1. Imtroduction

1.1 Opfgztiyé; 7 S

—

The availability of low cost digital computers with a
high degree of reliability, particularly the new genergtign
of process computers that are now available, is having a
significant {impact on computer utilization in the process
industries. For control engineers, it means that more
advanced control schemes and control algorithms can be
implemented by the process computers. This project deals
with an evaluation of different diéitai control algorithms,
namely the deadbeat algorithm, ‘the Dahlin algorithm, the
discrete Smith predictor, and comparison-with the discrete
proportional-integral (PI) and t;rnpcrtionai‘intEQPai—
derivative (PID) algorithms.

In the implementation of digital control algorithms,
some of the primary concerns in selecting a general digital
control algerithm are:

. 1) the algorithm should easily be a standard soft-
ware block of a direct digital control (DDC)
Vpackage;
3) the computational efficiency of the algorithm
- should be high; ,

" &) the output of the algorithm should be calculated

onty based on ihe present error, past errors and

past outputs; and



5) the algorithm should be general enough that
different control algorithms can easfily. adapt to

its form.

vy

n evaluation of the performance of different control
algorithms, the primary concerns are:
1) the performance under regulatory control;
2) the ability of the algorithm to compensate for
process time delay; 1 -
3) the simplicity of on-line tuning; and
4) the influence of model errors and nonlinearity on-
the performance of fhe control algorithm,

The experimentai work of this project was carried éut
on the pilot scale binary distillation column iﬁ the
Department of Chemical Engineering. Control of the distilla-
tion column s difficult, since it exhibits nonlinear
behav%ﬁur as well as time delay. These process characteris-
tics plus the increased time delay due to the use of a gas
chrom3tograph for bottom composition analysis make the
column a realistic system for the evaluation of the pe%férn-

ance of different control algorithms.

1.2 Thesis Organization

This thesis is organized in the following manner: In
Chapter 2, a brief literature survey on digital control
~algorithms 1{s presented; the deveiépment of the various
digital control algorithms is given in Chapter 3; Chapter 4

describes the development of a nonlinear binary distjllation

=



column model; the results of the digital simulation studies
on the performance of difterent control algorithms ade
presented 'in Chapter 5; implementation of the digitat con-
trol algorithms is described in Chapter 6, as well as the
results of the experimental evaluation -of the control
dlgorithms; finally, the overall conclusions and recommen- .
ditions from thii work are summarized in Chapter 7.

ANC_
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2. Literature Sufvey on Digital Control Algorithas

2.1 Introduction

With the flexibility provided by digital process com-
puters, control engineers can now implement not only more..
sophisticated control strategies, such as different levels:
of supervisory control for plant-wide optimization, but use
advanced control algorithms for low level control té achieve
bettgr process performance. In this chapter, a brief litera-

ture

“Survey of the digital control algorithms, fnrrsingie
input single output feedback control systems, which are
readily available for industrijal apﬁ]ications will be dis-
cussed. The format of the discussion is based on the evolu-
ti@ﬁ of digital control applications in the process indus-
tries. The survey covers developments from the use of the
digital equivalent of conventional control algorithms to the
present involvement of designing digital control algorithms
using sampled-data control theory. Tuning techniques for the
algorithms cited in this chapter will also be discussed with

emphasis on the 'EUﬁing procedures for regulatory control

applications,

2.2 Digital PI and PID Algorithms

The digital proportional-integral (PI) and proportional
-integral-derivative fPID) control algorithms were the edr-
liest digital control algorithms applied to control applica-
tions in process industries when the digital process comput-

iy
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‘ers were introduced for plant control. During the period

from the early 60's to the mid 70's, methods of obtaining
the digital equivalent of the conventional analog PI and PID
controllers and the tuning techniques for these tﬁo digital

control algorithms received the most attention.

itional and Lgérggentaj Forms

There are two basic forms, namely the positional form

2:2-1

‘and the incremental form (also known as the velocity form),
of digital Pl and PID control algorithms. The most cammaniy
used positional form of an ideal digital PID control algo-

rithm is described by the following equation:

o |

. 1
Uk = K¢ [ex + — % ej + (ex - ex.1)] + ugg (2.2.1)

Its counterpart, the incremental form is obtained by
taking the difference between Equation 2.2.1 and the equa-

tion for the previous sample (k-1). The resulting expression

is |
-~ T 1P 7
A Ke [lek - ekly) + —— ek + —— (e - 2 ey + ep_p)]
1 - . (2.2.2)

In general, the incremental form of the ideal digital
PID controller is preferred rather than the positional form
becauge of its "bumpless* transfer and anti-reset windup
features [Bibbero (1977);?gristal (1977), Desphande and Ash
(1981), Smith (1972)].

Different approximation techniques for ‘the integral



and/or derivative term(s) have beenv suggested [Bibbero
(1977), Smith (1972), Verbruggen et al. (1975)] to improve
the performance of the algorithm. A summary of the different
forms of digital PID contfu1,€1gerithms. in the z-domain,
that_fesultvfrom using diftferent discrete integration tech-
niques is presented by Verbruggen et al. (1975). Although it
has been claimed that using different approximation tech-
niques, such aS the grapezoidal rule for integration [Bibbe-
ro (1977), Smith (1972)], the four point central difference
formula for' the derivative [Bibbero (1977)] .would improve
the operations of the algorithm, no zamparisan of these
"improved” algorithms with the fdea] digital PID (cf. Equa-
tions 2.2.1 and 2.2.2) has been undertaken to the author's
knowl edge.

' Another variation from the ideal PID algorithm is the
change of the feedback variable to the derivative term.
Smith (1972) commentgd that "there is no real advantage in
allowing thé derivative mode to act on a change in set peint
signai”, therefore, the feedback variable for the der{vative
term, as suggested by Smith, should be the meésurement
sequence mathér than the error sequence. The .advantage of
~the resultant algorithm is the elimination af€§z“kick‘ from
the derivative action due to a set point change and the
algorithm is essentially the same as the original form when
it is applied to reguiataﬁy app]isatjgns. Other considera-
tions reéarding implementation of digjtai PI or PiD aiga;

rithms have been discussed in detail by Bristol (1977) and



Smith (1972).,some of the material, particularly that
dealing with rdware limitations, is now out of date.

Despite the existence of various forms of digital PI

and PID algorithms with practical enhancements, the digi€a1
PI and PID algorithms still most frequently used for compar-
ison with the performance cfr control behaviour acﬁieved
using other control algorithms are. those given by Equaﬁiansa

2.2.1 and 2.2.3.

2.2.2 Tuning Digital PI and PID Algorithms

The main advantage of using digital PI and PID control-
lers over the other digital control algorithms is that they
are general purpose single loop controllers. However, tine
tuning the PI and PID controllers to yield optimal control
performance is not a simple task because of‘the necessary
tfia] aﬁd error procedure. With the appearance of low cost
digital computers, finding the optimal controller settings
using a systematic approach can be performed through digital
simulations. Lopez et al. (1967) proposed that error-
integrals. of the closed ]aéﬁ ‘response of a control loop
shou]d be used as the tuning criteria for analog Pl and PID
cohtrollérs rather than the quarter decay ratio criterion as
proposed by Ziegler and Nichols (1942). Three types of
error-integral, namely the integral of squared error (ISE):
the integral of the absolute value gf the error (IAE) and
the inEegral of time multiplied by thé absolute value of the

error (ITAE), were suggested as the criteria for adjusting

*



the controller settings of the anatog PI and PID control- -
lers. The characteristics of- the different integrals and
their applications were also discussed by Corripio et al.
(1973) in a later publication. Through simulation studies,
-Lopez et al. (1967) were able to relate the paramqters of a
first order plus time delay transfer function model with the
controller settings for analog PI and PID controllers which
could be used to minimize the error-integyrals and optimize
the control performance. The correlation between the trans-
fer function parameters and the controller constants were
given in equation form. For digital Pl and PID controllers,
Lopez et al. (1969), using the same approach for the case of
the analog PI and PID controllers, generated a set of tuning
graphs ce%Peiating the model parameters and controller set-
tings which could minimize the error-integrals. A similar
approach has also been used by Roberts (1975). Unfortunate-
ly, convenient equations were not reduced from these graphs
due to the additional parameter, the sampling time, present
in the control algorithms. For a control loop in which the
sampling effect 35 insignijgcant, i.e. the ratio of the sam-
pling time to the most dominant process time constant is
smaller than the ratio of the process time delay to the most
dominant process time constant, corrélatians for the analog
Pl and PID controllers may be extended to the digital ﬁl and
PID controlliers, Smith (1972) suggested the following proce-
dure: add one half of the sampling time to the process time

delay to compensate for the sampling effect and then apply



the correlations for the analog PI‘and PID controllers to
obtain .the cantrgiier settings for the digital Pi and PID
controllers. Other tuning approaches that do not use error-
integral criteria have been employed. Chiu et al. (1973c)
suggested the coﬁééefiér’se;tings for PI and PID controllers
be calculated using Dahlin's analogy that the desired closed
Jdoop respansegbe specified and the parameters in the control
algorithms be calculated from the ciosedileap characteristic
equatien‘(the Dahlin algorithm will be discussed in a later
section). Vergruggen et at. (1975) summarized the coeffi-
cients of the discrete Pl and PID controllers as a function
of the uitimatei%in and ultimate period of oscillation
which-are the Ziegler-Nichols closed loop criteria (1942),
with adjustments for the sampled-data control system. Coef-
ficients of the discreté PI and PID control algorithms
according to the Haaiman adjustments for analog PI and PID

controllers have been reported by Verbruggen et al. (1975).

.2.3 Choice of Sampling Time

T

.In the digital Pl and PID control algorithm, sampling
time is an important factor which can affect the performance
of the control algorithms significantly. éhonsing the appro-
priate eambinétian of the sampling time and the controller
settings is a difficult task. In industrial practice, the
éagpiing time for a control loop is chosen primarily accord-
ing to the process conditions, e.g. one second sampling time

for a flow loop [Smith (1972)], as opposed to the rigorous
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analysis which is based on the stability of the control
loop. The choice of sampling time from a practical point of
view has been discussed by Smith (1972). Verbruggen et al.
(1975) bresént a simpie'ﬁcrre1ation for relating the choice -

of sampling time to the process time constant.

2.3 Discrete Smith Predictor

Time delays, such as transportation delay, measurement
delay, are inherent 1in many éhemital processes. When the
time delay is significant in a control loop, i.e. the ratio
of the time delay to the process time constant is relatively
large, the control performance that is achieved using a PI
or PID controller deteriorates. One of the special control
schemes for ccntPaliing. time delay :prnceéses that has
received the most attention is the Smith predictor [(Smith
(1957,1959)]. The basic philosophy behind the development of
the $ﬁith predictor is to introduce an element into the con-
trol loop in such a way that the time delay element does not
exist in the closed loop characteristic equation. Unfortun-
atelj because of the hardware implementation problem this
scheme was not feasible until computers came into use iﬁ
process control applications.

Experimental evaluation [Alevisakis and Seborg (1974);
Buckley (1960), Doss (1974), Doss and Moore (1973), Lupfer
and 0Oglesby (1962, 1961), Meyer et al. (1978), Prasad and
Krishnaswamy (1975)] and simulation studies [Meyer et al.

(1976), Nielsen (1969), Schleck and Hanesian (1978), Smith
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and Groves (1973)] have demonstrated that for controlling
time delay processes, the Smith Predictor can improve the
control performance significantly as opposed to that achiev-
ed by using the conventional feedback controliers. Sensiti-
vity analysis of modelling errors in the Smith predictor has
also received considerable attention [Euckley'(lgéo); Eisen-
berg (1967), Garland and Marshall (1975,1974), Marshall
(1974)]. For practical implementation, Meyer et al. (1978)
presented thé derivation of the Smith predictor using time
domain analysis while Deshpaﬁde and Ash (1981) developed the
algorithm in the 2z-domain. Bqth approaches are well docu-

mented and the final equations are essentialiy equivalent.

The discrete Smiith predictor, in both case is in a form

ready for progrhmming, however, it should Re noted that nei-
tﬁer of these two approaches reduces the rSmith predictor
into the form of é single equation. Consequently, some ad
hoc procedures are required for implementation of these
Eeguatiens with any general digital control package. Thesen
(1980) presented an alternate derivation of the discrete
Smith predictor, however, he concluded that the alternate
_Fnrm. which is more difticult to derive, does not yield an}

better control performance than that obtained using the dis-

crete Smith predictor previously developed by Meyer et al.

(1978).
- For tuning the Smith predictor, the common approach is
to assume that the model used in the algorithm is accurate

so exact cancellation of the time delay term occurs. Conse-
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quently theicantrai constants in the Pl controllers can be
designed based on the effective closed loop characteristic
equation or aﬁy correlations for PI control of processes not
considered to contain time delays. In the experimental eva-
luation of the Smith predictor, Meyer et al. (1978) used the
correlations for PI controllers suggested by Moore (1969) to
obtain the injti:]fiuning constants and the controller was

then fine tuned for optimal performance.

2.4 Sampled-Data Control Algorithms

2.4.1 Direct Synthesis Method

While the digital equivalent of conventional analog

A

controllers were implemented quite successfully on digital”

process control computers, .digital -control algorithms de-
signed from an entirely different approach was under inves-
tigation. Koppel (1966) claimed that "there is no real rea-
son to retain the proportional-integral " or proportional-
iﬁtegril;derivative forms in direct digital ;ampgnéatiani
These forms were developed for ana]ég instruments. The
greater flexibility made possible by use of compensation
should be utilized in designing digital aigérithﬁs“; The
particular design method for digital or sampled-data control
systems suggested by Koppel was the dircct synthesis method

developed by Ragazzini and Franklin (1958).

In the design procedure, using the direct synthesis

be known, then the controller can be obtained through the
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manipulation of the overall transfer function providing the
transfer function of the desired closed loop behavior 1is
specified. Applications of this design procedure have been
presented in varying degrees of detail by Badavas (19815,
Chiu (1971), Chiu et al. (1973c), Condon and Smith (1977b),
Dahlin (1968a), Deshpande and Ash (1981), Koppel (1966), and
Lane (1970). The major advantages of usfing this design tech-
nique are its simplicity and flexibility, i.e. different
control algorithms cah be synthesized depending on the spe-
cification of‘ the t}ansfer function for- the closed 1loop
response.

It should be also noted that since the control algo-
rithms des{ghed using the direét synthesis method ébegins
with a discrete model established for a;pafticular sample
interval, the performance of the control algorithms is
affected by whether the discrete transfer function model,
which 1is sample interval degendent, represents the actual
process fairly [Jdury" (1958). Kuo (1977), Ra’inff and
Franklin (1958)] /

o

. : 8,
2.4.2 Deadbeat Control Algorithm

The deadbeat control algorithm is synthesized using the
direck synthesis method by specifying the transfer fbnctién
for the closed loop response to a step change in set point
as K(z) = z'"'i,‘where n is the number of sample ‘intervals
due to the time de-lay of the process and 1 designates the

time delay due to sampling. The physical interpretation of
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the above transfer tunction is that at the n+1th sampling
instant after the introduction of a4 step change in set
point, the deadbeat control algorithm will bring the, con-
trolled variable to the desired set point and will remain at
the set point for all subsequent sampiing:instants.‘Aithcugh
simulation results [Chiu (1971), Koppel (1966), Smith
{1972)] were promising, however experimental results report-
ed by Uronen and Yliniemi (1977) have demonstrated that the
deadbeat control algorithm did not provide as satisfactory
Performance as did the digital ?I and PID control algyo-
rithms. Application of the deadbeat control algorithm in the
process industries is also not popular primariiy due to the
fact that it lacks convenient on-line tuning parameter(s) to

adjust for changes in process conditions.

2.4.3 Dahlin Control Algorithm

A digital control algorithm which is gradug}ly'gaining
industrial acceptance is that developed by Dahlin (1968a).
This single input ,single output aiga%ithm was algo proposed
" for the control of multivariable systems when the control
system s completely decaupledﬁ [Dahlin (1968b)], however
this multivariable control scheme did not receive much at-
Eention probably due to the fact that the frequency domain
design technique for multivariable Eontraj systems was dom-
inant at the period. In the subsequent discu551§n, only the
single input single output version of the Dahlin algorithm

¥

will be presented.
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The Dahlin algorithm is also synthesized via the direct
synthesis method. In this case, the transfer function for
the closed loop response to a step change in set point is
specified to be ftirst order plus time delay. With the mani-
pulation of the time cnnstént, A in the closed loop response
transfer function, desired pertormance can be obtained.
Also, maﬁipuiatien of this variable provides on-line tuning
of the control algorithm for ditferent process conditions.
The ringing free torm of the Dahlin aigerithmxsan be obtain-
ed by removing poles that are close to the un%*%girc]e [Chiu
et al. (1973a), Dahlin (1968a)]. It should be noted that
this ringing free form of the algorithm has the same strﬁ:!
ture of the digital PI or PID cantrSI algorithm if a first
or second order plus time delay pra:éss transfer function is
used respectively,.

Simulation results [Badavas (1981), Chiu (1971), Chiu
et al (1973a), Condon and  Smith (1977a, 1977b), Smith
(1972)] have shown thét the performance of the Dahlin algo-
ritﬁm for bﬂtﬁ servo and regulatory control operations is
comparable to that achieved by using the digital PID control
algorithm. For a control system with a significant time de-
lay, the performance using the Dahlin algorithm is tound to
be superior to the performance that is possible using a di-
gital PID control algorithm. On the other hand, experimental
results obtained by Uronen and Yliniemi (1977), showed that
the performance of the Dahlin algorithm is rather sluggish

when it is used for regulatory control. These conclusions
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however are subject to the specific control systems being
"considered since a general analysis on the pertormance of
the control algorithm, from a theorecticai approach, to the
author's knowledge does not exist.. Sensitivity analysis to
demonstrate the eftect of inaccurate model parameters used
in the Dahlin algorithm have been undertaken by Badavas
(1981) and®Condon and “Smith (1977b) using digital simula-
tion. From the simulated results, Condon and Smith observed
that the performance of fhe Dahlin algorithm for servo oper-
ation is improved noticeably if the process time constant or
the process time delay is over- estimated. Héwever,‘an inap-
propriate value of the process time delay will cause the
control - system' tg be .unstable. The sensitivity analysis
study by Badavas%%eported-stability limits which correlate
with the parameters in the process transfer tunction from
frequency domain considerations.

On-line tuning the Dahlin algorithm is quite straight-
forward. After obtaining the best estimated process model
parameters, fhe initiai value of A is set to be the same in
value as the process time constant. The desired performance
-can then be achieved by adjusting A according to observa-

tions of the closed loop response.

2.4.4 Other Sampled-Data Control Algorithms
| An algorithm which can be considered as a variation of

the Dahlin algorithm is that reported by Higham (1968) and

Jones (1978). The primary diffurence between the Dahlin
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algorithm and the one of Higham is that the incremental out-
put is calculated in Higham's algorithm as opposed to posi-
Tional output being calculated in the Dahlin algorithm.
Tsing et al. (1979) proposed another variation of the Dahlin
algorithm based on Higham's ~analogy; in;tead of using a
transfer functiqn to rep:esent the process, Tsing and co-
wor{ers suggested fhe use of the actual-data of the process
response to a set point change in their algorithm, The
resultant algorithm is in terms of the present error term
and the incremental output ;equence,_Both the'prapcsed algyo-=-
rithms provide a single on-line tuning parameter similar to
that in the Dahlin algorithm. |
The Kalman algorithm [Chiu (1971), Chiu et al. (1973b),
Smith: {(1972), Uronen and Yliniemi (1977)] is designed on the
basis of a specification of both the responses of the mani-
pulated and controlled variables. Simulation studies by Chiu
(1971), Chiu et al (1973b), Smith (1972) and experimental
evaluation by Uronene and Yliniemi (1977) have shown that
the Kalman algorithm will also provide satigfactory perform-
ance; However, the Kalman algorithm suffers form the same
disadvantage as the deadbeat algorithm, namely that it is an
valgorithm that does not containb parameters suitable for
on-line tuning. | .
In the design proccdure for the different control algo-
rithms that haven been discussed, a load disturbance to the

system is not considered although some algorithms do have an

on-line tuning parameter to adjust for changes in process
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conditions. Mutharasan et al. (1978) proposed an algorithm
values for

involves determination of
synthesis method.

which can compensate for both set point and load changes.
a

The design procedure
the manipulated variable to achieve a desired response in a
manner which is analogous to the direct

The control alyorithm is also a simple recursive equation of
tnput and output sequence. Although the algorithm. is
steady state feedforward type of control algorithm, it
should be possible to easily extend to a predictive type

control scheme.

2.5 Future Trends
a control algorithm designed with at least some knowledge of
in the

included

From the preceding discussion, it can be concluded that
the process, i e. a mathematical model which represents the
is

provide better performance than the
On the other

dynamics of the process to be controlled
design procedure, can

Eanventianai PI or PID control algorithms.
hand, it is also understood that the use af an inaccurate
mcgei in the control algorithm will cause the performance to

deteriorate significantly as well as tend to -cause system

algorithms which has
s the

instability. For these reasons, adaptive control schemes
in

become very attractive to control engineers.
adaptive control
receAt years

of the
attention |
Application of self-tuning control-

One
considerable

received
self-tuning controller.
ler on distillation column can be found in Lieusion (1980).



3. pigital Control Algorithas

3.1 Introduction

-In recent years, due to significant hardware improve-
ments, there has been a rapid growth in the use of digital
computers for process control. Although control engineers
can now implement without difficulty more advanced control
;chemes or control algorithms, most of the control loops in
Industry still employ only conventional single variable
feedback control using PI or PID control algorithms. Part of
the reason for this situation arises from the fact that many
of the advanced control algorithms designed for continuous
control systems often require an ad hoc appfoaeh ?or a digi-
tal system implementation.

In this chapter, a general purpose digital control

algorithm of the form

. U(z) a5 + 312‘1 + .+ an!lzin+1 + anz!n
D( Z) = —ﬁfé(z) = N M ;i_"l T " h” : _ !m*l - b —
Z, Dp + blz . . m-12 mZ

(3.1.1)
will be used for presentation of the ditterent algorithms.
Aanntages of using the above algorithm for computer
process control are:
;) it can be easily programmed;
fE) the computational efficiency is high, because it
involves only simple arithmetic operations;
3) the control output U is calculated based on the

present error, gast errors and past outputs; and

19



4) almost all control laws can be expressed using
this form of algorithm. |

Since a system operated under computer. control s
sampled-data in nature, the mathematical derivation involves
manipulation in the z-domain. The direct synthesis method is
chosen in this work for designing digital control algorithms
because of its simplicity. This technique will be presented
in the next section. The digﬁtai form of the deadbeat and
Dahlin algorithms, which are derived by this technique are
discussed in Sections 3.3 and 3.4 respectively. Since the
Smith predictor has gained acceptance in industry for the
control of processes containing time delays, the discrete
form of this well known algorithm is given in Section 3.5.
In the last section of this chapter, Section 3.6, the incre-

mental form of the PID algorithm is presented.

3.2 Direct Synthesis Method

‘The direct synthesis method is a simple and straight-
forward design procedure. This method can be applied to
either continuous or sampled-data control systems. For the
control system shown in Figure;B.Eﬁl. the closed loop trans-

rfer function in either the s-domain or the z-domain is des-

cribed by the follawing equation: ‘
— —— - s (8.2.1)
R 1 +DG | ‘
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Assuming that the transfer functions G and K(=C/R) are
known, then the expression for the controller D is given by
the following equation:

u 1 K

D = = - (3.2.2)
E G 1 - K '

It can be seen from Equation 3.2 2 that different con-
trol algorithms can be estabiished depending upon the choice
of K as selected by the designer for a particular applica-
tion.

The direct synthesis method can also be extended to
control systems which do not have unity feedback, for in-
stance, the control system shown in Figure 3_2;2 contains a
measurement dévice which has a transfer function other than
unity.

‘The <closed loop transter ﬂfunétian' of this system

expressed in z-domain representation is:

C(z) . D(z) G{z) (3.2.3)

R(z) 1 + 0(z) G(z) H(z)
where G(z) = ﬁ}[Gzoh(S) 6p(s)] ﬁ (3.2.4)
H(z) = FlH(s)] - (3.2.5)

So it follows that the transfer function of the digital

.controller D(z) derived by the direct synthesis method is:

u(z) 1 K(z) ' /"
0(z) = = T (3.2.6)
E(2) G(z) 1 < K(z) M(z) ’
C(z)
where K(z) = ——— (3.2.7)

R(z)
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3.3 Deadbeat Control Algorithm

oz =

Deadbeat or minimal response is one which satisfies the
following criteria (28):

i) The system must have zero steady-state error at
the sampling instants for the specified input
test signal.

2) The rise time Shogid equal a minimum number of
sampling periods.

~3) The settling time, measured at the ;gmpliﬁg
- instants, should be finito. X
4) 0(z), 6(z) and C(z)/R(z) must all be physically
realizable. |
for a ﬁinima1 phase system, the deadbeat response to a
step input in set point is (28):
C(z) S
— a z-1 (3.3.1)

K(Z) = =
' R(z)

However for a system with a process time delay which is
greater than or equal to P sampling intervals but less than
P+1 sampling intervals, the response is:

C(z)

K(z2) = ————— = z-P-1 . " (3.3.2)
' R(z)

For the sampled-data control system illustrated in
Figure 3.2.2 with transfer functions:

Kp gxp(sTds)i ' ' ~-

Gp(s) B e (3.3.3)

Tos + 1
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1 - exp( Ts)
where Kp = process gaiﬁ
Tp = process time constant
Ty = process time delay
Tn = measurement time delay

T = sampling time
substitution of Equations 3.3.3 and 3.3.4 into Equatian!

3.2.4, yields

K (c; + cpz-t) z-P-1 ' v B
§(2) = —* CLr — ! (3.3.6)

(1 - f,2°1)

where ¢; = 1 - f2

2 =f2a- "1
f1 = exp(-T/Tp)
£

2 = exp(-mpT/Tp)
M. =1 - Tg/T+P
P ES’ T4/T (integer) ! _

For a measufgﬁgnt qEviée with a transfer fuz;’ion given‘bj"
Equation 3.3.5, the z-domain representation 3

H(z) = z-M '

where M = T /T (integer) <
For the transfer functions defined by Equations 3.2 6,
3.3.2, 3.3.6 and 3-3;7; use of the direct synthesis method

gives the deadbeat control algorithm listed in Table 3.3.1.
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Table 3.3.1

wa) a9 + ayz”!

) oy T e
u(k) = ﬁ;—- Eigefk) + aje(k-1) - blﬂfiil) - bpsyu{k-N-1)
0 -~ bpisu(k-N 2)] ; (3.3.9)
where ao = 1
Y o= -fp
bp = Kpe
' Py = Kpe2 |
buep = Kpey ‘é%
bye2 = Kpe2 | o
fy e exp(-T/Tp)
fg = exp(-mpT/Tp)
9 =1-f
€2 =f2-1
mp =1 - Td/T + P R
P = T4/7 (integer)“ k . »
M * To/T (integer) ‘ e !\'!:
N =P + M



3.4 Dahlin Algorithm

For most industrial applications, deadbeat responée is
1d§al but usual[y¥nat realistic because of process condi-
tions. Furthermore, the deadbeat algorithm suffers from the
fact that it does not ‘have any provision for convenient on-
line tuning of para-eters. An algorithm that cgntains a sin-
gle parameter that can be conveniently ad;usted on-line 1is
that of Dahlin (15). Dahlin proposed that the closed loop
response of a control system-for a step change in set point
should behave. Tike a continuous tirst order plus time delay
process with the time constant of the closed loop transfer
function being the on-line tuning parameter. The closed loop
system response, for a system controlled by the Dahlin algo-
rithms, is given by

C(s) | exp( Tcs)

—_—= ' : (3.4.1)
R(s) A s+ 1

in the s domain, and by
=
C(z2) A s + 1 s

—— — . (3.4.2)
R(z) 1 :

¢ Al

in the z-domain. In Equation 3.4.2, T, is the time delay in
the closed loop response and i is the time constant of the
closed loop response which is the tuning parameter.

Since the controller must be realizable and must not
require the prediction of future inputs or outputs, Tc in
Equation 3.4.2 must be chosen no smaller than the vafue Ta

>
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in Equation 3.3.3. For the 1limiting case, Equation 3.4.2

becomes:

Ko (c1 + c22”

1) z-P-1
1

K(z) = — : (3.4.3)

(1 - flz' )

where 9 =1 -

- fz
‘2 =f2- 11
fi = exp(-T/x)

fo = exp( m T/2)

m =1 - ng% + P

P = Td/T
For the samp1g§—data control system ecnsidered;in Section
3.2, applying the direct synthesis méthod using the transfer
funftions defined by Equations 3.2.7, 3.3.6, 3.3.7 and
3!1;3, the Dahlin control algorithm can be obtained. The

Dahlin algorithm derived by this procedure 1is given in

Table 3.4.1.

Table 3.4.1

DAHLIN ALGORITHM v
D(z) o 8 + ajz7! v 2y
D(z = — L R — e . - _— —
E(Z) DG + blzil + bzziz + bﬂ*lziNgl + hN*zzéN’*
+ bpyqz M3 _ (3.4 4)
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1 .
u(k) = - Lage(k) + aje(k-1) + aze(k-2) - byu(k-1) -

Pau(k-2) - bysqu(k-N-1) - by,pu(k-N-2) -

byegu(k-N 3)]

where ao

xz X v

€1

cp - c)f3 ;
-c2f3 .

Kpc3

Kp(cg - c3cp)
-Kpcaf]
-Kpc3cy]
-Kp(c4c1 + CyC3)
Kpcac?

1 - f

2 -

1 - f3

fg - f3

exp(-T/x)
exp(-m T/4)
exp(-Tfrp)
exp(fmp/rp)

1l - Td/T + P
Ta/T
T./'T
P + N 01_ .

»

(3.4.5)
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3.5 Discrete Smith Predictor

The Smith predictor is well known for its ability to.
improve the control performance of processes that exhibit é
significant time delay. The derivation of the Smith predic-
tor has been given by numerous different workers (cf Chapter
2), but only for continuous §ystems- In this sect{an, the
~discrete form of the Smith predictor is derived. The block
diagram representation of the Smith predictér for continuous
and sampled-data control syséems is given in Figuﬁes 3.5.1
and 3.5.2 respectively. . 7

In order to simplify tﬁe derivation of the discrete
Smith predictor, it is tonvenient to use a different block
diagram than that given in Figu;e 3;5,2-331 block diagram
_reduction, the block diagram shown in Figure 3.5.2 can be
modjfied to that shown in Figure 3.5.3. :

From Fiqure 3.§.3, it follows that the expression for

the discrete Smith predictor is

=
(]

) &

D(z) = (3.5.1)

1
1 + Dy(z) D2(2)

with D (z), the discrete PID algorithm, given by

ag s 7-—'1 + ai*"‘z =
0 + ajz 22 :
D } = — ——— 3.5.2)
1(2) T - z-1 (3 :

where a_ Kc + K| + Kp

8 -(K1 + 2Kp)

PN NS
[

KD
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and D,(z), the time deiay compensation part of the Smith
predictor, e;pressed as ’

B 1

%L6p(s) (1 - expl-(Tq + Ta)s] —)]

O2(2) = — (3.5.3)

f Are

where 6,(s) is [Kp/(Tds + 1)], the process transfer function

-]

(cf Equation 3.3.3) without the time delay element. Substi-
tution of this expression into Equation 3.5.3 allows the
time delay compensation part of the Smith predictor to be

written as

where Fl = exp( T/Tp)

2 = exp(—m%T/Tp)

M =1 - Ty/T+P
P .

P Tt

Moo= Ta/tT

N =P+ M

substifution of Equations 3.5.2 and 3.5.4 into Equa-
tion 3.5.1 gives the discrete Farm of the Smith predictor

given in Table 3.5.1.



u(k)

5

Table 3.5.1
SMITH PREDICTOR

- u(z) ag + 312’1 + azz’z + 332‘3
) E(z) ) by + éi;il *7gzz’2 + l::!!;z?3 + bﬂ;lz;i;1 +
Dneoz N-2 4 bn+32 + DN*42’H§4 (3.5.5)
1 _
= boi (age(k) + aje(k-1) + age(k-2) + aze(k-3) -
~ Pru(k-1) - byu(k-2) - byu(k-3) - by, u(k-N-1) -
Prsgu(k-N 2) - byyzu(k-N 3) - by,qu(k-N 4)]
' ' (3.5.6)
where 3, = 33
3 = a1 - fiay
3 = a2 - fya)
33 = -fa)
8% = K¢+ Kp+Kp -
41 = -(K1 + 2Kp)’
2 = Kp N
by R | ’
by = Xpag(1 - f1) - (1 + f1)
by = Kkpay(l - £)) + £
3 = Kpaz(l - f1)
Pn+1 = -Kpagc]
PNez2 = -Kplajcy + agep) |
53*3 = .Kp(agey + ajez) o
Dysg = Kpazc2
fl = exp(-1/T1p)
f, .

exp(-m T/Tp)
p
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.2
€2 =€y -1
" .1 - TN+ P
. ot

P = Td/T ]
M = T-/T

- N =P + M

3.6 Discrete PID Algorithm ’ -

Proportional-fntegrdl (PI) and proportional—integrai-
‘derivative (PID) control algerithms are the most commonly
used control algorithms in industry; however, there are
numerous digital equivalent forms of these algorithms. The
different forms result basically from différent numerical
approximations of the integral and derivative terms. Never-
fhe1ess, the discrete algorithms can be divided into two
main categories, namely the positional form and the incre-
mental form (also known as the velocity form). In this work,
the incremental form of the idea® PID algorithm is chosen.
for the following reasons:
1) it do s not require a. bias term as in the posi-
tional form; .
2) it allows for “bumpless™ transfer from manual to
automatic control;
3) it provides for anti-reset windup; and

"8) 1t ts of the form of Equation 3.1.1. ~ °~
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The continuous ideal PID algorithm can be written as

e 1 de
u(t) = Ke[e(t) + — je(t) dt + Tp ——=] *+ ugg (3.6.1)
’ L dt

where u,. = steady state output or bias
Thé digital equivalent of the above equgtipn, obtained by
using the rectangular integration technique, is the common
positional form of the ideal PID algorithm which can be

expressed as:

J=k-1
u(k) = Kee(k) + Ky £ e(k-j) + Kkp[e(k) - e(k=1)] + “sé.r
j=0 (3.6.2)

where K; = Kc(T/Ty);  Kp = K¢(Tp/T)
The incremental form of the ideal PID algorithm results by
taking the difference between the positional form of the
aiggriFhm at the kth sample instant (cf Equation 3.6.2) and
the gg;itionai form for the (k-1)th sample instant. The

incremental form of the ideal PID is then expressed as:

u(k) = u(k-1) = (K¢ + kg + Kp)e(k) + (-K¢ -2Kp)e(k-1) +
Kpe(k-2) (3.6.3)
In the z-domain, the incremental torm of the ideal PID algo-
rithm is
u(z) ag + agz7t o+ azz’z

1.z | (3.6.4)

E
where a, = K¢ + K| + Kp
a = _(KC + ZKI)

az = K

—

D



4. Distillation Column Models

4.1 Introduction

\

Both linear and nonitnear models have been developed to
described the behaviour of the pilot scale distillation
column used for the experimental phase of this work. Linear
models have beaen used primarily {in conjunction with the
design of digital control algorithms while nonlinear models
have been used to simulate the behaviour of the actual dis-
tillation column fargevaluating the performance of different
digital algorithms. In the next section, Section 4.2, the
development of the nonlinear model of the binary distil-
lation column used in this work is presented. In‘Sectian
4.3, selection of 1linear models for control studies is
discussed. EvaTuatibn of distillation column models and the
discussion of simulation results are presented in

Sections 4.4 and 4.5 respectively.

4.2 Nonlinear Model

The dynahic model of the binary distillation column
used in this work wgslbased on both the material and energy
balance equations. Program development was directed to

1) improving agreement bg;weén the simulated res-
ponse and the experimental results;
2) ;chieving flexibility of ‘adapting " different

control schemes; and

38



39

3) improving efficiency in computational. accuracy
e
and sSpeed,

The original version of the nonlinear distillation colump
model used in this study was developed by Simonsmeier (50),
and subsequently modified by Bilec (4). In this ggfk,
modifications to 1{improve the computational accuracy and
speed were introduced by both the author and his colleague
Mr. Lieuson in 1978. Further modifications to enhance the
program's flexibility for studying the control behaviour of
different control schemes and improve the agreenentA;ﬁith
ExﬁerimEﬂtalAresults were completed in 1980.

4.2.]1 Model Development

- ——

The nonlinear binary distillation column model is based
on the assumptions of
1) perfect mixing in each stage;
2) mass transfer and heat transfer equiiibriﬁm
’ achieved instantaneously; a . |
| 3) negligible vapauﬁ mass holdup; and
4) constant liquid mass holdup.
From a macroscopic point of view, any physical system can be
described by material and energy balance equations. This
-megns that the basic balance equation
Input + Generation = Output + Accumulation (4.2 1)
must be satisfied at all times. Based on the aforementioned
assumptions, the following sets of general equations
describe the behaviour of any binary distillation column

A
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Total Mass Balance

Lol - Ln - Vn *+ Vnel - Sp - Fp = O B (4.2.2)

Component Balance (on the more volatile component)

dxn

Wl ——— = Lps+1Xn+l - thn -~ VpYn * VYn-1Yn-1 - SnXn *

dt

Faxg | (4.2 3)

Energy Batance (on the more volatile component)

dh
W1, n
dt

where n

- M »n =

x

T F X%

Q
QI
A tray

d

= Ln{.lhn*l '-I:.nhn - Van + Vn_lHﬂil = thn +
Fahf - Qun + QIn (4.2.4)
stage number :

liquid mass flow rate
vapour mass flow rate

side stream mass flow rate
feed mass flow rate
agsociated'with feed
liquid miss holdupl

liquid composition

vapour composition o
liquid enthalpy

vapour enthalpy

heat loss

heat input L

escribed by these -equations 1is shown in

Figure 4.2.1. The following functional relations are also

employed to simplity the problem formulation of the binary

distillation column model

Hp = H(yn) (4.2.5)
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Figure 4.2.1 Schematic Diagram of an Equilibrium Stage
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h, = h(xp) ! o 7 (4.2.6)
Yn = y(xp) - O (8.2.7)
yn = yho1 ¢ En(¥n -Yn-1) ! (452§B)

- where y* = equilibrium vapour caipgs?ti@n

E = Murphree vapour efficiency
For the pi]ot‘;ca}e distillation column in the Department of
Chemical Engineer;ng at the University of Alberta, there is
no side stream drawoff and the only feed to the column is at
the fifth stage (fourth tray), so it follows from Equations
4.2.2 to 4.4.4 that the equations for the nonlinear binary
distillation co}umn are

At the rebai]erg

Lz ; Ll - vl = 0 E ' - ; (4;2-9)
nqtaz L is the bottom product flow.
) dx1 | o
WT] —— = Loxz - L1x1 - Vi1 (4.2.10)
dt
& dh, - s

where Q. is the reboiler heat duty
At the feed stage

Lg - Lg = Vg + Vg + F = 0 * (4 2.12)
N dxs 7 7
WTg —— = Lgxg - Loxs - Vsys + Vays + Fxp (4.2.13)
 dng -
Wig di’ = Lghg - Lghg - VgHg + YgHg + Fhp = (4.2.14)

Qs
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At the condenser

vg - LlO - Re = ( » (4;2-15)
note: LlO is the top product flow.
dx
uTlO 1t = ngg - 'Lloxlo - Rexyp (4.2.16)
MT1o —— = VgHg - Ligh1g - Rehyp -Q1p - Qcooltng
(4.2.17)
.For stages n = 2 3,4,6,7,8,9
Lnel1 - Ln - Vn + Vpo1 = 0 : (4.2.18)
dx
WY n |
n =g = Ln+lxa+l - Lnxn - Vayn + Vn-1yn-1 (4.2.19)
dh, o :
WT n -
n dat = Ln+1hn+1 - thn - Van + Vn_IHn_l (4 2-20)

Note:  for n = 9, hp. the reflux enthalpy rather than

hio, the 1liquid enthalpy in the condenser is

used.

There are total of 30 equations available to describe
the distillation columns dynamics, however, there are only
29 basic unknowns, namely 10 liquid compositions, 10 liquid
flow rates, and 9 vapour flow rates. Since the reflux flow
rate is the manipulated variable for top composition control
and reflux enthaipy is maintained slightly lower than the
liquid enthalpy of the 9th stage to prevent flashing when
the reflux flow is return to the column at the 9th stage,
Equagion 4.2.17 does not need to be utilized directly in the
development of the nonlinear dist+*{<jion column model.
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4.2.2 Problem Formulation

There are two approaches, namely the substitution
.'ﬂméthad and the matrtx inversion method, to solve the afore-
mentioned system of equations. Previous work by Simonsmeier
(50) has demonstrated that the matrix inversion method is
more efficient than the substitution method, therefore, only
the matrix inversion method will be discussed in this sub-
section.

| In the matrix inversion method, the system of equations
for the distillation column is tormulated into the following

matrix expressions.

"L FT1 : - ' ' . .
Al L=l — ' (4.2.21)
=[J [fgz]
x = B x ’

(4.2.22)
~

The detailed structure of Equations 4.2.21 and 4.2.22
is shown in Tables 4.2.1 and 4.2.2 respectively. From Equa-

tion 4.2.21, it follows that:

Ny P L ‘ (4.2.23)
v 12

In Equation 4.2.22, x can be approximated by the”baﬁkﬁard

difference method.

t* - 277 : (4-2;24)
At

.0
L]

where k designates the kth integration step
However, the right hand side of the above equation is a bet-

ter approximation of iavg than x (50), thus,



Table 4.2.1

Structure of Equation 4.2.1

(WT) 7—% + QL+ QR) / Hy

¢
-1 1
-1 1
-1 1
-1 1
-1 1
11
-1 1
-1 1
-1° 1
-1
4 by
lz .z
Rt BLD )
R
4s b
4 b
4 o,
s by
| « %9 by
where 2, . -h, /'H1
Dy = hyyy / Hy
€1 = Hyy / Hy
dh
d1 =
. dh,
dy = (WTy

-1

B R |

’ ; €4 B &

€5 -1

+ Qle / Hy
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" Xayg = 0.50(i* + &k-1)
A 7 7 k i 1 F + -
= 0.50(Bkxk + gk-1xk-1) (4.2.25)

If the integration interval is several orders of magnitude
smaller than the mean time constant of the process, the fol-
lowing expression will be valid.

(4.2.26)

Therefore,
- xk-1 o y
——— = 0.5(Bk-1xk + pk-1xk-1) o (4.2.27)

+ 0.5atBk-1)xk-1 (4.2.28)

It

xk = (1 - 0.5at8k-1)-1(1

4.2.3 Numerical Solution

There are numerous computer 1library subroutines for
solving system of equations using direct matrix inversion,
however, these subrcuﬁines are intended for general matric-:
es. For matrices with a large number of zero elements, such
as the tri&iaganai matrices, direct matrix inversion is not
necessary. For inverting teidiagonal ﬁatrices, the Thomas
algorithm (24) is the most effective anda efficient approach
and it is chosen for solving the liquid compositions in the
model. For matrices which have a large number of zero ele-
ments but do not have the structure of a tridiagonal matrix,
an iterative approach could be more efficient than direc§
inversion method if the matrices are stable and good initial

guesses are available. The iterative method is particularly
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suitable for distillation modelling, because the distilla-
tion column is a slow 5rocess, thus the intormation from the
previous integration cycle will be é good initial guess for
fhe present integration cycle, if the integration interval
is small enough. Among iterative methods, the Gauss-Seidel
method is very effective so it is chosen for solving for the
liquid and vapour flow rates in the model.

Using the Thomas algonithm to solve for the 1liquid
compositions and the Gauss-Seidel method to solve for the
liquid _and vapour flow rates,j;he computational efficiency
has been improved drastically“ while the accuracy of the
simulated results remains the same or even better. For the
solution procedure employed by Bilec (4), the amount of CPU
time required by the Amdahl 470/V7 computer for a typical
open loop simulation (total of 360 inteyration steps) was
more than 9 seconds while ethe new solution scheme used in
this work requires less than 3 seconds of CPU time for the
same simulated time period. The FORTRAN program listing of
the new model aﬁd the associated subroutines are available

from the DACS Centre.

4.3 Linear Model

Nonlinear models are very useful for simulation studies
of physical systems, however, to use nonlinear models, such
as the nonlinear binary distiliation column model, in con-
trol algorithm design is inappropriate simply because mathe-

matical manipulation is almost impossible. Linear models or
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transfer function models, on thé other hand, are favoured by
control engineers for their mathematicad simplicity as well
as for the ease of determination of mode) parameters.

The most commonly- used transfer function models in
classical control system design are in the Laplace domain,
because they represent contfnuous systems. Most industrial
processes can be represented by first order Plus time delay
models or second order Plus time delay models. Higher order .
models, are seldom wuscd because the parameters in these
models are difficult to identify by simple procedures.
this work, only first order Plus time delay models are con-

sidered because they simplify the development of digital

control algorithms.

4.4 Evaluation of Distillation Column Models

The use of n;nlinear model simulation is to provide
control engineers with a more realistic evaluation of the
performance of the control algorithm prior to the actual
implementation, therefore the simulated open loop responses
should match closely with the actual experimental data.
‘Three sets of open loop tests were conducted on the pilat
sca]g distillation colhmn for verifying the nonlinear model.
The tests were'pefiormed tor 1+25% step disturbances in feed
flow rate, :10% step disturbancés in reflux flow and 8%
step disturbances in steam flow rate. .In order to match the
simulated open loop responses with the experimental results,

the following procedure was followed:
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Obtain all variables of the nonlinear binary
distillation column model at the initial steady
state conditions:

a. Feed flow rate, reflux flow rate, and steam
flow rate.

b.'Feed composition, top product composition
and bottom product composition.

¢. The column temperature profile.

d. The liquid composition profile.

e, The liquid mass holdup profile.

f. The temperature, 1liquid composition and
liquid mass holdup profiles are not critical
to the simulation if only the terminal com-
position responses are of particular inter-
est. However, the availability of actual
data for these profiles will ease the veri-
fication procedure. In this praje¢t; data
from Bilec (4) are used as the initial esti-
mate of these profiles.

Estimate tﬁe initial heat 1loss profile. One
method of estimating this profile is to distri-
bute the total heat 1loss (obtained from the
experimental heat loss) to each stage according
to the difference between the stage temperature
and the ambient temperature.

Estimate the initfal tray efficiency profile.
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Enter the above data into the appropriate loca-
tion in the data file.

Simulate the steady state operation of the dis-
tillation column using the above data.

If the simulated steady state conditions, i.e.
the top and bottom product compositions (since
the terminal cbnpositions are of primary inter-
est), do not shown close agreement with the
actual experimental results, the heat loss pro-
file is adjusted and Step 5 is repeated.

If the steady state conditions are in agree-
ment, then the simulated conditiohs will be
used as the initial conditions for the open

loop simulation.

Estimate the above brofiles for. the new steady
state conditions.

Simulate the opén loop response.

If the simulated new steady state conditions do
not show agreement with the experimental steady
state conditions then adjust the heat loss pro-
file for the predicted new steady state condf-
tions and repeat Step 8.

If the transient response of the terminal
compositions are not consistent with the
experimental response then a&jyst both the
fnitial and final tray efficiency profile and

repeat Step 8.
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12. - The model parameters must “continue to be
adjusted so that the stéady state predictions
agree with the experimental data before match-
ing the transient responses.

Since bottom composition control study is the primary
concern of this project, the matching of top composition
responses is not of concern. The simulated nonlinear model
predicted bottom composition responses using the above pro-
cedure and the experimental respbnses are shown in Figures
4.4.1 to 4.4.6. The simulated responses shown reasonable
agreement with the actual experimental data except that the
nonlinear model predicts faster column dynamics than is
observed experimentally when the disturbance is either the
steam or feed flow rate.

AIn order to perform simulation studies using the non-
linear distillation column mddel. a set of transfer func-
tions that can represent the simulated nonlinear model
regponse are required for control algorithm design. Since .
the prime objective of this work is the study of the per-
formance;of various control algorithms for bottom composi-
tion control for the column subjected to a feed flow rafe
qisturbance. the transfer functions of interest arelthose
relating bottom composition and steam flow rate and between
bottom cémposition and feed flow rates. The simulated non-
linear model responses were approximated by fjrst orde} plus
time delay transfer function models. Selection of the trans-

fer function parameters was performed on a trial and error
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basis with the aid of a small IBM 360 CSMP simulation pro-
gram. The transfer function models are listed in Table 4.4.1
and the comparison of the linear and nonlinear simulated
bottom composition responses are shown in Figures 4.4.7 to
4.4.10. These figures show that excellent agreement between
the Iineér and nonlinear model simulated bottom composition
responses was achicved and the linear models, SLMOl to SLMQ4
can be assumed to have minimal model parameter error in
representing the noniinear simulated bottom composition
response. | ]

Simiiazlg, the experimental open fanp results for the
$25% step dT%furban:e in feed flow rate and :8% step distur-
~bance in steam flow rate were fit by first order plus time
delay transfer function models for use with the control
algorithms to establish the control law for use in the sub-
sequent experimental evaluation of the performance of the
different control algyorithms. These transfer function models
are ‘listed in Table 4.4.2. ‘Excellent agreement was also
achieved between the experimental and simulated linear model
responses as shown in Figures 4.4.11 to 4.4.14, %ence models
ELMO1 tofELnﬂl are assumed to have ninimai model parameterl

error.
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Table 4.4.1

Transfer Functions for Simulated Open
Loop Responses from Nonlinear Model

Model Input X(s)/U(s) Kp (wt.%/g/s) T (s) Tq (s)
SLMO1 -25% FE XB(s)/FE(s) 1.00 246 195
SLMO2 +25% FE XB(s)/FE(s) 2.26 577 405
SLMO3 -8% ST xB{s!/ST&sz -5.24 563 187
SLMO4 +8% ST XB{s)/ST{s -3.29 633 187

* - measurement time delay is not included

Table 4.4.2
Transfer Functions for Experimental
Open Loop Responses

ﬁadel Inqu x(s)/u(s) KE g-;_;/g/s) Tp (s) Tq (s)

ELMO1 -25% FE XB(s)/FE(s) 1.00 415 195
ELMOZ s28% FE MB(s)/FE(s) . 2.26 929 405
ELMO3 -84 ST XB(s}/ST(s] -5.73 1033 187
ELMO4 +8% ST XB(s)/ST(s) -4.29 918 . 187

* - measurement time delay is not included
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S. Digital Simulation Studies of Bottom Composition Control

3.1 Introduction

The objectives of studying ‘bottom compositian control
using on the nonlinear distiliation column model are

1) To gain an insight into the control behaviaur of
the distillation column under difterent control
algorithms. .

2) To compare the performance of the different con-
trol algorithms under both serve and régu]atary
control.

3) To gain an insight into the ability of the dif-
ferent control algorithms to compensate for pro-
cess and measurement time delays.

4) To gain experience on the tuning techniques for
the different control algorithms.

‘The schematic diagram of the distillation column unit
to be simulated is shown in Figure 6 2.1 (cf. Chapter 6) and
the description of the system is given in Section 6.2. of
Chapter 6. The digital simulation of the control system was
carried out on the Amdhal 470/V? computer using the non-
linear distillation model described in Chapter 4. Bottom
composition control behaviour was simulated for step changes
of +25% in feed flow rate and :1% changes iﬁ,campcsitjan set
point. The sampling time was 3 minutes consistent with the
measurement delay of 3 minutes. Simulations were performed

for a total of 165 minutes with the load disturbance or set

62



63

point change introduced 15 minutes from the start of the
simulation. These conditions were also used in the experi-
mental evaluation, so the simulated results trom this sec-
‘tion can be compared directly to the results from the exper-

imental evaluation.

5.2 Performance Criteria

In most'process control studies, error-integrals are
used as the performance criteria for evaluating control
algorithms. These measures are uSed because they chafacter!
ize the entirc time response of the controlled variable when
the system is subjected to any disturbance, unlike other
criteria, such as the percent overshoot; decay ratio; rise
time, response time, etc , which are useful for evaluating
the system performance for servo operation. The value of in-
tegral of the absolute value of the error (IAE) was used as
the criterion for evaluating the performance of the differ-
ent control algorithms in this work. Although the perform-
ance of a control algorithm is judged primarily by the IAE
value calculated on the response of the controlled variaé]e,
other practical considerations such as the response of the
manipulated variable, e.g. valv«wéonstraints, maximum rate

of change, shouid not be ignored in actual implementation.

2:3 Performance of the Algorithms for Servo Control
Since the distillation column is a highly nonlinear

procéss, especially the response of the bottom composition
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ita a4 change in feed flow rate, it is necessary to use diffe-

rent sets of controller constants for controlling different
disturbances. The initial controiler settings for the PI and
PID algorithms for servo operation were cgiculated using the
correlations suggested by Smith (51) based on either the
SLMO3 or SLM0O4 models (cf. Section 4.4). The IAE values ior
the perfof:ince of these control alyorithms, after tuning to
minimize the IAE value, are summarized in Tables 5.3.1 and
5.3.2. The bottom composition control responses using these
algorithms are shown in Figares 5.3.1 to 5.3.4.

For the deadbeat algorithm, the Dahlin algorithm and
the Smith predictor, the SLM03 and SLMO4 models were used in
the design of these algorithms. The [AE values for the per-
formance of these algorithms are summarized in Tables 5.3 1
and 5.3.2. The control performance achieved using these dif-
ferent algorithms is shown by the responses given in Figures

5.3.5 to 5.3.10.

5.4 Performance of the Algorithms for Reguldtory Control

For the PI and PID control algorithms, the initial sets
of controller ?anstants are, again, calculated using the
correlations f?gm Smith (51i). Lhe IAE values that resulted
using the PI and PID algorithms for regulatory cont§91 are
disted in Tables 5.4.1 and 5.4.2 while the responses of
bottom composition using these tﬁa.cahtrai algorithms are

~ presented in Figures 5.4.1 to 5.4.4. For the deadbeat, Dah-

1in and Smith predictor algorithms, the injtial controller
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Fig
5.3.1
5.3 3
5.3.5
5.3.7
5.3.9

Table 5.3.1

Summary of Simulated Results for
Control of Bottom Composition for
a +1% Step Change in_Set Point

Algorithm K¢ KI T T'd IAE
— — 966
- — — 758
-5.24 563 187 721
-5 24 563 187 721
-5.24 563 187 734

| ™
i~

PI -0.160 -0.039
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Deadbeat - . =
Dahlin A= 145 —
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Summary of Simulated Results for
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Table 5.4.1
Summary of Simulated Results for
Control of Bottom Composition for
a -25% Step Changerin Feea Flow Rate
et e oK ke ok Tp g
Pl -0.245 -0.064 — —_ - -
PID;‘ -0;252 501101 iQ.ZQEQ a“ —j
Deadbeat - - o= -4.29 633 187
Dahlin A = 208 — 7 - -4.29 633 187
Smith Pred. -04856 -0.911 — -4.29 633 187
Deadbegt — - -_ -3.12 456 187,
Dahlin JA =*167s — —_ -3 12 456 187
Smith Pred.*-0.856 - -0.911 aﬁé -3.12 456 187

(*) - using improved tuning procedure

Ke = (g/s)/wt7s o " Kp = wt.%/(g/s)
CKpo= (g/s)/(wt.x-s) T o Tp = s
Ko = (a/s)/(wt.%/s) Tg=s
IAE = wt;z*s
Fable 5.4.2
Summary of Simulated Results for
Control of Bottom Composition for
a *252 Step Change in Feed Flow Rate

A1gar1thm E; E} EE EE LE ;2
P% -0.267 -0.133 — = — - =

D -0.319 -0.171 -0.328 — - -
Deadbeat - - — -5.24 563 187
Dahlin A = 285 — —_ -5.24 563 187
Deadbegt” — - —_ -1.87 352 187
Dahlin SN =149 — -1.87 352 187
Smith Pred.*-0.547 -0.623 — -1 87 352 187

(*) - using improved tuning procedure

Kp = Wt.3/(g/s)

Kc = (g/s)/wt.%

Ki = (9/s)/(wt.%-s) Tp = s
Kp = (g/s)/(wt %/s) Tg = s
IAE = wt.%-s \
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parameters Gsed for the %efvoaconirei tests were those used

for the reguiatcri édﬂtrn1 tests. Since unsatisfactor;_peéa

.,
£ L]

: 3 ce . L : , . , ;

formance resulted using these parametcrs, an improved tuning
: ¢ . A

procedure especially for these algorithms was developed. The

performance with each of these algorithms as indicated E?Sﬂ
the lower IAE values, before and avtcr the new tuning proce-
.dure nas}emp]oyed. are also given in Tables 5.4.1 and 5;4,éi
The CDﬂtFD]]EZ compq51tian responses using sthese algorithms,
with and without the improved parameters, ate shown in Fig-

-~ . ,
ures 5.4.5 to 5.4.16. f

5.5 Tuning Techniques

Tuning techniques tor conventional PI and PID controN
algorithms have been repoﬁtgd'by numerous workers (cf. Chap-
ter 2).. In this work, the correlations reported by Smith
(51) were used to provided the initial sets of controller
constants for bcth the Pl and PID control algorithms. The
procedure for adjustiﬁ% the values of the cengiants to allow

for the effect .ot sampling, as describud by Smith (51), was

followed. The findl tuning constants were B&ﬁilg by trial

and error using the IAE value as the guide. : -
In the case of the Smitp/preﬂictgr. the initid1 values

of K¢ and K| were calculated using the same models as used
for the controller constant .calculation for the Pl control-
ler except that the system time delay term was deleted.

&3

Again, the correlations trom Smith (51) were used and the
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tuning prgpedure followed was that of minimizing the IAE
value,

Ror the Dahlin algorithm, the inifiai tuning involved
setting A, the time constant of the desired e}@scd loop ser-

vo controlled response, to be the same value as the value of

Tp, the time constant of the process. In the subsequent tun-

ing, the desired performance 1s obtained by ad usting 2 ﬂith
the control performance improving as ﬁhe véiue of a1 is
d;;reased. The efrect of varying the value of x on the
response of the controlled and manipulated variable is
iltustrated in Figure 5.5,1.

’ From the digitai simulation studies, 1t had been found
that conventional tuning techniques as descriﬁed above can-
not be used to further tune the paramete;slaf the Dahlia
algorithm and the Smith predictor to yield satistactory per-
formance for regulatory controi. This is shown by the IAE
valuéé in Tables 5.4.1 and 5.4.2. Since the deadbeat algo-
rithm has the same general structure as the other two algo-
rithms except that no provision exists for eanvgni:nt adﬁusi
ting parameter values, the pefformance of t‘g deadbeat algo-
rithm is governed strictly by the process model parameter
values used in the aigérithm. A sensitivity analysis an the
influence of model parameter }a1ues on the performance of
the deadbeat algorithm, can pr@vidé guiaance as tc the type
of ﬁuning procedure that might be appropriate for improving
the @erformancg of all three algorithms. Since the time de-

Tay of the process can be estimated quite accurately, only
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the influence of the values of the process gain and time
constant on the performance of the deadbeat a]égfithm were
studied. A summary of the results from the sensitivity anal-
ysis on the deadbeat algorithm is given fn Table 5.5.1. As
shown by these results, the model parameters used in the
deadbea; algorithm can in fact be treated as tuning parame-
ters. The pertormance of the deadbeat algorithm improves if:

1) the process gain is underestimated, up to 15%

lower than the true value; and/or o

2) the PTQEES; time constant is overestimatea, up to

15% higher than the true value.
On the basis of these observations, the following tun-
ing proceduye tor regulatory control is recommended:
1) adjuét the tuning parameters in the algarithm;
e.g. 2 in the Dahlin algorithm, until no Ffurther
improvement (for the deadbeat algorithm, this
step will be omitted);

'2) adjust the process gain constant used 1in the
model to improve the response of the system until
no further improvement is possible;

3) adjust the process time constant used in the
model in the same fashion described in‘Step (2);
and |
4) repeat steps (1), (2) and (3) if necessary.
By adopting this tuning proceuure, it was found that by
adjdstin§ Kp and Tp of the process model used in the dead-

beat, Dahlin and Smith predictor algorithms, a significant
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Table 555-1

Sensitivity Analysis of the Infjuence
of Model PEFEMEtEFS on the Performance
_of the Deadbeat Control Algorithm (Tq = 187s)

% Deviation fFrom
Actual Vvalue

-30% -15% 0% +15% +30%

IAE  IAE  IAE  IAE  IAE

Kp 784 689 721 768 806
L 951 826 721 ®29 629
Kp and Tp 877 762 721 684 694

Kp = wt.%/(g9/s)
Tp' =g
TIAE = wt.%-s°

improvenent:in their control performance for regulatory con-
trol resulted (cf. Figure S.éizl. A summary showing the pro-
gression of tuning ~the model parameters 1{n the deadbéat
algorithm using this tuchnique is given in Table 5.5.2. A
comparison of the transient responses of the composition
control achieved using dirterent model parameters is shaﬁn

in Figure 5.5.2.

5.6 Discussion of Simulated Control Performance

For servo control operation, using the IAE value as the
performance criterion, the deadbeat algorithm gave the best
control performance and the Dahlin algorithm provided almost

the equivalent performance since it was tuned in a manner



Table 5.5.2

Summary of Simulated Results for Deadbeat
Algorithm Control of Bottom Composition for
‘a -25% Stép Change in Feed Flow Rate (T4 = 187s)

RUN Kp (wt.%/9/s) Tp (s) IAE (wt%-s)
S-DBO4 -5.24 563 5382
$-DB30 ‘ -4.54 563 - 4594
$-DB31 | -3.78 563 3913
S-DB32 -3.21 563 3328
S-DB33 | -2.73 563 2832
S-DB34 -2.32 563 2426
S-DB35 -1.97 563 3869
S-DB36 -2.44 .. 563 2532
S-DB37 . -2.20 563 2480
'5-0B38 . -2.32 591 - " 2516
S-DB39 -2.32 535 2408
S-DB40 ‘ -2.32 508 2408
S-DB41 '  -2.32 483 . 2408
S-DB42 -1.87 © 352 1941
-
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similar to that used for the deadbeat a]gorfthn; i.e;-a very
small value of . The IAE value for Smith predictor EQH’FD1
is very,close to those of the deabeat and Dahlin aigaritﬁms,
_however, the response of the 'manipulated variable under
Smith predicﬁar control is more osciilatory than was the
case for the other two algorithms. The deterioration .in the
performance of both the PI and PID algorithms is ﬁainly dde
to the significant amount of time delay in the system (;ra-
:cess and sample time of the gaslphrgmatagraph); However, it
must be noted that derivative action provides significant
compensation for the timg déiay as shown by the much lower
IAE value using the PID alyorithm compared to the value that
resulted using the Pl alygorithm, g

In the case of rugulatory control, using a conventional
tuning féchnique; the performance of both the deadbeat and
Dahlin algyorithm wa; inrurigr to that of a tuned PID algori-
thm when the system was subjected to a +25% step disturbance
in feed flow rate. Furthermore, their perfgrﬂ,pee was even
worse than that obta}ned using the PI algorithm when the
disturbance was a 25% degiease in feed fio; rate. The per-
formance of the Smith predictor for regulatory ccntrdI oper-
at?gn also deterigrated in ; similar manne?. Meyer §37) ob-
served that the performance of the Smith predictor for regu-

latory control 1is dependent on the ratio of the time con-

stants of the process and load disturbance transfer func-
tions even though the algorithm is designed to cancel the

time delay term in the closed loop system charactgristic
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equation. In thfs work, it was found that for regulatory
control, the performance of the deadbeat, Dahlin and Smith
predictor algorithms using conventional tuning techniques 1is
unsatisfactory when the time constant of the process is much
larger than that of the load transter function. In the other
words, part or all of the efféﬁt of the load disturbance on
the process controlied variables results beiore the control
action Fakes place. Using the improved tuning technique for
the deadbeat, Dahlin and the Smith predictor algorithms,
th1stdifficuity h;s been overcome since the improved tuning
procedure is essentially to force the controller to calcu-
late a stronger and more rapid control actiongby using a
transfer function model, in the design procedure, which is
less sensitive and has slower dynam%cs than the actual pro-
cess.

The simulation results showed thatvthe response of the
controlléd variable (bottom composition) in the tests of the
"deadbeat, Dahlin and Smith predictor algorithms for- both
regulatory (after the use of the improved tuniny procedure)
and servo control were quite smooth. However,-the response
of the manipulated variable (steam flow) using the deadbeat
algorithm might not be accuptabie tor industrial application
(cf. Figure 5;3.6, where the steam flow exhibits more than
100% Dversﬁact)- For the Dahlin algorithm and the Smith pre-
dictor, this problem can be avoid by adjusting the tuning
constants in these a1gorithmé to obtain an acceptable re-

sponse of the manipulated variable without causing a serious
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deterioration 1n the control performance (cf. Figures 5.4.13
and 5.4.14). \

Although the response of the controlled andrmanjpu]ated
variables are quite sluggish and oscillatory when composi-
tion is controlled with the PI and Plﬁ algorithms for time
delay processes, these algorithms do have the advantaga that
they are model independent and so are easier to implement

for any control system.



6. Experimental Implementation and Evaluation

6.1 Introduction

_The ob,ectives of the experimental work of this project
were somewhat different from those of the digital simulation
study outlined in Chapter 5. In the experimental work,
"efforts were directed to

1) implementation of the different control algo-
rithms using the process control software system
DISCO (5,62,63,64,65);

. 2) evaluation of the control perfarmance of the dif-
ferent algorithms for a -25% step change in feed
flow rate; and

J) on-line tuning techniques for the different con-
trol algorithms, pgrticularly the tuning tech-
nique 1or the Dahlin algorithm.

In the‘evaluation of the performance of the different
Eontro] algorithms, the deadbeat algorithm was not éonsider=
ed, primarily because the aigorithm did not have any provi-
sion for tuning parameters to adjust different Dperqting
condit}ons (cf. Section 3.4), §§§

In the next sectioﬁ, Section 6;2. thizdegcription of
thé pilot scale distiliation column unit used in this pro-
ject is presented. An outline of the basic operation of the
bISCO'system is given 1n Section 6.3. The control perfor-
mance results for the different aigorjthms under regulatory

and servo control operation are presented in Sections 6.4

103
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e 5 respeétive]y- The on-line tuning techniques used in

xperimental evaluation of the different control algo-
rithms are given in Section 6.6 and the discussion of expe-

rimental vesults is Presented in Section 6.7,
\

of the Dis tillation Column Unit

6.2 Qescrjp;jan

The experimental eva]uatian of the different control
algorithms was conducted on the Pilot scale binary distil-
lation column located in the Department of Chemical Engi-
neering. The cnlumﬁ originaliy designed and fabricatea by
Svrcek (55) has been wused for various 'types of control
studies during the last few years. The column is 22.9 cm in
diameter and has eight bubble cap trays on a 30.5 cm spac-
ing. Each tray contains four bubble caps. The column is also
‘equipped with a total candenser and a thermosyphon reboiler, .

~The liquid levels in the condenser and the reboiler are con-
trolled by manipulating the top and bottom product flaws
respect1ve]y using local anajog PI controllers. The column
s maintained at approximately atme;pthic Pressure by .
adjusting the cooling water flow through the condenser. The
feed flow is pumped to the column at the fourth tray after
passing through a preheater tor maintaining constant feed
enthalpy. Similarly, the Fefiux is also preheated to main-
tain constant reflux enthalpy before it is returned to the
column atnthe_eigﬁth tréy. A'schematic diagram of the dis-
tillation column :?it isﬁyshawn in Figure 6.2.1 and the

typical operating conditions used during the expcrimental
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runs ‘are listed in Table 6.2.1. Speéific details regarding
the design of the binary distillation column unit are given

by Svrcek (55).

Table 6.2 1.

Steady State Operating Conditions of
the Binary Distitlation Column Unit

Feed Flow Rate 18.0 g/s

Bottom Product Flow Rate 9.0 g/s
Top Product Flow Rate 9.0 g/s
Reflux Flow Rate : " 9.6 g/s
Steam Flgg Rate | 14.0 g/s
Feed Composition 50.4 wt.% MeOH
Top Composition » 95;3 wt.% Me OH
Bottom Composition o _ 5.0 wt.% MeOH

In order to provide data acquisition and implementation
of the different control schemes, the diétillatign caiumﬂ is
interfaced with the distributed HP 1000 computer system. A
HP 5720 gas chromatograph which is also interfaced with the
HP 1000 computer system, is used for direct measurement of
the bottom product compesition. During each experimental
run, eight key variables, namely fved flow rate, bottom flow
raté, top product tlow rate, reftlux flow rate, steam flow
rate, condensate level, top pfqduct &ompasitian and bottom
product composition, were recorded on disc using DISCO.
These variables plus the column pressure were monitored

every 3 minutes by a saftety monitor program. For implement-
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ation of the control scheme, only the manipulated variables,
steam and reflux tlow rates, Heré under a supervisory type
of control with the outputs of the control calculations:bEE
ing used as the setpoints for the local analog PI control-
lers while the other variables were under local analog PI
control.

6.3 Implementation of Control Algorithms using DISCO

The operation of ODISCO is based on the concept of
taﬁ1egdriven: processing. One of the distinct features of
DISCO is its rlexible data base structure. Each aetivitj (or
1@op) of DISCDzis buiit by adding different segments which
perform different tasks, to the activity header which iden-
tifies itself ftrom other activities. The operation within an
activity s task-driven, i.e. ditferent segment processors
(or FORTRAN subroutines) will be called by the DISCO main
program to process the data base of a particular activity.
For a single input-single output feedback control loop, the
simpiesﬁ structure of an activity contains an activity head-
er; an input segment which acquires the measurement of the
~controlled variable; a control segment which performs the
control calculation according to the control algorithm cho-
sen; and an output segment which sends the calculated value
of the manipulated variable to the process. A description of
the ordganization and operation of DISCO is given by Brennek

(5) and in documentation available from the DACS Center (62,
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63,64,65). A list of the activities used in this work is

available from the DACS Centre,.

During the project, the existing input and aﬁtput seg-
ment processors (5) were rewritten to allow for greater
flexibility for ;he users. A control segment processor which
can perform the control calculation using Equation 3.1.1,
was written to allow for the inp1gmenﬁati§ﬁ of ditferent
control algorithms using the same activity. A special seg-
ment processor, the program schcduler, was also written for
actuating the gas chromatograph operation or data acquisi-
tion. The program coding and the user's manuals for these

segment processors are available from the DACS Center (52,

63,64 65). ‘
A set of interactive proggams which can be used to di-

rectly access the data base of an activity were written to
provide for implementation of on-1ine control algorithm tun=-

ing. These programs are available from the DACS Centre.

6.4 Performance of the Algorithms for Regulatory Control

Since the distillation column is a highly  nonlinear
systeni,esﬁe¢ially the response of bottom product canpési-'
tion to step changes in feed tlow rate, it is necessary ftor
a control algorithm to use different sets of tuning con-
stants for cont¥olling difterent disturbances in order to
" ytleld optimal performance. In the experimental evaluation,
thé performance of the different aigbritﬁms for a -25% step

change in feed flow rate is of particular interest since
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this change is the most severe disturbance for the pilot
scale distiliation coiumn. Summaries of the performance of
the different control algorithms, nameiy the digital PI and
PID control algorithm, the Dahlin and Smith predictor con-
trol algorithms, are given in Table 6.4.1 and 6.4.2. The
bottom composition .control responses using the above algo-

rithe™lre shown in Figures 6.4.1 to 6.4 8. ~

ﬁm

6.5 Discussion of Regu1atury Control Results

Using the IAE value as the performance criterion, it
was found from the experimental evaluation of the different
control algorithms for a -25% step change in f271 flow rate
that the Smith predictor provided the best pérfarmance as
indicated by its lowest [AE values (ct. Table 6.4.1). How-
ever the controllied behaviour achieved using the Dahlin
.algorithm was ViFtBé]]jVEQUivaicﬁt as indicated by its IAE
vatues (cf. Table 6!4;1). Tests using the digital PID algo-
rithm showed that by careful tuning, its performance was
comparable to that achicved using the Smith predictor and
the Dahlin algorithms. The performance of the digital PI
algorithm was inferior to that of the other a1gcritpms, as
indicated by its highest IAE values (cf. Table 6.4.1).

Although the Dahlin algorithm i¢ not specifically a
time delay compensation control scheme such as~ the Smith
predictor scheme, which cancels the time delay term in the
system characteristic equation, its successful perfarménce

compared to the performance of the digitaf PI algorithm



Control of Bottom Composition for
a -25% Step Change in Feed Flow Rate
Algorithm K K K K. T, T IAE'EF'*ure
7 ¢ o -0 » p 9 7° T
PI -0.607 -0.095 — —_ — — 5148 6°4.1
PID -0.523 -0.117 -0.200 — — — 4477 6.4.2
Dahlin A=164s — = -3.14 918 187 4253 6.4.3
Smith Pred. -0.747 -0.213 — -2.70 872 187 4236 6,4.4
Ke = (g/s)/wt.3 Kp = wt.%/(g/s)
Ky = (g9/s)/(wt.%-s) Tp = s |
Kyg = (g/s)/(wt.%/s) Ty s
. ’ L
IAE = wt.%-s
Table 6.4.2
‘Summary of Experimental Results for
Control of Bottom Composition for
. a +25% Step Change in Feed Flow Rate
meertthr o vl Kp Kp g Tp Ty IAE Fioure
PI -0.551 -0.122 — s--.g — 4014 6.4.5
PID -0.503 -0.125 -0.075 — — — 4158 6.4.6
Dahlin _ a=23ls =~ @ = -3.14 918 187 5022 6.4.7
Smith Pred. -0.711 ~-0.185 — -2.70 872 187 4662 6.4.8
. - ‘5% , ,
Kc = (g/s)/wt.% - - Ky wt.%/(g/s)
Kp o =\ (gys)/(wt.%-s) . Tp=s -
Kp = (g/s)/(wt.%/s) | Tg = s
= wt.%-5

Table 6.4.1

Summary of Experimental Results for
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results from the consideration of the process cha?actgriss
‘tics during the controller design procedure.

For the PID control algorithm, properly tuned deriva-
tive action definitely provided significant compensation for
the time delay as indicated by the much lower IAE values
(cf. Table 6.4.1) than those rusulting from control wusing
the Pl algorithm.

In the case of bottom composition control for a +25%
step change in feed flow rate, the control performance using
the Smith predfctcr, Dahlin and PID algorithms was inferior
to that achieved using the PI algorithm as indicated by the
IAE values shown in Table 6.4.2. Some e:p1anatiah for this
performance is the fact that these algorithms were not tuned
for this particular disturbance. A further contributing fac-'
tor to this performance is the fact that when the feed flow
rate is increased, .the distillation column operates close to
the flooding region so the assumed transfer function models
for the distillation column dynamics are prabab]y not reli-
able. CQnSEquéntiy, the control pertormance for an increase
"in feed f]gw‘rate_do not provide a valid evaluation of these

algorithms.

6.6 Performance of the Algorithms for Servo Control

Since load disturbances occur more frequenfiy'than set
point changes, most of the controllers in thiazﬁp;ess indus-
tries are ;uned for regulatory control. Frém this point of

view, it was more practical to investigate the performance
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of the diffterent control algorithms tor servo control using
the tuning constants used for regulatory control than to
tune the algorithms strictly for servo control operation. In
this work, the tuning constants used for composition control
with the column subjected to a -25% step change in feed flow
rate were also used in the algorithms for controlling the
bottom composition for 21% changes inm set point. The IAE
values for the pertormance of the different algorithms are
given in Tables 6.5.1 and 6.5;2; The composition responses
using the different control algorithms are given in Figures
6.5.1 to 6.5.8.

6.7 Discussion of Servo Control Results

From the results shown in Tables 6.5.1 and 6.5.2, it
can be seen that the Dahlin algorithm with the same tuning
constants as used tor regqulatory control for -a -25% step
change in feed flow rate, provided the beBt and the most
consistent perforﬁance for both 1% step changes 1in set
point. The overall performance of the Smith predictor was
close to that of the Dahlin algorithm particularly for the
-1% step change in set point which gave an [AE value nearly
equal to that achieved using the Dahlin algorithm. Control
'perfarmance using the PI and PID algorithms with constants
determined for a -25% step disturbance in feed flow rate was
tnferior to that - achieved  using the Dahlin algorithm or
Smith predictor. This is indicated not only by the higher

IAE value (cf. Tables 6.5.1 and 6.5 2), but by the composi-
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tion responses shown in Figures 6.5.1, 6 5.2, 6.5.5 and
6.5.6 which are more sluggish and oscillatory than those
that resulted when using either the Dahlin or Smith predic-
tor algorithms (cf. ?igures 6.5.3, 6.5 4, 6.5.7 and 6.5 8).

Furthermore control using the Pl algorithm for a +1% step

.oscillatory response of the composition that such behaviour
cannot considered to be acceptable. The [AE values in Tabies
6.5.1 and 6.5.2 showed that the PID algorithm, with its
derivative action provided a significant improvement in con-
trol performance compared to the PI algorithm for cnnt%oi-

ling processes containing time delay.

6.8 On-Line Tuning Techniques

The choice tor the initial set of cant%?ﬁ]er constantg
is important for any type of control application, with the
selection of the initial tuning constants dependent on tﬁe-
user's knowledge of the process and the tuﬁing technique.
From the simulation studies, employing the improved tuning
technique as éutiined in Chapter 5, for the feed flow rate
disturbanccs, it was found that the values of the mode
parameters used in the Dahlin algorithm were approximately
the average values of the model parameters of the load and
proéess transfer functions.

However, in the case of the online tuning of the Dahlin
algorithm, the initial values of Kp and the Tq used in the.

algorithm were chosen to be the same values as those found
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in the open loop transter tunction of the process; the ini-
tial value Gf!T; in the algorithm was set to approximately
the average value of the time constants in the load and
process transfer functions. The desired closed loop time
constant A was initially set to be approximately 80% of the
Tp of the process model used in the algorithm. From experi-
ence, these parameters ensure a stable start-up of the con-
trol loop. The tuning of the Dahlin algorithm proceedéd by
first adjustingrthe value of A and then the values of Kp and
Tbg A summary of the results obtained using the Dahlin algo-
rithm is given in Table 6.6.1 and the composition responses
are given in Figures 6.6.1 to 6.6.9.

As shown by the IAE values in Table 6.6.1, the perform-
#ce of the Dahlin algorithm improvea as the value of A was
decreased. Furth r minimization of the IAE value of the
Dahiin algorithm resulted by applying the improved tuniﬁg
procedure. As shown by the IAE va]yes in the Table 6.6.1,
the control performance improved gradually as the value of
Kp was decreased while the value of Tp was increased. From
Figures 6.6.5 to 6.6.9 and 6.4.3, it can be seen that the
initial magnitude of change>in the manipulated variable, in

reaction to detection of the error, increased as the value

-of Kp was decrceased. This behaviour is explained by the fact

that the Dahlin algorithm, by virtue of the low value of Kp
in the transfer function model (meaning that the bottom com-
position is insensitive to changes in steam flow rate) cal-

culates a large correcting action in order to force the pro-

C
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Table 6.6.1

&

Summary of Experimental Results for Dahlin
Algorithm Control of Bottom Campasitinni
for a -25% Step Change in Feed Flow Rate

Run Kp (wt.%/g/s) Tp (s) a (s) IAE (wt.% s) Figure
E-DAHO1 -5.63 750 605 156526 6.6 1
E-DAHO2 ~ -5.63 750 363 11874 6.6 2
E-DAHO4 -5.63 750 234 10193 6.6.3
E-DAHOS ' -5.63 750 120 8529 6.6.4
E-DAHUS -5.06 750 164 = 8259 6.6.5
E-DAHOD9 -4.56 813 164 6961 6.6.6
E-DAHI10 -3.87 853 164 5636 6.6.7
E-DAH11 -3.49 853 164 4663 6.6.8
E-DAH12 -3.14 918 164 4368 6.6.9
E-DAH13 -3.14 918 164 4253 6.4.3

* Td = 187s

cess to follow the desired closed loop response. Further-
‘more, it can be seen that the sluggishness of the composii-
tion response disappeared as the value of Tp in the Dahlin
algorithm was %ﬁcreaSEd. The reason for increasing theév31ue
of Tp is analogous to the 'strategy af‘decréasing the value
of Kp- By virtue of the large value of Tp meaning that the
Dahlin algorithm is controlling a slow process, the frequen-
Cy of change in the manipulateu variable has to be higher in
order to force the péc:ess to follow the desired closed loop
response as dictated by the aiyorithm.

In the case of tuning the Smith predictor, the final
set of model parameters used in the Dahlin algorithm were
also used in the Smith predictor therefore the tuning of the
" Smith predictor invoived primarily adjusting the value of Ke
and Ky, A summary of the experimental results achieved with

the Smith predictor are given in Table 6.6.2. The bottom
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Table 6.6.2

Summary of Experimental Results for Smith
Predictor Control of Bottom Composition
for a -25% Step. Change in Feed Flow Rate

o o Te Te KK Figure
E-SLPO9 -3.14 918 187 -0.830 -0.209 4609 6 6.10
E-SLP10O -3.14 918 187 -0.869 -0.209 4361 6.6.11
€-SLP19 -3.14 918 187 -0.711 -0.185 4549 6.6.12
E-SLP23 -0.27 872 187 -0.747 -0.213 4236 6.4.4
Ke = (g/s)/wt.% Kp = wt.%/(g/s)

Kl = (9/5)/(wt.%-s) Tp = s

IAE = wt %-s Td = g

compesition control responses are given in Figures 6.6.10 to
6.6.12. /

The tuning of the PI and PID aigorithms was basically a
trial and error prccedure starting with the initial set of
tuning constants calculatud using the corrcviations of Smith
(51). Summaries of some of the experimental results are
given in Tagles 6.6.3 and 6.6.4. The bottom cempositid%
responses obtained aperafing under PI and PID control are
shown in Figures 6.6.13 to 6.6.20.

In common with any tuning procedure, the improved tdn-
ing procedure is a trial and error routine so the amount of
time required to obtain a satisfactory set of tuning_ con-
stant; is dependent on thé p;oeess being controlled as well
as the experi;hceigflthe individual performing the tuning.
During the experimental evaluation of the tining procedure

for the Dahlin and -PID algorithm, it was found that the



Table 6.6.3

, Summary of Experimental Results for PID
Algorithm Control of Bottom Composition
for a -25% Step Change in Feed Flow Rate

Run Ke K| KD IAE

PIDOS -0.636 -0.200 -0 666 5236
PIDO9 -0.701 -0.105 -0.333 4554
PIDI13 -0.573 -0.100 -0 200 4558
PID1S -0.659 -0.110 -0.170 4986
PID21 -0.523 =0.117 -0.200 4477

c = (g/s)/wt.%
1 = (g/s)/(wt.%-5)

(g/s)/(wt.%/s)
IAE = gﬂt-zgs

=
|

Table 6.6.4

Summary of Experimental Results for PI
Algorithm Control of Bottom Composition
for a -25% Step Change in Feed Flow Rate

o J
=
-
<
L]

K1 IAE

: -0.551 -0.122 5850
118 -0.559 -0.111 5364
-0.551 -0.106 6534
.578 -0.100 6282
-0.607 - =0.095 5148

momoemmom

=T - B T - B |
o oy
N N N =
Ll e O -

1]

=

wn

"~

s o]

KC = (g/s)/wt.%
Kp o= (g/s)/(wt.%-5)
IAE = wt.%-s
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amount of time required to tune the Dahlin algorithm was
comparable to the time required for the PID algorithm to
yield a similar control performance. However, the Dahi_in
Vaiggrithm would tend to be favoured by control engineers
because *of the nonoscillatory responses of both manipulated
and controlled variables (cf. Figure 6.4.3) as compared to
those that result from L;;ing the PID :‘Igoriéh: (cf. Figure

EQAEZ)i



R

7. Conclusions and Recommendations

. X A7 A
From the digital simulation studies, the following con-

clusions can be drawn:

1.

The nonlinear distillation calﬁﬁn model as deveIoﬁed
by Bilec (4) and subsequently modified in Fhis study®
provided a satisfactory representation of the dynam-
ics of the dist: atiun column.

First order time deiay transfer function models pro-
vide a satisractory represcntation of the column dy-
namics for control purposes. L .

In the case of set point changes, the deadbeat, Dah-
lin and Smith predictor algorithms with only minimal
model errors prqvfded improved contro{ performance
compared to that achieved using. the discrete Pl and
PID algorithms.

For Ehanges in feed flow rate, especially wéén the
dynamic of this disturbance is much fastef ﬁhan that -
of the process, the deadbeat, DapIiﬁ and Smith pre-
dictor alyorithms tuned by using conventional tuniny
methods failed to proiide satistactory performance
compared to that- achieved using PI and PID
algorithms. 3
Although the deadbeat algorithm does not have any
provision tor on-line tuning of parameters in the

conventional sense, the process model parameters

156
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used in the algorithm can be used as on-line tuning
parameters.

The above strateyy can also be applied to the Dahlin
and Smith predictor ajgarithms especially when these
aTgDrithms are applied for regulatory control opera-
tion.

Use of derivative action, that is using the PID
a]égrithﬁ instead of the PI algorithm, significantly

improved the control performance for either servo or

regulatory control operation.

From the experimental results, the\ fai1awipg conclu-

sions can be drawn:

i.

3

for regulatory control, the control pef?armance
achieved using the Dahlin and Smith predictor algo-
rithms tuned by using the improved tuning procedure,

was much better than was possible using the PI algo-

ance ashieved using the PID algorithm was found to
be comparable to that achieved usin§ the Dahlin and
Smith predictor alyorithms. -

For set point cHRanges, control using the Dahlin and
Smith predictor algorithms with the tuning constants
used for regulatory control provided superior con-
trol performance to that ichieved using the PI and

PLD algorithms.

.. The results confirmed the simulated results that the

‘control behaviour using the PID algorithm is much
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better than is possible using the PI alggrithm for
both servo and regulatory control. This demonstrates
the effectiveness of derivative action on the con-

trol of processes containing time delay.

Recommendations for future work suggested by this study

incliude the following:

l.

4.

From the dusign procedure for the Dahlin algorithm,
it can be seen that this algorithm is designed pri-
marily for servo control operation. Although it pro-
vides satisfactory performance for reguiatar; con-
trol operation when it is tuned by using the im-
proved funing technique, it is more appropriate to
include the load transfer function model in the
design procedure if regulatory control operation is
the primary concern.

Similarly, if the Smith predictor is used for con-
trolling systems subjected to frequent load distur-
bances, load prediction as suggested by Meyer (38)
should be incorporated in the control algorithm.
Other digital control algorithms which employ desién
techniques that arefsimilar to the direct synthesis

method and have the form of Equation 3.1 1, such as

®he Kalman alyorithm (10), should be studied and

compared with the PID alyorithm to access their per-
formance for controlling time delay processes.
Since the deadbeat, Dahlin and Smith predictor con-

trol algorithms are model dependent, the control

i

3
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performance of these aligorithms using a higher order
transfer function model in the algorithm synthesis
should be studied. i

Since the performance of these alyorithms depends on
the accuracy of the parameters of the process trans-
fer function model, it is suggested that an on-line
parameter a2stimation seh;ne which will operate in a
supervisory mode should be incorporated into the
algorithms. This scheme could easiiy be implemented
using DISCO. At each sampling time, the parameter
estimation scheme would calculate the parameters’
used in the tra:stF function model and the coeffi-
cients of the control algorithm will then be calcu-
‘lated subsequently and transferred back to the DISCO
data base. Then, the control output would be calcu-
lated bascd on the new coe.ficients and the error
and output sequences. The advantayge of this approach
compared to that using a parameter invariant model

is that it would account for changes in process

dynamics due to disturbances.
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