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Abstract 

Solvent injection is a widely used method to enhance oil recovery (EOR). Mixtures of 

reservoir oil and solvents can exhibit complex multiphase behavior at temperatures 

typically below 120°F, in which a third solvent-rich liquid (L2) can coexist with the oleic 

(L1) and gaseous (V) phases. Reliable design of such gas injection requires a detailed 

understanding of oil recovery mechanisms in three-hydrocarbon-phase flow. 

In prior research, three-hydrocarbon-phase displacement exhibited a higher level of 

miscibility with leaner gas (i.e. at a higher level of methane dilution), which resulted in a 

nonmonotonic trend of oil recovery with respect to gas enrichment. However, no 

theoretical explanation was given as to why oil displacement was more efficient at a 

lower level of gas enrichment.  Details of oil recovery in three-hydrocarbon-phase flow 

are not fully understood. 

This research is concerned with details of oil recovery in three-hydrocarbon-phase 

flow by use of compositional simulation.  First, the mass transfer on multiphase 

transitions between two and three phases is studied for oil displacement by three 

hydrocarbon phases.  Simple conditions are derived for the multiphase transitions that 

yield high local displacement efficiency by three hydrocarbon phases.  A nonmonotonic 

trend of oil recovery can occur when local oil displacement by three hydrocarbon phases 

becomes more efficient, but slower, with decreasing pressure or decreasing gas 

enrichment. 
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Secondly, an improved method for robust phase identification is developed and 

implemented in a 1D convective flow simulator with no volume change on mixing. This 

part of research is important for further confirmation of the oil-displacement mechanisms 

identified for three-hydrocarbon-phase flow at different flow conditions (e.g., different 

relative permeabilities). The new method uses tie triangles and their normal unit vectors 

tabulated as part of the simulation input information. The method can properly recognize 

five different two-phase regions surrounding the three-phase region; the two two-phase 

regions that are super-CEP, and the three different two-phase regions that originate with 

the corresponding edges of the three-phase region in the sub-CEP region. 

Finally, the displacement mechanisms of three-hydrocarbon-phase flow derived in a 

preceding part are confirmed by use of different relative permeability models for various 

oil displacements. Simulation results confirm that the effect of relative permeability on 

displacement efficiency diminishes as the miscibility level increases. The distance 

parameters derived before can properly represent the interaction of phase behavior and 

mobilities since they are derived from mass conservation, not only from thermodynamic 

conditions.  
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Chapter 1: Introduction 

In this chapter, the practical significance of three-hydrocarbon-phase displacement is first presented. Then, 

the methods to model three-hydrocarbon-phase behavior and their corresponding observations are 

summarized. Next, types of research problems addressed in this research are given. Finally, main objectives 

of this research are listed. 

 

1.1 Three-Hydrocarbon-Phase Displacement 

Solvent injection is a widely used method for enhanced oil recovery (EOR) (Lake 1989; Orr 2007). Mixtures 

of oil with solvent can exhibit three-hydrocarbon-phase behavior at reservoir conditions, where the 

solvent-rich liquid (L2) phase coexists with the gaseous (V) and oleic (L1) phases. This 

three-hydrocarbon-phase flow has been observed in the displacements for a wide variety of oil reservoirs: in 

West Texas (Tanner et al. 1992), in Alaska (McGuire et al. 2001), in Canada (Malik and Islam 2000), and in 

the North Sea (Varotsis et al. 1986).  

The three-hydrocarbon-phase equilibrium on 1D displacement of oil by solvent is rarely detrimental 

(Henry and Metcalfe 1983; Creek and Sheffield 1993; DeRuiter et al. 1994). Recovery at 1.2 pore volume 

injected (PVI) is more than 90% in the slim tube test. Shelton and Yarborough (1977) also showed that the oil 

recovery is around 90% in the corefloods involving three-hydrocarbon-phase flow. Creek and Sheffield (1993) 

speculated that the L2 phase acts as a cosolvent by displacing the oil efficiently.  

The main difference between two- and three-phase displacements is that the latter involves multiphase 

transitions between two and three phases. However, the phase transition between one and two phases in 

two-phase displacement is comparably simple. Since the three-hydrocarbon-phase displacement is complex, 
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different methods were used to model three-hydrocarbon-phase behavior and to investigate the mechanisms 

of three-hydrocarbon-phase displacement, such as slim tube test and numerical simulation with an equation 

of state (EOS). 

 

1.2 Modeling of Three-Hydrocarbon-Phase Behavior 

Multiphase behavior of solvent and oil mixtures is conventionally presented with a pressure-composition 

(P-x) diagram (Orr and Jensen 1984; Creek and Sheffield 1993). Three-phase equilibrium occurs within a 

pressure range at high solvent concentrations on a P-x diagram at temperature typically less than 120℉. 

Two-liquid phases can coexist at higher pressures above the three-phase region. A P-x diagram represents a 

cross section of phase behavior along the mixing line between two compositions at a fixed temperature. Thus, 

a P-x diagram shows only a small portion of phase behavior that spans pressure-temperature-composition 

(P-T-x) space. 

In composition space, a three-phase region can be considered to be bounded by a lower critical endpoint 

(LCEP) and an upper critical endpoint (UCEP). A critical endpoint (CEP) is a critical state where two of the 

three equilibrium phases become critical (Uzunov 1993). The LCEP is the CEP where the L1 and L2 phases 

merge in the presence of the V phase (L1=L2-V), and the UCEP is the CEP where the V and L2 phases merge 

in the presence of the L1 phase (L1-L2=V). Appendix A presents a schematic for such a bounded three-phase 

region for four components (Okuno et al. 2011). A CEP is a tie line, instead of a point, as shown in Fig. A-1. 

Therefore, a CEP is sometimes called a CEP tie line to avoid potential confusion in this research. 

A number of authors presented experimental phase behavior studies for these heavy oils; the West Sak 

oil (Shu and Hartman 1988; Sharma et al. 1989; Roper 1989; Hornbrook et al. 1991; Okuyiga 1992; 
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DeRuiter et al. 1994; Mohanty et al. 1995; McGuire et al. 2005), the Schrader Bluff oil (Reid 1994; Inaganti 

1994; McKean et al. 1999; Khataniar et al. 1999; Wang and Strycker 2000; Madarapu et al. 2002), and the 

Kuparuk oil (Godbole et al. 1995). The primary recovery and waterflooding were relatively inefficient in 

these heavy-oil reservoirs due mainly to high oil viscosity. Conventional thermal methods were considered to 

be impractical because of high well costs, large well spacing, and thick permafrost (McGuire et al. 2005). 

Solvent injection has been studied because Prudhoe Bay artificial lift gas and Prudhoe Bay natural gas liquid 

are both available as solvent. Mixtures of heavy oils and solvent can exhibit complex multiphase behavior at 

the low reservoir temperature (50-100°F). Multiphase behavior involving the L1, L2, and V phases was 

observed in their static experiments and slim-tube tests. 

Modeling of the complex three-phase behavior has been also conducted using various EOSs; e.g., the 

van der Waals EOS (van Konynenburg 1968; Scott and van Konynenburg 1970; van Konynenburg and Scott 

1980; Bluma and Dieters 1999), the Redlich-Kwong EOS (Deiters and Schneider 1976; Deiters and Pegg 

1989), the Peng-Robinson (PR) EOS (Gauter 1999; Gauter et al. 1999; Mushrif 2004; Yang 2006; Mushrif 

and Phoenix 2008), and the Soave-Redlich-Kwong (SRK) EOS (Gregorowicz and de Loos 1996). Their 

results show that a cubic EOS is capable of predicting three-phase behavior (van Konynenburg 1968). 

 

1.3 Investigation of Oil Displacement by Three Hydrocarbon Phases 

Reliable design of solvent injection requires detailed understanding of oil displacement mechanisms. 

Displacement theory for solvent injection has been established for conventional two hydrocarbon phases (Orr 

2007). Multicontact miscibility (MCM) between two phases can be developed through vaporizing, or 

condensing, or combined condensing/vaporizing mechanisms (Johns 1992; Dindoruk 1992). An important 
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design parameter for solvent injection is the thermodynamic minimum miscibility pressure (MMP). The 

thermodynamic MMP is the minimum displacement pressure at which complete miscibility is developed 

along a composition path from the injection gas composition to the reservoir oil composition for one 

dimensional (1-D) flow in the absence of dispersion. Efficient methods have been developed for MMP 

calculation, where phase behavior and flow are effectively decoupled (e.g., Johns and Orr 1996; Ahmadi and 

Johns 2011).  

However, oil displacement by three hydrocarbon phases is difficult to interpret even for 1-D flow with 

no gravity (DeRuiter et al. 1994). As mentioned before, theory has been well established for gas floods 

involving simple two-phase equilibrium (Orr 2007).  An MCM composition path goes through a two-phase 

critical point, and is interpreted as the limit of two-phase displacements. However, the mechanism for MCM 

development is unknown for three-hydrocarbon-phase displacement. 

Okuno et al. (2011) presented a detailed study of three-phase behavior predictions and displacement 

efficiency for low-temperature CO2 floods using the UTCOMP simulator. The UTCOMP simulator is an 

EOS compositional multiphase reservoir simulator developed at the University of Texas at Austin. They used 

four components to conduct a systematic investigation of oil displacement mechanisms involving three 

phases bounded by the UCEP and LCEP tie lines. Results showed that high efficiency of low-temperature oil 

displacements by CO2 occurs when the composition path traverses near the UCEP and LCEP tie lines. Oil 

components are efficiently extracted by the L2 phase because of near-LCEP behavior at the leading edge of 

three phases. Near-UCEP behavior at the trailing edge of three phases then allows the L2 phase to efficiently 

merge into the V phase. That is, the L2 phase serves as a buffer between the immiscible V and L1 phases 
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within the three-phase region. They also confirmed this displacement mechanism for multicomponent 

systems based on west Texas oils. 

    Although nearly piston-like displacements were simulated with three phases bounded by the CEP tie 

lines, it was uncertain how MCM can be developed through the CEP behavior. They used the distance 

between the L1 and L2 phase compositions dL1−L2 = ‖xL1 − xL2‖
2
 as a proximity measure for the LCEP tie 

line, where xj is the composition vector of equilibrium phase j. Similarly, dL2−V = ‖xL2 − xV‖
2
 was used as 

a proximity measure for the UCEP tie line. While dL2-V monotonically decreased as oil recovery at 2.0 

hydrocarbon-pore-volumes injected (HCPVI) became higher, dL1-L2 did not exhibit the same trend. Even 

though 500 gridblocks were used in most of their 1-D simulations using an implicit-pressure 

explicit-concentration (IMPEC) simulator, numerical dispersion effects were significant near the leading 

edge of three phases. This likely explains the non-monotonic trend of dL1-L2 with respect to displacement 

efficiency in their research.   

   

1.4 Problem Statement 

Prior studies showed that 1-D oil displacement with three hydrocarbon phases can exhibit the displacement 

efficiency that is non-monotonic with respect to gas enrichment at a given throughput. DeRuiter et al. (1994) 

and Mohanty et al. (1995) conducted slim-tube experiments for the West Sak oil with enriched gas. Their 

results showed that oil recovery at 1.2 pore-volumes injected (PVI) first decreased, then increased, and 

finally decreased again with decreasing gas enrichment. Oil recoveries at 1.2 PVI were 97%, 87%, 89%, 93% 

and 65% at 32%-, 42%-, 51%-, 62%-, and 70%-methane dilution, respectively. A maximum of 93% at 

62%-methane dilution was substantially higher than 87% at a lower methane dilution of 42%.   
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DeRuiter et al. (1994) speculated that the nonmonotonic trend was associated with the coexistence of 

three hydrocarbon phases and its effects on the front mobility. The improvement in mobility ratio can 

improve sweep efficiency in multidimensional floods (Mohanty et al. 1995). However, the effect of 

miscibility (i.e., compositional phase behavior) would dominate over the fractional flow effect in terms of 

local displacement efficiency in this partially miscible (PM) flow with significant mass transfer among 

phases. Mohanty et al. (1995) later explained that oil recovery at 1.2 PVI was higher at 62%-methane 

dilution than at 51%-methane dilution because (1) the L2 phase was nearly miscible with the L1 phase at the 

three-phase displacement front, (2) oil became less viscous at the front, and (3) the front moved fast enough 

to exit the slim tube by 1.2 PVI.   

The existing theory of gas injection does not explain a nonmonotonic trend of PM displacement 

efficiency. The length of the shortest tie line monotonically decreases as pressure or gas enrichment increases 

in the conventional two-phase displacement when the fluid is properly characterized (Ahmadi 2011). Thus, 

the efficiency of the conventional two-phase displacement tends to increase monotonically until MCM is 

approached. A question then arises as to why the efficiency of three-hydrocarbon-phase displacement can 

decrease as gas enrichment (or displacement pressure) increases, because no detailed theoretical explanation 

has been given in the literature as to what causes gas enrichment to decrease oil recovery. The main novelty 

of this research is to perform a detailed and systematic investigation of oil displacement in 

three-hydrocarbon-phase flow by use of numerical simulation.    

 

1.5 Research Objectives 

This research aims to explain details of oil displacement in three-hydrocarbon-phase flow in a systematic 
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manner.  To achieve the objective, the following tasks are set: 

1. Explain why oil recovery can exhibit a nonmonotonic trend with respect to displacement pressure and 

enrichment. 

For this task, simulations are performed at different gas enrichments and non-monotonic oil recovery are 

reproduced.  The interaction between phase behavior and flow is analyzed by use of the mass 

conservation equations on multiphase transitions. 

2. Develop a 1-D convective flow simulator with no volume change on mixing for three-hydrocarbon-phase 

flow 

Appropriate mass conservation equations are solved by a finite-difference method.  The main 

complexity is the flash calculation module, in which three phases should be robustly calculated and 

phases should be properly identified. 

3. Confirm the mass transfer mechanisms in the 1-D convective simulator by use of different relative 

permeability parameters for various oil displacements. 

The robust algorithm for phase identification is important for this task.  The theory developed in part 1 

is confirmed for a wider variety of conditions. 
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Chapter 2: Mass Transfer on Multiphase Transitions in 

Three-Hydrocarbon-Phase Displacement 

In this chapter, the performance of nonmonotonic oil recovery is first introduced by use of a simple 

quaternary system. Then, mass transfer across phase transitions is analytically analyzed. Next, nonmonotonic 

oil recovery is explained for the preceding quaternary system and a multicomponent system.  

 

2.1 Nonmonotonic Oil Recovery by use of a Quaternary System 

This section describes the nonmonotonic oil recovery using a quaternary fluid, which is based on the 

Schrader Bluff Oil model in Guler et al. (2001). Fine-scale compositional simulations are performed for 

linear oil displacement with no gravity. The UTCOMP simulator (Chang et al. 1990) with the PR EOS (Peng 

and Robinson 1976) is used for all flow simulations in this research. The UTCOMP simulator has been used 

in various papers on gas injection theory (e.g., Mohanty et al. 1995; Johns et al. 2000, 2004; Solano et al. 

2001). 

The four components consist of one light pseudo component (PC1), one intermediate pseudo component 

(PC2), and two heavy pseudo components (PC3 and PC4). This heavy quaternary fluid is referred as HQ oil 

in this research. This oil will be used again in the next chapters of this thesis. Their properties are given in 

Tables 2.1 and 2.2. The oil gravity is calculated to be approximately 10°API. The injection gas consists of 

20% PC1 and 80% PC2. 

Fig. 2.1 shows the P-T diagrams calculated for the quaternary oil and injection gas using the PVTsim 

software. The bubble-point pressure at the reservoir temperature of 86°F is 1953 psia for the oil. The bubble- 
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and dew-point pressures at 86°F are 658 psia and 334 psia, respectively, for the injection gas. The critical 

point of the injection gas is calculated to be 144.88°F and 836.38 psia. 

Fig. 2.2 gives the P-x diagram calculated for mixtures of the oil and the injection gas at 86°F using the 

PVTsim software. Two immiscible liquid phases are present at a wide range of solvent concentrations. Three 

phases exist between the L1-L2 region and the L1-V region. Mixing of a small amount of the oil with the 

injection gas causes three-phase behavior at pressures between 211 psia and 658 psia. Similar phase behavior 

was presented for Alaskan North Slope heavy oils and solvents in Okuyiga (1992), Godbole et al. (1995), 

Khataniar et al. (1999), McKean et al. (1999), Guler et al. (2001), and Wang et al. (2003).  

Table 2.3 shows the reservoir properties used in simulations in this research. The relative permeability 

is based on the Corey model. The number of gridblocks is 1000 with a uniform gridblock size of 1 ft in the 

displacement direction. The initial water saturation is at the residual saturation of 0.4, and water does not 

flow in all simulations in this study. Gas injection is continued until the trailing edge of the 

three-hydrocarbon-phase region reaches the outlet when three phases are present. The quaternary oil 

displacements are performed at different pressures 500 psia, 600 psia, 700 psia, 800 psia, 1000 psia, 1500 

psia, 1750 psia, and 2500 psia.  

Fig. 2.3 presents that the displacement efficiencies at 2.0 HCPVI are 71.76%, 72.18%, 78.42%, 78.69%, 

78.39%, 69.59%, 62.30%, and 59.27% at 500 psia, 600 psia, 700 psia, 800 psia, 1000 psia, 1500 psia, 1750 

psia, and 2500 psia, respectively. A maximum of 78.69% is observed at 800 psia, and the oil recovery at 2.0 

HCPVI becomes substantially lower at higher pressures. Three phases are present for the displacements at 

pressures from 500 psia to 1750 psia, but not at 2500 psia. The 1-D oil recovery at 800 psia is 19% more 

efficient than that at 2500 psia at 2.0 HCPVI.   
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Local displacement efficiency at PM conditions depends on the level of miscibility, which affects 

propagation rates of components. Phase behavior during the displacement is then determined by the resulting 

compositional variation at the operating pressure and temperature. Fig. 2.3 also shows oil recovery at 

breakthrough of the trailing edge of the three-phase region to see the local displacement efficiency by three 

phases. The trailing edge of the three-phase region reaches the producer at 1.13 HCPVI at 700 psia, 0.95 

HCPVI at 800 psia, 0.89 HCPVI at 1000 psia, 0.73 HCPVI at 1500 psia, and 0.64 HCPVI at 1750 psia. Since 

the trailing edge of the three-phase region is extremely slow at 500 psia and 600 psia, it is not shown for 

these pressures. Fig. 2.3 indicates that the local displacement by three phases becomes less efficient, but 

propagation of three phases becomes faster with increasing pressure between 700 psia and 1750 psia. For 

example, even though propagation of three phases is faster at 1750 psia than at 800 psia, the local 

displacement by three phases is less efficient at 1750 psia than at 800 psia. As a result, the displacement 

efficiency at a fixed throughput of 2.0 HCPVI is 16% higher at 800 psia than at 1750 psia as shown in Fig. 

2.3.   

Fig. 2.4 presents the composition path and phase behavior in the displacement at 700 psia. As the 

pressure is below the bubble point (1953 psia at 86°F), the initial oil is in the V-L1 region. The tie triangle at 

the leading edge of the three-phase region is elongated, and the L1 and L2 phases are close to each other. The 

distance between the L1 and L2 compositions is 0.0547 at the leading edge. The tie triangle changes its size 

and shape in the three-phase region as shown by a few shaded tie triangles in Fig. 2.4. The tie triangle at the 

trailing edge of the three-phase region shows that the coexisting phases are highly immiscible with each 

other. On this tie triangle, the distance is 0.6875 for ‖𝑥𝐿1
− 𝑥𝑉‖

2
, 0.3956 for ‖𝑥𝐿2

− 𝑥𝑉‖
2
, and 0.6835 for 
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‖𝑥𝐿1
− 𝑥𝐿2

‖
2
, where xj is the composition of equilibrium phase j. The tie lines in the two-phase regions on 

the upstream and downstream sides also show their immiscibilities. 

Figs. 2.5-2.8 show the profiles of component concentrations, phase mole fractions, phase saturations, 

and phase densities at 0.33 HCPVI at 700 psia. In Fig. 2.5, the PC4 concentration is significantly reduced at 

the three-phase leading edge, and the PC3 concentration becomes essentially zero in the three-phase region. 

As a result, the amount of the L1 phase rapidly decreases at the three-phase leading edge in Figs 2.6 and 2.7. 

The efficient oil displacement is achieved because of the high concentration of the denser injection 

component PC2 in the three-phase region as shown in Fig. 2.5. Fig. 2.8 shows that the densities of the L1 and 

L2 phases are close to each other at the three-phase leading edge.  

Fig. 2.9 presents the overall molar flow ∑ 𝜌𝑗𝑥𝑖𝑗𝑓𝑗
𝑁𝑃
𝑗=1  for component i, where ρj is the molar density of 

phase j and xij is the concentration of component i in phase j. The overall molar flow of PC2 is higher than 

that of PC1 upstream of the three-phase leading edge. The fast propagation of the denser injection component 

yields efficient oil displacement by rich gas as presented in Figure 2.8.   

Figures 2.10-2.13 show the profiles of component concentrations, phase mole fractions, phase densities, 

and overall molar flows at 0.33 HCPVI at 1000 psia. The same set of figures is given for the displacement at 

1750 psia in Figs. 2.14-2.15. The displacement of PC4 at the three-phase leading edge becomes less efficient 

with increasing pressure as shown in Figs. 2.5, 2.10, and 2.14. Also, the PC3 concentration upstream of the 

trailing edge of the three-phase region increases with increasing pressure.  

The L2 phase is important in transporting solvent components. However, Figs 2.9, 2.13, and 2.15 shows 

that the overall molar flow of PC2 becomes lower compared to that of PC1 in the three-phase region as 

pressure increases. The solvent that contacts the L1 phase at the three-phase leading edge becomes leaner as 
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pressure increases. This solvent propagation behavior with respect to pressure not only reduces the level of 

miscibility between the L1 and L2 phases, but also makes the propagation of the three-phase region faster.  

At 2500 psia, three phases are not present, and the L2 phase displaces the oil. This immiscible two-phase 

flow results in a low displacement efficiency of 59.27% at 2.0 HCPVI. The oil recovery decreases when the 

three-phase region disappears as pressure increases. 

As mentioned before, the non-monotonic trend of oil recovery at a given throughput occurs when the 

local oil displacement by three hydrocarbon phases becomes less efficient with increasing pressure in the 

cases considered in this section. The next section presents simple conditions to quantify the local 

displacement efficiency by three hydrocarbon phases based on mass conservation for multiphase transitions.  

 

2.2 Mass Transfer on Multiphase Transitions 

Our investigation in this section is focused on phase transitions between two and three phases in 

three-hydrocarbon-phase displacement. An analysis of mass conservation is presented for multiphase 

transitions in three-hydrocarbon-phase displacements. Material balance equations for 1-D dispersion-free 

compositional flow are discretized in Appendix B for a multiphase transition between NP
U
 and NP

D
 phases, 

where NP
U
 and NP

D
 are the numbers of phases on the upstream and downstream sides, respectively. 

Equations B-5 and B-7 state that a multiphase transition between NP
U
 and NP

D
 phases occurs through an 

intersection between the extensions of the two tie simplexes defined by xj
U
 (j = 1, 2, …, NP

U
) and xk

D
 (k = 1, 

2,…, NP
D
), where xj is the composition of equilibrium phase j. A phase transition between two and three 

phases occurs through an intersection between the tie line extension and the tie triangle extension plane. 

Redistribution of components on the phase transition then satisfies the material balance for the two and three 
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phases. The two non-oleic phases can collectively achieve a high displacement efficiency if two conditions 

are satisfied on the phase transitions between two and three phases. The first condition is that the appearance 

of the non-oleic phase at the leading edge should occur by splitting the L1 phase in the downstream 

two-phase region into the L1 and the non-oleic phases in the three-phase region. The second condition is that 

the two non-oleic phases in the three-phase region should merge into one non-oleic phase in the upstream 

two-phase region. 

It is easy to derive mathematical expressions for these conditions. The first condition is 

 ‖𝛾𝑁1

𝑈 𝑐𝑁1

𝑈 − 𝛾𝑁1

𝐷 𝑐𝑁1

𝐷 ‖
2

< 𝜀          (2.1) 

such that 

𝛾𝑁2

𝑈 𝑐𝑁2

𝑈 + 𝛾𝐿1

𝑈 𝑐𝐿1

𝑈 ≅ 𝛾𝐿1

𝐷 𝑐𝐿1

𝐷 ,         (2.2) 

where N1 is the non-oleic phase that appears at the leading edge of the downstream two-phase region and N2 

is the non-oleic phase that appears at the leading edge of three-hydrocarbon-phase region. Substitution of 

Equation (2.1) into Equation B-5 yields Equation (2.2). Equation (2.2) states that redistribution of 

components must occur between the L1 and the non-oleic phases. Similarly, the second condition is 

 ‖𝛾𝐿1

𝐷 𝑐𝐿1

𝐷 − 𝛾𝐿1

𝑈 𝑐𝐿1

𝑈 ‖
2

< 𝜀          (2.3) 

such that 

𝛾𝑁1

𝐷 𝑐𝑁1

𝐷 + 𝛾𝑁2

𝐷 𝑐𝑁2

𝐷 ≅ 𝛾𝑁3

𝑈 𝑐𝑁3

𝑈 ,         (2.4) 

where N3 is the non-oleic phase in the upstream two-phase region. Summation of Equations (2.3) and (2.4) 

yields Equation B-5 for the trailing edge of the three-phase region. Equation (2.4) states that the two 
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non-oleic phases in the three-phase region should merge into a non-oleic phase in the upstream two-phase 

region.   

Equations (2.1) and (2.3) can be rewritten using phase compositions as follows: 

𝛿𝐿 = ‖𝛤𝑁1

𝑈 𝑥𝑁1

𝑈 − 𝛤𝑁1

𝐷 𝑥𝑁1

𝐷 ‖
2

< 𝜀         (2.5) 

𝛿𝑇 = ‖𝛤𝐿1

𝑈𝑥𝐿1

𝑈 − 𝛤𝐿1

𝐷𝑥𝐿1

𝐷 ‖
2

< 𝜀.         (2.6) 

The 𝛤j (j = 1, 2,…, NP) parameters determine the relative location of the NP-phase tie simplex and an 

intersection involved in the phase transition. The conditions specific to the quaternary displacements in the 

previous section are as follows: 𝛿𝐿 = ‖𝛤V
𝑈𝑥V

𝑈 − 𝛤V
𝐷𝑥V

𝐷‖
2

< 𝜀 and 𝛿𝑇 = ‖𝛤𝐿1

𝑈𝑥𝐿1

𝑈 − 𝛤𝐿1

𝐷𝑥𝐿1

𝐷 ‖
2

< 𝜀.  

Figs. 2.16 and 2.17 give schematics for the phase transitions at the leading and trailing edges of the 

three-phase region, respectively. These schematics indicate that a phase transition between two and three 

phases involves an intersection of the tie-line extension and the tie-triangle extension as described in 

Appendix B. Once the tie line and tie triangle involved in a phase transition (e.g., the tie line downstream and 

the tie triangle upstream in Fig. 2.16) are given, we can calculate an intersection of them. The location of the 

intersection relative to the tie line then gives the 𝛤j (j = V and L1) parameters on the tie line extension. Thus, 

zint = 𝛤V
𝐷𝑥V

𝐷 + 𝛤𝐿1

𝐷𝑥𝐿1

𝐷 , where 𝛤V
𝐷 + 𝛤𝐿1

𝐷 = 1.0  and zint  is the intersection composition. Similarly, the 

location of the same intersection relative to the tie triangle gives the 𝛤j (j = V, L1, and L2) parameters on the 

tie triangle extension. Thus, zint = 𝛤V
𝑈𝑥V

𝑈 + 𝛤𝐿1

𝑈𝑥𝐿1

𝑈 + 𝛤𝐿2

𝑈𝑥𝐿2

𝑈 , where 𝛤V
𝑈 + 𝛤𝐿1

𝑈 + 𝛤𝐿2

𝑈 = 1.0.  Calculation of 

𝛿𝐿 and 𝛿𝑇will be conducted using this procedure for the quaternary displacements and for the West Sak oil 

displacements in the subsequent section. 
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2.3 Case Studies 

Nonmonotonic and monotonic oil recovery at a given throughput with respect to gas enrichment has been 

reported for the oil displacements by three hydrocarbon phases. However, the detailed mechanism is 

uncertain in the literature. In this section, the distance conditions derived in the previous section are applied 

to the West Sak (WS) oil and Bob Slaughter Block (BSB) oil displacement with enriched gas. 

    In this chapter, simulations are conducted by the UTCOMP simulator that has been used in various 

papers on gas injection theory (e.g., Mohanty et al. 1995; Johns et al. 2000, 2004; Solano et al. 2001). The 

UTCOMP is a systematic and robust simulator for multicomponent multiphase flow. The operation scheme 

of UTCOMP can be obtained from Chang (1990). 

 

2.3.1 Nonmonotonic oil recovery for West Sak oil displacement 

The West Sak oil is characterized using the Peng-Robinson EOS based on data available in Okuyiga (1992) 

(Xu 2012). The 15-component model given in Table 2.4 includes eight pseudo components for the C7+ 

fraction. The oil gravity is calculated to be approximately 21˚API. The saturation pressure is 1197 psia at the 

reservoir temperature of 65˚F. The injection gas consists of two gaseous mixtures; the rich gas mixture of 35 

mol% ethane, 34 mol% propane, and 31 mol% n-butane, and the lean gas mixture of 84 mol% methane, 9 

mol% ethane, 6 mol% propane, and 1 mol% n-butane. The reservoir properties used are given in Table 2.3. 

The displacement pressure is 1500 psia.   

Fig. 2.18 presents oil recovery at different gas enrichments at 1.0 HCPVI, 1.5 HCPVI, and 2.0 HCPVI. 

Three hydrocarbon phases are present in the displacements at methane concentrations in the injection gas 

between 50% and 70%. 
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As discussed in section 2.2, equations (2.1) and (2.3) cannot be calculated when simulations are 

performed by UTCOMP, since the effect of volume change on mixing is considered in the UTCOMP 

simulator. Therefore, in this chapter, the distance parameters at the leading and trailing edges of three phases 

are calculated using mole-based formulation (i.e. equations (2.5) and (2.6)) based on the relative location of 

the intersection point in phase transitions to tie line and tie triangle. This way to calculate the mole-based 

distances is called indirect method that has been illustrated in section 2.2.  

Fig. 2.19 shows the distances given in Equations 2.5 and 2.6 for the displacements at 50%, 53%, 55%, 

and 60% methane concentrations. The distances decrease for leaner injection gas. These results indicate that 

the local displacement by three hydrocarbon phases becomes more efficient with decreasing gas enrichment. 

The injection gas with the methane concentration of 60% gives the maximum efficiency of three-phase local 

displacement. Oil recovery at breakthrough of the three-phase trailing edge is 90.4% at 50% methane, 92.0% 

at 53% methane, and 97.4% at 60% methane.  

However, propagation of three phases is slower at higher methane concentrations. The trailing edge of 

three phases reaches the outlet at 2.15 HCPVI, 2.34 HCPVI, 2.73 HCPVI, and 14.94 HCPVI at the methane 

concentrations of 50%, 53%, 55%, and 60%, respectively. Local displacement by three phases is more 

efficient, but propagation of three phases is slower, for leaner injection gas for these three-phase 

displacements. These two factors determine a maximum in oil recovery at a given throughput in Fig. 2.16. A 

maximum recovery at a give throughput will occur at a different dilution level when different reservoir 

and/or fluid properties are used. 

We also calculate the distances, 𝛿𝐿and 𝛿𝑇, for quaternary displacements with different gas enrichment 

levels and pressure levels. Reservoir properties are given in Table 2.3. Three phases are present for 
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displacements within a certain enrichment ranges and pressure ranges. Three-phase displacement with less 

enrichment or lower pressure achieves higher local displacement efficiency, but it becomes slower. Oil 

recovery at a given throughput depends not only on local displacement efficiency by three phases, but also on 

the propagation rate of three phases. 

 

2.3.2 Monotonic oil recovery for Bob Slaughter Block oil displacement 

The Bob Slaughter Block fluid model developed by Khan et al. (1992) is used as presented in Table 2.5. The 

injection gas consists of 95% CO2 and 5% methane as used in Okuno et al. (2011). The reservoir temperature 

is 105°F. Oil displacements are simulated at 1150 psia, 1200 psia, 1250 psia, and 1350 psia. Three phases are 

present in all these displacements. Details of phase behavior for these displacements are given in Okuno 

(2009) and Okuno et al. (2011), and not duplicated here. 

Oil recovery at a given throughput monotonically increases with pressure as presented in Fig. 2.20. Figs. 

2.21 shows the distance parameters given in Equations 2.5 and 2.6 calculated for the leading and trailing 

edges of three phases. The distance at the trailing edge monotonically decrease indicating a more efficient 

displacement as pressure increases, which is different from the nonmonotonic scenario. In addition, the 

trailing edge of three-phase region arrives at the producer at 1.50 HCPVI, 1.33 HCPVI, and 1.17 HCPVI for 

1150 psia, 1250 psia, and 1350 psia, respectively. The more efficient three hydrocarbon phases result in the 

monotonic oil recovery as pressure increases.  

However, unlike the distance at the trailing edge, the distance at the leading edge does not decrease as 

the displacement becomes more efficient. Even though 1000 gridblocks are used in the 1-D simulations by 

UTCOMP, numerical dispersion effects are significant near the leading edge of three phases because the CO2 
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concentration has a sharp increase. This should be one factor that impacts the accuracy of the distance at the 

leading edge. As mentioned before, the distance parameters cannot be calculated directly by use of analytical 

solution (i.e. equations (2.1) and (2.3)) for simulations by UTCOMP. The idea of indirect method is to 

determine the distances based on the relative location of intersection point to the tie-simplex. However, it is 

theoretically conceivable that the round error in the determination of the intersection point can be amplified 

when the tie line becomes nearly parallel to the tie triangle. Small round error may lead to large error of the 

location of the intersection point. The numerical dispersion and the indirect method both contribute to the 

inaccuracy of the distance parameter at the leading edge of three phases.  

 

2.4 Conclusions 

This chapter mainly investigated the local efficiency of three-hydrocarbon-phase displacement of oil. 

Mathematical conditions were derived for efficient redistribution of components on multiphase transitions 

between two and three phases. These conditions were used to explain non-monotonic oil recovery at a given 

throughput with respect to gas enrichment and monotonic oil recovery at a given throughput with respect to 

displacement pressure. Conclusions are as follows: 

1. Oil recovery in a partially miscible displacement depends on two factors; local displacement efficiency 

and components’ propagation rates. Non-monotonic oil recovery at a given throughput can occur when 

local displacement by three hydrocarbon phases becomes more efficient, but slower, with decreasing 

pressure or decreasing gas enrichment. This was confirmed using fine-scale simulations of quaternary 

displacements and the West Sak oil displacements. A maximum in oil recovery at a given throughput 

occurs as a consequence of the balance between the local displacement efficiency and the propagation 
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rate of three hydrocarbon phases. 

2. Similar to conventional two-phase displacement, monotonic oil recovery at a given throughput can also 

occur when local displacement by three hydrocarbon phases becomes more efficient with increasing 

pressure or increasing gas enrichment. This was confirmed using fine-scale simulations of oil 

displacements for west Texas, such as Bob Slaughter Block oil. 

3. Local displacement efficiency by three hydrocarbon phases depends significantly on how components are 

redistributed on multiphase transitions between two and three phases. At the leading edge of the 

three-phase region, the second non-oleic phase should appear from the oleic phase of the downstream 

two-phase region. At the trailing edge of the three-phase region, two non-oleic phases of the three-phase 

region should merge into the non-oleic phase of the upstream two-phase region. 

4. The distances defined in Equations 2.5 and 2.6 for efficient multiphase transitions can correctly identify 

the local displacement efficiency by three hydrocarbon phases. The distances were successfully used to 

explain the quaternary displacements and the West Sak oil displacements that exhibit nonmonotonic oil 

recovery and the Bob Slaughter Block oil displacements that exhibit monotonic oil recovery. 

5. Partially miscible displacement of oil by two non-oleic phases can be collectively efficient, even if they 

are individually immiscible with oil. The West Sak oil displacement with enriched gas studied in this 

research showed a displacement efficiency of 84.29% at 1.0 HCPVI, 90.18% at 1.5 HCPVI, and 91.53% 

at 2.0 HCPVI at 53% methane dilution. With this methane dilution, the three-phase displacement was 

locally efficient and fast enough to exhibit a high oil recovery. 
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Table 2.1 Properties of The Quaternary Fluid 

  
Oil Gas Molecular Tc  Pc  Acentric Vc 

(Mole %) (Mole %) Weight (ºR) (psia) Factor (ft
3
/lb-mol) 

PC1 37.22 20 17.268 357.77 666.48 0.0193 1.6763 

PC2 10.63 80 40.288 630.32 656.22 0.1402 2.9740 

PC3 30.11 0 352.25 1318.1 240.31 0.5574 21.572 

PC4 22.04 0 1052.0 1967.3 94.80 1.1313 83.571 

 

 

Table 2.2 Binary Interaction Parameters for The Quaternary Fluid 

Components PC1 PC2 PC3 PC4 

PC1 0 
  

  

PC2 0.0052 0 
 

  

PC3 0 0.0050 0   

PC4 0.1822 0.1336 0 0 

 

Table 2.3 Reservoir Properties for Simulations of One-Dimensional Oil Displacements 

  
 

Relative 

Permeability 
Corey Model 

Dimensions 
10 x 1 x 10 

ft
3
  

W L1 V L2 

Number of 

cells 

1 x 1000 x 

1 

Residual 

Saturation 
0.4 0.2 0.05 0.05 

Porosity 0.2 

Endpoint 

Relative 

Permeability 

0.35 0.5 0.65 0.65 

Permeability 1000 mD Exponent 3 3 3 3 

  
 

Initial 

Saturation 
0.4 0.6 0 0 

W: Aqueous phase, L1: Oleic phase, V: Gaseous phase, L2: Solvent-rich liquid phase 
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Table 2.4 Properties of The West Sak Oil (Xu 2012) 

Components 

Oil 
Rich 

Gas 

Lean 

Gas 
Molecular Tc Pc Vc Acentric 

Binary 

Interaction 

(Mole %) (Mole %) (Mole %) 
     

Weight 
(ºR) (psia) (ft

3
/lb-mol) Factor CO2 C1 

CO2 0.22 0.0 0.0 44.01 547.56 1069.87 1.51 0.2250 0.00 0.180 

C1 27.47 0.0 84.0 16.04 343.08 667.20 1.59 0.0080 0.18 0.000 

C2 0.66 35.0 9.0 30.07 549.72 708.35 2.37 0.0980 0.18 0.010 

C3 0.15 34.0 6.0 44.10 665.64 615.76 3.25 0.1520 0.18 0.010 

C4 0.27 31.0 1.0 58.12 765.36 551.10 4.08 0.1930 0.18 0.010 

C5 0.19 0.0 0.0 72.15 845.28 489.38 4.87 0.2510 0.18 0.010 

C6 0.29 0.0 0.0 86.18 913.32 430.59 5.93 0.2960 0.18 0.010 

C7-9 3.22 0.0 0.0 105.65 1060.48 418.62 8.29 0.3697 0.05 0.007 

C10-14 17.95 0.0 0.0 157.72 1220.50 323.21 8.41 0.5389 0.05 0.007 

C15-18 13.21 0.0 0.0 210.19 1349.89 274.12 14.54 0.6992 0.05 0.007 

C19-23 10.91 0.0 0.0 259.06 1424.95 251.96 19.02 0.8373 0.05 0.007 

C24-27 5.84 0.0 0.0 302.85 1493.37 242.09 22.88 0.9500 0.05 0.007 

C28-33 6.60 0.0 0.0 344.37 1550.96 230.14 22.74 1.0453 0.05 0.007 

C34-40 4.42 0.0 0.0 389.77 1629.48 223.31 44.05 1.1345 0.05 0.007 

C41+ 8.60 0.0 0.0 600.00 1914.78 182.82 53.57 1.2120 0.05 0.007 

 

 

Table 2.5 EOS Parameters for The Bob Slaughter Block Oil (Khan et al. 1992) 

Components 
Oil Gas Molecular Tc Pc Vc Acentric BIC 

(Mole %) (Mole %)   Weight (ºR) (psia) (ft
3
/lb-mol) Factor CO2 

CO2 3.37 95.0 44.01 547.56 1069.87 1.506 0.2250 0.000 

C1 8.61 5.0 16.04 288.00 667.20 1.586 0.0080 0.055 

C2-3 15.03 0.0 37.20 619.57 652.56 2.902 0.1305 0.055 

C4-6 16.71 0.0 69.50 833.80 493.07 4.914 0.1404 0.055 

C7-15 33.04 0.0 140.96 1090.35 315.44 9.000 0.6177 0.105 

C16-27 16.11 0.0 280.99 1351.83 239.90 17.100 0.9566 0.105 

C28+ 7.13 0.0 519.62 1694.46 238.12 32.500 1.2683 0.105 
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Figure 2.1 P-T diagrams of the quaternary oil and injected gas given in Tables 2.1 and 2.2. 

 

Figure 2.2 P-x diagram at 86°F for mixtures of the quaternary oil and the injection gas given in Tables 2.1 and 

2.2. 
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Figure 2.3 Oil recovery simulated for the quaternary displacements at different pressures at 86°F. 

 

Figure 2.4 Phase behavior along the composition path in the quaternary displacement at 700 psia at 86°F. 
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Figure 2.5 Simulated component concentrations at 0.33 HCPVI for the quaternary displacement at 700 psia at 

86°F. The oil and gas properties are given in Tables 2.1 and 2.2.   

 

Figure 2.6 Simulated phase mole fractions at 0.33 HCPVI for the quaternary displacement at 700 psia at 86°F. 

The oil and gas properties are given in Tables 2.1 and 2.2. 

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

P
h
a
s
e

 M
o
le

 F
ra

c
ti
o
n

Dimensionless Distance

L2

L1 V

L1-L2-V L1-VL1-L2



26 
 

 

Figure 2.7 Simulated phase saturations at 0.33 HCPVI for the quaternary displacement at 700 psia at 86°F.  The 

oil and gas properties are given in Tables 2.1 and 2.2.   

 

Figure 2.8 Simulated phase densities at 0.33 HCPVI for the quaternary displacement at 700 psia at 86°F.  The oil 

and gas properties are given in Tables 2.1 and 2.2.   
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Figure 2.9 Simulated overall molar flow for each component at 0.33 HCPVI for the quaternary displacement at 

700 psia at 86°F. The oil and gas properties are given in Tables 2.1 and 2.2.   

 

Figure 2.10 Simulated component concentrations at 0.33 HCPVI for the quaternary displacement at 1000 psia at 

86°F. The oil and gas properties are given in Tables 2.1 and 2.2.   
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Figure 2.11 Simulated phase mole fractions at 0.33 HCPVI for the quaternary displacement at 1000 psia at 86°F. 

The oil and gas properties are given in Tables 2.1 and 2.2.   

 

Figure 2.12 Simulated phase densities at 0.33 HCPVI for the quaternary displacement at 1000 psia at 86°F. The 

oil and gas properties are given in Tables 2.1 and 2.2.   
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Figure 2.13 Simulated overall molar flow for each component at 0.33 HCPVI for the quaternary displacement at 

1000 psia at 86°F. The oil and gas properties are given in Tables 2.1 and 2.2.   

 

Figure 2.14 Simulated component concentrations at 0.33 HCPVI for the quaternary displacement at 1750 psia at 

86°F. The oil and gas properties are given in Tables 2.1 and 2.2.   

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

O
v
e

ra
ll 

M
o

la
r 

F
lo

w
, 

lb
-m

o
l/
ft

3

Dimensionless Distance

PC2

PC1

PC3

PC4

L1-L2
L1-L2-V L1-V



30 
 

 

Figure 2.15 Simulated overall molar flow for each component at 0.33 HCPVI for the quaternary displacement at 

1750 psia at 86°F. The oil and gas properties are given in Tables 2.1 and 2.2.   

 
Figure 2.16 Schematic of phase transition in composition space at the leading edge of the three-phase region. 

 

Figure 2.17 Schematic of phase transition in composition space at the trailing edge of the three-phase region. 
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Figure 2.18 Oil recovery simulated for the West Sak displacements at different gas enrichment levels at 1500 

psia and 65°F. The fluid properties are given in Table 2.4. 

 

Figure 2.19 The distance parameters δ
L

 and δ
T
 (Equations 2.5 and 2.6) calculated for the West Sak 

displacements at different enrichment levels at 1500 psia and 65°F. 
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Figure 2.20 Oil recoveries for the Bob Slaughter Block oil displacements at different pressures at 105°F. 

Reservoir and fluid properties are given in Tables 2.3 and 2.5, respectively.   

 

Figure 2.20 Distance parameters for the leading edge and trailing edge for the Bob Slaughter Block oil 

displacements at 105°F. Reservoir and fluid properties are given in Tables 2.3 and 2.5, respectively. 
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Chapter 3: Phase Identification in Three-Hydrocarbon-Phase Flow Simulation 

In the previous chapter, we presented a detailed analysis of mass conservation on multiphase transitions 

between two and three phases in three-hydrocarbon-phase flow. Oil displacements were simulated by use of 

UTCOMP with its robust phase-behavior calculations. However, the research was limited in terms of 

thermodynamic and flow conditions. For example, how phase mobilities affect the interphase mass transfer 

was not studied in detail, due to the lack of robust phase identification in EOS compositional simulation 

(Mohanty et al. 1995; Yuan and Pope 2012; Beygi et al. 2014). Phase identification is always part of the 

solution of a multiphase flow problem, and is usually required to assign relative permeabilities to phases in 

simulation. To systematically understand the multiphase flow, a new method is required for robust phase 

identification and implemented in a 1D multiphase convective flow simulator (see Appendix C). This 

chapter is concerned with the development of an improved algorithm for phase identification in multiphase 

flow. 

 

3.1 Conventional Method for Phase Identification 

The conventional method for phase identification was developed by Perschke et al. (1989). In their method, 

the L1 phase in a three-phase region of L1-L2-V was the one with the highest concentration of the heaviest 

hydrocarbon component. Of the two remaining phases, the denser phase was labeled as L2, and the less dense 

phase was V. For two equilibrium phases, in which the L1 phase was assumed to exist, the L1 phase was 

labeled by use of the logic mentioned previously. The other phase was labeled as either V or L2 depending on 

the mass density of that phase. If the mass density of the phase was lower than a specified threshold value, it 

was labeled as V. Otherwise, it was labeled as L2.  It was not entirely clear in their paper how to handle the 
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V-L2 equilibrium that can occur near the injection composition in enriched-gas and CO2 injection simulations 

at low temperature. A single phase was labeled by the user on the basis of the phase behavior data available.  

The conventional method described in the preceding paragraph has been used for decades, but it has 

been a difficult problem to assign physically correct identities to equilibrium phases (Yuan and Pope 2012). 

Particularly, the use of a fixed mass-density threshold is known to be problematic for phase labeling in a 

two-phase region in three-hydrocarbon-phase flow simulation (Mohanty et al. 1995; Li et al. 2014; Beygi et 

al. 2014). The use of mass densities by Perschke et al. (1989) for three-phase labeling is less problematic. 

However, it is somewhat inconsistent to use volumetric predictions for identifying equilibrium phases, the 

compositions of which are determined by the geometry of the Gibbs free energy. This is because the two 

types of predictions (i.e., volumetric and compositional behavior) are not entirely coherent in the 

conventional phase–behavior modeling scheme based on a cubic EOS. This becomes obvious when volume 

shift is used to adjust volumetric predictions in fluid characterization (Kumar and Okuno 2013). It will be 

more robust if phase identification can be based primarily on compositional predictions in simulation. Note, 

however, that density information may be still useful in some special cases, such as the identification of the 

aqueous (condensed water) and vapor (steam) phases in steam injection simulation for dead heavy oil. 

 

3.2 Improved Method for Phase Identification 

A fundamental reason for the difficulty, especially in two-phase identification, comes from the fact that the 

identity of a phase is defined in comparison with other phases calculated by the thermodynamic model used. 

Robust phase identification requires knowledge of phase equilibria calculated away from the thermodynamic 

conditions of interest. In this research, three-hydrocarbon-phase flow simulation at a fixed pressure and 
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temperature uses a tie-triangle table that contains a few tie triangles and their normal unit vectors, as part of 

the simulation input information. The limiting tie triangle at a CEP, if present, is always tabulated together 

with its normal unit vector. For example, a tie-triangle table for composition space that contains the entire 

three-phase region includes the two limiting tie triangles for the UCEP and LCEP. The detailed procedure for 

tie triangle tabulation is shown in Appendix D.  

The extensions of these limiting tie triangles define three different regions in composition space; i.e., the 

super-UCEP, super-LCEP, and sub-CEP regions. In the super-UCEP region, two equilibrium phases are 

considered to originate with the UCEP tie line, L1-L2=V, and denoted as the L1 and (L2V) phases. In the 

super-LCEP region, two equilibrium phases are considered to originate with the LCEP tie line, L1=L2-V, and 

denoted as the V and (L1L2) phases. In the sub-CEP region, there are three different two-phase regions; i.e., 

L1-V, L1-L2, and L2-V. They originate with their corresponding edges of three phases. Altogether, five 

different two-phase regions can be recognized around the three-phase region in composition space. 

When three equilibrium phases are calculated in simulation in this research, the phase with the highest 

concentration of the heaviest hydrocarbon component is labeled as L1, as in Perschke et al. (1989). The phase 

with the highest methane concentration is labeled as V because it is unlikely that methane/hydrocarbon 

mixtures form three hydrocarbon phases at realistic reservoir temperature (Peters 1994). The other phase is 

labeled as L2. Unlike the method of Perschke et al. (1989), phase mass densities are not used for labeling V 

and L2 in a three-phase region. Note that the L1-V edge is not always the longest edge of a tie triangle of 

L1-L2-V in multicomponent composition space. That is, it is not robust to use lengths of tie-triangle edges for 

three-phase identification. 

Phase identification in a two-phase region in this research is substantially different from that in Perschke 
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et al. (1989). NT tie triangles are tabulated from the UCEP tie triangle through the LCEP tie triangle. The 

normal vectors for the NT tie triangles point from the UCEP to LCEP in this research. Two-phase 

identification starts with calculation of dot products using the UCEP and LCEP tie triangles as 

dUCEP = (z⃗ − x⃗⃗•
UCEP) ∙ n⃗⃗UCEP          (3.1) 

dLCEP = (z⃗ − x⃗⃗•
LCEP) ∙ n⃗⃗LCEP,          (3.2) 

where z⃗ is the vector of the current overall composition, and n⃗⃗ is the unit normal vector. x⃗⃗• is the 

composition vector of one of the three phases, which can be either L1, L2, or V, but should be used 

consistently. Superscripts UCEP and LCEP indicate that they are associated with the UCEP and LCEP tie 

triangles, respectively. If the two dot products are both negative, the overall composition is in the 

super-UCEP region; the current two phases are the L1 and (L2V) phases. If the two dot products are both 

positive, the overall composition is in the super-LCEP region; the current two phases are the V and (L1L2) 

phases. If d
UCEP

 is positive and d
LCEP

 is negative, the overall composition is in the sub-CEP region. 

If the overall composition in a two-phase region is calculated to be in the sub-CEP region, the following 

dot products are calculated for the other (NT – 2) tie triangles tabulated: 

dm = (z⃗ − x⃗⃗•
m) ∙ n⃗⃗m           (3.3) 

for 2 ≤ m ≤ (NT – 1), where m is the index for the tabulated tie triangles. Note that d
1
 (= d

UCEP
) is positive and 

dNT (= d
LCEP

) is negative. Then, we find two tie triangles, m+ and m-, from the table such that 

dm+ = minm{dm: dm > 0}         (3.4) 

dm− = maxm{dm: dm < 0}.        (3.5) 
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Linear interpolation of three phase compositions is conducted between the two tie triangles m+ and m- as 

follows: 

x⃗⃗j = (|dm−|x⃗⃗j
m+ + dm+x⃗⃗j

m−) (dm+ + |dm−|)⁄ ,        (3.6) 

where j = {L1, L2, V}. Finally, negative flash by use of the algorithm of Okuno et al. (2010) with z⃗ and K 

values from the interpolated x⃗⃗jis performed to determine in which region the current overall composition is, 

L1-L2, L1-V, or L2-V. The negative constant-K flash indicates the phase identities of the two phases if a 

sufficient NT is used. In a single-phase region, the procedure is identical with that of Perschke et al. (1989), 

which is based on the user’s input. 

If composition space does not contain the entire three-phase region, the NT triangles to be tabulated are 

selected from positive composition space. For example, if the UCEP is not present in positive composition 

space, the first triangle is a triangle on a subspace of (NC – 1) components. If no CEPs are present in positive 

composition space, the first and NT
th

 triangles are taken from two different subspaces of (NC – 1) components 

that contain subcritical three phases. 

Perschke et al. (1989) also described the phase tracking technique that labels phases in simulation on the 

basis of the concentrations of a selected component in the tracked phases from the previous time step. The 

phases at the new time step are labeled such that the concentrations are closest to the values at the old time 

step. This phase tracking technique can offer time savings in simulation by skipping the more careful phase 

identification described in this section. In this research, however, no phase tracking is performed because the 

primary interest is in obtaining correct numerical solutions of multiphase displacements, instead of 

computational speed. 
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3.3 Case Studies 

To implement and verify the improved method for phase identification, equation B-1 is solved numerically 

by use of the single-point upstream weighting for the flux term, as described in Johns (1992) and Orr (2007). 

The advantage of not having to solve for gridblock pressures is important in terms of computational 

robustness and costs in this research. The thermodynamic model used is the PR EOS (Peng and Robinson 

1976) with the van der Waals mixing rules. Phase viscosities are calculated with the correlation of Lohrenz et 

al. (1964). The multiphase behavior algorithms used are based on Perschke (1988) and Chang (1990) for 

sequential flash and stability calculations and Okuno et al. (2010) for constant-K flash. 

Simulation cases are presented to verify the improved method for phase identification in the 1D 

convective flow simulator with 1000 gridblocks. The gridblock size is uniform, and ∆tD ∆xD⁄  is constant at 

0.05. The porosity and permeability are 20% and 1000 mD, respectively. The Corey relative permeability 

parameters used are taken from Yuan and Pope (2012), in which the endpoint relative permeabilities for the V 

and L2 phases are markedly different from each other (Table 3.1). The first case uses a quaternary fluid 

model, the second case uses the WS model, in which displacements occur in composition space of much 

higher dimensions, and third case uses the North Ward Estes (NWE) oil which is also a multicomponent 

system. The oil EOS property has been shown in detail by Okuno (2009).  

The properties of the quaternary fluid are given in Tables 2.1 and 2.2. Fig. 3.1 depicts d
1
 and d

NT
 at 0.3 

PVI in the simulation at 1500 psia with the relative permeability model given in Table 3.1. The first and NT
th

 

triangles in the table are the limiting triangles at UCEP and LCEP, respectively. Thus, d
1
 = d

UCEP
, and d

NT
 = 

d
LCEP

 in this case. The two phases downstream of the three-phase region are L1 and V. The subcritical state is 
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clearly indicated by the signs of d
UCEP

 and d
LCEP

. The two phases upstream of the three-phase region are L1 

and (L2V), as can be confirmed by the negative d
UCEP

 and d
LCEP

.  

Fig. 3.2 shows d
UCEP

 and d
LCEP 

at 0.3 PVI in the simulation for WS oil at 55%-methane-dilution with the 

relative permeability model given in Table 3.1. The two phases downstream of the three-phase region change 

their identities; L1-V, (L1L2)-V, and L1-L2 in the direction from the producer to the injector. The algorithm 

developed can precisely identify phases even in this complex simulation case. The complexity of phase 

identification tends to increase with increasing NC. The minimum NT required for the West Sak oil case is 

seven. 

Fig. 3.3 shows failures of phase identification by the conventional method when used in the WS oil 

displacement at 55%-methane-dilution at 0.3 PVI with the relative permeability model given in Table 3.1. 

The threshold mass density used is 20 lbm/ft
3
. The two phases downstream of the three-phase region are 

labeled as L1 and V, and no distinction is made between the sub- and super-critical states. The two-phase 

region upstream of the three-phase region exhibits discontinuities. This is one of the typical failures caused 

by using a mass-density threshold. 

Fig. 3.4 shows the phase identification by the conventional method for NWE oil displacement at 0.8 

PVI with the relative permeability model. The upstream two-phase region is discontinuous because the 

conventional algorithm for phase identification gives wrong determination. The two-phase region close to the 

inlet is labeled incorrectly as L1-V because the density of the non-oleic phase is less than the density 

threshold (40 lb/ft
3
). Ahead of this L1-V two-phase region is L2-V. The mislabelling of L2-V is a result of 

phase tracking procedure when a phase disappears at the trailing edge of three-phase region. The tracked 

component is methane in this simulation. Fig. 3.5 gives the correct phase identification for this case. The 
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upstream is L1-L2 from negative three-phase flash. The downstream two-phase is L1-V and super-LCEP in 

the direction from inlet to outlet. 

 

3.4 Conclusions 

In this chapter, an improved method for phase identification is developed and applied in 1D convective flow 

with three hydrocarbon phases. Conclusions are as follows: 

1. The phase-identification method developed in this research can correctly solve for equilibrium-phase 

identities, which are part of the solution for a multiphase flow problem. The robustness comes mainly 

from the capability of precise quantification of the location of the current overall composition relative to 

the three-phase region in composition space. The improved method is confirmed using simulations of a 

quaternary displacement and West Sak oil displacement. Compared to conventional phase identification 

method, the improved method can lead to more accurate and consistent phase identification results. 

2. The improved phase identification method can distinguish the super-CEP states from the sub-CEP states 

by use of the critical tie-triangle extensions. With the developed method, five types of two-phase regions 

can be properly considered around the three-phase region in three-hydrocarbon-phase flow simulation. 

3. 1-D convective flow simulator with no volume change on mixing for three-hydrocarbon-phase flow was 

developed. The advantage of using this simulator in this thesis is that the theory developed for multiphase 

transitions in Chapter 2 is directly applied to various simulation results based on no volume change on 

mixing.  In this simulator, the thermodynamic model used is the Peng-Robinson (PR) EOS (Peng and 

Robinson 1976) with the van der Waals mixing rules. Phase viscosities are calculated with the correlation 
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of Lohrenz et al. (1964). The multiphase behavior algorithms used are based on Perschke (1988) and 

Chang (1990) for sequential flash and stability calculations and Okuno et al. (2010) for constant-K flash. 
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Table 3.1 Corey Relative Permeability Parameters for 1D Oil Displacement Simulations 

  Phase index L1 V L2 

Yuan and 

Pope (2012) 

Residual saturation 0.2 0.2 0.2 

Endpoint 0.2 1.0 0.4 

Exponent 2 2 2 

  Phase index L1 V L2 

Model 1 

Residual saturation 0.2 0.2 0.2 

Endpoint 0.2 1.0 1.0 

Exponent 2 2 2 
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Figure 3.1 Dot products (equation 3.3) calculated at 0.3 PVI for the limiting tie triangles (d
1
 = d

UCEP
 and d

NT
 = 

d
LCEP

) for the quaternary displacement at 1500 psia and 86°F with relative permeability model 1.  

 

Figure 3.21 Dot products (equation 3.3) calculated at 0.3 PVI for the first and last triangles for the West Sak oil 

displacement at 55%-methane-dilution at 1500 psia and 65°F with relative permeability model 1.  
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Figure 3.22 Mass density profiles at 0.3 PVI for the West Sak oil displacement at 55%-methane-dilution at 1500 

psia at 65°F.  

 

Figure 3.4 Saturation profiles at 0.8 PVI for the NWE oil displacement at 1400 psia at 83°F. 
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Figure 3.5 Dot products (equation 3.3) calculated at 0.3 PVI for the limiting tie triangles (d
1
 = d

UCEP
 and d

NT
 = 

d
LCEP

) for the NWE oil displacement at 1400 psia and 83°F 
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Chapter 4: Confirmation of the Mass Transfer Mechanism in 1-D Convective 

Flow Simulation with No Volume Change on Mixing 

In chapter 2, two analytical conditions were derived to quantify the local displacement efficiency by three 

hydrocarbon phases.  Nonmonotonic oil recovery was explained.  However, that research was limited by 

the flow conditions, because the conventional phase identification method implemented in UTCOMP is not 

entirely robust for three-hydrocarbon-phase flow. In chapter 3, therefore, an improved algorithm was 

developed for consistent phase identification in three-hydrocarbon-phase flow. The new phase identification 

algorithm was successfully implemented in a 1-D convective simulator with no volume change on mixing. 

With the improved phase identification algorithm, this chapter aims to confirm that the distance 

parameters derived can quantify the displacement efficiency by three hydrocarbon phases, although the 

displacement efficiency can be affected by various factors, such as temperature, pressure, initial and injection 

compositions, diffusion/dispersion, fluid properties, and relative permeabilities. In this chapter, all 

simulations are conducted by the 1-D convective simulator with the improved phase identification algorithm, 

unlike in chapter 2. 

Four simulation cases are presented to confirm that the distance parameters derived before can quantify 

the displacement efficiency by three hydrocarbon phases. The first two cases use two quaternary fluid models, 

but they have different recovery trends at a given throughput: nonmonotonic and monotonic trends. The last 

two cases use multicomponent fluid models. Similarly, the two multicomponent models exhibit 

nonmonotonic and monotonic oil recovery trends. The gridblock size is uniform, and ∆tD ∆xD⁄  is constant 

at 0.05. The porosity and permeability are 20% and 1000 mD, respectively. The Corey relative permeability 

parameters used are taken from Yuan and Pope (2012), in which the endpoint relative permeabilities for the V 
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and L2 phases are markedly different from each other (Table 4.1). As shown in Table 1, two models are 

prepared for relative permeabilities; the L2 phase shares the same parameter values with the V phase in model 

1 and with the L1 phase in model 2. 

 

4.1 Case Study 1: HQ Displacement 

This quaternary fluid is made after the Schrader Bluff oil model of Guler et al. (2010). The properties of fluid 

have been presented in Tables 2.1 and 2.2. Simulations have been performed for this fluid by use of 

UTCOMP in chapter 2 at different pressure and at different enrichments. The key point leading to 

nonmonotonic oil recovery at a given throughput is that the local displacement efficiency increases as the 

pressure or enrichment decreases, unlike the conventional two-phase displacement. In this section, 

simulations are again performed for this fluid, but by use of a simpler convective simulator with no volume 

change on mixing. 

Fig. 4.1 presents simulated recovery of PC4 at three different pressures, 1000, 1500, and 1750 psia. The 

figure indicates that the miscibility level of oil displacement increases with decreasing pressure with a 

different set of relative permeability parameters. Use of model 2 results in higher oil recovery than use of 

model 1, and the difference becomes more obvious with increasing pressure. The PC4 recovery at 1750 psia 

at breakthrough of the three-phase trailing edge is 85.37% with model 1, which is 4.54% lower than when 

model 2 is used. 

The degree of miscibility and phase mobilities affect oil displacements in a complicated manner. The 

distance parameters, δ
T
 and δ

L
, were derived to understand the complicated interaction of flow and phase 

behavior through interphase mass transfer on multiphase transitions (Equations 2.5 and 2.6). However, these 
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two distance parameters cannot be calculated analytically in chapter 2, since the effect of volume change on 

mixing is considered in UTCOMP. The indirect method to calculate the two distance parameters may affect 

the accuracy of the numerical values. In this chapter, the two distance parameters can now be calculated 

analytically by 

δ𝐿 = ‖𝛾𝑁1

𝑈 𝑐𝑁1

𝑈 − 𝛾𝑁1

𝐷 𝑐𝑁1

𝐷 ‖
2

,                      (4.1) 

δ𝑇 = ‖𝛾𝐿1

𝑈 𝑐𝐿1

𝑈 − 𝛾𝐿1

𝐷 𝑐𝐿1

𝐷 ‖
2
,                       (4.2) 

where 𝛾𝑗 =
Λ𝑆𝑗−𝑓𝑗

Λ−1
, Λ =

𝐹𝑖
𝑈−𝐹𝑖

𝐷

𝐶𝑖
𝑈−𝐶𝑖

𝐷. All variables in equations (4.1) and (4.2) are available in the simulations by 

the 1-D convective simulator with no volume change on mixing. 

Figs. 4.2 and 4.3 shows the δ
T
 and δ

L
 parameters for the simulated displacements. The two parameters 

accurately capture the oil displacement efficiency by three phases; i.e., the oil displacement becomes more 

efficient as the distances decrease. The effect of relative permeability on the oil displacement is more 

significant with increasing pressure because the degree of miscibility decreases with increasing pressure in 

this displacement. As shown in Figs. 4.2 and 4.3, the lower distances in displacements by model 2 are lower 

than those in displacements by model 1. This also implies that the relative permeability can affect the oil 

recovery by changing the mass transfer on phase transitions. By use of model 2, the mass transfer on phase 

transitions is more efficient than that by use of model 1.  

This is the first time the effect of relative permeability on three-hydrocarbon-phase oil displacement is 

confirmed by interphase mass transfer, which was not entirely possible without the reliable 

phase-identification algorithm developed in this research. The distance parameters can represent how 

components are redistributed on multiphase transitions in three-phase flow because they consider phase 

mobilities as well as phase compositions through mass conservation equations. 
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4.2 Case Study 2: West Sak Displacement 

This multicomponent fluid is the WS oil characterized by Xu (2012). The properties of fluid have been 

presented in Tables 2.4. Simulations have been performed for this fluid by use of UTCOMP in chapter 2 at 

different enrichments. Similarly, the key point leading to nonmonotonic oil recovery at a given throughput is 

that the local displacement efficiency increases as the enrichment decreases. In this section, simulations are 

again performed for this fluid by use of the 1-D convective simulator with no volume change on mixing. 

Fig. 4.4 presents simulated recovery of C34-40 at three different enrichments, 50%-, 55%-, and 

60%-methane dilution. Similar trends were also observed for other heavy components. Use of model 2 results 

in higher oil recovery than use of model 1, and the difference becomes more obvious with decreasing 

methane dilution. Figs. 4.5 and 4.6 show the distance parameters, δ
L
 and δ

T
, calculated in analytical way for 

the simulations with relative permeability models 1 and 2. δ
T
 clearly indicates that the miscibility level of oil 

displacement increases with increasing methane dilution, which is consistent with results given in the 

literature (DeRuiter et al. 1994; Mohanty et al. 1995). It also shows that use of model 2 results in interphase 

mass transfer on the multiphase transition that is more favorable in terms of oil displacement by three phases. 

The difference between models 1 and 2 decreases with increasing methane dilution. These results can be 

confirmed in Fig. 4.4. Thus, methane dilution enables to increase the miscibility level of this West Sak oil 

displacement by making interphase mass transfer on multiphase transitions more favorable. The increased 

miscibility level can be so high that relative permeability parameters little affect oil recovery predictions. 

Further investigation is required to understand under what conditions methane dilution can enhance the 

miscibility of oil displacement. 
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4.3 Case Study 3: BSBQH Displacement 

This quaternary fluid used was taken from Okuno (2009), which was made after the BSB oil model. For 

simplicity, this quaternary fluid is referred as BSBQH. The four components consist of methane (C1), CO2, 

and two heavy pseudocomponents (CH1 and CH2). Their properties are given in Okuno (2009) (i.e. the 

BSBQH2 in the dissertation). The injection gas consists of 5 mol% C1 and 95 mol% CO2. The reservoir 

temperature is 105°F. Detailed phase behavior predictions in P-T-x space for this quaternary fluid can be 

found in Okuno (2009), and are not duplicated here. 

Fig. 4.7 presents simulated recoveries of CH2 at three different pressures, 1300, 1400, and 1500 psia. 

Different from the HQ displacements in section 4.1 and the WS displacements in section 4.2, the miscibility 

level of oil displacement increases with increasing pressure. In addition, use of model 1 results in higher oil 

recovery than use of model 2, and the difference becomes more obvious with decreasing pressure which 

indicates more immiscible displacement. The CH2 recovery at 1300 psia at breakthrough of the three-phase 

trailing edge is 66.41% with model 1, which is 20.24% higher than when model 2 is used. 

Figs. 4.8 and 4.9 show the δ
L
 and δ

T
 parameters in an analytical way for the simulated displacements. 

The two parameters accurately capture the oil displacement efficiency by three phases. The effect of relative 

permeability on the oil displacement is more significant with decreasing pressure because the degree of 

miscibility decreases with decreasing pressure in this displacement.  

 

4.4 Case Study 4: Bob Slaughter Block Displacement 

This multicomponent system is the BSB oil that was developed by Khan et al. (1992) as presented in Table 
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2.5. The injection gas consists of 95% CO2 and 5% methane as used in Okuno et al. (2011). The reservoir 

temperature is 105°F. Oil displacements are simulated at 1100 psia, 1200 psia, and 1300 psia. Three phases 

are present in all these displacements. Details of phase behavior for these displacements are given in Okuno 

(2009) and Okuno et al. (2011), and not duplicated here.  

Oil recovery at a given throughput monotonically increases with pressure as presented in chapter 2. Fig. 

4.10 shows the oil recovery at the breakthrough time of the three-phase trailing edge by use of models 1 and 

2. The use of model 1 results in a more efficient displacement than model 2. Although the recovery difference 

is small for all simulations, the difference does decrease as pressure increases. This indicates that the 

miscibility level of oil displacement increases with increasing pressure. The increased miscibility level can be 

so high that relative permeability parameters little affect oil recovery predictions. Figs. 4.11 and 4.12 show 

the distance parameters, δ
T
 and δ

L
, calculated in the simulations with relative permeability models 1 and 2. It 

also shows that use of model 1 results in interphase mass transfer on the multiphase transition that is more 

favorable in terms of oil displacement by three phases.  

 

4.5 Conclusions 

This chapter was concerned with numerical solutions of 1D three-hydrocarbon-phase convective flow 

problems set by temperature, pressure, initial and injection compositions, fluid properties, and relative 

permeabilities.  In case studies, the simulator with the new phase-identification method was used to 

investigate the effect of relative permeability parameters on oil displacement by three hydrocarbon phases. 

Results confirm that the distance parameters derived in chapter 2 are capable of capturing not only the effect 

of miscibility (i.e., phase behavior), but also the effect of phase mobility (i.e., multiphase flow) on oil 
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displacement by three phases. Conclusions are as follows: 

1. The equations for the interphase mass transfer on multiphase transitions presented in chapter 2 was 

confirmed with varying level of miscibility and relative-permeability parameters. The distance 

parameters can properly represent the interaction of flow and phase behavior since they were derived 

from mass conservation, not only from thermodynamic conditions. The direct calculation of the distance 

parameters that is possible with the new simulator improves the reliability of the distance parameters in 

quantification of oil displacement efficiency. 

2. The simulation case study for the West Sak oil confirmed the experimental observation of DeRuiter et al. 

(1994) and Mohanty et al. (1995). The analysis of interphase mass transfer indicated that the miscibility 

level of oil displacement increases with increasing methane dilution in this case. The effect of relative 

permeability diminishes as the miscibility level increases owing to methane dilution. Further 

investigation is required to understand under what conditions methane dilution can enhance miscibility 

development in oil displacement. 
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Table 4.1 Corey Relative Permeability Parameters for 1D Oil Displacement Simulations 

  Phase index L1 V L2 

Yuan and 

Pope (2012) 

Residual saturation 0.2 0.2 0.2 

Endpoint 0.2 1.0 0.4 

Exponent 2 2 2 

  Phase index L1 V L2 

Model 1 

Residual saturation 0.2 0.2 0.2 

Endpoint 0.2 1.0 1.0 

Exponent 2 2 2 

  Phase index L1 V L2 

Model 2 

Residual saturation 0.2 0.2 0.2 

Endpoint 0.2 1.0 0.2 

Exponent 2 2 2 
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(a) 

 

(b) 

Figure 4.1 Simulated recoveries of PC4 in the HQ displacement at 86°F; (a) PC4 recoveries at 1.2 PVI; (b) PC4 

recoveries at breakthrough (BT) of the trailing edge of three phases. 
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Figure 4.23 The δ
L
 parameter for the HQ displacements with relative permeability models 1 and 2 

 

Figure 4.24 The δ
T
 parameters for the HQ displacements with relative permeability models 1 and 2 
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Figure 4.4 Simulated recoveries of C34-40 at BT for the WS displacement at 65°F by use of models 1 and 2 

 

Figure 4.5 The δ
L
 parameter for the WS displacements with relative permeability models 1 and 2 
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Figure 4.6 The δ
T
 parameter for the WS displacements with relative permeability models 1 and 2 

dilution at 65°F by model 1. 

 

Figure 4.7 Simulated recoveries of CH2 at BT for the BSBQH displacement at 105°F by use of models 1 and 2 
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Figure 4.25 The δ
L
 parameter for the BSBQH displacements with relative permeability models 1 and 2 

 

Figure 4.9 The δ
T
 parameter for the BSBQH displacements with relative permeability models 1 and 2 
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Figure 4.26 Simulated recoveries of C28+ at BT for the BSB displacement at 105°F by use of models 1 and 2 

 

Figure 4.27 The δ
L
 parameter for the BSB displacements with relative permeability models 1 and 2 
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Figure 4.28 The δ
T
 parameter for the BSB displacements with relative permeability models 1 and 2 
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Chapter 5: Conclusions and Recommendations for Further Research 

This thesis presented the analytical conditions to quantify the oil-displacement efficiency by three 

hydrocarbon phases. To confirm the mass transfer mechanisms, a 1-D convective simulator was coded with 

an improved phase identification algorithm by assuming no volume change on mixing. Then, various cases 

were used to confirm that the distance parameters derived in chapter 2 can quantify the oil-displacement 

efficiency by three hydrocarbon phases, although the displacement efficiency can be affected by various 

factors, such as temperature, pressure, initial and injection compositions, fluid properties, 

diffusion/dispersion, and relative permeabilities. 

 

5.1 Conclusions 

Chapter 2 mainly investigated the local efficiency of three-hydrocarbon-phase displacement of oil. 

Mathematical conditions were derived for efficient redistribution of components on multiphase transitions 

between two and three phases. These conditions were used to explain non-monotonic oil recovery at a given 

throughput with respect to gas enrichment and monotonic oil recovery at a given throughput with respect to 

displacement pressure. Conclusions are as follows: 

1. Oil recovery in a partially miscible displacement depends on two factors; local displacement 

efficiency and components’ propagation rates. Non-monotonic oil recovery at a given throughput can 

occur when local displacement by three hydrocarbon phases becomes more efficient, but slower, with 

decreasing pressure or decreasing gas enrichment. This was confirmed using fine-scale simulations of 

quaternary displacements and the West Sak oil displacements. A maximum in oil recovery at a given 

throughput occurs as a consequence of the balance between the local displacement efficiency and the 
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propagation rate of three hydrocarbon phases. 

2. Similar to conventional two-phase displacement, monotonic oil recovery at a given throughput can 

also occur when local displacement by three hydrocarbon phases becomes more efficient with 

increasing pressure or increasing gas enrichment. This was confirmed using fine-scale simulations of 

oil displacements for west Texas, such as Bob Slaughter Block oil. 

3. Local displacement efficiency by three hydrocarbon phases depends significantly on how components 

are redistributed on multiphase transitions between two and three phases. At the leading edge of the 

three-phase region, the second non-oleic phase should appear from the oleic phase of the downstream 

two-phase region. At the trailing edge of the three-phase region, two non-oleic phases of the 

three-phase region should merge into the non-oleic phase of the upstream two-phase region. 

4. The distances defined in Equations 2.5 and 2.6 for efficient multiphase transitions can correctly 

identify the local displacement efficiency by three hydrocarbon phases. The distances were 

successfully used to explain the quaternary displacements and the West Sak oil displacements that 

exhibit nonmonotonic oil recovery and the Bob Slaughter Block oil displacements that exhibit 

monotonic oil recovery. 

5. Partially miscible displacement of oil by two non-oleic phases can be collectively efficient, even if 

they are individually immiscible with oil. The West Sak oil displacement with enriched gas studied in 

this research showed a displacement efficiency of 84.29% at 1.0 HCPVI, 90.18% at 1.5 HCPVI, and 

91.53% at 2.0 HCPVI at 53% methane dilution. With this methane dilution, the three-phase 

displacement was locally efficient and fast enough to exhibit a high oil recovery.     
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In chapter 3, an improved method for phase identification is developed and applied in 1D convective flow 

with three hydrocarbon phases. Conclusions are as follows: 

1. The phase-identification method developed in this research can correctly solve for equilibrium-phase 

identities, which are part of the solution for a multiphase flow problem. The robustness comes mainly 

from the capability of precise quantification of the location of the current overall composition relative to 

the three-phase region in composition space. The improved method is confirmed using simulations of a 

quaternary displacement and West Sak oil displacement. Compared to conventional phase identification 

method, the improved method can lead to more accurate and consistent phase identification results. 

2. The improved phase identification method can distinguish the super-CEP states from the sub-CEP states 

by use of the critical tie-triangle extensions. With the developed method, five types of two-phase regions 

can be properly considered around the three-phase region in three-hydrocarbon-phase flow simulation. 

3. 1-D convective flow simulator with no volume change on mixing for three-hydrocarbon-phase flow was 

developed. The advantage of using this simulator in this thesis is that the theory developed for multiphase 

transitions in Chapter 2 is directly applied to various simulation results based on no volume change on 

mixing.  In this simulator, the thermodynamic model used is the Peng-Robinson (PR) EOS (Peng and 

Robinson 1976) with the van der Waals mixing rules. Phase viscosities are calculated with the correlation 

of Lohrenz et al. (1964). The multiphase behavior algorithms used are based on Perschke (1988) and 

Chang (1990) for sequential flash and stability calculations and Okuno et al. (2010) for constant-K flash. 

Chapter 4 was concerned with numerical solutions of 1D three-hydrocarbon-phase convective flow 

problems set by temperature, pressure, initial and injection compositions, fluid properties, and relative 

permeabilities.  In case studies, the simulator with the new phase-identification method was used to 
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investigate the effect of relative permeability parameters on oil displacement by three hydrocarbon phases. 

Results confirm that the distance parameters derived in chapter 2 are capable of capturing not only the effect 

of miscibility (i.e., phase behavior), but also the effect of phase mobility (i.e., multiphase flow) on oil 

displacement by three phases. Conclusions are as follows: 

1. The equations for the interphase mass transfer on multiphase transitions presented in chapter 2 was 

confirmed with varying level of miscibility and relative-permeability parameters. The distance 

parameters can properly represent the interaction of flow and phase behavior since they were derived 

from mass conservation, not only from thermodynamic conditions. The direct calculation of the distance 

parameters that is possible with the new simulator improves the reliability of the distance parameters in 

quantification of oil displacement efficiency. 

2. The simulation case study for the West Sak oil confirmed the experimental observation of DeRuiter et al. 

(1994) and Mohanty et al. (1995). The analysis of interphase mass transfer indicated that the miscibility 

level of oil displacement increases with increasing methane dilution in this case. The effect of relative 

permeability diminishes as the miscibility level increases owing to methane dilution. Further 

investigation is required to understand under what conditions methane dilution can enhance miscibility 

development in oil displacement. 

 

5.2 Recommendations for Future Research 

Solvent injection for EOR requires a detailed understanding of oil-recovery mechanisms in multiphase 

displacement. The main contribution of this thesis is the derivation of analytical conditions to quantify the 

displacement efficiency by three phases. However, more fundamental and systematic research is required to 
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create useful knowledge for the oil industry.  

1. In chapter 4, the effects of relative permeability on displacement efficiency were concluded for two types: 

model 2 was better than model 1 for HQ and WS displacements, but model 1 was better than model 2 for 

BSBQH and BSB displacements. The possible explanation of the two types of relative-permeability 

effects is that the dense injected component moves faster with model 2 than model 1 for HQ and WS 

displacements, but moves faster with model 1 than model 2 for BSBQH and BSB displacements. 

2. Displacement pressure and enrichment can both affect the displacement efficiency by three hydrocarbon 

phases. For HQ and WS displacements, displacement efficiency increases as the displacement pressure or 

enrichment decreases. For the BSBQH and BSB displacements, displacement efficiency increases as the 

displacement pressure increases. However, it is unclear how pressure and enrichment impact on the 

displacement efficiency. The possible solution requires the fundamental study of the three-phase behavior, 

such as how three-phase behavior changes in pressure space.   
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Nomenclature 

Roman Symbols: 

cij: Volumetric fraction of component i in phase j  

cj: Vector consisting of cij as defined in Equation B-4  

Ci: Overall volume fraction of component i  

d: Distance between two equilibrium-phase compositions x 

fj: Fractional flow of phase j  

Fi: Overall fractional flow of component i  

L1: Oleic phase   

L2: Solvent-rich liquid phase  

n⃗⃗: is the unit normal vector 

Nj (j = 1, 2, or 3): Non-oleic phase (i.e., L2 or V)  

NC: Number of components  

NP: Number of phases  

NT: Number of tie triangles  

P: Pressure or pseudo phase  

PC: Critical pressure  

S: Surface area of CV 

Sj: Saturation of phase j  

T: Temperature  

TC: Critical temperature  
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tD: Dimensionless time in pore volumes 

V: Gaseous phase or volume of the CV in equation B-2 

VC: Critical volume  

vD: Dimensionless velocity of phase transition defined in Equation B-3  

W: Aqueous phase  

x: Composition  

xD: Dimensionless distance from the injector  

xj: Vector consisting of xij  

xij: Mole fraction of component i in phase j  

z: Overall composition vector 

 

Abbreviations 

CEP: Critical endpoint  

CV: Control volume 

EOS: Equation of state  

LCEP: Lower critical endpoint  

HCPVI: Hydrocarbon pore-volume injected  

HQ: Quaternary heavy (oil) 

MCM: Multicontact miscibility  

MMP: Minimum miscibility pressure  

MOC: Method of characteristics  
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PC: Pseudo component 

PM: Partially miscible 

PR: Peng-Robinson  

PVI: Pore-volume injected 

SRK: Soave-Redlich-Kwong  

UCEP: Upper critical endpoint 

 

Superscripts 

D: Downstream  

L: Leading edge of three phases  

T: Trailing edge of three phases  

U: Upstream  

 

Greek symbols 

ρ𝑗: Density of phase j 

γ: Parameter defined in Equation B-5  

𝛤: Parameter defined in Equations (2.5) and (2.6)  

δ: Distance defined  

Λ: Dimensionless shock velocity 
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Appendix A: Schematic of a Three-Phase Region Bounded by Critical Endpoint 

Tie Lines 

A three-phase region has one degree of freedom at a given temperature and pressure for four components.  

Therefore, a three-phase region is a volumetric region in a quaternary diagram.  The three-phase region 

consists of an infinite number of tie triangles.  A tie triangle changes its shape and size within the 

three-phase region.  Two tie triangles are shown to illustrate tie triangles exhibiting near-CEP behavior.  A 

CEP is not a point in composition space, but is a tie line where two of the three phases are critical in the 

presence of the other noncritical phase.  The UCEP typically occurs at higher solvent concentrations than 

the LCEP as observed for CO2-n-alkane and n-alkane binaries.  More details on three-hydrocarbon-phase 

behavior predictions are given in Okuno (2009). 

 

 

Figure A-1. Schematic of a three-phase region bounded by critical endpoint (CEP) tie lines for a quaternary 

system at a fixed temperature and pressure. 

 

V phase

composition locus
L2 phase composition locus
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Merging point of L2 and V phase compositions
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Appendix B: Mass Conservation on Multiphase Transitions 

Conservation of mass for a component in NP-phase flow through porous media is considered with the 

following assumptions: 

- One dimensional flow with no gravity 

- Constant temperature 

- Change in pressure is small over the displacement length 

- Constant porosity with time 

- No diffusion/dispersion 

- No chemical reaction or sorption on the solid phase 

- No capillary pressure 

- Local equilibrium 

- Ideal mixing 

- Laminar flow. 

We then obtain 

 
∂Ci

∂tD
+

∂Fi

∂xD
= 0,          (B-1) 

where tD is a dimensionless time measured in pore volumes, xD is a dimensionless distance from the injector, 

Ci is the overall volume fraction of component i, Fi is the overall fractional flow of component i, and i = 1, 

2,…, (NC - 1).  Ci and Fi are given as 

Ci = ∑ Sjcij

NP

j=1
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Fi = ∑ fjcij

NP

j=1
, 

where Sj is the saturation of phase j, fj is the fractional flow of phase j, and cij is the volume fraction of 

component i in phase j.  A detailed derivation of Equation B-1 is given in Orr (2007). 

The weak form of Equation B-1 is 

d

dtD
∫ CidV + ∫ n ∙ FidS = 0,         (B-2) 

where V and S are the volume and surface area of the control volume of interest, respectively.  n is the 

outward normal unit vector on surface S.  Let us consider two consecutive gridblocks in a 1-D simulation 

model, where NP
U
 and NP

D
 phases are present in the upstream and downstream cells, respectively, at a given 

time.  A uniform grid size of ∆xD is considered.   

Suppose a phase transition between NP
U
 and NP

D
 propagates at a dimensionless velocity of vD =

∆xD ∆tD⁄ , where ∆tD is a certain time period in pore volumes.  Discretization of Equation B-2 with 

∆xD and ∆tD using the one-point upstream weighting for the flux term yields 

vD =
∆xD

∆tD
=

Fi
U−Fi

D

Ci
U−Ci

D.          (B-3) 

Rearrangement of Equation B-3 gives  

∑ (𝑣𝐷𝑆𝑗
𝑈 − 𝑓𝑗

𝑈)𝑐𝑗
𝑈NP

U

j=1 = ∑ (𝑣𝐷𝑆𝑗
𝐷 − 𝑓𝑗

𝐷)𝑐𝑗
𝐷NP

D

j=1 ,       (B-4) 

where cj is a vector consisting of cij.  Dividing Equation B-4 by (vD-1), 

 ∑ 𝛾𝑗
𝑈𝑐𝑗

𝑈NP
U

j=1 = ∑ 𝛾𝑗
𝐷𝑐𝑗

𝐷NP
D

j=1 ,         (B-5) 

where γj
U =

𝑣𝐷𝑆𝑗
𝑈−𝑓𝑗

𝑈

𝑣𝐷−1
 and γj

D =
𝑣𝐷𝑆𝑗

𝐷−𝑓𝑗
𝐷

𝑣𝐷−1
. Note that ∑ γj

UNP
U

j=1 = 1.0  and  ∑ γj
DNP

D

j=1 = 1.0. 
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Components are redistributed on a multiphase transition.  Equation B-5 indicates that the redistribution 

of components must occur through an intersection of the NP
U
-phase tie-simplex extension and the NP

D
-phase 

tie-simplex extension for the phase transition between NP
U
 and NP

D
 phases.  For example, a phase transition 

between two and three phases must occur through an intersection of the tie-line extension and the tie-triangle 

extension in composition space as shown in Figures 32 and 33.   

A special case of multiphase transitions is a phase-transition shock in MOC solution of Equation B-1. The 

conservation equations for a shock are called the jump conditions. The jump conditions for a shock with a 

dimensionless velocity of Λ are 

 𝛬 =
Fi

U−Fi
D

Ci
U−Ci

D           (B-6) 

where i = 1, 2,…, (NC - 1). Replacement of vD in Equations B-4 and B-5 with Λ results in  

 ∑ 𝛾𝑗
𝑈𝑐𝑗

𝑈NP
U

j=1 = ∑ 𝛾𝑗
𝐷𝑐𝑗

𝐷NP
D

j=1 ,         (B-7) 

where γj
U =

𝛬𝑆𝑗
𝑈−𝑓𝑗

𝑈

𝛬−1
 and γj

D =
𝛬𝑆𝑗

𝐷−𝑓𝑗
𝐷

𝛬−1
. Note that ∑ γj

UNP
U

j=1 = 1.0  and  ∑ γj
DNP

D

j=1 = 1.0. 

Equation B-7 indicates that a shock must occur through an intersection of the tie simplex extension of 

(NP
D
 - 1) dimensions and that of (NP

U
 - 1) dimensions. For (NP

D
, NP

U
) = (1, 2), the above result reduces to the 

well-known result of Helfferich (1981) that a shock between one and two phases must occur on the tie-line 

extension.  For (NP
D
, NP

U
) = (2, 3), a shock between two and three phases must occur through an 

intersection of the tie-triangle extension plane and the tie-line extension.  Equation B-5 is of the identical 

form with the generalized jump conditions on multiphase transition presented in Equation B-7. The 

difference is that vD in Equation B-5 is in general not the same as the shock velocity Λ in Equation B-7. 
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Equation B-5 is even more general, and applicable in mechanistic interpretation of mass transfer on a 

multiphase transition even in the presence of numerical dispersion 
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Appendix C: 1-D Convective Flow Simulator with No Volume Change on Mixing 

for Three-Hydrocarbon-Phase Flow 

Mathematical Background 

If the effects of dispersion and volume change on mixing can be both neglected, mass balance equation in 

1-D flow reduces to equation B-1. Equation B-1 is often used for analytical and numerical solutions of gas 

injection problems (Helfferich 1979; Lake 1989; Johns 1992; LaForce and Johns 2005ab; LaForce et al. 

2006; Orr 2007; LaForce et al. 2008ab; LaForce and Orr 2008; LaForce and Johns 2009; LaForce and Jessen 

2010; LaForce 2012). In this research, the equation C-1 is solved explicitly by use of the single-point 

upstream weighting for the flux term, as described in Johns (1992) and Orr (2007), as follows: 

(Ci)k
n+1 = (Ci)k

n + (∆tD ∆xD⁄ )[(Fi)k−1
n − (Fi)k

n],            (C-1) 

where n is the time-step index and k is the gridblock index. ∆xD and ∆tD are the gridblock size and time-step 

size, respectively, which are uniform in this research. Equation C-1 is used in the simulations for chapter 4.  

    Initial and boundary conditions are required to complete the mathematical formulation. In this research, 

initial composition is constant throughout the reservoir with no gravity effects: 

𝑥𝑖(𝑥𝐷 , 0) = 𝑥𝑖
𝑖𝑛𝑖𝑡, 0 ≤ 𝑥𝐷 ≤ 1, 𝑖 = 1, ⋯ , 𝑁𝑐,             (C-2) 

where 𝑥𝑖 refers to the overall composition of component i. 

The boundary conditions consist of impermeable condition, inflow condition, and outflow condition. 

Across the impermeable boundary, the component flux is zero: 

�⃗⃗� ∙ 𝐹𝑖𝑗
⃗⃗⃗⃗⃗ = 0,                        (C-3) 

where �⃗⃗� is the unit vector normal to the boundary, 𝐹𝑖𝑗
⃗⃗⃗⃗⃗ is the flux term of component i in phase j. For the 

inflow condition, the injection composition is specified at a fixed pressure: 

𝑥𝑖(0, 𝑡𝐷) = 𝑥𝑖
𝑖𝑛𝑗

, 0 ≤ 𝑡𝐷 ≤ 𝑡𝐷
𝑒𝑛𝑑 , 𝑖 = 1, ⋯ , 𝑁𝑐,         (C-4) 
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where 𝑡𝐷
𝑒𝑛𝑑 is the end time of simulation. Similarly, for the outflow condition, constant bottom hole pressure 

is specified (Chang 1990). For the partial differential equation of equation (B-1), Orr (2007 “Theory of Gas 

Injection Processes” Pages 67-69 and 127-129) derived the component recovery at the outlet: 

𝑄𝑖 = 𝐶𝑖
𝑖𝑛𝑖𝑡 − 𝐶𝑖

𝑜𝑢𝑡 + 𝑡𝐷𝐹𝑖
𝑜𝑢𝑡,                  (C-5) 

where 𝑄𝑖 is the volume of component i recovered. 

When the initial and boundary conditions are known, simulation starts: 

Step 1: Calculate the overall composition of the first gridblock close to the injector: 

𝑧𝑖 =
𝐶𝑖𝜌𝑖

∑ 𝐶𝑘𝜌𝑘
𝑁𝑐
𝑘=1

,                             (C-6) 

where 𝑧𝑖 is the overall composition of component i, 𝐶𝑖 is the overall volume fraction of component i, 𝜌𝑖 is 

the molar density of component i.  

Step 2: The phase equilibrium calculation is conducted for the overall composition at a given gridblock 

and time step.  

Step 3: When the number of equilibrium phases, their compositions and amounts are known from the 

flash calculation, phase properties, such as saturation, density, and viscosity can be calculated.  

Step 4: Phase identification is called to label the phases. 

Step 5: Assignment of phase relative permeabilities is performed. 

Step 6: Calculation of the phase fractional flow is conducted. 

Step 7: Calculate the component overall volume fraction for the next gridblock by use of equation (C-1). 

Step 8: Calculate the overall composition for the next gridblock by use of equation (C-6). 

Step 9: Repeat steps 2 to 8 until the end gridblock. 

Step 10: Repeat steps 1 to 9 for the next time step until a specified ending time is achieved, such as 1.2 

PVI. 
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As described above, phase equilibrium calculation is required to determine the number of equilibrium 

phases and their compositions for each gridblock at each time step. The algorithm that determines the number 

and compositions of phases must be robust and efficient. Phase equilibrium calculation requires the 

information about relationship between pressure, volume, temperature, and composition to calculate the 

component partial fugacity coefficients. Phase equilibrium calculation consists of stability analysis and flash 

calculation. The stability analysis is used to test whether the mixture of interest is stable or not. If it is 

unstable, a new phase is added for the subsequent flash calculation. If the stability analysis indicates that the 

mixture is stable, then no further calculation is performed. There are two conventional methods are for 

stability analysis: locations of stationary point and Gibbs free energy minimization.  

If a mixture is indicated unstable, the number and compositions of phases must be calculated. As a result 

of phase equilibrium, the fugacity of component is equal in different phases, such as 𝑓𝑖
𝐿1 = 𝑓𝑖

𝑉 = 𝑓𝑖
𝐿2 for 

three-phase equilibrium. The component fugacity is the effective pressure in accurate chemical equilibrium 

calculation. Two conventional methods have been developed in the literature. One is the flash formulation 

with successive substitution method. The other method is by use of minimization of the Gibbs free energy 

where the independent variables are the component mole numbers. The detailed step-by-step algorithms to 

implement the above methods for stability analysis and flash calculation have been presented in many 

publications. In this research, the thermodynamic model used is the Peng-Robinson (PR) EOS (Peng and 

Robinson 1976) with the van der Waals mixing rules. The multiphase behavior algorithms used are based on 

Perschke (1988) and Chang (1990) for sequential flash and stability calculations and Okuno et al. (2010) for 

constant-K flash. 
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Validation of 1-D Convective Simulator 

In this thesis, the 1-D convective simulator is validated by comparing its simulation results for 

two-hydrocarbon-phase flow with the analytical solution. The first case is a ternary system that was used by 

Johns (1992). Tables C-1 and C-2 show the fluid properties of this three-component system. Fig. C-1 shows 

the ternary diagram for this three-component system at reservoir temperature of 160 ºF and 1600 psia by use 

of the part of phase equilibrium calculation in the 1-D convective simulator. Johns (1992) also shows the 

similar diagram at page 94 of the dissertation. As shown in the figure, a wide two-phase region is observed 

indicating immiscible two-phase flow. Figs. C-1 and C-2 show the CO2 and C10 concentration at 0.25 PVI 

for the displacements of this three-component system by use of analytical solution and numerical simulations 

with 100, 1000, and 5000 gridblocks. As the number of gridblocks increases indicating a smaller numerical 

dispersion effect, the deviation between the numerical simulation and analytical solution diminishes. 

    Tables C-3 and C-4 shows another three-component system that has been presented by Orr (2007). 

Compared with the preceding ternary system, this ternary system shows a narrower two-phase region, as 

shown in Fig. C-4. This ternary diagram is created by use of the part of phase equilibrium calculation in the 

1-D convective simulator. Orr (2007) also shows similar diagram at page 116 of the reference. Fig. C-5 

shows the gas saturation profiles at 0.25 PVI for the displacement of this ternary system by use of analytical 

solution and numerical simulations with 100, 1000, and 5000 gridblocks. As more gridblocks are used, the 

numerical solution approaches to the analytical solution. The effects of the numerical dispersion on 

simulation results are significant for the 100 blocks case.  

    Tables C-5 and C-6 show the fluid properties of a five-component system that was used in Johns 

(1992). These two tables are reflected by the table 7.1 in his dissertation. The analytical solution for the 
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displacement is shown in the table 7.2 in his dissertation, so it is not duplicated here.  

Fig. C-6 shows the CO2 at 0.25 PVI for the displacement of this five-component system by use of 

analytical solution and numerical simulations with 100, 1000, and 5000 gridblocks.. As shown in the figure, 

as the number of gridblock increases, the numerical result shows better agreement with the analytical 

solution, though some variations across the shocks are still observed. 

 

Explanation of Simulation Files 

Comp_Drop: this file is used to drop a component before phase equilibrium calculation when the mole 

fraction of this component is very small. 

ComCompressibilityFactor: this file is used to calculate the compressibility factor of a given component. 

CompViscosity: this file is used to calculate the component viscosity. 

Data_Read: this file is used to read the data from the input file. 

FUG_CAL: this file is used to calculate the component fugacity coefficient. 

MAIN: this file is the main file where simulation starts from. 

MultiPhase_Flash_SS: this file is to perform flash calculation by use of successive substitution method. 

MultiphaseRachfordRice: this file is to solve the RachfordRice equation. 

Partial_Lnf_nij: this file is to calculate the derivation of log(f) with respect to phase mole number. 

PhaseIdentification: this file is to perform phase identification algorithm. 

PhaseEquilibrium: this file is to initiate the phase equilibrium calculation. 

PhaseViscosity: this file is to calculate the phase viscosity. 

RelativePerm: this file is to calculate the phase relative permeability. 



86 
 

Z_CAL: this file is to calculate the phase compressibility factor. 

Input.txt: this file is to contain the input data used for simulation. 

 

Example of Input File 

Number of component 

4 

Component Composition 

0.3722 0.1063 0.3011 0.2204 

Injection Composition 

0.05 0.95 0.0 0.0 

Tc 

198.7611111 350.1777778 732.2777778 1092.944444 

Pc 

4.598297301 4.527509685 1.657989474 0.654061013 

Vc 

1.6763 2.9740 21.572 83.571 

Acentric Factor 

0.0193 0.1402 0.5574 1.1313 

Molecular Weight 

17.268 40.288 352.25 1052 

Binary Interaction Coefficient 



87 
 

0.0000 0.0052 0.0000 0.1822 

0.0052 0.0000 0.0050 0.1336 

0.0000 0.0050 0.0000 0.0000 

0.1822 0.1336 0.0000 0.0000 

Tolerance for Stability Analysis 

1e-7 

Tolerance for Flash Splitting Calculation 

1e-7 

Maximum Number for Stability Analysis Iteration 

1000 

Maximum Number for Flash Splitting Calculation Iteration 

1000 

Stability Analysis Option 

1 

# type 1: Stationary point  

       2: Minimization 

Flash Calculation Option 

1 

# type 1: Pure SS  

       2: ACSS 

       3: Minimization  
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Phase Identification Option 

1 

# type 1: Conventional Method in UTCOMP 

       2: New Algorithm    

Supercritical Phases 

0 

# type 0: Supercritcal Phases are not included  

       1: Supercritical Phases are included 

Methane Position 

1 

Maximum number of phases 

3 

Reservoir Temperature (Unit is K) 

303.16 

Reservoir Pressure (Unit is Mpa) 

12.418 

Time Step 

0.0001 

Size of grid block 

10 1 10 

Number of grid blocks in flow direction 



89 
 

1000 

Porosity 

0.4 

Residual saturation 

0.2 0.2 0.2 

# type 1: oil 

       2: gas 

    3: L2 

Endpoint of each phase in Corey model 

0.2 1.0 1.0 

Exponent of each phase in Corey model 

2.0 2.0 2.0 

Tabulated pressure (Unit is Mpa) 

10.3490666667 5.681 
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Table C-1. Fluid Properties for a Three-Component System (Johns 1992) 

Component Oil Gas 
Molecular 

weight 
Tc (ºF) 

Pc 

(psia) 

Acentric 

factor 
Vc (ft

3
/lb-mol) 

CO2 0.0000 1.0 44.01 87.90 1071.0 0.2250 1.5060 

CH4 0.3000 0.0 16.04 -116.63 667.8 0.0104 1.5899 

C10 0.7000 0.0 142.29 652.10 305.7 0.4900 9.6610 

 

Table C-2. Binary Coefficient for a Three-Component System (Johns 1992) 

Kij CO2 CH4 C10 

CO2 0.0000 0.1000 0.0942 

CH4 0.1000 0.0000 0.0420 

C10 0.0942 0.0420 0.0000 

 

Table C-3. Fluid Properties for a Three-Component System (Orr 2007) 

Component Oil Gas 
Molecular 

weight 
Tc (ºF) 

Pc 

(psia) 

Acentric 

factor 
Vc (ft

3
/lb-mol) 

CO2 0.0000 1.0 44.01 87.90 1071.0 0.2250 1.5060 

C4 0.4759 0.0 58.12 305.65 550.7 0.2010 4.0828 

C10 0.5241 0.0 142.29 652.10 305.7 0.4900 9.6610 

 

Table C-4. Binary Coefficient for a Three-Component System (Orr 2007) 

Kij CO2 C4 C10 

CO2 0.0000 0.1257 0.0942 

C4 0.1257 0.0000 0.0080 

C10 0.0942 0.0080 0.0000 

 

Table C-5. Fluid Properties for a Five-Component System (Johns 1992) 

Component Oil Gas 
Molecular 

weight 
Tc (ºF) 

Pc 

(psia) 

Acentric 

factor 
Vc (ft

3
/lb-mol) 

CO2 0.0000 1.0 44.01 87.90 1071.0 0.2250 1.5060 

CH4 0.3000 0.0 16.04 -116.63 667.8 0.0104 1.5899 

C4 0.1795 0.0 58.12 305.65 550.7 0.2010 4.0828 

C10 0.2600 0.0 142.29 652.10 305.7 0.4900 9.6610 

C20 0.2605 0.0 282.56 920.91 161.4 0.9070 20.0000 
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Table C-6. Binary Coefficient for a Five-Component System (Johns 1992) 

Kij CO2 CH4 C4 C10 C20 

CO2 0.0000 0.1000 0.1257 0.0942 0.0865 

CH4 0.1000 0.0000 0.0270 0.0420 0.0540 

C4 0.1257 0.0270 0.0000 0.0080 0.0000 

C10 0.0942 0.0420 0.0080 0.0000 0.0000 

C20 0.0865 0.0540 0.0000 0.0000 0.0000 
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Figure C-2. Ternary diagram for the three-component system (Johns 1992) at reservoir temperature of 160 ºF 

and 1600 psia. 

 

Figure C-2. CO2 concentration profiles at 0.25 PVI for the displacements of the three-component system (Johns 

1992) at reservoir temperature of 160 ºF and 1600 psia. 
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Figure C-3. C10 concentration profiles at 0.25 PVI for the displacements of the three-component system (Johns 

1992) at reservoir temperature of 160 ºF and 1600 psia. 

 

Figure C-4. Ternary diagram for the three-component system (Orr 2007) at reservoir temperature of 160 ºF and 

1600 psia. 
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Figure C-5. Gas saturation profiles at 0.25 PVI for the displacements of the three-component system (Orr 2007) 

at reservoir temperature of 160 ºF and 1600 psia. 

 

Figure C-6. CO2 concentration profiles at 0.25 PVI for the displacements of the five-component system (Johns 

1992) at reservoir temperature of 160 ºF and 1600 psia. 
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Appendix D: Phase Identification Algorithm 

This appendix is to explain the tabulation procedure that is required prior to the phase identification 

algorithm. The step-by-step tabulation procedure is explained as follows: 

Step 1: Initial simulation run is performed and terminated at a specified time, such as 0.1 PVI. 

Step 2: Save 𝑥𝑗
𝑖𝑛𝑖  (j = 𝐿1, 𝑉, 𝑎𝑛𝑑 𝐿2) in the 3-phase region from the initial run. 

Step 3: Calculate the distances 𝑑𝑗
𝑘,𝑘+1

 for the same phase in neighbouring triangles. Note that k is the index 

for the tabulated triangle. 

Step 4: Calculate the length of all triangles’ edge 𝑑𝑚−𝑛 that approaches to zero as to CEPs (i.e. 𝑑𝐿1−𝐿2 for 

LCEP, 𝑑𝐿2−𝑉 for UCEP). Note that m and n are phase indices. If direction=1, 𝑑𝑚−𝑛 = 𝑑𝐿2−𝑉, if direction=2, 

𝑑𝑚−𝑛𝑑𝐿1−𝐿2. Initially, direction=1. 

Step 5: Set 𝑥𝑗
𝑖𝑛𝑖 as 𝑥𝑗

𝐹  for the triangle corresponding to the smallest 𝑑𝑚−𝑛, Set 𝑥𝑗
𝑖𝑛𝑖 as 𝑥𝑗

𝐵 for the triangle 

corresponding to the second smallest 𝑑𝑚−𝑛. Note that F stands for ‘front’, and B stands for ‘back’. 

Step 6: Calculate the compositions of phases after moving a specified step, such as l = 0.01, by use of the 

equation: 𝑋𝑗
𝑁 = (𝑥𝑗

𝐹 − 𝑥𝑗
𝐵)

𝑑𝑗
𝐹,𝐵

𝑙
+ 𝑥𝑗

𝐹. Note that N means ‘next’. 

Step 7: Calculate the composition of the central point 𝑋𝑐
𝑁 of the triangle determined by 𝑋𝑗

𝑁. Note that c here 

means ‘central’. 

Step 8: Phase equilibrium calculation is performed for 𝑋𝑐
𝑁 . Save the phase compositions from flash 

calculation as 𝑥𝑗
𝑁. 

Step 9: If the equilibrium phases are 3-phase region, go to step 10, otherwise, l = 0.1 ∗ l, go to step 6. 

Step 10: Calculate the distance 𝑑𝑚−𝑛
𝑁 . Check if 𝑑𝑚−𝑛

𝑁 < 𝜀. Yes, go to step 11, otherwise, set 𝑥𝑗
𝐹  as 𝑥𝑗

𝐵, and 

set 𝑥𝑗
𝑁 as 𝑥𝑗

𝐹, go to step 6. 
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Step 11: If direction=1, set direction=2, go to step 4. If direction=2, go to step 12. 

Step 12: Calculate the normal vector 𝑣𝑘 of all triangles with unit length in the direction from UCEP to 

LCEP. 

Step 13: Calculate the distances of all tabulated triangles to UCEP extension by 𝐷𝑘 = (𝐿1
𝑘 − 𝐿1

𝑈𝐶𝐸𝑃) ∙ 𝑣𝑈𝐶𝐸𝑃. 

Step 14: Calculate the rate of changes of tabulated triangles’ edges by 𝑢𝑖−𝑗
𝑘 = |

𝑑𝑖
𝑘−𝑑𝑗

𝑘−1

𝐷𝑘−𝐷𝑘−1 |. 

Step 15: Define the composition region into two sub-sections: normal region for max(𝑢𝑖−𝑗
𝑘 ) < θ and 

refined region for max(𝑢𝑖−𝑗
𝑘 ) > θ, where θ is a given value by user. 

Step 16: Calculate the number of triangles in different regions by 𝑁𝑇 = (𝐷𝑝 − 𝐷𝑞)𝜌𝑇, where p, and q are 

index for triangles, 𝜌𝑇 is the density of triangles in composition space. Note that 𝜌𝑇 is different for normal 

region and refined region. 𝜌𝑇 is a value given by user. 

Step 17: Save the target triangles by the calculated number of triangles with equal space. 

 


